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SYNOPSIS

The relevance of a Systems approach to construction
mznagement i3 pointed out.

Network techniques, as a tool in systems analysis,
have been mentioned and the acyclic, directed, non stochastic -
network (the CPM network) has béen discussed in details

The mathematical model of the scheduling phase
of CPM has been presented and followed by a 1ueid_descrig
tion of a computer program for the scheduling computations.

The iumportance of the problem of Res ource Havelling
has been discussed and followed by a survey of the work
already done in this field. 4An origingl algorithm for the
Resource scheduling problem‘has been presented, followed
by a detalled description of the computer program.

To i1illustrate the two computer programs, the hutment
renovation project currently in progress at the University,
has been taken a8 a case study,; and the results of the
CPM Scheduling program and the Resource levelling program
have been reported.



CHAPTER =1
INTRODUCTION

NEED FOR A SYSTEM APPROACH TO CONSTRUCTION MANAGEMENT

The field of civil Engineering Construction has
certain special features which distinguish 1t from other

industries. Firstly, the range of operations and the proce~
sses involved is very wide, and includes excavation, pile
driving, dam construction, multi-storeyed structures, tunnw
elling, brldge eonétruction, marine works, water supply,
pavements and a host of other works. Each of these requires

special construction techniques, equibment and labour skills.

' Secondly the worksites of projec'ts are always temp;
orary and often remotely situated and full scale production
on any slte lasts only for a few months or at best a few
years. Hence there 18 a lack of continulty of operations

at one site.

Thirdly the local slte manzgement rarely has full

control of policy and finance and can never be self reliant,

Lastly, the construction personnel generally fall
into two broad groups; viz temporary workers and the more
or less permanent supervispry staff which shifts from one
. project to another.

These features in the construction industry make

consStruction management a challenging task. It 18 essential



"D -

that the construction organisation at the field is adapt~
able to the varied conditions from project to project and
is flexible enough to control adequately the works being
exgéuted wnder different.51te‘conditiéns@ All these chara~
cteristics of construction works have to be‘taken into
account by the management while planning, éétiéating, orgaé
nising and executing the works so as to achieve the preda~
termined objec tives of quality, time and cost.

_SYSTEMS ANALYSIS

| Though the systems approach is nDﬁ new, its applica=-

tion to construction management is fairly recent. In simple
language, the systems concept envisages that any organisas=
fioﬁ can be conceived of as a 'system!, vhich 18 made up
of 'segments! or tsub-systems'. Kach of these sﬁbsystems
haye direet‘ar indiréet matual relationships and intere
dependencies and therefdre the performence of the system
as'a whole will depend upen the}interacﬁiohs between sub-
systems. Whlle each subwsystem may havehits own goals and
objectives they have to be fitted into the overall objeew
tives of the organiSation, The function of the manager
therefbre is to identify é&nd measure the-inter~relatia#ships
of these campgnents‘and tcsintegraté them_in a manner which
enables the organisaﬁion to efficiently pursue its overall
objectives. The manager has to look upon the organisation

undey him a8 an integrated assembly of interacting components
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deslgned to perform, jointly a predetermined purpose.

.In a systems approach the function of dec%sion
nmeking becomes'very complex 8since the alternatives availla=w
ble and the inter4re1atien8hips and combinations of diffe
erent circumstances become too large to be comprehended .
in a simple manner. The decision making therefore negew=
ssitates obJective and scientific analysis of suéh problems
by using mathematical models i,e. by reducing real world
Systems to a symbollc model which depicts the logical intere
relationships of various parameters, Before taking a deci
sion 1t 1s possible to experiment on the model to prediet'
thé bé@aviour or outcome of the ayétem itaelf. TﬁGlSCien#
tific analysis of a System vith the help of models 18
termed as nsystems Analysis"<=. SeveralAbther texms which
are commonly used are»nqperatioﬁs researcht, Wcost =benefit
analysisv, Net work Technmliques (like PERT, CPM, GERT etc)
also represent system models which can be analysed in a
sclentific manner so that the results of the actual field
operations can be predicted in advsnce and remedial

action taken.
NETWORK TECHNIQUES

This is a very general term, and whole volumes

 have been wribtten on network techniques alone. Networks

are of Several types, and each type has 1ts features. |
Depending on the situation, one network may be more valuable

than the other.:



NETWORK CLASSIFICATION

Networks have been elassified into
ﬁ. Acyclic Directed Networks
The PERT‘ and ¢PM networks belong to this claSsQ
 These ape networks in vhich all paths are directed and they
contaiﬁ.no ¢ycles or loops. Because of the special nature
| of these hetworks Qe can always‘hnmber the nodes in such
| a.way that a114activitias lead from a smaller-numbered

node to a node of 1arger“numbar;

2¢ Cyclic Directed Networks

These are more general networks and they include

cyeles,
3+ Stochastic Networks

Thesse are netuorks with logical ncdes and.prbba‘
A bilistié:aetiviﬁy realizetion. The PERT and GERT networks
belong to this class. |

The commonly used network technigues gre«
1. The critleal path method (cPM) ’
2« Projlect Evaluation ahd_ Review Technlque (PIRT)
3. The Graphical Evsluation and Review Technique{GERT)
., ILine of Balance Technique (LOB)
5., TFlowgraphs

6. Decision treées.



A discussion of the various types of netﬁdrks

18 beyond the scope of this dlssertation.

Among tha nefwork'teehniques listed above, the
CPM technique is the one that ls mostly used in construce
tion projectss CPM is a project managemént technique, and

the basig 1s the acti@ity:networkg or the project network

model, It is egsentlally an Acyclic , Directed, non=

stochagtic network, and unlike the PERT network which

is & stochastic network, it considers the guration estima=
‘tes oVér a range of facllity or cost levels, andas a result,
providses a range of project durstions with an associated
range of projec t costs. CPM computations establish the
absolute minimum cost of attaining an& feasible project

| duration.

Conventional Methods

Befors tQé advent 6f CPM, and other network
techniquss, conventional technigues were used in the
construction industry, for planning and scheduling. These
included = | '

1. Gantt Charts il. Milestone Charts
iii. Flov charts.
GANTT Charts
Befofe World War I, a consultant by the name

Henry L. Gantt, designed for the U.S., Army Ordinance:
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Bureauy a simple chart which could display the schedule

ag well as make‘a comparison between the actusl performance
and the schedule. A project was divided into activitieé which
were.. shown by horizontal bars on a time scale drawn from

the date of gstart to the scheduled date of completion.

These bars were shaded to indicate the portion of work
completedA. Oﬁ any date of reévliewing the progress the

shaded portion of various bars indicated whether a partis
cular activity, was on time, behind schedule: or ahead

of ﬁima. _ / |

Iimitation of Gantt Charts

1. 1t does not indicate ‘the inte?relatianships hetween
warious activitles.

2+ It does not %ell us the effect on the completion
time a8 a whole of one activity falling behind.
schedule and another activity going ahead of schedule,

3. If.does not indicate which ac%ivities are critical,
and which actlvities have spare time and resources
{and . bow much) . .

L. In ease the project completion time has to be ée&uced
the Gantt chart does not indicate the effect of this

on the cost.

Milestone Charts

The Gantt chart, inspite of its limitations remained
the most popular and widely a&opﬁed method of planning



and scheduling since it is simple and easily understood

and because of its visual effect. Further refinement
wag introduced in this method around 1940 by showing

important iilestones represented by vertical arrows.

Fiow Chart

The fir8£ attempt to show Sequence of activities by'
comnecting events in order of their relationships was made
by Gilberts (a contemporary of Gentt) This chaft,known aé
flow chert was perhaps the beginning of Network technigues
appliéd.%o the field of constructionw Manggement, though
the first fudl«fledged network techniques appiied to

construction were CPM and PERT.

Advent of CPM/PERT

Due to increasing complexities in Industrial
projects resulting from technological advances, the
conventional methods were found to be inadeguate for
planning, SChe&uling\and in monitoring ?roject tasks.
In lafge projec=ts the number of activities ran into
thousands, and in the absence of a couprehensive and refi«
ned method iﬁ‘bécame difficult to comprehend the intere
relationships of activities and to schedule them in such
a mammer as to achieve optimum cost. This provided the

background for the development of CPM.



- Historical Devéiopment

The basis for what 18 presently called CPM was
created during the late 19501 8 in two more or less parallel
developmentss The Dupont Gompany!a. Refinary Rencvation
Project and the U.S. Navyts TFleet Ballistic Missilel

projec"b.

Dupont "during the late 50rs waS'inﬁerested in
finding a way‘to schedule refineny~renovétion projects
in such a way that a minimum amount of time was required
to take a refinery out of sérvice and that a minimum amount
of menéy wag required to effect this project speed up. They
were losking‘fox_the most economical way of scheduling
a project considering the increasing direct cost of the
project speed up and the indirect cost of taking the.
refinery out of action whlch eoét goes up a8 the project
is shortened. Morgan. R« Walker, along with James Kelly
of Remington Rend Company developed a project planning
and Scheduling technique based on network analysis. This
technlque they called Gritical Path Plangi§g and Scheduling

= CPPS.For short. CPPS was applied by the Dupont Company
with great success.‘The‘company found that this technlque
required only about“half as much_effext a8 other planningw
and scheduling techniques,, they previously had used. To'
quote actual figuress thé method reduced the shut down
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period from 425 hours to 93 hours. Expediting and Amprove
ing laboux parfoﬂmance’on critical p&th actlvities further
reduced the shut down time to 78 hours, resulting in
millions of pounds of production.

Soon it was realised that this method was easily
applicable to most construction projectsy and it was hailed

as a substantial codﬁribuﬁicn to management methods,

~ Since then CPM has grown considerably over the
years, i~t found wider and wider areas of applicabion,
and it is today accepted as a basic tool in project

nanagemant.

Though CPM was noi developed exclusively for
the construction industry, the fact remaing that the conste
ruction industry has been the most extensive user. Even
outside the constiruction Indusiry, CPM has been used with
mueh success. The staﬁa of North Carolina used CPM-ﬁo
schedule and control the states bfannual buﬁget{*:an-en* 
tirely administrative task. The cilty of Washington DC
used CPM to coordinate the 'moving ¢ operation of the
staff of their city hospital with the various phasges of
its vrenovation. The U.S. coaéﬁ'auard used CPM to plan and
schedule the production of a cutter{ and the Navyr's
Bureau of ships used the technique to assist them in
ship overhaul schedulinge.
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what started as a planning and scheduling teche
nigue, soon developed into‘a versatile project management
technique.®oday . CPM includes cost control, resource
scheduling, monitoring and updating of projects and many

more features are being added.

CPM - GeneralPrinciples

CPM 18 a Management teéhhiqua‘that\enablaé &
project'manager to predict‘when the getivities involved
in his projec ts can be expected to occur. It is a set of
tools that wuses actval Job conditions in a contimious
process of schedule revision and inprovement . It i8S a
“technique that through this process of improvement and re-
vision enables the contractor to trust the Schedule
produced and make most effective use of whatever resources
‘and 1lmlitations exist. Also by refining and reviéiﬁg the
Schedule produeed,thé project manager is able to maintain
control over this typlieal rapldly changing situation.
CPM welcomes a high level of detail,because of this the
contractor can break his project into as many wctivities

a8 necessary to meaningfully describe i1t.

THE THREE PHASES OF CPM

CPil consists basically of 3 phases, a planning
phasey a- Scheduling phase, and a control =Monitor phase.

1. The Planning Phase

. This is by far the most important and time
consuming. It is in this phéSe that all the nacessary
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input data are develeped to make CPM work, and since these
Inputs are crucial, the planming phase | must be perfenmed
by the. contractor, uho 18 the only one eompletely familiar

or knowledgeable about his casts and method of domn& busl=

ness. The contracto; ean_obta;n essastanee in the aecomp=
1lishment of the taska:ihvolvedAin the collection of input
data but the basic vesponsibility for this cannot be deles
gated to &nytﬁutside:grﬁup if CPM ig expected tajbe used
SucceSSfully. :

_ . This planning phase, is one of the vital requires~
ments of CPM 2nd i3 at the same ‘time, one of its greatest
advantages. By perfbrmzng the worK required in this plann-

.ving and analysis phase one obtmins intimate and early
knouladge of the job and galns insight into d@tuilﬁ or
anticipated problem areas that are not obtainable in any
otbar fashion, This @hasé in fact'gives the éﬁnﬁracter a
tdry run on the construction. The 1nputs prmdnced by
the planning phase mainly are 1) The Arrow diagram

2) Duratlion, cost and Resource estimates per activity.

2. The Scheduling Phase

This fallows the plamning phase and can be conve=
niently computerised. In this phase the input informa=
tion 18 processed and a schedule is produced for the acti=

‘ vities in the project-Only simple arithmetic is necessary
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to prepare the schedule and , for Smalllar medium sized
netwbzks 1t can be don¢ by hand. However, the large netw
orks will require very laborious calculations and &t will
be cheaper and more acgurate to use an electronic computer.
Thus the schedule can be produﬁeﬂ mach faster, Moreover,
when a.qomputer'is useé one can feact,qaickly and inexpenw
| sively to unforseen developments in the prbject whereas -
manual revision of the schedule when unexpected changes

, occui, is not so easily.accdmplished‘

The output éf‘tbé-SGheduling phaSe.will include
a sehgdule of early and late start and finish times for
the activities, the amount of oxtra. time available to an
éetivitv » & hay chart if desired, afresource analysis

‘and & cash requirement prediction.

3. The Control Monitor Phase

" This is the third and final phase of CPR and
for all égaetical'purposes,-dn électronic’GQmputer will
be ;eqﬁired.3 Flexibility and prempt recaleulations due
to changed conditions are the koys to a successful CPM
program. One can make attempts to keep the schedule upto;
date and meaningful by hand put it is done much more
easily and inexpensively with the assistance of the
computer. - | |
| In the confrel-monitpr phase the contractor is
supplied with time status reports indicating the overall



status of the project in general and activities in parti=~
cular . The contractor is also supplied with revised sche-
dules that reflect actual job conditions and the projects
status. The contractor can also obtain cost status reporie
tﬁatﬁindicate how much money is being spent for what types
of expenses. These reports and revisions can be sppplied
to the céntractor a8 frequently as desired, by the contra=

ctory in maintaining control over his project.

| In this phase information 1S supplied regarding
additions to the project(new activities), deletions from
the project, changes in duratiéns, descriptions, trade |
iﬁdicators, cost estimates, or resource estimates, actual
‘stdrt of the activitles in progress and finally the actual
finish dates of the activities completed. The output of
the control monitor phase‘will include tine status-repoits,
revised sckedules revised bar charts, revised resource,
analysis; Bevised cash flow predictions and cost status

reports.

SUMMARY _OF THE THREE PHASES

CPM 1s thus a planning, scheduling and control
technique., It demands rellable input information in order
to be effective and the production of these data gives the
contractor an opportunity to plan and analyse the project
and lends itself to revision and refinement in a continuing

| process of project control.
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BASIC WREMISE OF THIS DISSERTATION

This dissertation fbcﬁses attention on the schew=
duling phase. This ineludes the basic schedule f@r act&vi~

tles and ‘also 1evelling of resourQGS.

Where LS manual computaticns for CPM scheduling
are straight forvard and standardised the develepment of
a computer algorithm to,perform the scheauling computations
offers enough scope for innovatioﬂ and originality. Wwhen
using a computer, several aspects of CPM cah be cons8idered
end included in one compact package program. The methods
used; the featurcs included; the limitations the capacity
etc are properties which distinguish one CPM program from
another. No two computer programé for cPM scheduiing'
vAll be alike. | -

| This dissertation presents a - aempletely.griginal

computerised approach, and a computer program.

The subject of rpesource scheduling is another
chaddenging one. Several yeais have been devoted to this.
particular aspect of CPM, and this dissertation, after
studying the efforts so far in this direc tilon pregents :
an original algovithm for resource scheduling and levelling.
The algorithm for résourca 1evel;ing éxperiments with diff*

erent resource aveilability levels and calculates the
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minimum project duration for sach level of aVailaﬁility.'
The program deyeloped is a long rangé program vhich allows
the management to choose the optimum duration of the
projecty and the correspending resource availabillity, by
providing the data whieh the management needa,’to nake the

crucieal. decilsion.

It i8 also the aim of this dissertation to develop
a‘program which can easily be extended to the control=
wonitor phas. of CPMy and to include PERT networks.



CHAPTER + II
THE SCHEDULING PHASE OF CPM

Fundamantals of the Scheduling Phase

AN

A brief review of the essentials of CPM scheduling

is presented under 2 heads viz 1) Basic definitions
2) Mathematical Model.

Bagic Definitlons

The earliest Occurrence time of an event (IEOT) is the
earliest point‘in time that all activitlies that precede
the event will bé completed. }

The Latest Occurrence Time of an event (LOT) is the dead
line by which‘ﬁime an event must be completed if the
project is not to be delayed. |

Early Stert Time - The first day of the project wpon uhich

work on an activity can begin if every preceding activity

is finished as early as possible.

Early Finish Time - The firsi day upon vhich no work is to

be done for an éctivity-assuming that 1t started on its
eavrly gtart time. It is the duration after the early start

. ) / ' =
for an activity.

Latest Start Time = The latest possible point in time by
- which an activity must be started if the project is not to
be delayed. :
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Latest Finish Date = The latest point in time,which no

furtheé work mast be done on an activity if the project
is not to be delayed.

Total Float « The difference betweeﬂ the amount af time

' available toenaamplish an actmvxuy and the time neceqsany,
 OR - o S | | .
The difference between the activity's Labest
Start time and earliest start timey OR ..-

The amount of extra time availah&e to an activity
éssumiég thaz 21l activities preceding have started as early
ag they can and that all activities following will start
as late as they can . .
Free Float - The amount of extra time available for an
_activity,&f every activity in the pfojéét Starts as early
a8 possible. If is thus the ameﬁnt of flcaﬁ that can be
allocated to an activity vithout interfering with subse-

guent work. |

I=node - The node at the taileend of the grrow representing
the activity |

J4noﬁe'; The node at the head=end of the arrow raprasenting

the activity.

Mathematical Modsl

The fundamental Steps in the scheduling process

Sét the early occurrence time of the first node

equal to zero. Consider each node by turn and compute the
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early occurrence time of the node as follows ¢ For each
activity entering the node, add the activity duration to
thé early-oécurvancé time of the I=node of the activity.
The mazximum va lue obtalned is the early occurrence time

f the node . Repeat until all the nodes are coasidered.'

Set the latest occurrence time of the last node
equal to 1ts ear ks oceurrence time. ?roceeding backwards,
congider. each ncde by~ﬁunn_and'establish its latest
oceurrence time as follous :~ For each activity leaving
the nede, subtract tba activity duration from the 10T
of the Jhnode of the actrvity. The minimum value obtained
is the. latest occurrence time of the node. Repeat until

all the nodes are considared.

STEP = ,

Set the Farly start time for eéch activity equal
to the early eccﬁz‘rence time of the I-node of the activity,
compute the early finish time by adding the duration.

STEP U 7 "

. Set the latest finish tlme of each activxty as equal .
to the latest occurrent time of the J*nade of the activity.
Compute the latest start time by subtracting the activiﬁy's
duration,

Step 5 |

Compute the totsl float by subtracting the early

start time from the latest start’time for each activity.
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DESCRIPTION OF THE CPM SCHEDULING PROGRAM

Features

1. The aim has been to develop a program which is both

2e

glmple and versatile, Subject to the constraints
imposed by the potential of the computer that is

peadily aveileble (IBM=1620 at the 8.B.R.C.Roorkee).

The program i8 flexible and it can be freely modified
to sult special needs. The program'ﬁas been written in
the FGRTﬁAN*II ianguage for IBM=-1620.

fhe program first of all reads the number of networks
to be scheduled. For each network the program asceepts
as input data the I=node, the J=node of each activity
and 1ts duration. 4 trade indicator for fbr each
activity can also be fed as data. Other data include

- the number of sqrtings of‘butput. The types of Sorting
desired; the project start date, and the 1list of holideys

if calender dating is desired, and finally ecounters
to decide the types and magnitudes of the output=
desired by the user.

The ecutput consists of the activlity node numbers,

the duration, the early start time; the early finish
time, the latest start time , the latest finish time,
the total float and the trade indicator. This is

presented in a convenient tabular form.
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A special faeclllity that has been provided is thet of
preparing a CPM calender for the schedule. The early
and late start and finish times are converted into
actual calendar datés by an algorithmic procedurs.

Another f&cility that has been\prdviaed is that the
output sorting can be controlled by the user. This
has been provided beczuse of the facf'that the way in
which . the CPM scheduling input data are sequenced
af$eets the utility of the report as a manégement tool.
Some users would prefer a”sequencé that indicates
day=by=day, what activities could $tart. The early
start sequence would be preferred in this case.
Othersnay gréfer a ssquehcé by Tfade indlicator so that
all aetivifieS'with thé same trade indlcator appear
grouped tégether. This ﬁékes it easy to assipgn tasks

to specific groups and to find out just when a certain
group or person is needed.

Yet another gequence 1s that of total float, 8o that

we have a list of activities in order of criticality.
The program can offér‘all‘of thege and also additional

sertings (1ﬁcluding sorting by duration, early finlsh

” time, latest start or finilsh tlme).

The progran has built~in checks far errors 11ke 1oaping

'gnd.dangling etc and the exact nature of the errqr is
‘described, and the particular node or activity where

~ this occurred is pili=painted..
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The program has been written on the assumption that

a resource séhéduling program will follow, and'eertain
éomyutationS»are performed early enough So that the
resource écheduling program 18 greatly speeded up.
However the program can still be used for a CPM
studi alone, without a. companion resource levelling

study.

The program assumes that a netvork is available .
Iﬁ.dégs h9§ generate a network of its own. Thus it is
assumed that the planning phase hag been éem?léted.
There is a school of thought, which subscribes to the
view  that the preparétion of a netyork is a drudgery
and the computer must be programmed to. generate a net-
work of its oun. But this idea bas been vehemently
opposed hy'others,who feel that the planning phase
(vhich includes the»drawing of the arrow dlagranm) |
even though a drudgery, is in fact an essentlal and a
most useful routine that must be gone through 1f CPM
is to be éffective.

A detailed discussion on this point is to be found in

the text book on CPM by OtBrianm ( 18 ).



PROGRAM OQUTLINE

o A broad outline of the program is given below,
followed by a detailed description.

The Pirst Stage

The input data is read. This consists of the
number of nodes, aetivities, the number pf rearrangemnents,
a counter iSKIE,_the types of :earrangemants deglired, and
the I and.J nodes of the actlvities, along with their dura=-

tions and trade indicators.

The Second Stage

This stage’campuﬁes the early occurrence times for
sach node, S1mul o tneouslyy  tvo additional arrays NACE , NTAE
are generated, which will be used in the resburce levelling
program. If the counter ISKIP is equal- to oﬁe, ﬁhe results
S0 faﬁ are printed ctherwiée the progran proceeda to the 3rd

stage.

The Third Stage

The backwardvpéSs computations are done, starting
with the last node., The latest occurrance”times are calculated-
for each node and at the same time two more arrays NTAL and
NACL are generated, to be used in the resource levelling
program. If the counter ISKIP 18 equal to one,the resﬁlts
of»the stage are printed, otherwise the program continues.
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PROGRAM DETATLS

First Stage

The number of nodes, activitiesﬁand the numbe;,éf
rearranzements 1s read. Also read is the variable NU%BC,'
which is the number of colwms in tbe array M. The array M
is the central and most important par-meiter for it includds
in its fold almogt all the GPM calculation results and the
data. M 4is a double subscripted array (NACTx NUMBC) the
input daéa consisting of the I-node, .J-node, the duration
and the Trade indicator are read and stored in the first
four columns ef the arréy M. Each activity is assigned

a row in the array M; and the parameters describing each
activity are stored in the columns from 1 to NUMBC.

The first and second colums store the I=node and
Jenode of the activity. The third stores the duration of the
actiViﬁy.iThe fourth stores the trade indicator if it is read
as input data, and 1t is immediately transferred'to the

ninth column.

Also read, is the counter ISKIP, which is to declde

whether or not all the calculations results are to be printed.

S8econd Stage

Purpose: = Calculation of early.occurrence time.
The EOT for the firgt node is set equal to zero. Starting
from the second node, the program scans the list of actlvities

for their J=nodes and picks up the sctivities entering the



.hode under consideration (say node K) . The duration of the
activity is then added to the early occurrence time of the
f;node of the activity and the :esult is stored temporarlily
in IET, IET ig then compared with MAX(vhich was inltially
made zero) and if IBT 13 greater than MAX then the value
of MAX 1s updated to IET. The variable MAX helps in maxi=
mising the value of the early occurrence time, After all
the activities.entering the node have been considerad, the
“value of the early occﬁrrenee time 1s set equal to MAX.
Then the next node is considersd, MAX 1S once again ini-
tlaliged as zero and the process 1s‘re§eated until the

, éarly occurrence times of all the nodes are caleulsted.

This is acceomplished in loop W41.

During the scanning process, as seon‘as the activi~
ties entering a node are picked;up. The cumulative total of
all éativities entering & node so far is stored in the
array NTAE and the seriel numbers of the activities, in the
array NACE. (Ses List of Symbols for more detalls). This-
will be used in the resource ievelling program. This stage
also inclul es provisions for the checking of threes types

of errors (see "Chécking for errorgh = Tor details).

If the counter ISKIP is egual to one thefarrays
NTAE, NACE and IEOT are printed. The counter ISKIP is
decided py the user. If it 18 not equal to one the
-, program proceed to the third stage. |



The Third Stage

Calculation of Latest Occurrence Times

| This stagé 1s parallel to the second. The operat-
ions are similar. Starting from.the last node, and proceeding
‘to the first, the latest occurrence timesg (LOT) of the nodes
_are calculated, and the arrays NTAL\and NACL are genersted,
'as and when an‘aéﬁivity leaving a node is encountered. This
‘will be ﬁsed.in the rQSOurée‘levelling pregram, As befqre,
if ISKIP isAéqﬁai to one the results.of this stage, (ioml
 NTAL, NACLY wilirbe printed; This stage includés a érovision
~ for the éheckingpof a fourth type of error(see “Checking for

errors! = for detailis).

The Fourth Stage

The values of the. early start time, early finish
time, latest start time and latest finish times are calcula=
ted. Tﬁe‘earlﬁ start time for an activity is set equal to
the early occurrence time of the node at the tail end of
the activity, and it is stored in the fourth column of the
array M, To this i3 added the duration and the result is‘
stored in the fifth column of M as the early finisa time.
The latest finish time of an‘aetivity is set equal to the
latest occurrence time of the J-node, of the aetiﬁity, and
is stored in the 7th column of the array M, The latest start
time is computed by subtracting the duration of the activity
from the latest finish time and it is stored in the 6th columm

of the array M.
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The total float is computed by subtracting the earl-
iest start time from the Ilatest start time and this is
stored in the 8th column. 411 the albove operatlons are done

for each activity. The arréy M ig now fully populated sand it
contains a complete description of all the activities..
‘The array M is fhen printed out in a'prqpar,fbrmat.'
. The Fifth Stége

1

This'stage 15 executed only if rearrangements are
desired, i.e., 1f NUMRE 4S5 a positive integer viich also

. denotes the number of re—arrangeménts.

The array NRENG is read to indi@ata the types of
rearrangenent desired by the user. (NRENG starés the column
. number of the array M) . The rearrangement is done according

to aécending order of values in these colums of Mo

Bach of these columns 1s considered, one at a
time, and the column number is stored in HCQL, Two temperary
arrays are created ISNO and JTEM. These are single éubscriptad
arrays of dimension NACT. IS N0 stores the activity serial
ﬁumbefs and JTE41 stores the cofrespanding'values_in the
column NCOL of the array M. Thus 1f rearrangement in ascend-
ing order of totel floats is being done, JTEM wili store the
total fleats of the activitiss whose serial numbers are stored

in ISNO.

The valuss in the array JTEM are then rearyranged in

ascending order and as the values are rearranged in JTEM,
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there is a simultaneous rearrangement of the corresponding

serial numbers of the ge<tivitlies in ISNQ.

The array M 18 then printed out so that the acti=

vities are in thé new order created in ISNO..

The next mearrangement 18 considered and the opera=
tion are repeated until all the desired fearrahgements have
been accompllshed,

The Sixth Stage

This stage has relevance only for the resource levell=
ing’parﬁ‘of the program. The aim is to have the node numbers
gtored in asScendiang corder of éheir eérly occurrence times. The
loglic used is identicélvﬁe that used in theuprevigus staée.
Thus, the array‘NDABf of dimension NODE, is genefated, and
printed;

The normal project duration is also determined by

setting 1t equal to the early occurrence time of the last node.

The Seventh Stage

This has been dlscussed in detall under the

heading "The CPM~Calenderh.
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FLOW CHART OF CPM-
-SCHEDULING ALGORITHM
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The CPM Calender

%n important point to be kept in mind is that the
CPM schedule yields the start and finish times in terms of
WORKING DﬁYS. szcourse, the CPM technigue is‘pérfectly-gene*
ral and is independent of the unit of time that has been
usad . For very large projec:ts, extending over several
yearsy a more practical unit would be weels, rather than
days. For smaller projects, working days 18 conﬁenient,

and for industrial processes hours 1ls appropriate.

However, while the working day unit is convenient
for the planner, it is not so for the contractor oﬁ the field
He would naturally prafer actual calender dates!

.‘One of the siumplest ways of converting the working
days schedule into a calender dated schedule is to prepare
the So=called CPM calender.

For small networks, and for short durations, this
can be done manually. Starting with zero for the project
start date, the dates in the calender, can be numbered in

agcending ordery skipping out the holildays.

Thus a start or finish time can be converted into

the corresponding dates by consulting the CPM calender. But
| this process is not very elegant. It would be highly desirable
if the start and finish dates are made available in a tabular

form 4 against the activity, 1ts duration and other parameters,
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If the CPM scheduling‘has-been computerised, then
‘a conversion to calender dates is a must, for the program

to be more practical.

This e@nveréion can be‘accomylished by the computer
mainly in 2 wayse o |
1. By sdoring the CPM calender in the computer's memory
and generating daﬁes in the output by the simple process
of matching.

2. By an algorithmic _procedure.

Thezfirst procedﬁra suffers from serious disadvan~
tages. The first is of course the demands made on the come
puter'!s memory, which may be a handicap in case of small
size computers, The second is the large mumber of data cards
to be punched. Tor each working day of the projeet,-a corres~

pendiﬁg.date, month and year has to be punched QS'Qata.

The third and most serious disadvantage is that if
there are changes in the project start date or in the list
of holidays the earlier data cards punched are all useless,

“and the CPM calender will have to be prepared once again.

- Thus the algorithmic procedure is more'raﬁional.
If +the list of holidays'and the projec=-t start date are
fed as data, the date corresponding &o the start er finish
time can be caleulateq:and printed in & convenlent format
by the computer. The,éﬁvantages are that practic&liy very
1ittle storage i8 required. The data cards are juét a fevy
and, if there is a change in the project gtart date, or

in the 1ist of holidays a change of just one or two data
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cards is all that 1s rnieeded.

a

The scheduling program presented in thié disserta=
tion includes an algorithm that computes the calender dates

alsoy 1n additlon to the‘ﬁorking daj scheduie,

A brief summary of the algbrithm is présentedr
- followed by a detailed description with the help of the
flow chart, | |

The slgorithm uses the fact that each start or
finish time is essentially an interval of time, using a time
of zero (project start date) as base. The algorithm simply
nexpandg® thisg interval of working days into one of calender
Adays s by inciluding the holidgys and the sundagys. This
expanded interval is then connected to the projeét\start
date, and the actual calender date is thus determined.

The project start date 1s represented by four
nunbersy one denoting the year, and the others denoting the
date, month and day of the weck. The holiday 1list is
specified by‘a' numbers to each hollday (the date and monfh
numbers) . Holldays of the followlng year are specified by
month numbers greater tnan twelve. Hollidays are listed chro=
nologically in the date card. This forms the input . The
output consists of the scheduling results in a tabular
- fbrm. The I-node, Jénode, and the duration are also printed

along vith the early and late start and finish dates.
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Petails of the Program

The input data consists of the number of activities,
the date, month, year and week day number, of the project
start date, the 1ist of holidays (other than sundays. Alse
read is an‘array NDM which contains the number of days in
a month, for each month of the year. The dimensionof NDM
:is not necessarily 1é. The months of the following year are.
indiceted by numbers greater than twelve. For instance 13
indicates January of the following year, 15 indicates March
 of the following year etc. This procedure is adopted because
it eliminates the necessity of Storing the year nuiber also.
However, in the final output the month number will not exceed

twelve and the year number will also be printed.

Finally the first seven columns of the matrix M of
the CPM scheduling program is read. |

| The first step in th operation of the program is to
convert the holidays into corresponding calender flay inter-

- vals,y measured from the project start date. Loop 308 accomplishes
this by generating an array IHOL(I) of dimension NHOL, where
NHOL is the number of holideys. Each holiday ig new repre=-
gented by a single number stored in THOL, which is the inter-
val in calender days, Separating the holliday from the project

. 8tart date.

. Starting from the f£irst row of Matrix M the early
start 4 early finish, latest start and latest finlsh times
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are teken by turn and storéd temporarily in NDIF. The
quantity NDIF 1s therefore an interval in working days.

If this interval ié zero (i.e., the EST, ete is
zero) the algorithm directly assigns the date, month and
year numbers equal to the'startiné date, month énd year num=-
.bers and then considers the next value. Otherwise the pro-‘

gram proce=zds as follows:

The quanbity NDIF 1s added to NNN which is the
'week day nunmber of the project start date, (Monday=1,
Tuesday =2 etc) to obtain HWEEK..Using the counter M4
vhich 1s initizlised as unity before each date computation,
the array IHOL is sScanned and the number of holidays coming
within the-range of HUDIF 18 noted and 'stored in IREG.. As
and when a holiday is encountered, the quantities NDIF and
NWEEK are updated. Tiis 1s done in loop 335.NWEEK is the
quantity to help keep track of the day of the week. It may
be greater than 6 and 1if so, 1t will ultiﬁately‘ba reduced
to less or equal to 6 (but not zero)- simultancously the
counter MM is also updated so that when checking again for
holidays, the holidays already consldered for expanding
NDIF are not ﬂncluded.

After the gquantity NDIF has been expanded by taking
into account the holidays tﬁémprégram proceeds to comput*e
the number of Sundays in the interval. This is accomplished
by simply dividing WWEEK by 6. The value of NWEEK is then
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made equal to the value of the remainder after dividing by
6. Care is taken to see that NWEEK is not zero (whieh is a
Sundayi.ilrl ‘

The quaﬁtity NDIF d4is then: expanded,furﬁber-by
adding the number of s~undays., But,; during this process,
it mayyﬁappen that an additional holiday‘is encountered . The
program then goes back to check this. It is here that the
counter MM is used. Those holidsys vhich were included earlier
will not be considersd. This is aossible enly when the holidays
h:ve been listed in chronologlecal order in the data card, |
vhich 13 the condition imposed by the program on thn user.,

Once all holidays and 8undays have been accounted
for the expanded interval NDIF is added to the project start
dates If the result excéeds.the number of days in the month
the month number is incremented and the quantity WDIF is'rséueed
until it is less than the humber of days in the month, I? the

number

month exceeds 12, the year nunber is incremented by one and

the month number is decrezged by 12.

'The final datey month and year numbers are gtored
in WDATE(J), NMON(J) gnd NYEAR(J) respecitvely,; until all
the four values in one row of matrix M are considered. They

are then printed in proper format before considering the

next row (i.c.y the next activity).
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. CHECKING OF ERRORS

An impdrtaFt rule to remsmber when using the CPM
technique; and particularly when using the camputer, is
WGARBAGE IN=GARBAGE OUTH .,

While 1t 1s easily realised that CBM can be mean=
ingful only when based on correct data,; a comumon pitfall
is the assumption that when a computer is used one need not

worry about errors becausa the computer~is alﬁays right.

A discusslon of errors in the,network is.presentaﬁ,
because it agsumes great impertanﬁe in computerised schedu=
liﬁg o Often a very well planned arrow diagram, based on
realistiec data, and using a tested computer program may giva.
absurd results on account of seemingly insignificant errors
elther in the origlnal network itsﬂlf, Or more coummonly,

in the prepdration of ﬁhe comnuter data cards.

A computerised achaduling pr@cedure must therefore
necmssarily incerporate routine checks for the commonly
encountered errorg, or el se the program has little value,
of course there ave limits to a ¢9mputerls ability to dstect,
errors. If the duration of an activity is incorrectly
specified, or if the resource requirements are fed incorr4
ectlys, thepe‘is not much‘that a ¢omputer program can da.
'ﬁut'there:a?e~ée?tain typés offérﬁérs which can be detected
during the scheduling computations and a good computer pro=

gram must provide this facility.



ERTE

Two errors in the network have to be checked in
the planning phase 1t8elf viz., the wagon whesl érror and
the waterfall error. These fwo, being loglcal errors, dre
not the computersts fesponsibility.

The errors that occur dﬁé ﬁb mispunehing~cf

data cards are .

1. The looping error

2, The Dangling error of the first type.
3. The Danglin error of the s=2cond fype.
L Error due to a missing activity.

The gecompanying figure 1llustrates these errors
ard how exactly they arise.

The Looping Srror ( ERROR CHECK=I)

The Logic

For every activity the J=node is greater than the
I=node. Assume that a loop is created by activities A,ByCs...
" X+ The I=ncde of B 1s the J=-node of A, The I-node of C is
the Jenode éf'B_etcﬂ | |

Hence the J;node of B mnmust be greater than I-node
of A. Hence it is clear fhat thé J=nodes of each of the
activities B,Dy D...X are all greater than I node of A.:

If looping has occurréd then J;node of X will be the I=-

node of A. Tﬁis violates the condition that the JF-node

of an activity (in this caSe X) must be greater than its
I;node. Henceto check for looping error, all that is needed
" is to see that I-node of each activity is always less than

I¥node fOr'the‘activity;vThis 18 done in the caleculation
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for earliest occurrence times,

The Dangling Error of the First Type (ERROR CHECK=IT)

This occurs vhen a node, other than the 128t
nodey has @ctiti@s entering it, but no activity leaving
the node, | |

This error is checked in the calculations for the
latest occurrence times. We moke use df'tbe afray‘HEAL N
which 318 keeping track of the cumillative total number of
activifies that leave a node and 21l 1ts successoprs., IF
g dangling erroyr of the first {type is pregaﬁﬁ, it will
causerthe*valuas of NTAL for two successive nodes t8 be
equal. This equality 1s cheeked and reparted 4in EHRROR
GHECK=II.

The Dangling Brror of the Sgcond Type (ERROR CHECKQIII)

‘This ocecurs when a nodey other than the first ,
has acti&itiés‘leaving it but none entering it. This is
checked in the calculations for the earliest occurrence
times. We make uSe of the arrey NTAE which keeps bzack of
the cumulative total number of acti ivities that enter a
node and all the preceding nodes. The error is checked in
pﬁuaﬁ CHECK=III by ensuring that no two sucressive nodes
have the same value of NTAE, which will be the case ir

gsuchh an error 18 present.



Brror Due to Missing Activity (ERROR CHECK IV )

This 1s the most troah&eaame error, and it can
seriousiy upset the scheduling computations . The results
of such an error are quite unpredictable, becausge the com=
puter will,try to read the information, For 2ll the acti«
vities and if one activity 1s missing, some other subse=
quent data card, may be read instead, and the results will

.be absur d. Hovever, tha prcgraﬁ will neot go far. The errov

will be detectsd soon and the computations stop.

: This-type of error is checked by‘anSuring that
. ' the counter NTACT (which counts the activities entering
a nods) 16 equal to NACT (the total number of acﬁigities)

after all the nodes have been considered.

When mny of these¢ errors are encouﬂhered the
provram immexiate1y prints an error nessgge and also pin~
points the exact node or activity where the error has
been encountered. The nature of the error (whether leepihg

or dangling ete) is also raeported.

The program then proceeds %o the next data set if

there is oney otherwise the program terminates.

In order to test the working of the error;,
checks in the ﬁr@gram, L sample data sets wera prapared'
and in aach sSet a data errer wéé“inten%i@nally greated.
Eédh data set ha& one of thé - four er?Qrsﬁdescribea Qraé

viously. The results are attached.
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The last error {viz missing aetiﬁity) needs
further disdussion- In the fourth data»aet,l'one of
the activities was left out in the data card. ,Thg 1as£
data card had sﬁéce for pﬁnchiﬂg_more acti#ities.‘The
space was left unpunched. The computer interpreted the
blank card to mesn gero values and the fhree zeros were thus
stored as the i*nodet J;node and duratlion of the
last activity. This resulted in the computer glving an
arror mnesSsage. However the error was reported not as a
miséing actiﬁity error but as an error of duplicate nodes,
This shows that this error is quite unpredietable
in its effects. This error has a chance of going undetected
but only'in.very rare caleS. Otbeéwise it will be detected

in at leagt one of tﬁe four checks.



ORIGINAL
NETWORK

POSSIBLE DATA ERROR

RESULTING INCORRECT NETWORK

activity  (@-(5
PUNCHED AS (5)-(2)

acTivity (@ -(®
PUNCHED s (3) - (B)

activity (D - (@)
O-0

PUNCHED AS

actvity @ -

MISSED IN DATA CARD

+*" ERROR DUE TO MISSING ACTIVITY

~




DATA AND RESULTS OF ERROf. CHECKING PROGRAM

FIRST DATA SET

RESULTS

“HEGK ACT 5 &ND NODES 5, 2 FOR POSSIBLE LOOPING ERROR IN PROB 1

 SECOND DATA SET

RESULTS

‘DANGLING ERROR OF FIRST TYPEGREFER NODE & IN PROB 2

THIRD DATA SET°

RESULTS

JANGLING ZRROR OF SECOND TYPESLREFER NODE 4 IN PROB 3

FOURTH DATA SET

RESULTS

VODE O DUPLICATED IN PROBLEM &
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LIMITATIONS OF THE PROGRAM

The progrem has besn written for a computer of
limited potential. Hencey it will naturally heve its limi-

- tationg, which are diseussed below=

1. Restrictions in Node Numbering

Node numbering, hasfreegived considerable attent=
ion in all ¢PM séheduling programs. The early programs,
and the present one‘élso, reéuire care and some discipline
in node numbering. The,J;node of an activity must always
be greater than its I;ncde. Rendom node numbering is not
. per~mitted. |

This restriction inhibits the flexibility of the
network. However, there are quite a few a&vaﬁtageS'in the
| node numbering procedureé:adepted fbr-this program. The
first in thgy'the algorithm is simplified to some axtent.
Secondly the checking of errors can be done very easily.
Thirdly, this system requires much less coﬁputer sborage.
It must be noted that in programs which accept random node
numberingy ﬁhe eomputer 1s obliged %o renumber the nodes
on 1ts oun, and perform an internal topologlcal sorting.
For a large ecapaclty computer randam‘numbering is deslrable.
But since'thiS‘program-haslbéaﬁ wriﬁien for s small capacity
computar, this luxury of random hode numbering has been

avoided,
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However the present ‘prégram can be still used
a8 a CORE PROGRAM, for the retworks in which the nodes are
aumbered at random. Provision will haove to be made for
renumbériﬁg the network nodes, and generating a parallel
array of ﬁodes, in vhich the nodes are in ascending order.
The present prégram will then do the szheduling eomﬁuta4
tions and in the output ﬁhe original random‘naﬂe.numb@rs'

will appear.

2. Alphabatic Deseription of Actlvities

The pres-nt pro ram identifies the activiileo by

.its nede numbers. By a simple modification the 1naut data
can ba mﬁde to inglude an alphabatie dmscriptian of the
actxvi%y and this can be made to appear ip the out@ut.
| This is not a serious 11mitation and the addition can be
- made very easily.. But a substantial portion of the memory
will b& taken up by the alphabatic characters. Hence the
program hgs dispensed with this and only‘the noda nunbers

appear in the output, to describe the activity.



SUGGESTIONS FOR EXTENSTON OF THE CPM  SCHEDULING PROGRAM

‘It has been the aim of this dissertation to pres
sent a basiec program for sScheduling computations (including
Resource Levelling) fér ngnéstochéstic,»acyclic directed,
networks~; particu1ar1y CPM networks though it can bhe exten-
ded to other ﬁypes.of‘netwérks 2ls o.

Attention has been focussed principally on the
scheduling phase of CPM;l

The program can be extended to include cost control
with (PM. A Step in this direction has already been taken
and tba basic scheduling program of this dissertation was
extended to include cost studies.( 3).

_ Another possible extension to the program is the
inelusion of updating of the network. This aspect of CPM
belongs to the Control Mbnitor phase and presents a challs

. ange even to the beslt programmers,

The updating program: will include as input, the
revised start times of the activities in progress, the
actual finish times of the completed activities, additions
to the nafwork, deletions from-the network, and also any
changes and in the duration of the activities, The output
will be a revised schedule fof the remaining activities.

A Stochastic networks tike PERT can alSo be con=
sidered and the program can be blown up to include PERT

networks z2lso.-
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- LIST OF SYMBOLS IN THE CPM SCHEDULING PROGRAM

IET A'temporary storage vargable for the earliest
' ‘pecurrence time of a node, during the process of
Meximising the sarly occurrence time of & node
(similor to LT) :
IﬁQT A ‘gingle subseripted arrvay that stores the early
B "-occurrence times of the nodes. o ?
ISKIP A cownter. Ef ISKIP is equal to one, v means a ‘re;
| : ,ﬁoﬁrcé levelling program will fbllaw and the~va1ues
of IEOT, LOT, NACE, NACL, NTAE And NTAL will be
printed in the result

TSNG ‘This is a singla subseripted array and it is used
for storing temporarily the serial numbers of thm
activitims during the process of rearrangement.

JTEM ‘This 1s another parallel single Subscripted array

| which s=tores the quantities that are to be arranged

in ascending order. _

LOT A gingle sﬁbseripted array storing theflatsst oceﬁé

‘rrence times of the nodes. ' ' ‘

LT A temporary storage variable for the latest occurrence
time of a node during the process of minimising the
latest occurrence time of a node (similar %o EET.)

M ' The cenﬁral and most important array, storing both

the input and output of the CPM scheduling program.

The array M is a double subscripted variable; of

dimension (NAGT X HUMBC)@a /O& )5
CFNTRAL UBRARY UNWERSH”( OF ROORYCE

Xl £4
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L)
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Each row of H gtores information -for one activity.

The first, second and third colums store the I-nodey.

J;node, and duration of the activity.

The fourth column of M stores the trade indicator
in the inbut. But in the output this is transferred
to the ninth column. |

In the output, the fourth, fifth, sixth,seventh
and elghth columns store the sarly start; early finlsh,.
latest start, latest finish, and tot:l fleat res=
pectively.

A Variable used for Maximising the value of IEOT.

Initially MAX is set equal to zero, and it is progrs

essively increased to its maximum value which is

- then assigned to IEQT.

This 1s analogous to MAX. It is used for minimising’

the value of LOT. Initially 1t is Set equal to &

very large value and 1t is progressively deereosed

to its minimum value, vwhich is then assigned to LOT.

A number thaﬁ indicates how many values for each
activity are being read. This’fgféggt the format is
made convenient, If the trade indicator is also fed
a format of 16I5 permits ! activities to be punched
on one card. Otherwise the format 1513;15 used to

punch 5 getivities on one card.



NACE
NACL

NACT

NACTL

NCOL

NDARY

NDUR
NRENG

NODE

NOBL

NPROE

NTAE

NACE
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Theso are explained later along with NTAE and-NTAL

The total number of activities ,

Defined as NAGTQ? »This has no physiéal meaning‘

The coluamn in the array M whﬂsa values are to be
rearranged in ascending arder.

A single e'u.‘msc:ri;;:,v!se(i array of node numbers, arranged
so that the coerSponaing early occurrence times are
in ascending order.

The normal duration of the @roject (uhich 18 equal to
the early occurrence time of the last node)

An array containing tle column ﬁumbers-of the array
M which are to be arranged in ascending order.

The total number of nodes in the network.

Defined as NODE=1 . This has no physical significance
The number of problems, i.e., the total number of
data sets,. . L. I C :

A ‘single subscripted array that étores the cumulative
total number of activities that enter the node and all
preced;ng nodes. The maximum dimaﬁsieﬁ of this array
i3 NODE . To two values.in thls array should be
equal. _ |

A singlé aubscriptad'variabla that stores the seriasl

numbers of ﬁhe activities'aﬁ and when they are picked

‘up duping the Search farwéctivities entering a node.

The maximumdimension of NACE is [ NACT )
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The arra?s NTAE,; and NACE permit us to determine how

meny activities enter a node (Eay K) and also to

identify those activities.

Explanation - Consider a node K.

‘Let LE = Number of activities entering che~K

Then LE = NTAE(K) = NTAE(K~1)

LetlBl = NTAE(K=1)+ 1

Let LE2 = NTAE(K*"I)%LE’

Then the activity serial number entering node XK are

identified by . , .

NACE(LE1) yNACE(LE1+1) yNACE(LE1+2) JNACE(LEN+3) posoes

s ,NACE(LEQ)
This will be usefﬁl in the chscking of’Dangling
Brrors, and in Refource Levelling. |

NTAL A gingle: subscripted array, analogous to NTAE. This
stores the cumulative total mumber of activities that
léave the node and all'succeeaing nodes;ﬁﬁévmaximum
dimension of NTAL is {NODE] . No.two'vaiﬁés in thi&
array shouldbs equal} |

NACL 4 single subscripted array that stores the serial

| -numbers of the activitles as and when they are pilcked up
: duriﬁglthe search for activities leaving a node. The ﬁaximum

dimension of NACL-is [acr ].

The arrays NTAL and NACL permlt us to determine

how many activities leave a noae (say K) and also



- =

to identify those activities.

" Explanation = Consider a node K

| Let ILL z‘Numberﬂ6f'activities'leaving'node K
Then LL = NTAL(K) = NTAL(F#1)
Let LL1 = NTAL(K#1) + 4
Lot LIz = NTAL{(K+1) +LL

B

a1

The activity serial numbers, leaving the nods K are
| NACL(LILA) yNACL(LEA+1) yNACL(LL1+2) 4 . . JNACL(LL2)
NUMBC The number of columns in the array M.

NUMRE The number of ways in which the results ars to be

arrangeds
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LIST OF SYMBOLS IN THE CPM CALENDER PROGRAM

IDATE
THON
TYEAR
THDT

IHMN

IHOL

IREG

M
1w

NDATE
NMONW
NYEAR
NDM
NHOi

The daté rumber of the project stort date

The month number of the project start date

The year number of the project start date

A singls Subscfipted array Storing the date numbers
cfAthé halidayshéin chronologleal order)

A single subscriﬁted array Storing the month numbers
Qf the holidays in chronelcglcal order.

A single subscwipted array, generated by the program~

cin which are stored “the intervals in calender days,

sgparating each holiday from the project start date.
?he’list of holidays are thus represgn%ed by one fume
ber to each holiday, instezd of two, (IHDT,IHMN)

A counter of ka@p track of the number of holidays
crosseﬂ.

Adouble subseripted array < same as the array M in

the CPM 8 che&uling DPLOEYAR o This ig fod as data.

Counters to prevent the inclusion of holidays
"already considered, during the search for additionsl
- Bolidays. |

‘The dat@ numbeifof the'EST‘EFT; LST'cr L?T

The month number of the BST,HFT,LST, or LFT.
The year number of uha BT 9 EFT,L5Ty or LT

In array storing the number of days in a month

TNumber of holidays to be skipped
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NSUN The nutln‘bar of sundays encountered in an :mtérval.-.

NDIF The interval in working days, and which i8 belng
converted into the corresponding interval in calender
days. | \ '

NWEEK A variable to keep track of the day of the week

NNN | The weslk, daj mm’bér of the projec + shart date
{(Monday = 1y Tuesday = 2 and Saturday=6, Sunday=0)



CHAPTER®™ III

CPM — AND THE PROBLEM OF RESOURCE SCHEDULING

We have geen how the critical path méthod ¢an be
used to plan and schedule prbjects,'and how; in case of

large projects, the use of computers makes the job an easy one,

The guestion now arisess I8 the schedule of early
start, early finish, latest=start and latest finish, the best
gchedule? Is it the final schedule?

The gnswer is No; If resource eonstrgints exist
the CPM schadﬁle‘may be an lmpractlcable one, Even if reso=
urces are available, the CPM schedule can still be improved.
In almost 2all projects, resource econstraints exist. The
menagement will be keen to ses that the best possible use:
is made of these resources by a judieious’assignment of
. these resources., In the rare (and convenient) situation
vhere sufficient resources can be procured, the management
will still be eager to See that the level of resources re-
quired is acceptably low. In. the more common gituation
where resources are insufficlent, the management willl be
anxious to see that thig causes, the minimum delay in the

project.

It 18 because of these factsy that the CPM schedule -
48 not a final schedule. The completion of the initial CPM

computations is merely an indicator that we have now psached

t
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a Stage when we should decide how tb make the best
posgible use of the floats available to the aetivities.
If wve draw up a schedule in whic& all getivities are to
start at thelr early start times, we will find thet

© there 18 a pesking of resource demand on somedays and
hardly any demand on other days. If resources available
are limited 1t wlll invariably happen that the resource
demands exceed tﬁe avallability on some days and there
is surplus resource on other days. Even 1f resources
needed are available on all days, the situation will
arise where the projsc i ménager is cblige& to hire 200
men for one day and retrench 150 men the very next day.
It ig in these situations that the ilmportance of’iesouré
ce levelling is realised. The ailm of resource levelling
18 to make use of the slacks of the activities so that
some aﬁtivities can be positponed and a feductiqn of
peaklresourea demand is accomplisghed. If the ava;lab1?
lity of resources ig very lowy resource levelling
attempts to make optimm use of these resources o that |

the delay caused to the project is minimum,

VResoﬁrce levelling is today raceiviqg moyre
attention than any other aspect of CPM, and the signi=
ficence of the problem 1s growing rapidly. This is én
age of spécialisation, We have, by means of Modern tech= |
nology developed several expensive resources, and the

number of tspeelalistt personnel is growing. It is not
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unusua& these days to have projects where 50 or mors
different resources must be considered. Added to this

is the fac? that big projects include sevefal thousand
activities. This has ﬁade the sheerrmagﬁitude of the
problem so great that it is beyond the human'intellecﬁ

to expiére even a f@w of the-possible alternatives, for
scheduling the 'project and allocating the resources.

' Exploring all the possible mathematical combinations
conﬁriﬁﬁting to the solution of the ﬁroﬁlem 13 beyond even
the most sophisticated computers, éxpapt in trivially
small.netwerks, and using large qamputers'to explore all
péssibla combinations fﬁy avsmall netvork is in the worda
of vdest, ( 13) analogqus to -"ﬁsing bull-’;dozer to move |
a pebblen, o

The problem hes been made more difficult by the fact
that cufrently there is no mathematicalubasis for & realistice
_ scheéuling-progedure. Hence at least for the'preéent,
efforts for a preclise mathematical tréatment have not gone
beyond aftempts to use linear programming. To add to the
difficulties, oxperts are not agreed on how resource levelling
siiould be done, However, there is generél agreément on the
need to use computer algorithms based on héur;stic‘ techni~
ques.'Thus, it is neéessary to rely on experieﬁce and 3udge§
ment, to clearly understand the peculiarity of the problem,
the practical consideratlons ete., and come up wlth an

algorithm that narrows our Search to a sub=seb 6? * good
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schedulest, rather than exhéust ourselves by exploring all
possible mathematical combinstions. Exploring sll the |
possible mathematical combinations is particularly
unyelcome because matheméﬁics merely plays around with
mambers and the benefits of common sense and engineering

and financial judgement is ignored.

It is no swprise therefore, that all.the resource
levelling and resource allocation algorithms so far use

only a minimum of mathematics.

‘The subjec t of Resource levelling iS a challenging
one, It is a rich huniing ground for theSis topics. In fact
several Ph.D. thes#s have already come up on resource
levelling and many mere are on the way. Computer companies
are busy developing and improving their ﬁackaga programs
for rescurce levelling. IBM experts have devoted 30man4years
already in this field, thus testifyingftd the magnl tude
and importanca. of this aspect of CPM , Infacht a CPM study
for a conabruction project is not.really conmplete without

a compamion levelling study.

A survgy of resource levelling algorithms deve=

loped so far.

Severgl ressgrchers have been getive in this field
and the work of some of the most imporitant is summarised

belowxs_\.
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| Among the earl& researchers are Clérk (% Burgess
(5) 5 McGee(6) Kelléyé?), and Moshman (8), Then came the
papers of Mize_f?). Conway(10) 4 Galbraith(11), EzooKS(f2)g
Wiest (13}§'andvFendlay§1h&.
~ Among the recent papers is one by Bennet Lawrence
.(iﬁ) énd a compietely new epproach has been presented. Some

of these algorithms have been discussed briefly.

Broadly speaking, Resource Scheduling problems
generally assume that projects are characterissd by'a.tech;-
nological ordering of the preoject activities in fhe form
of an arrov diagram. The projects have anféSSigned start
end finish dates (even though tentative) . The resource
levels aveilable aré>speci£iéd, along with resoures requireQ
' ments for each activity. Soﬁe algorithmé perﬁitla relaxation

of some of thess gssumpbtions.

The glgorithms go far devaloped and published can
be roughly classified into 3 broad groups, and the alms of
these groups differ bﬂaically.

FIRST _GROUP

Resdurcg Levelling;

Consider a project which must be completed by a
speclfied due date, Assume that the resource requirement
on each day of the project is available., The aim is to
minimise the resource costs. An 1ll-planned schedule will
result in peaking'of resources on sSome dayS. It 1s well

known that the cost of hiring and laying off physical
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rggources:and personnel. can be appreciable. To minimlise the
resource gosts an attempt is made to level the regource
gemands so that the pesks are reduced.

~ An dideal resourcs schedule:wiil be one which is
constant, with perhaps an initial build=up period and a
terminal tapering=off period. The aim of resource levelling
will thercfore be a schedule vhich is a8 near to the i&eal'
schedule as possible, subject to the crucial condition that
the project mst not be dolayed. The work of Burgess(5) ,
Wiest and Galbraith( 11) f£all in this category.

GECOND~ GROUP

Resource Allocation

Consider a project having only limited resource
availabilities. The alm is to assign these resources ® the
actiVities, so that the duratibh of the project i8 a minil=
mum, eveﬁ if the eariier CPM scheduled date of completion
(of the project) is not met. This type of gltuation 1s the
more commonly encountered one. In these days of advanced
technology maﬁy‘5pecialised resources have to be shared by
projects mmning coneurrently.. Hence most of the multis
preject resource scheduling problems fall under this catew
gory. lost of the recent publications belong to this group

like the.works of Davisy Mizey Conway etc.
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THIRD GROUP

Long term Resource Planning

This is an extension of the Resource Allocation
prgblem,'and has no particular resource limitation or fiked
p&ojact due date as constraints. The aim here is to éedidé
an optimum resource level.and the corresponding project |
durafion. It is well knaﬁn thaﬁ a reduction in resource
levels, wlll decrease the cost. But the corresponéing incr-
eaSe in the project duration will add to the indirect costs
" of the project. Thls is in a way Similar to‘the time éost
-trade off problem. |

Long rangs resource planning is the most difficult
¢f the three, because the constraints are few and the possé
ivle combinations can ‘theorsetlically be limltless, and prac=

tically a ﬁery large number.

Modern researchers have favoured the third approach.
But still the basic idea used to solﬁe thé problaﬁ is the
s:me, even though the aims are different. All the algorithms
developed so far, list the activities in some priority order
and schedule them when (i)‘ﬁheif predecessors have been
completed, and (ii) the required resources are avgzllgble.
The differences arise only in the basic\aims of the algori=
thms and the details.

A suryey of resource scheduling algoritims upto 1965
has been published by Davis (16) and hence they are not

discussed here,
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~ Two later papers, that of Galbregath (11) and
Bennet Lawrence (15), are briefly discussed. One of the
earllest resource levelling programs developed by Burghss
is briefly elucidated. The algorithm of Burgess is éf inte=

rest and 18 discussed té‘serve,as a basis for comparison,

THE_BURGESS LEVELLING PROCEDURE
_ ‘Burgesseprocedure belongs to the first category of
resourcéeé scheduling, alggrith@s._The project dnraﬁion is

not changed. The peaks afe reduced and the valleys are fiiled

a8 far as poséible. The Burgess prbcedure ﬁinges on the
following princiﬁle b1
nThe suj of the dailly resource requiréments over the

“project is constant for all complete schedules. But, the

" sum of the squares of the dally requiremsnts decrezses as -

the resources peaks are clipped to fill in valleys. This

- sum 18 a minimum for a schedule which is level or as nearly

- level as can be obtained for the project in questiannf .

. 'Using the above peinclple the Bprgegs‘procedure can
be understood easily. The basic steps are -

1. List the activities in CPM order (ascending J-node
subascending I=node) and hava the gll=early=start
schedule avallable. ,

2. Shift the last activity to give the lowest total sum
of squar=s of resource requlrements for each time unit,
If more than one schedule gives the samé total sum of

gquores, schedule the zctivity as late as possible to
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get as much slack as possible for the preceding acti4
vities. 4 |
3. Holding the last actlvity fixed, shift the’néﬁt.ﬁo
‘last activity, the same way, talking advanfagé of any
slack made by shifting the last activity .Contime the
s tzp wntil the first activity is reached. Thié comple~
tes one cycle. |
Y. Carry out additional cycles until no further veduction

in sum of squares is possible.

MERTTS AND DEMERITS

Burgess procedure 1S based on a mathematieally sound
prineciple. Howevery, it tendsito schedule the activities
late and not early. Moreover, the assvmpiion of unlimited
resources is not always remsonable. Modern researches do
not like to treat the project duration as inflexible .

. Hence this procedure is not popular now a daysS.

GALBRAITH'S ALGORITHM .

A second resource levelling algorlithm is due to

Galbraith (11). This algorithm too, does not take liberties
with the project duration, which is assumed to be fixed.

The program attémpts to solve the resource levelling
problem not by any_mathematical prinéiple,,as in the case
of the Burgess pracedﬁre, but by using a heuristic tech=
nlque.  The activities are shifted by examining their free
floets first and then the total floats.’ '
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| ‘Another feature i1s that, unlike the Burgess
procedure, the program recognises the fact that resources
are limited.'lt takes note of this and'attempts to produce
a good schedule within the project duration. When the
rmsource avalalabiliti:s are exceeded, it shifts the
activities vhen it isuposaible and thus att@mpts to bringf
the total recourse .requirements within the availability.
If recourses required are still greater than the availabiw

1itj, this excess 1s noted and printed in the results.

MERITS | ,

It has eliminated many of tha'shortqomings
of the Burgess Drocedﬁre by recognising the fact that
: resources will be 11mited. The structure of the program
s sound and 1s easy to follow. The program has providéd
enough manipulative opportunities that are under ths
control of the user. A speclal féature’of the program is
that it conslders the splittability of the activities,

- and makes use of it during the levelling opﬁer&tions.
The demerits of the program are =

1. The results are seriously affected if the activities
are orderad in a différeht'way. The program considers
the ascending ofder of total float, while deciding
the activities to be shifted. But, as the author has
himself admitted, the free floats will not be in the

same order, and moveover after some floatingy of the



activities has taken place £he remaining floats will no
longer be in ascending order. The author has conceded
‘that a latest shart order is more appropriate and this
o&der»has béen adopted in the algorithm presented in this
dissertation. | |
2. Thexprogram‘succeeds~in bringing dowm the resource
peaks; as far as possible but it stops when it has 16wered
it to the avallability level. It does not explore the
possibility of'furﬁher.re@uction, whicbﬂmay be possible.
Thus the levelling may be incomplete.

3. In case the pesource demands cannot be broughﬁ belovw
the availability level, the program ig helpless, It merely
reports theffaeﬁ whthout. offering a solution‘

L, Like the early procedures, this prayam. too

attaches undue'impdrtance to the normal project duration.

THE BENNETV LAWRENCE ALGORITHM

A third and a rather interasting algOrithm
for resource séhéduling was developed by Bermet Lawrence{15)
The approach to the problem is completel&’differﬁnt from
the'conﬁentionaljappraaehes in thatg the zctivity durations
are not ireated as constants, It can be readily appreciated
that 1if the feéources fbr an activity are inereased the
duration can.be reduced. Also, the same aétivit& can be

fimished with lesser resources, but it will toke more time.
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' The algorithm of Lawrence Bennet uses a single

unit called man=days (or man-weeks, as the case may be)
to describe the resource requirements of an acﬁiyity;‘
Hinsteadsqf'Specif&ing;thé duratlon and the men réauired
separgiely. Thus an activity,thai requires 2 days and #“
men 18 seid to.hgve a resource :eguiremént of 8 manédaysh
The'algbrithm wi;l permit ’ if necessary, the activity

to eitené to & days by‘aSSigning only‘z-ﬁén, The aléarithm
may’élsq vary the aséignment of men and will permit 4 men
fo be . assigned the first day and 2 men each for the next
,twé.days, thus. completing this 8§ meﬁ~day, detivity in 3
days. '

The algorithm operates in this manner for all
'éetiVitiés; assipning available men of'various'trédes to
‘them based on'thsir‘réquirements and on the number of
men avallable. Input for the algorithm includQS'tﬁé follow=-
tngs | . . :

1. . The number of men of oach trade assumed to be availa~
ble on cach day.

'a, The total manpower requirements fér each actlvity
for ezch resource. . | ’ |

_ 3, Fe; each manpower type, 3 values are suppliszd, The

total‘manpowerArequirements,'the maximun during any

one unit of time and the minimum during any

unlt of time that . the trade 1s scheduled.

Bacause some actlivities cannot be worked on

by a large number of men- withoubt becomlng overly
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inefficient, the maximum number of men which may be
practically assigned to this activity 1s included in the
input . AlS0, because some actlvitles require a minlmum
rmumber of a particular resource before that activity can
gtart, this minimum is included‘in the iﬁput for each
rescurée. Thege maximum and miﬁimum vaiﬁes-of each reso=
urée:‘ for an activity can be equated if it is desirad
to have a congStant duration for that particular activity.
Gthérwise, it is not known beforehand how long each acti=
vity will take. '

Merits
The glgorithm is novel in itis approach. Its

basic assumpiion of varying activity duratlons is very

raasongble,

Denerits

1« There aré too many decislons to be taﬁen while bfe-
paring data. Difficulties may arise in deciding the maximum
and minimum number of men that can be assigned. A slight
change will drastically alter the schedule alter the
Schedule.

2. The program cannot be used as a convenient follov
up to the CP& scheduling program. The program has no use
for the start and finish times of the sctivities, It can.
be wused only ag an ind@pendemtvresourca scheduling

algorithm. The weskness of the progrsm ie that it has no
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information, about the eriticality of an activity end the
resource assignaents agre made, 6n ayfirst—comeﬁfirst
served basils, dﬁrlﬁ; the SGanniﬁg of activities for con=
gidering eliglbllity. fhus the ovder in vhich the acti-
vities are listed will significantly affect the results.

. A_DISCUSSION OF BARLIER ALGORTTHMS

A eritical study of the resoures scheduling
algorithm reveals that the approach has beenlcontiﬁuously
changing, Initlally fha emphasis was on levelling the |
unlimited resources within the fixed project duration,
The - emphésis then shifted. The duration of the project
Eeéaméé a secondary cons§ ideration. The resource const=
,‘raints; and the jJudicious allocation of these limitled
resources was the critmrién uppermest:in the minds of the
researehérs. But evenwﬁhis has changsd. The emphasis
thege days is opbtimisation of ‘both reEOurceé and dn&ation
of the projec t . Modern programs include a study of cost
also and the aim is to come up with an ideal duration and

resource combination, Tfor multi project s cheduling.

The algorithm developed so far 'reveal another
. 1ntéresting point, and that is %he triterion used to
ordei the activities for scheduling. A chang@ in thls
critefién will drastieally change the resuiting schedule
- Almost all the prévious algorithms have recommended the
‘intuitively reasonable eriterion of least slack first,

Buplricalevidence has shown (and understandably so) that

CEITTRAL LisRany RIVERS Y 0 é@omrr |
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this criterion causes the minim?m delay in the project.
However 1%t cannot be sald that this criterion guarantees
the best schedule in all cases. That ¢ill depend on the
pecuiiafities of the individual networks. In fact, hypothe~
tlcal net#orks can always be contrived to favour soﬁe
other ordering criteria. Howaver for éll practical purposes
it will he safe to use the criterion of least slack first
which yields the best schedule in almost all cases ,
and a reasonably good schedule, (i1f not the best) in

exceptlional casas,

Another ordering eriterion whlch has found favour
with some authors is the ordering with shortest asectivity
duration first. The logic behind this is the fact that
if two activities with the same float are eligible for
gcheduling snd resources are available for only one of them,
the wait time 18 minlmised by scheduling the shorter
‘dctlvity first..

However, ordering by total slack has its 1imita-. ;-
"tions toos AS experienced by Galbraith, , who used the
‘free floats and then total floats, 1f the activities are
‘ordered according to totzl float, the free float will not
£211 in the same order. Morsover y floats keep changing.

‘ Mbder and'?hillips (17} have suggestazd tﬁat the
latest start order be used. This has been endorsed by
Galbraith (11) tool |
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Ordering by latest start will be equivalent to
ordering by total float.Mereover, the book=keeping is
considerably'simplified, 58 the Latest start time is fixed

.and does not keep changing, as in the case of total float.

| The relztive merits and demerits of the algorithms
discussed previously, ﬁave'been studied. An algorithm

has been developed in this-dissertgtisn and some of the
useful rabommendations of the previous researchers have

been lncorporated.

DESCRIPTION  OF THI ALGORITHM

APPROACH

The algorithﬁ can b@ clagsified as a long range
scheduling program, though as prGSgntiy written, it does
not include a cost study. The algorithm can be considered
a long range Scheduling program mainly becaﬁse the zim is
not to limit the durstion of the project, but to experiment
with different resource,availabiliti@é and to decide the
minimum project duratlon f5r>each level eof resource availa*
bility. The managment 1is thus able to choose 1its own
resourse avallabllity and corresponding durstion, based

on the resulis of the. scheduling program.

The first trial assumes an unlimited rssource
availability and this is of course yields an all=early
start ‘schedule. This is used as a basis for éomparing

the results of future trials, which experiment with
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inereasing levels of resource agvailabilities.

The suggestionvof:Modet and Phillips (17) has
been accepted, and the criterion of latest start has been
used to order the activities. Hovever, the duration of
the ac tivity has alsé been given'weighﬁage. Hence the
‘activities havé first been listed in ascending order of
latest start time and within this eriterion, in aécending
order of activity duration. |

FEATHURES

1« The program is designed to be a conitinuation of the
CPM scheduling algorithm, Hence 1t will accept as
an essentizl input, the results of the CPM scheduling
program, iﬁ additlon to thé resource avellgbilities
and requirements, L

2. The progran operates by iterating on trials and within
this, by 1terating-on days, and assigning resources'
to the eligible activitizs subject to availability.

3. A sgpecial feature of the program is that the process
of selecting the eligible activities is very rapid
and dfficient. Instead of Scanning, the activity
list to search for gcetivities, the list of nodes is
examined and the eligible activitles are selected
from the eligible nodes. This procedure is more

efficient for tuo reasons =
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i. The number of nodeé is léss than the number of
activities

il. By rejecting one node during the Scanning a whole
bunch of activities is rejected , thus speeding
up the process significantly.

»Provision has.beén made so that even in this scanning
of nodes for eligibllity, the>seareh is limited to the
likely range and not the whole list. Care has beeﬁ
taken to see that no eligible node is missed.

4.  Another feature of the program is the inclusion of a

| "resoﬁrce schedullng progress report " in the results.
The results are in three parts. |

"I PART |

Progress Report.

During the eperations for éelecting“the activities
and assigning resources, the program keeps track of the
progress ané prints out infofmation‘which”will be very useful
in deciding resource a%ailabilitiﬁs for future trials.
This progress report will give the 1ist of eligible éétivi4‘
ties on éach day, the days when no activity can start, and
1%s cause (due to ineligibilitﬁ or due to lack of redources).
‘The report also tells us the déys on whigh_ crlitical aptivi*
t1es (uhlch are named ) could not start éue to lack of
resources ghd.further the‘particular resources which were
found lacking are also pin=pointed. This will be particular=
1y ussfﬁl in deciding which- ?eéﬁurce to increment for use

in subsequent trials.



This day=by day progress report is printed for
each trial before the other two parts of the results appear.
PART IT

This glves the revised project durction for that
particuler trial, the revised schedule of Start and finish
dates.for»égch activity, along with their durations and
resource requirementis, in a convenlent tabular form. Also
included is the latest start time of the previous CPM
schedﬁle, for the puréose of comparison. This is not the
‘reyised latest start time, and it is included only to give
an id@a of the amount of postponément each activity has had

to undergo.

PART IIT

This gives the total daily resource reguiresments

for_each PESOUTCE This can be used to plet a histogram.

5 e \Thé'program has been so written that the resources are
levelled even below the level of availability, specified,
if this is possible.

6. The program 18 sufficiently flexible to include
miltiproject scheduling. |
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QUTLINE OF THiL RESQURCE LEVELLING PROGRAM
STEP ONE ‘

Readiﬁg input Data

VThe.input data cqnsisfé of,a'parts. The first‘is
the results of the CPM scheduling progrem. The second. 1is
datd r@gardihg the humber.of resources-to‘be cqbsidered,
the availaﬁilitiﬁs of the different résoﬁrces, the resourcé
'requiremehts of the activities, the number-of-triais e€c~
STEP TWO = Initialisation

The éctivity and nodé status are initialised as
Zero. The resources assigned are also initialised.as Z8Tr0.
The countérs are glven their initial values. These initialis~
ation steps are carried out for each trial and within each

trial for each day of the project.

STEP THRER = Checking of Eligibility and Selection of
eligible activities. |

Here the nodes are scanned, and the'eligible
nodes‘for the day are picked up =znd stored. A node is
tested for eligibility by ensuring that all activities |
enteriﬂg’it'have been completed on the. day uﬁder considera=
tion. Care has been taken to svoid unnecessary Scamning
of the whole array of nodes by limiting the search to

a small but definlte range.

' The activities leaving the eligible nodes are -

examined and if they have not already started, they are
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included in the get of eligible actlvities for the day.
If no eligib1° activﬂties are selected the output contains

a message to that ef=fect and the next day is consildered.

STEP FOUR = Deagding Priority Order of Activities

In this step the selected activities are re=
arrenged in priority order. The criterion for'deeidingl
priority is the criticality of the activity This is accomp=
. 1ished by reaﬁranging the achivitles serial numbers in
a8cending order of their corresponding latest‘start}timeé,

and within this criterion, in ascending order of duration.

STEP WIV& = Checking Resource Availability and Assigning
of Resourees

Starting with the most cr*tieal aetivity for the
day Iie the first in the priority list), the resource
requirements are compared with the net availability for the
day, for eadh resource, If resources are not available
for a particular activity, and if the acfivity is critical
or has become critical by postponement,the serial number
of the activity is noted and printed in the output along
with the day under considératioh and the scarce resources,
If the ;acﬁivity ls not critical, then, it 1ls ignored and
éonsideration‘moves to the next'eligiblé activity féf the
.day.ﬁ |
If all resources requlred are available,fthen they -

are assigned to the activity for the whole of the actlvity's

duration.



—780-

The counters for keeping track of the activities
scheduled are immediately updated. _The dey under considera=
tion is nqted and 8 tored zs the new starting time of the
aetivity. The new finish time of the activity is also
calculated and stored. The cumulative total resources assi-
rgéned Sso far, for each resource, is also updated, by adding
the fesource pequirements of the activity that was sché—
duled. This is done for the entire duration of the activity.
Thus, all the eligible activities for the day are considered.

If no activitvy caﬁ gtart due to lack of resources,

.a message is printed in the output to that effect.
STEP SIX  Updating of Counter Mi

' This counter is an important one, because this
helps in’aVQidihg unnecessary', scanning of modes for
eligibility on the next day. The nodés have been listed
in ascending order of ‘their early occurrence times. While
gcenning for nodes M1 determines the stariting point for
scanning. Initially we scan from the firést. node, but later
wve gttempt to eliminate tﬁe nodes whiqhﬂhave all activities

‘leaving as scheduled.

Hsnce,‘in this step, th@ eligible nodes for'the

day are axamined and if all activitins lewving them have
‘started, then by updating counter M1, we el*minute this node

from the set of nodes toibe scanned on the following day .«
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If all the project activities have started then
the program proceeds to step seven. Otherwise thz next day
is considered and after the necessary inltialisations ,

steps 3 to 6 are repeated.

STEP_ __SEVEN = Caleulation of Projec t Duration and Printing
.results, |

start;ng from the normal projéét duration, the days
are examined one by one and the earllest day is determined
when no resource assignments have been made. This decldes
the project duration for this trizl and for the considered

level of resource avellability.

The results of the trial are then printed out.

' This includes the list of activities, their duretions, their
resource requlrements and their revised stert and revised
 finish ‘tinmes, Also printed are the latest start times of
the CPM 'schedule for compérison.

The output includes tihe total resources assighed for

each day of ths project, and for each resdurce.

Consideration then moves to the next trial until
‘211 triels have been carried out . Trial one is computed
‘with unlimited resource-zvailability and will yield an
all=early Stsrt schedule, Subsequent trials are carvried

out for different resource availlabilities (ss ASpecifieé).
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DETATLS OF THE PROGRAM

(Refer Flow Chart and List of Symbols)
STEP ONE = Reading of Data
This step, reads the data . viz the number of nodes,

activities, th= normal project duration the number of resour=

ces, the number of +rials and the starting trisl number
(if 4t is desired to start straight away from 3ome trial
number other. than one). The amray containing node mumbers
in ascending order of early accurrence times (NDARY), the
early oceurrence times of each node, the arrays NTAL,NACL,
NTAE and WACE generated in the CPM scheduling program

are glso read in.

The first six columns of the arrsy M of the CPM
scheduling program ar: read. This wili include the node
numbers describipg the activities, the durations, the BEST,
EFT and LST . 6f these the 15T and EFT are of no use in
ihe program amd these values Qill be erased subsequently
to make room for the revised EST and EFT. The resource
avallabilities, in each trial and of each resource\is also
read in, And finally the rescurce requirements of each
activity of sach resource are read in. As presently written,
for a particular resourcey a constant avallability has been
a ssumed thfoughout the project. If it is desired to vary the
avallabllity of the resources on each day of the project,

this can be éasily accomplished.
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STEP TWO = Initialisation

For each trial the following initialisations are

. dones.

1. The status of the first node is made one, while that
of others is made zero. The node status (LSTAT) of
the nodss wiil be made equal to one , =8 and when

 all the activitiesientering the node are completed. —
Initially,'in emch trial only the starting node satis=
fies this conditior. The initislisation is done in
ioop.hgo. | o | _

2. The EST and EFT wwhich are stered in the fourth and
£1fth golumns of the array M are mede zero. This helps
in converting these values automatically intec a status
indlcatar, fof each activity. The program has been So
written that the wolues of BST and EFT, retaln thelr
usual meaning in the output, but during the program
they are put to good ﬁsa by using them as status indis
cators. Thus if the EST and EFT are sero it means the
activity has not yet started, and it is not yst
eligible to start. | |

If EBT is some'positive iﬁteger it means tae
activity 13 eligible to start, though 1t may not have
started yet. |

If BST and EFT are both positive integers,it
msans the activity has started though it may not be

complete. The completion of the activity is indicated by
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EFT being a positive integer (not zero) and less

than the day number under consideration.

7

This initialisation is done in loop 505 .

3. A third initlalisation is made by equating the itotal
resources assigned to zero, This is done for each

" pesource and for each day of the project. Since itis

not known how long the projee t will last, the initia=-
lisation is done for a perlod equal to one znd a half
times the normal project duration. If need be, this
initialisatidn can be done for an even longer period.

This is done in loop 510,‘

4. The counter M1 is s=t equal to one, and the cumulative
tolal number of activities that have starﬁad‘(NTASD)
is set equal to zeroc. The day number (IDAY) is set

aqual to one,

The inhtialiéations described above are made at

1
the commencement of each trial, before the day by day

lterations begin.

For =ach day of the project the foilowing initia-

lisaticns are made.

1. The number of ac tivities thut. started on each day
(NABD) is made zero.
2. The counter ICT which counts the eligible aciivities
ort =2ach déy is made zero. .

3. The counter MM is set equal to M1, so thut the scanning
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for nodes that are eligible on the day, 1s restricted
to a small but definite range. \ o
%. The counter ND which counts the eligible nodes

for the day is set equal to zero.

STEP THREE = Selection of Ellgible Activities

This is done in the following steps.

Leﬁp 520 scans the nodes in NDARY which are in aseeﬁdP
ing oréer-of their early eecﬁrrénce times. If the

early occurrence time of the node 18 Tess thagn IDAY _
then it is a potentially eliglible node, and the counters
ND 4s incremented by one. The node number is stored in
IMN, This wii; be used in ét@p 63 for updating the
counter M1. It is to be noted that loop 520, scens the
nodes in NDARY with MM=M1 as the starting point snd

it stops scanning as soon as a 8ingle node with EOT

greater than or equal to IDAY 18 encountered.

After a potentially eligible‘node 18 plcked up, it is.
checked for 1ts status (LSTAT) . If it 1S one it meens
that all the activitiés entering this node have been
compl=ted and hence this ncde is’aligible.,lf LSTAT

is zero then it means a check will be necessary.

In the fiyxstt trial however this cheék is dispensed
with,; since all the resources required are avallable,
the activities start at the early occurrence time of

the node 2t the tail end.
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The check for the completion ef all activities
entering the node is made in'106p 526 as Follows = The

activities'entexing the node ars examinéd,,with the help
of the érrays NTAE .andINACE (See iist of symbols for

details). ) '

If the zctivity is not a dummy it is examined
whether 1ts finish time 18 a positive integer, less than
. IDAY, whlch means it i1s complete.

If the activity 18 a duany it 1s examined whether
at léast'ifs EST is a positive integer, which indicates
that the dummy is ellgible to start! and hence passes
the test.

1 If all th= activities entering the node, pass the
tests, then the node 1s designated as eliglble and its
status (LSTAT) is revised to one, so that in future it

is:not tested again unnecessarily.

" If any one of the sctivities fails the tests ‘the

node 13 discarded and the next node is.con31dered,

Once a.ndde is designated as eligible the program
| proéeé@s'to gelect from the activities leaving the node,
those which have not yet started and included them in
#he'array ISEﬁ, which storés the eligible activities

for the day. |
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AS soon as an eligible actlvity is selected and
stored in ISEL, 1ts latest start time is stored in ITEM.
Tbe EST for the actlivity is then given a poéitive inte=-
gral wvalue (the value IDAY) . This shéuld not be taken
to be the acﬁﬁal start time of the eligible activity, but
must Dbe treated as an indicator that the activity 13
eligible to start. The actual start time will be assigned
only after checking whether resources are available. This
selectlion of ellgible acﬁivitiés from the node under conw
sideration is done in loop 527, which is nested within
loop 520. The counter ICT counts the eligible activities
for the day .

After zll the eligible activities for the day
have been collected, it is seen whether ICT is zero. If
it ig zero, a mesSsage appears in the progress report and
it 1s made known that no activity was eligibie té start
on this day. Otheruise the pragfam proceeds to the next
step (FOUR) except in the first trial, where it skips the
nextvstep (FOﬁR) and proceeda to step FIVE.

STEP FOUR = Deciding Priority Order

This step is designed to rearrange the activity
sefial numbers, Stored in ISEL, so that thetr»eorrespondn
ing latest start times-are in échnding'order. The values
in the array ITEM are examined and rearranged. ITEM
stores the latest start time. If any two values in the

ITEM are equal then the duration of the aétivities are
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examined and the activities are arranged in ascending
order of their durations . This is accomplished in loop 5505'
The eligible activities for the day are then
printed in priority order, This forms part_of the progress

report,

STEP TFIVE = Checking ResourCe_Availability and Asslgning
’ Resources

. Starting with the first activity in ISEL, the
program, fist checks whether it is a dummy. If 1% is,
the checks for resource awvailability are omitted and the
activity 1s treated as scheduled, and the next activity
18 considered, If it is not a dummy a check for resource

availability is made for each resource, in the loop 560.

oop 5640 operates as follous. Counter JLACK

15 first set egual to zero outside the loop. I all resour=

ces required for an activity are not avallable, it is8
ﬂcheakeavﬁhethaf the activity 1s critical or has become.

criticél in wkich case the counte? JLACK 18 updated

each time a limitation is encountered. The counter JLACK
- thus counts the number of resourcss found.lacking for the
“eritical activity . The actual resource Serial numbers

areé stored in the array JLSN.

When all tha rescurces have been examined a
message 18 printed in the output, which will tell us the
seri 2l number of the critical ac™tivity which could not
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start on that day due to lack of resources. The parti-
cular resources found lacking are printed and go also

the day on which it happened.

However, if the activity 1s not critical, this
18 dispensed with and the next eligible activity is

considered.

If all resources required are avallable, the
resource assignments are made for the duration of the
activity. This is done in loop 580. The array JRSAS
‘which stores for each day the Pesources assigned, is
updated. AS soon as this resource aSsigmment 18 made
the countéfs NASD and NTASD are incremented. The activity
is assigned its start time and finish tims, These are
the fitial and correct start and finish times and they
cancel any.egrlier values assigned. Consideration , then
noves to th@ next ellgible activity, until all eligible

activities have been considered.

The step is accompdished in statement nos 557 to
581 of the program. o |

STEP SIX

Updating of C@unter M1

This step consider the eliglble nodes for the
day by turn. The activities leaving each nede are

examined and if all of them have started, the counter
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M1 4is incremented, angd thus in the scanning for nodes on
the next day this node is automatically eliminated, as the
- Scanning starts from the M1th node in the array NDARY.It
must be noted that this has become possible only because
the node numbers were stored in NDARY in ascending order
of their E.0,T. Otherwyise there would have been no

alternative to checking all the nodes.

While examining the node, if even a s ingle
activity is found to have not yet started, then this
updating process 1s halted at once and consideration moves
to the next day after first checking whether or not
NTASD = NACT . If NTASD'is. not equal to WACT it means
all the project acstivities have not yet started and

consideration moves te the next day.

If NTASD = NACT, the program moves %o the next
step and prints the results,
STEP SEVEN = Results

and on!
This is the fingl step of the nrogramﬁsﬁén

21l the activities of the project have etarted, this
step begins.

The revised project duration is first determined.
Advantage 18 taken of the fact that at the coumencement
“of the trialthe resburdéé ass lgned were initiallsed
as zero. The progiam starts ffomthé'last day of the early

CPM. schedule and examines each day. The first day on which
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no resources assignments have been made gives the end

of the project. The revised project duration is therefore
one day less.

| Statements 608 to 610 , which includes the
loop 603, will accomplish this.

- The results of the program arve printed. This
includes the first six columns of the'array M which give
the node numbers describing eack activity; the’duration,
the revised early start and egrly finish times. Also
included 1S the latest start time of the previous CPM
. 8chedule. The resource reqﬁirements of the activity slso
appear. This is printed in a tabular formy and each row
gives all the relevant information for ons particular

activity.

This i1s followed by the total dsglly rescures
requlrements of each resource, in a convenient tabular

form.

Thase ape the resulis of one trigl. The program .
thepd considers thc negb trial untlil edther the project
duraticn is brought down to the normal project duration,

or all the trials have been considered.
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|
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4
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BLOCK DIAGRAM FOR RESOURCE LEVELING ALGORITHM



START

|

READ NODE, -NACT, NRES, NDUR .NTRL,NT\
NDARY (J) '

[EOT ), | °
READ _ <NTAL () J =1 NODE

NTAE (J) ;

READ {NACL(I)

NACE(D} 1= 1, NACT
READ MCLJ),J =1,6 1= 1,NACT
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>
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FLOW CHART FOR RESOURCE SCHEDULING
" ALGORITHM
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LIMITATIONS OF THE PROGRAM AND SUGGESTIONS FCR IMPROVEMENT

1. The program inltisllses the resource assigned, on
éach day 6? the project as zero, at the commencement
of each trial. But it is not known'before'hénﬂ, how
long the project will last. The program at present
initiaiiaea for an estimagted duration which is one
and a half times the normal duration, (aSsuﬁing that
thg'project will not be delayed beyond this). But
this preocedure has 2 weaknasses.

Firstly 1f the resource availabllity level of
a particular trial is indeed very low, the duration
may extend to more than 1.5 times the normal d&ration,
and in the absence of initialisation there will be an
execution error message in the outpuf.
Secondly for these trials, in which the duration
ofe the préject is extended only mérginally, this
initlalisation takes up unnecessary Space in the memory

which is not used,

2. The program checks an activity for eligibllity and
then checks for avéilability of'réaources, If these
conditions are satisfied the algérithm Zgggggihbway
agsigns all the resource ;equiremants of this activity
for 1ts entire duration. This may seem questionable,
It would be better to allow the splitting of the
activity on éome future day if the need drises, and

assign resources day by daye.
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3. The program prepares a list of eligible activities
on each day and arranges then in priority order, for

’ assigning resources.

Cohsider the fbllowing'situatioh -
| The first activity iﬁ.this 1ist is critical and cannot
start on the day because the resource raquiréments
marginally exces d the svailability. The second actiﬁity
has sufficient slack and its resource reguirementd do not

exceed the availability.

‘The program, ag8 pregsently wrltten schedules the
second activity, and the only consolation is that the
critical‘activity 1s glven thop priority ﬁext day.

A bgtfar way tc deal with the situation would
be to borrow men frbm an in#progress acﬁiviﬁy which
has sufficient glack and schedule the eritical acti=
vity first. The progream will have to be modified
to accomplish this. _

The program'at present does nothing about #nssaigned |
resources oﬁ each'day. If the suggesticn offered
sarlier 1s incorporated these unassigned resources
can be reduced. Another way of overcpming‘this problen
is to specify the resource availabilities in two parts
i. On a regular basis and ii on an overtime basis.
As a2 last resort the unassigned resourcss may be
assigned to the inprogress=activities, on the basis
of least slack first, since these resources may

have to be paid for whether they are used or not.



LIST OF SYMBOLS USED IN THE RESOURCE SCHEDULING
PROGRAM ' |

(ndte4 Those symbols already explained in the CPM Scheduling

program are not explained ageln in this list).

| TACT : Countér for iterating an eligibie’activitiés
ICT  Number of sctivitics eligible to start on a
e particular day. |
IDAY | The day undef consideration | |
IDUR™ **° ' 4n initiel fguessimater of the ney project
. duration. | | |
I Serizl number of'the'eiigible activity which

is baingﬂteéted for resource availability and
to wnich'iéSQufces will be assigned 1f avallable,
IPLAC -  Defined as  ICT=1 . This has no physical signi
o ficancé; It is used for rearraﬁging the activity
serial numbers in aseending order of thelir
latest start times.
- ISEL . A Single-subscripted array that stores the
' serial numbers of the activities eligible to
start on any day. |
ITEM - A single subsafipted arraj-that stores the
© latest start times of the activities eliglble
to start 6n‘any dayISEL'and ITEM agre parsllel |
arrays of maximum dimension equil to ICT. While
 ISBL stores‘the sefial numbérs of the aectivities

ITEM stores the corres-ponding latest start times.



ITRL.
JLACK

JLS N

JRSAV

JRSRG

K1 and‘

KDUR

LSTAT

=99 -

Counter for iterating on trials.
Connter for counting the number of resource

types found lacking and thiéis blocking the start

of a critical activity;

A single subscripted array that stores seriel
numbers of the resources (thus identifying them)
fownd lacking and thus blocking the start of a
critical activity.

JLACK ANDJLSN Are used in conjunction and they
appear in the resource scheduling prograss
reports in the output.

A double~sub3c-ripted a:ray‘ that stopes thé
avallabilities of each res urce, in each trial
If the need arises JRSAV can be‘made to store
the resourcé avallabilities for each day.

A doubiefsupscripted array that steres the

resource requirements of each aetivity, of

" each res urce.

Counters indicating the first and last day,

of the perlod for which resource zss igmments
are made té'an activity..

A single sngCripted ayrray of maxlimum dimension
equal to NODE , This $tqr¢s the status indicator
for each node. A status "Onev indlcates that

all acbivities entering the node have been

- completed, and hence all activities leaving
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- LE
" LE2

LL’
LLA

LL2

M

= 100 =

the nede are eligible to stéft.

A status tgerot indicates thét a check will be
neceséary . It 13 not sure yet, Qhether all
activities entering. the node have been completed.
A single subscftptéd array for storing the

nodes found eligible on each day. These nodes

will be examiﬁed later to see whether all actis

vities leaving them have started, in which

case. the counter M1 will be updated.

Variables used in identifying the serial numbers
of activities entering a node(gee NTAE and NACE
for details)

Variables used in identifying the serial numbers

of activities leaving a node. See NTAL and NACL
for detzils, |

A double subscripted érray, similar to the ore
used in the CPM scheduling program, but with

the following changes. The mumber of eolumns

is only{é; Thé firsﬁ three columns St&r@ the I=
node, J*node and duratlon of the activities.

The hth and 5th columns store the revised‘
start and finish times of the,activitiea; The
6th columm is the same as in the case of the CPM
scheduling prOgﬁam. It shores the latest start
time of the previous CPM schedule « The number
of vows in M is equal to NABT. At the start

of a new trial the 4th and 5th eolumns of M
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are set equal to zero. These act as status
indicators for the activity. In the output they

have the usual meaning (start and finish times).

M1 Counters used %o reduce the range for scanning
and MM - . _
of nodss for eligibility, on each day.
NRES Total number of resources considered
NTRL. Total number of trials considered. »
NT The triel number with which the program is to

start. Normally NT is equal to one, and it is
read as data. However if. in future it 1s ‘
desired to start from the second or third trisl

NT can be made equai to 2 or 8,

NTASD . | ‘Total numberof Activities that have started
' so.far. When\NTASD 18 equal to NACT,; the resource

allocation procedure steps and the results
are printed. ‘

NASD Number of activities that have starteé'on a.
particular daye. .

N  Counter for counting the eligible nodes for

' the day. R

NPHDR The new project duratlon,



CHAPTER = IV
CASE STUDY

Pro ject: Renovation of Malikpur Hutments ,University of Roorkee

Number of Activities ' o 70
Number of Nodes | | 52
Normal Duration | 63 working days
Resources cons idered | i. Beldars

. ‘ PRI 1i. Carpendlers

. iii. Masons ‘

Start Date of Project . _5th Feb, 1975.
Finish Date (CPM Scheduley 2lth April,1975

Normal Duration of Project

s
(in ealender days) 78 day
Number of holidays (excluding Sundays) %
List of Holldays(other than Sundays) 19th Feb, 1975

26th Feb, 1975
27th March,1975
28th Mareh,1975

Number of Re-arrangements S : : 1

Criterion for Rearrangement Activity
‘ : ' Criticality
Number of Trials for Resource Levelling | 3

Resourcge Availability Levels.Ccﬁsidered

F1r§t Trial - 1. 100 Beldars ] (Unlimited Resources)

ii. 100 Carpenters
iii. 100 !Masons

Second Trial . 4. 16 Beldars
ii. & Carpenters
iii. U4 Masons

Third Triad 1. 16 Beldars
A ii. 6 Carpenters
iii. 4% Masons
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RESULTS OF RuSOURCE LEVELLING

First Trial 2. Project duration 63 days
(Normal duration)

b. Pegk Resource Requirements
1. 60 Beldars
ii. 8. Carbenters
iii. 12 Maspné.

Secdnd Trial
, a. Projecet Dwration = 76 days
b. Peak Resource Requirements.
i. 16 Beldars

ii. 4 Carpenters
1ii. 4 Masons,

Third Trial a. Project Duration £9 days

b. Peak Resource Requirements

i. 16 Beldars

ii. 6 Carpenters
iii. 3 Masons

DESCRIPTION OF CASE STUDY

To i1liustrate the working of the program a csse
study has been presented. The silze of the problem has been
limitéd because the object is pnlﬁ to show that the prpgram‘
achieves the desired results. The program iS capable of
'bandling even bigger projects and the upper limit will

depend on the memory of the computer that is used.

The case study that is cons-idered is the Hubtment
’Renovation projec t that is in progress at the moment, in

the University campus.
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The reasons for choosing this project are

1. It is of a size, just sufficient to illustrate the
problem = big enough to test all aspects of the program

and small,enough to keep the computer expenses low.
(The Computer used is the IBM 1620 at SERC <Roorkee
whicb is handlcapped by the absence of an on-line
printer. Choosing a big project wouid have resvited
in a large output of punched cards withcut any particular
advantage.

ii. The actual activity data is readily available as it

is a 1ive problem in progreés.

DETAILS OF THE PROJECT ' ©

Introduction

The rencovation of & single hutment involves 35
activities. Two ® uch hutments are considered, thus bring-
ing, the total”number,oflactivi-ies to 70. Of course more
hutmehts could be conéiééred ﬁpttWQ are sufficient for

"illustration.

Resources

The resourcés considered aﬁe primarily only three
viz.y, 1. Skilled labourers-(rBeldarst)
2 Carpenters
3. Masons.
Other resources like wireman, painter, truck, etc, are
not considered hecause—very few activities require then
and it 18 being assumed that they are avaifiable when requifed.

The demand for Beldars, Carpenters and Masons is heavy and



these are considersd for the resource scheduling program.

The data for the case study was obtained by visiting
. the site and consulting the S.U.E., the overseer in charge,
and also the confractof% supzrvisor at the site,
' The data supplied iscluded a 1ist of activities,
their durations and resource requifementg, for one hutment.

This data for one hutment is listed in Tgble 1 which includss

the node mumbers assigned to the zetivity, a deseription
of the activity, an assigned trade indica tor number and

the requirements of Beldars, carpenters znd M :sons.

Arrow Diagram

The Arrow dlggram for the project has been attached.
This dlagram is for two such hutments, on which work eould

proceed simultaneously. More hutments could have been

conSidered.

The arrow dlagram consists of 52 nodes aﬁd 70
activities including 6 dummies. The rules of network logic
have been kept in mind while drawling up the network and care

has been taken to avoid wagon wheel and waterfall errors.
For the sake of convenience, and for ease in
" book keeping, the arrow dlagram has been drawn So that acti=-

vities specified by even node numbers refer to one hutument

and odd node numbers refer to the corresponding activity



for the second hutment.For exampie activity 2=~k refers to
tDisconnect water supply" for the first hutment and

| actlivity 3=9 refers to the same for the second'hutment.'
The earliest and latest occurrence time for each node 1is
also shown in the arrow diagram and it is entered in the
circles representing the nodes, The activity description
and thelduration appears alongside the arréw representing

the activity,

Trade Indlcator =

The trade indlcator numbers have the meanings listed

in Table 2,
TADLE = 2

?gggzator Correspoﬁding Trade.
0 . Dumny Activity

{ ‘ “Carpentry

2 | Brickﬁork/Plaﬁtering N

| - Conereting '
T ' ReinforCemént

5 Painting/white washing

6. ’ Services(uater, Electriclity)

7 Demolition

8. " | General(Movingin.clearing out ete.)
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TAGLE 3

Resource No. | 'Reséurce Description
1 | Eeldars
| Carpenters
'3 | Masons

Results -

~ The results fer the CPY scheduling program and the
resource 1évelling program are given in Appendiz VBt

The activities have been listed in the order in
which they uéra fed in the data card. Eﬁt a re=arrangement
in ascending order of total float has also been given . The
carliest and latest occurrence times of the nodes'have been
printed, and these values have been entered in the errow
diagram also . The output also glves the arrays NTAE,NACE,
NTAL and NAC L, which will be used in the resource scheduling
program., The duration of the preject according to the sched=
uling computations is 63 days. | |

The array NDARY had been printed which gives the

nodes in ascending order of their early occurrence times.

CPM Calender

the calender dated schedule is also presented., The
project start date has been assumed %o be Sth Feb, 1975.
A11 Bundsys have been considered holidays . Further z list
of four hnlidays (other than sundays) has been réad as data
viz 19th February, 26th February, 27th March and 28th 5gfch
1975. The results show the early and late start and finish |
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dates., The CPM schedule gives a projec t completion date
of 24%th April, 1975. |

Resource Scheduling

\

The three resources have been numbéred a8 shown in
Table 3. The three trials experimented with three different

levels of resource availability.

First Trial

The first trial has been carried out with a resource
avallability of 100 Beldars 100 carp=nters and 100 masons.
This is from a practical view point an unlimited resource level
(for this project at least) , and, as expected thié has pro-
duced an all=early start schedule, without changing the
project duration. _

The activities have been 1lsted with their revised
early start and early finish times, and the original latest
gtart time, and alée the rssource regulrements of Beldars,

Carpenters and Masons. This trial shows a peak reguirement of

60 Beldars, 8 carp enters and 12 masons.

Hecond Trial

The second trial was carried out with reduced resource
dvailabllity of 16 Beldars, 4 carpenters ané 4 masons. This

" hé& produced a reviSed schedule and the new project duration

is 76 days. The dally resouree requirements are slso within

the availebility limits.

Third Trial

This trial was carried out with the avallabilities
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of Beldars and masons mchanged (16 and 4% respectively).
But an increase of 2 was made in the case of carpenters.
This has resulted in a new Schedule of start and finish

dates. The project duration has been brought down from 76

days to &9 days.

A histogram has been plotted for each resource and

it shows the variation of the dalily requirements of the

rasourcé in different trials.
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DISCUSSION OF RESULTS

CPM . Scheduling Results

The most important point to be noted is the
project duration. The program has shown that the renovation
of two hutments can proceed éimultaneouslyiand,they can be fini~
shéd -4n 63 working daysy, d1.e., in about 2 month's time., How=
ever , the contractbr‘hag been taking 3 months for one hut=
ment, as enquirles show. This is obviously because the
contractor 18 not keen on Speeding up the job.Bf ke were
‘keen, CPM shows thaf 63 days is sufficient for 2 hutments,
w;thQut resource constraints.
RESOURCES _SCHEDULING RESULTS
_'Firét Trial

The CPM  scheduling results are a good basis for
éomparisan. The CPM schedule has given thelshbrtest -
project~duration of 63 working days. However, 1t has also
resulted in beakingvof-resource requirements. The critical
éctivities of concreﬁing, requiring 1G'Beldar$ and 2 masons’
each have all been scheduled to Start on the same day and this
has glven rise-to a reéuirement of 60 Beldafs and 12 masons;
on the 26th day of the project(Seec histogram) . This trial
also ylields a peak requiremenp of 8 Cafbenters on the sixth,
seventh, elghth and ninth days. | |

~Providing 60 Beldars, 8 carpenters and 12 masons
»would be utter waste of resources, particularly in the
case of masons and carpenters because, from the histogram it

can be seen that the masons gnd cérpenters would have to



remain idle for considerabls periods. In the first trial the
'carpenters aré not required on 36 days out of a project dura~
tion of 63 days,; and the Masons are idle fbr.55 out of 63
days. This 1is a'very wnfavourable situation, and it clearly
demonstrates the fdct that a resources levelling process is

essential.

I% can be clearly seen that a levelling of resources
within the project duration of 63 days im IMPOSSIELE in the
project. This is bescause the activitiss that have jointly
given rise to the peak resource requirements, are critical

and they‘cannot be postponed without delaying the project.

This point clearly éindicates the approach to the
resource'scheduling algorithﬁ adopted in‘this dissertation~
vig. efl consideéing an inerease in projecﬁ dﬁfation if the
'peak can be brought down-sighificantly
Second Trial

The results of‘the second trigl have lllustrated
the merits of the program. A very moderate resource availabi*
lity of %6 Beldars, K carpenters and 4 masons has been
considerzd,; as against the peak demands of 60 Beldars, 8
carpenters and 12 masons.

This has given a reviséd schedule of stért and
finish times, in which some critical activities have been
postponed. The concretihg'&ctivities have baen rescheduled
so that only one of them can.be scheduled on any day. This
has given s much more favbﬁrable histégram of resource re=

quirements. The peak demand of 60 Beldars, on the~26th-déy
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in the first trial has been chopped douwn to the available
level of 16. Another peak demand of 20 Beldars in the
first trial, on the Second and third days, has been
levelled to 16 Beldars. ’

\

The projec ¢ duration-has of course been increased

by 16 days, and the new project duration is 76 days as

against 63 days in the first trial. But the advantages
gained by this increase are considerable. In addition to
bringing the requirement‘level of Beldars from &0 ‘to 164
the schedule makes better use of carpénﬁers'and masons.,
The peak demands of 8 cappenters and 12 masons have been
brought down to % carpenters and 4 masons . Moreover the
carpenters and mzsons are idle on far fewer days than in
the schedule produced by the first trisl. In the second
tria; the carpenters are not required on 31 out of 76
days (1.e. 40.08%) as against 36 out of 63 days . |
(1.e. 57%) 1in the first trial. The masons ave not required
on 60 out of 76 days (79%) as against 55 out of 63 days.
(87.3%) in the first trial. The nidke time® has been
significantly reduced.

Trial Three

The progress report for the 2nd trial shows that .
almost 211 significant postponements have been c¢aused by
the lack of resource mumber two (viz. carpentefs). In the
third trial the number of carpenters avallable was increased
from 4 to 6, keeping the avallability of Beldars and

masons unchanged.
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This trial has reduced the project duration signi-
ficantly. From 76 days in the second trial it has been
brought down to 69 days. The requirement levels of carpen=
ters and,Beldars have beeﬁ maintained at the availability
levels of 6..and 16 respec tively.: But the requlrement level
of masons has bezn reducéd to only three avén though four
ars available. This 1s a very interesting development. It
showe that the levelling of resources dess not étop at the
level of availabllity that is specified. If possible the
requirenents are brought'down to even below the availabilit&

level . This is.one of the merits of the program.

SUMMARY -

' *  The program has given the user 3 options

1. M all-early =-stert schedule, with a project dura=
tion of 63 days and s peak resource demand of
60 Beldars, 8 carpenters andii?masons.

Qe . A-revised sehedulé and a project duration of 76
days, with a maximum resource demand of only 16
‘beldars, 4 carpenters and 4 masons.

3. Another revised schedule with a project duration

of 69 days and a maximum resource demand of 16

- .beldars, 6 carpenters and 3 masons.

If one makes a cost study, Lt will be easy to see

vhich of the three schedules is the most favourable.

\
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Without a cost study one can only zuess. However, in this

problem, trial 3 appears to yield the optimum duration .

By providing 2 more carpenters and partly compensating for
this increase by providing one maSon less, the duration of
76 days in trizl II ¢an be brought down to 69 days . This

i1s a gignificant lmprovement in the schedule.
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APPEND IX~=A

COMPUTER PROGRAM

CPM SCHEDULING GeVISHWANATH MeE(THESIS) :
DIMENSION M(100s9)9IEQOT(75)x LOT(?S);NDARY(?B)9NTAL(75)9NTAE(75)
DIAENSION NACE(100) sNACLU10( ) »JTEM(100)»I1SNO(100) »NRENG(10)
READ 79NPROB

FOIMAT(15)

IPROB=1

READ 8sNODE sNACT s NUMBC» ISKIP » NUMRE
FORMAT{1615) '

N=NUMBC-5

1F(N~3)33936:33

CO{TINUE . , ,

READ 8s((M(IsJ)aJd=1sN)sI=1sNACT)

PUICHB s ((M(T4J)sJ=1sN)sI=19NACT)

DO 35 I=1sNACT

M{Le9)=MLIs&)

GG TO 42

CONTINUE

READ 99 ({M{IsJ)sJz=LlaN)sI=1sNACT)

PUNCHO 9 { (M (1 eJ)sJ=1sN)sI=1sNACT)
FORMAT(1515)

CONTINUE

IF{NUMRE 44944943

CORTINUE .

READ lSy(NRENG(I)’I=erUMRE)

PUACH 18 (NRENG(I)sI=1sNUMRE)}

FORMAT(515)

CONTINUE

PUNCH 136

FORMAT (3THTHE QUANTITI&S PRINTED ABOVE ARE DATA)
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CALCULATION OF EARLIEST OCCURENCE TIMES

IEQT(1)=0
NTACT=0
NTAE(1)=0

DO 41 K=Z2oMODE
MA\I —

DO 40 I=1sNACT
IT=M(Is1)
JI=MI+2)

INTRODUCE ERROR CHECK 1

IF (II-JJ)25926927

26 PUNCH 282I151PROB

28

FORMAT (4HNQDE»14922H DUPLICATED - IN PROBLEM»I3)
GO TO 100¢

27 PUNCH 29s19119JJsIPROB
29 FORMAT(9HCHECK ACT»I3s10H AND NODESsI3s1lH»9I3935H FOR POSSIBLE LOO

£5

37

38
40

21
23
22

41

12
15

13

IPING ERROR IN PROBeIZ)
GO TO 1000
CONTINUE ,
IF(JJI=K) 40437940
NTACT=NTACT+1
NACE(NTACT)=1
IET=IEOT(ILI)+M(I3)
IFtMAX=IET) 3840540
MAX=IET
CONTINUE
NTAE{(K)=NTACT

INTRODUCE ERROR CHECK 3

IFINTACT=NTAE(K~1))21521,22
PUNCH 23»KsIPROB :
FORMAT ¢ 40HDANGLING ERROR OF SECOND TYPE.REFER NODEs13s8H IN PROBsI
93)

GO TO 1000

COANTINUE

1EJT (K)=MAX | '
CONTINUE |

INTRODUCE ERROR CHECK 4

IF(NTACT-NACT)12+13512 _

PUICH 15»IPROB . '
FOWMAT(35HACTIVITY LIST INCOMPLETE IN PROBLEM»I13)
GC TO 1000 - :

COITINUE
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IF (ISKIP=1199+102+99
102 PUNCH 34
34 FORMAT (43HPRINTED BELGW ARE THE VALUES NACE:NTAEQIE@T)
PUNCH 99 (NACE(I)sI=1sNACT)
PUICH 99 (NTAE(I) s I=1sNODE)
PUNCH 9 (IEOT(I)»I=1+NODE)
99 CONTINUE

CALCULATION OF LATEST OCCURENCE TIMES

NTACT=0
LOT(NODE)~IEOT(NODL)
NTAL{NODE) =0
NO )L=NODE=-1
DO 51 Kl=1sNODL
K=NODE-X 1 ‘ o
MIN=IEOT(NODE)
DO 50 I=1eNACT
o II=M(I»1)
IFCII=K)50547+50
47 NTA\CT=NTACT+1
O NACLINTACT)=1
JIaM(I1»2) ‘
LT = LOT(JJ}=M{1e3)
IF{MIN=LT)50550»78
78 MIN=LT
50 CONTINUE

INTRODUCE ERROR CHECK 2

IF{NTACT=NTAL(K+1))53953+52
53 PUNCH 54»K»IPROB
54 FORMAT (40H DANGL ING ERROR OF FIRST TYPESREFER NODEsI398H IN PROBsI
93)
GO TO 1000
52 CONTINUE .
NTAL{K)=NTACT
LOT(K)=MIN ‘ '
51 CONTINUE : -
IF{ISKIP~1)1019103+101 ' '
103 PUACH 133
133 FORMAT(42HPRINTED BELOW ARE THE VALUES NACLaNTALvLOT)
PUNCH 99 INACL{T)»I=1sNACT)
PUNCH 92 (NTAL(I)»I=1»NODE}
PUNCH 99 (LOT(1)»1=1sNODE)
101 CONTINUE



&1
302

153

221

231

261

301
212

PAGE A~4

CALCULATION OF ESTeLSTeEFTLFT« TOTAL FLOAT
DO 61 I=1+MACT

ISETIDER Y]

Jdai(Te2)

MESs4)=IEOTLEIL)

METaS5iaM(I98)+M(I03)

MELT)=2LOTCJI) :

M{T e ) 2LOT AJ) =M TsB) -
MCLaB)aM oG )~M(1s4)

COMTINUE

PUNCH 302

FORMATLBO( 1))

PUNCH 153

PUMCH 302

FORMAT (/7 940K 1~-NODE J=RODE DURATe EST EFT

C 2UHLFT TeFLOAT TRADE )

DO 65 I=1pNACT

PUNCH 15%4s (H(Isd)eJd=1oNUMLC)
PUNCH 302 :
FIRMATISX+S(ZXe I1342Xs1Hu))
NAZTLSNACT-~1

IF (NUMRE)312»312»201
CONTINUE

BEGIN REARRANGEMENT OF ACTIVITIES
DO 301 KiIxlsNUMRE
NCOLaRRENG(KT)

DO 221 I=1.NACT

[SH40(1)=2]

JTEML I ) =M{ [sRCOL)

DO 241 Is=lsNACTL

I1=1+1

DO 241 KsIIsNACT :

IF (JTEMII)-JTEMIK)) 241524709291
ITsISNCO(T)

ITE=JTEMLY)

ISHO( T 1= ISNO(K)

JTEME T )= JTEMIK)

JTEMIR)I=ITE:

I3'10(K)Y=1IT

CONTINUE

PUICH 251 ACOL

FOMWMAT 7 +8H COLUMN= »1495X s SHASCENDING )
PUICH 302

PUNCH 153

PUICH 302

DO 261 II=14NACT

Is1SNO(IT)

PUNCH 1S54 (M(I9J) s Jd=lsNUMBC)
PUMCH 302

COYMTINUE

COATINUE

LST95Xs .
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IF(ISKIP~1)1000s3131000
313 CONTINUE
REARRANGEMENT OF NODES IN ASCENDING ORDER OF EeOQeT

DO ‘900 KK=1NODE
JTIMIKK) =1EOT(KK)
NDARY (KK ) =KK
900 CONTINUE
DO 901 I=1sNODL
II=I+1
DO 901 KK=I1sNODE )
IF(JTEMUI)=JTEMIKK) 190159015902
902 JTK=JTEM(I)
NTK=NDARY(I)
JTEM( I =JTEM(KK)
NDARY ( I ) =NDARY (KK)
JTIMIKK) =JTK
NDARY ( KK)=NTK
901 CONTINUE - :
NDUR =IEOT(NODE)
PUNCH 9033NDUR
903 FORMAT ( 24HNORMAL PROJECT DURATION=514)
PUNCH 905y (NDARY(I)»I=1,NODE}
905 FORWAT(1613)
1000 IF(IPROB~NPROB)99859995999
$98 1PROB=IPRCB+1
GO TO 1
999 CO{TINUE
STIP
END



PAGE A-6
PROGﬁAM FOR CALENDER DATING OF CPM SCHEDULE

C CALENDER
. DIMENSION NDM(20)»IHDT(10) s ITHMN(10)sM(T757) s NDATE (&)
DIMENSION NMON(4)sNYEAR(4)»IHOL(10)
READ 297sNACT» IDATE» IMONy IYLAR » NHOL s NNN
READ 2989 (IHDT(I) o IHMN(I)sI=1yNHOL)
READ 2999 ((M(I2J)sJ=19T)eI=1yNACT)
READ 300s(NDM(I)sI=1s20)
297 FORMATI(615)
298 FORMAT(B(IZ2sI3s5X))
299 FOMAT(3XesT(2Xs13s3X))
300 FORMAT(2014)
DO 308 I=1sNHOL
IHOL(I)=0
LL= IMON
JJ=IDATE
302 IFCIHMN(I)-LL)3054305+303
203 THOL(I)=IHOL{I)I+NDM(LL)~JJ
LL=bLL+1
JJd=0 .
e- GO TO 302 .
305 IHOL( D)= IHOLAI)+IHDTII ) ~JJ
308 CONTIMUE
PUNMCH 3093 (IHOL(I)»I=1sNHOL)
309 FOMAT(/91515) '
I=1
311 J=l
312 Ml=1
NSUN=0
KJaJ+3
NDIF=M{1sKJ)
IFINDIF1314:3139314
313 NDATE(J)=IDATE
NMUN( J ) = JMON
NYZAR(J) =IYEAR
GO TO 371
314 CO4TINUE
NW ZEK=NDIF+NNN
315 MMaM1
IREZG=0
CIF{MM~NHOL) 3179317337
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317 DO 335 Il1=MMyNHOL
IF(NDIF=IHOL(II1))3379230330
330 NDIF=NDIF+1
NWEEK=NWEEK+1
IRIG=IREG+H1
M1sIT+1
335 COMTINUE
337 IF(IREG) 3439340345
340 IF({NSUN) 36093479360
345 NSUN=O
347 NSUN=NSUN+NWEEK/6
NWIEK=NWEEK=6%NSUN
IFCNWEEK) 35443555354
355 NWIEK=6
NS JN=NSUN=1
354 NDIF=NDIF+NSUN
IF(NSUN) 31553605315
360 NDA\TE(J)=IDATE+NDIF
LL=IMON
* NYRAR(J)=IYEAR
363 IF(NDATE{J)~NDMILL) 37093705365
365 NDATE(J)=NDATE(J)~NDM(LL)
LL=blL+1
GO TO 363
370 IF(LL=12)369+3699368
368 LLzbLL~-12
NYEAR(J)=NYEAR(J)+1
. GO TO 370
369 NMON(J)=LL
371 IF(J=4)37293T49374
372 J=l+l
GO TO 312
374 PUNCH 375s(M(IsJ)sJ=133)s (NDATE(J)sNMONIJS) sNYEAR(J) 3J=194)
375 FORMAT(31854(2Xs1251H/»1251H/»12))
IF(I-NACT)377»378,378
377 I=I+1
GO TO 311
378 CONTINUE
STOP
END-
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RESOURCE LEVELLING PROGRAM

RESOURCE LEVELLING GoV ISHWANATH M.E(THESIS) :
DIMENSION M(8096) »NTAE(60 ) sNTAL (60) »NACEL80) sNACL (80) 5 IEOT(60)
DIAENSION NDARY(60) sLSTAT(60) sLMN(40) s ISEL{60) s ITEM(6G) »JLSN(B)
DIMENSIGN JRSRQ(8096) »JRSAV(556)sJRSAS(12096)
READ 450 +NODEsNACTINRESSNDURSNTRLNT.
READ 455 (NDARY(J)»J=19NODE)
READ 455+ (IEQT(J) »J=1,3NODE)
READ 4559 (NACL(I1)9I=1NACT) .
READ 4559 (NACE(I)»I=1sNACT)
READ 4559 (NTAL{J) »J=13NODE)
READ 4559 (NTAE(J)»J=1sNODE)
READ 460s((M(I15J)eJ=11609121sNACT)
READ 465;!(JRSAV(IaJ)»JalvNRES)p1=1'NTRL)

. READ 4709{({JRSRQ(19J)sJ=1sNRES)sI=1sNACT)

460 FORMAT(615)

450 FORMAT(615) -

455 FORMAT(1615) ' : , -

465 FORMAT(1615)

470 FORIMAT(1513)

_ . ITRL=NT

503 PUNCH 504y ITRL

504 FORMAT(//»5HTRIALSI392X96HBILGINS)

INETIALISATIQN IN EACH TRIAL

LSTAT(1) =]
DO 490 J=20NODE
LSTAT(J)=C

490 CONTINUE
DO 505 I= ltNACT
M{1+5)=0 '
M(Z!4)=D.

505 COYTINUE

"~ IDJR=NDUR+NDUR/2

DO 510 Ks1+IDUR
DO 510 J=1+NRES
JRSAS(KeJ) =D

510 CONTINUE
M1=}
NTASD=Q
IDAY=1

INITIALISATION ON EACH DAY

512 NASD=O
I1CT=0
MMM
ND=0 |
NONLaNODE~1 '
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SELECTION OF ELIGIBLE ACTIVITIES

DO 520 L=MMsNODL
. 'LKNDARY (L)
IFCIEOTILK) ~IDAY)5219522,522
521 ND=ND+1
LMU(ND) =LK
IF(ITRL=1)51155239511
511 IF(LSTAT(LK)~1)1524+5239524
524 LE=NTAE(LK)=NTAE(LK~1)
LE1=NTAE(LK=1)+1
LE2=NTAE(LK=1)+LE
PO 526 L1l=LE1sLE2
IM=NACE(L1) :
IF(M{IM»3) 15175517518
517 IF(M{IM»4) 152095205526
518 IF(M(IM»5))52095205525
525 IF(M(IMs5)=IDAY)5265520+520
526 CONTINUE
LSTAT(LK)=1
523 LL=NTAL (LK) =NTAL (LK+1)
LLL=NTAL(LK+1)+1
LL2=NTAL (LK+1)+LL
DO 527 L2=LL1sbL2
IN=NACL(L2)
IFtM{IN»5) 152795285527
528 ICT=ICT+1
ISEL(ICT)=IN
ITIMCICT)SM(INS6)
M(INs4)=IDAY
527 CONTINUE
520 CONTINUE
522 IFtICT)53495359534
534 IF({ITRL=1)540+536+540
536 IAIT=1
532 IP=ISEL(IAZT)
IFtMUIP»3))57725792577
535 PUNCH 5375 IDAY
537 FORMAT(39HNO ACTIVITY IS ELIGIBLE TO START ON DAYsI3)
G0 TO 589 .
540 IF(I1CT=1)54555529545
545 IP.AC=ICT=1



549
556

551

550
552
555

557
553

565
568
560

572
574

PAGE A=10 -

REARRANGEMENT OF ACTIVITIES IN PRIORITY ORDER
DO 550 II=1»1PLAC

III=]1+1

DO 550 LLL=III»ICT
IF(ITEM(II)*ITEM(LLL))550$J@9 551
CONTINUE

IT=ISEL(II)

ITI=ISEL(LLL)
IF(MIITe3)=M(ITI»3))550+5505556
ISTL(IINI=ITI

ISEL(LLL)=]IT

GD TO 550

IT=2ISEL(I])

ITI=ITEM(II)

ITEM(ID)=ITEM(LLL)
ISEL(II)=ISEL(LLL)

ITEMILLL)=ITI

ISILILLL)=]IT

CONTINUE

PUNCH 5553 IDAYSs(ISEL(I)sI=1ICT) ‘

FORMAT(O6HON DAY»I13955H THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDE
- 9R OF LST 1S9/792013)

IACT=1 -

IP=ISELL{IACT)

IF(MUIP93))55395799553

TESTING FOR RESOURCE AVAILABILITY

JLACK=0

DO 560 JRES=1sNRES
IF(JRSAS(IDAV:JRES)+JR5RQ(IP,JRES)“JRSAV(ITRLQJRES))560’5600565
IF{M(IP+6)~1IDAY)568s5859585

JLACK=JLACK+]

JLSN(JLACK)=JRES

CONTINUE

IF(JLACK}5729577,572 _

PUNCH 5749 IP+IDAYs {JLESN{I)sI=19JLACK)

FORMAT (BHACTIVITY»13»20H CANNOT START ON DAYsI3929H DUE TO LACK OF
9 FOLLOWING RES»513) _

GO TO 585 , '
ALLOCATION OF RESOURCES

577 K1=IDAY

580
579

585
581

582

KDUR=K1+M(IPy3)~1

DO 580 KDAY=K1sKDUR .

DO 580 JRES =1sNRES
JRIAS{KDAY s JRES) = JRSAS(KDAY.JRES)+JRSRQ(IP.JRES)
CONTINUE

NASD=NASD+1
M{IPs»&)=IDAY-1
MUIPe5)=M(IPs4 ) TM(IPs3)
NTASD=NTASD+]
IF(IACT-ICT)S581+5829582
IACT=ITACT+1
IFCITRL=1)53295324557
IF(ND)58495879584
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UPDATING OF COUNTER M1
584 DO 586 1Q=1,ND
IR=LMN(IQ)
LL=NTAL(IR)~=NTAL({IR+1)
LL1ISNTAL({IR+1)+1
LL2=NTAL(IR+1)+LL
DO 588 L3=LL1sLL2
IY3NACL(L3) ‘
IFEM(IY95))58795879588
588 CONTINUE
M12M1+1
586 CONTINUE
587 IF{NASD)58955925589
592 PUNCH 5939 1DAY
593 FORMAT(30KNO ACTIVITY COULD START ON DAYsI3s19H DUE TO LACK OF RES
9) ‘
589 IF{NTASD=NACT)590s591591
590 IDAY=IDAY+1
GO TO 512
591 PUNCH 594+ ITRL \
594 FORMAT (12HEND OF TRIAL#I3328H GIVES THE. FOLLOWING RESULTS)
IF(ITRL=1)50896092608 : :
CALCULATION OF NEw PROJECT LURATION
608 KK3NDUR
602 KK3KK+1
DO 603 JRES=1+NRES
IF(JRSASIKKyJRES))603 9603602
603 CONTINUE
NPRDR=KK=-1
PRINTING CF RESULTS
PUNCH 610sNPRDR
610 FORMAT(27HTHE NEW PROJECT DURATION 15,14)
GO TO 611
609 NPiRDR=NDUR
611 DO 607 I=1sNACT ]
607 PUNCH 61591 (M(IsJ)sJ=156) s JRSRA(IsJ) sJ=1sNRES)
615 FOWAT(I491H)Y10I7) -
PUICH 628
PUNCH 6209 (JRSAVIITRLYJIRES) s JRES=1+NRES) a
628 FORMAT (/ +64HFOLLOWING RESOUKCE AVAILABILITIES WERE CONSIDERED FOR
#THIS TRIAL)
620 FORMAT(5119)
PUNCH 629
629 FOMAT (/ »40HLEVELLED RESOURCE ALLOCATION RESULTS ARE)
PUNCH 6309 (Ks(JRSAS(KsJRES) s JRES=1sNRES) 9oK=1 s MPRDR)
630 FOIMAT(I391H)9318s10X913,1H)»318)
IFCITRL=-1)64826489632
632 IF(NPRDR-NDUR)640+6402647
647 IF(ITRL-NTRL)648 6403640
648 ITWU=ITRL+1
GO TO 503
640 CONTINUE
STOP
END



34

36

17
26

57

70
50

31

RESULTS OF CPM SCHEPULING PROGRAM

VALUES JF NTAE ARE

1
18
37
58

VALUES

)
19
32
46
57

VALUES
1

17
47
57

VALUES
68

49
30

6

2

20

OF
1

24

47
60
IF
65

48

28

4
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" APPENDIX~-8B

3 4 € 8

22 23 24 25

41 - 42 43 44

60 64 68 70
NACE ARE

6 4 9 7

5 21. 8 22

34 35 37 . 39

48 52 55 56

67 54 58 66

EARLIEST OCCURRENCE

2 2 2 2

24 25 25 25

49 49 51 51

66 61 61 63
NTAL ARE

62 &1 60 59

45 42 41 40

26 25 24 20

3 2 1 0

26

6

10
23
36
49
68

TIME

5

53

58

39

10

27

48

il
26
38
53

69

ARE

37
38

15

28

49

12
24
40
59

70 -

25

51

56
37

14

12

.29

50

13

27
41
61

26

51

55

36

13

i3

30

51

14
25
43
60

iz

26

54

54

12

14

31

52

15
28

42
62

12
26

54

53
34

11

15
32

53

16

29

44

63

‘14

26

55

52
33

10

16
3
54

17
30
45
65

C 14

26

55 .

51

32
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VALUES OF NACL ARE

69 ©8 67 65 66 63 64 62 61 60 59 58 57 56

70

51 52 53 54 47 48 X 50 46 45 43 IA 41 42

55

31 30 29 26 27 28

32

37

38

39

40

24 25 22 21 20 19 18 17 16 15 4 13 12 11

23

10

VALUES OF LATEST OCCURRENCE TIME ARE

.12 14 14

12

25 25 25 26 26 26 26 26

25

17 24 24 25

17

&7 47 53 53 51 51 55 55 60 60 56 56 55 55

26

57 51 61 61 61 63

57

THE CPM SCHEDULE IS PRINTED BELOW

B X R R RN U N XERRRHBRERFRAREHREXRERAHR R AN E R H R TR K00 HH AR WU R R R R HH* P

J=NODE CURAT.
R RW LR AEN AR T R ELR S SRR P ERE AN NS YR U LN Nt NN BBt N R HNURR LR RSN S R4 REH®T

LST LFT TeFLOAT TRADE

EFT

EST

I-NODE

K X k Kk ok k K K % % &k 3k &k K %k Kk K K Kk K

DDOWOFTOODFOOSMMSMPMIEMMNAN

%*%*******.******%***
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3
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15
16
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CORBERKREREARENN RHERN XA R ERRH AR LN RN W RRAD R R R RENFRN R RSN RR AR RRXENERXR SR R® S

. I=NODE J=NODE DURATe EST LFT LST LFT TeFLOAT TRADE
L L S ARt e X R e g e e e e e S T I

18 = 22 # 1 #® 24 % 25 # 24 # 25 ¥ o # 4 %
lg # 24 * 1 % 24 W 25 #* 24 % 25 * o =* 4 ¥
19 = 21 = 1 # 24 ¥ s * 24 ¥ 25 % 0O #* - 4
l9 * 23 % 1 0¥ 24 % 5 24 % 25 ¥ . 0 = 4 %
19 * 25 ¥ 1 % 24 25 % 24 % 25 # Q % 4 #
20 ¥ 26 # 1 * 25 % 26 % 25  # 26 % o # 3 ¥
21 % 27 % 1 #* 25 * 26 * 25 # 26 * 0 #® 3 %
22 # 28 =x 1 * 25 % 26 * 25 * 26 * c * 3 %
23 29 # 1 % 25 % 26 % 25 % 26 % 0 % 3 %
24 % 30 % 1 * 25 ¥ 26 * 25 % 26 # o * 3 ¥
25 ¥ 31 % 1 % 25 # 26 % 25 #* 26 % 0 % 3 %
26 ¥ 32 * 21 *® 26 # 47 % 26 * 47 % o ¥ 3 *
27 ¥ 33 % 21 * 26 # 47 ® 26 * 47 % o * 3 #
28 * 32 # 21 #% 26 % 47 * 26 # 47 # c * 3 %
, 89 % 33 % 21 % 26 % 47 % 26 *® 47 # o * 3 ¥
30 ¥ 32 % 21 ¥ 26 % 47 # 26 % 47 * 0 * 3 %
31 = 33 % 21 % 26 # 47 % 26 ¥ 47 % o * 3 %
32 # 34 % 2 ¥ 47 # 49 % 51 # 53 % & ® ] %
32 % 36 * 4 % 47 % 51 % 47 # 51 # o * 1 %
33 = 35 % 2 * 47 * Lg% 51 # 53 % 4 ¥ 1 %
33 % 37 % 4 % 47 * bl ¥ 47 * 51 # 0 * 1 ®
34 + - 38 % 2 #® 49 # Ll ¥ 53 # 55 % 4 * 1 #
35 # 39 % 2 % L9 L1 0# 53 * 55 % 4 % 1
36 % 38 % 2 % 51 % 53 % §3 % 55 i 2 % 2 *
36 % 40 0 = 51 % 5] ¥ 60 * 60 ¥ 9 * o *
36 * 44 ¥ & #* 51 # 55 # 51 # 55 # 0 * 1 %
36 # 50 2 % 51 % 53 # 59 # 61 ¥ 8 2 %
37 % 39 ¥ 2 ¥ 51 # SICI 53 # 55 ¥ 2 ¥ 2 ¥
37 * 41 o * 51 # 51 60 ¥ 60 * 9 * 0 ¥
37 ¥ 45 ¥ 4 * 51 % 55 % 51 # 55 % o # 1 %
37 * 51 # 2 .k 51 #* 53 # 59 * 61 * 8 ¥ 2 %
38 * 42 % 1 * 53 # 54 # 55 # 56 * 2 * 5 #
39 % 43 % i % 53 % 5 % 55 % 56 #® 2 % 5 *
4C % 50 ¥ 1 * 51 # 52 * 60 # 61 ¥ 9 * 6 #
41 # 51 ¥ 1 ® 51 # iz W 60 % 61 * 9 % 6 *
42 # 46 ¥ 1 #* 54 % .5 % 56 ¥ 57 % 2 % 5 %
43  * 47 # 1 * 54 5 % 56 # 57 % 2 ¥ 5 %
44 * 46 * 2 ¥ 55 % 57 * 55 * 57 % c ¥ 1 #
45 % 47 % 2 *® 56 # 07 ¥ 55 ¥ 51 # 0 =* 1 %
46 # L8 # 3 % 57 * 60 * 58 # 61 * 1 * 6 *
46 * 50 % 4 % 57 * 61 ¥ 57 * 61 * 0 * 5 *
47 * - 49 % 3 * 57 % 60 * 58 * 61 ¥ 1 * 6 *
47T 51 # 4 *® . 57 % 1 * 57 * 61 * Q % 5 *#
48 ® 50 # 0 60 * 60 * 61 * 61 * 1 ¥ .0 *
49 % 51 # o * 60 % 60 ¥ 61 % 61 ¥ 1 % o *
50 % 52 ¥ 2 * 61  # 63 * 61 #* 63 ¥ 0o ¥ 8 *
51 % 52 * 2 ¥ 61 63 * 61 * 63 ¥ 0 * g *
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ACTIVITIES ARRANGED IN ASCENDING ORPER OF TOTAL FLOAT

5 KK 3 K %o S¥ 43 3 90 30 S 00 3 N0 30 S 63 3 I A IE I N S I WIS M e W K R W AR KRN

I-NODE J=NODE DJRAT. EST LFT - LST LFT TeFLOAT TRADE
L R R e R A R s e S S e oL

) 2 ¥ 1 % 0 % 1 * 0 # 1 % O * 8 %
1 % 3 % 1 % 0 % T o ¥ 1 % 0 # 8 *
2 % I 1 # 1 % 2 % 1 # 2 % 0 # 6 *

2 % 6 # 1 # 1 % 2 1 % 2 % 0 # 6 #
3 # 5 % 1 # 1 % 2 % 1 2 % o * 6 %
3 % 7 ¥ 1 # 1 % 2 # 1 ¥ 2 % o * 6 *
4 % 6 * 0 2 # 2 2 ¥ 2 % 0 % 0 *
5. % 7 # 0 % 2 % 2 2 % 2 # 0 * 0 ¥
6 # 8 % 3 * 2 % 5 % 2 5 % 0 T *

7 % 9 ¥ 3 % 2 5 * 2 % 5 * 0 ¥ 7 ®.

g #* 10 = 4G % 5 % 9 % 5 * 9 = 0 % 7 %

g % 11 * 4 % 5 % 5 % 5 % 9 * 0 * T %\

10 % 12 = 3 % 9 ¥ ug * 9 ¥* 12 % . 0 * 7 %
e 11 * 13 % 3 % o # 42 % 9 # 12 # 0 * 7 %
12 % 14 2 ®- 12 % 14 ¥ 12 % 14 # 0 # 7 %
13, * 15 % 2 % 12 % 14 ® 12 % 14 # 0 % 7 %
16 % 1l # 3 % 14 % 17 % 14 ¥ 17 % 0 * 2 *
15 % 17 ¥ 3 0% 14 % 17 % 14 ¥ 17 % .0 = 2 %
16 # 18 * 7 % 1T % T4 w17 % 24 % o * 1 %
17 . % 19 * 7 % 17 w04 % 17 ¥ 24 % 0 ¥ 1 *
18 % 20 =% 1 % 24 % 25 % 24 % 25 #% 0 * 4 %
18 % 22 # 1 % 24 % 25 ® 24 % 25 # o 4 #
18 * 24 % 1. % 24 % 25 % 24 % 25 # 0 * 4 *
19 % 21 1 % 24 % 25 % 24 % 25 % o * 4 *
19 % 23 % 1 % 24 % 25 % 24 % 25 % 0 % 4 *
19 * 25 % 1 % 24 % 25 % 246 % 25 * 0 * 4
20 * 26 % 1 * 25 % 26 % 25 % 26 * 0 * 3 %
21 % 27 % 1 ¥ 25 % 26 ®* 25 % 26 * o * 3 %
22 % 28 = 1 *% 25 % 26 % 25 % 26 % 0 # 3 %
23 % 29 # 1 % 25 % 26 % 25 ¥ 26 % 0 % 3 %
24 % 30 * 1 % 25 # 26 % 25 # 26 % 0 ¥ 3 %
25 # 31 & 1 % 25 ¥ 26 * 25 % 26 * 0 % 3 %
26 % 32 % 21 * 26 % 47 % 26 * 47 # 0 ¥ 3 #
27 % 33 % 21 % 26 % 47 ® 26 % 47 * 0 *. - 3 %
28 # 32 % 21 % 26 % 47 % 26 ®* 47 * 0 * 3 %
20 % 33 % 21 % 26 % &7 % 26 * 47 % 0o % 3 %
30 % 32 % 21 * 26 % 47 % 26 * 47 *# 0 ¥ 3 %
31 % 33 * 21 % 26 % 47 % 26 ¥ 47 * 0 % 3
32 % 36 # 4 % &7 * 81 % 47 * 51 % 0 * 1 %
33 % 37 * 4 % 47 % 51 % 47 % 51 % 0 * 1
36 % 44 ¥ 4 % 51 % 55 % 51 % 55 % 0 * 1 *
37 % 45 % 4 % 51 # 55 % 51 % 55 % 0 ¥ 1 #
44 % 46 ¥ 2 % 55 % . 57 % 55 % 57 # 0 1 %
45 % 47 % 2 % 55 # R7 ®# 565 % 57 % o % 1
* 50 % 4 % 57 % gl % 57 % 61 o * 5 %
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E S ST T S IS R T A TR L e E T IR PR PR T L 2 R R R B R AR LS PR Y LY

I-NODE J~NODE DURATe EST FFT LST LFT TeFLOAT . TRADE
e e Rl e At S LR o e R g R Ry R R A T L R S S

47 #* 51 ¥ 4 % 57 % Bl ¥ 57 ¥ 61 % 0 ¥ 5 %
50 % 52 % 2 # 61 % 63 ® 61 # 63 % 0 * 8 #
51 * 52 ¥ 2 % 61 % 63 # 61 * 63 * 0 % 8 *
48 % 50 . 0 % 60 * 60 ¥ 61 # 61 * 1 % 0 *
49 * 51 % 0 % 60 #%# 60 * 61 * 61 % 1 % 0 *
47 % 49 % 3 % 57 # 60 % 58 % 61 * 1 % 6 %
L6 % 48 x 3 % 87 % 60 % 58 * 61 # 1 ¥ 6 ¥
42 * 46 % 1 * 54 % 55 % 56 % 57 % 2 % 5 %
43 % 47 % 1 % 54 % 55 % 56 % 57 # 2 ¥ 5 %
37 % 39 =% 2 ¥ 51 % 53 % 53 % 55 3 2 2 x
36 * 38 # 2 ®# 51 % 53 % 53 ¥ 55 % 2 * 2
38 % 42 % 1 * 53 % 54 % 55 % 56 # 2 % 5 %
3¢ % 43 ¥ 1 # 53 % 54 * 55 % 56 # 2 5 #
36 % 38 % 2 % 49 % 51 % 53 % 55 % 4 % 1 %
35 % 39 & 2 % 49 % 51 % 53 % 55 % 4 _* 1 %
33 % 35 % 2 ¥ 47 % &9 % 51 # 53 # 4 *® L o®
L32 % 34 % 2 % 47 % 49 % 51 % 53 % 4 1 %
36 % 50 % 2 #% Bl % £3 % 59 % (6] # 8 ¥ 2
37 # 51 =% 2 % 51 # B3 % 59 # 61 * g = 2 =
36 * 40 0 * 51 % 51 % 60 * 60 * 9 = 0 =
37 % 41 % 0 * 51 % 51 % 60 % 60 # g 0 *
4 * 50 ¥ 1 #%# 51 % 52 # 60 % 61 * 9 6 *
41 % 51 % 1 % 51 % 52 % 60 * p1 % 9 # 6 *
2. % 18 ¥ 2 1 % 3 0% 22 # 24 % 21 % 4 %
3 % 19 # 2 % 1 ¥ 3 % 22 % 24 % 21 % & %

Bt BB RIS R H IR KIS I MR R RS RN RN H I A N B R HEH
\

NORMAL FROJECT DURATION= 63 -

THE NOC 2 NUMBERS- ARRANGED IN ASCI'NDING ORDER OF EOT ARE

A

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
17 18 19 20 21 22 23 c4 25 26 27 28 29 30 31
33 34 35 36 37 40 41 58 39 42 43 44 45 46 47

s

49 . 50 31 ° B2
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THE CALENDER DATED SCHEDULE IS PRINTED BELOW
*******#*%**%'ﬁ'*%ﬂ' IR M 4 3 F I 3 W 3 K I I 262 I B3 W He I35 06 I 3 3 26 3 2 32 3 S5 2 363 H 2 XX 303 K

I-NODE J=NODE DUR EST EFT LST LFT
L L R e T A R e e s ISR a s R e S e T

1 2 1 5/ 2775 6/ 2/75 5/ 2/15 6/ 2/75
1 3 1 5/ 2/75 67/ 2715 5/ 2/15 6/ 2/15
2 4 1 6/ 2775 7/ 2775 6/ 2/15 1/ 2175
2 6 1 6/ 2/75 T4 2/715 6/ 2/75 T/ 2475
2 18 2 6/ 2/75 8/ 2475 54 3475 1/ 3775
3 5 1 6/ 2/75 7/ 2/75 6/ 2475 T/ 2775
3 7 1 6/ 2775 1/ 2/15 6/ 2715 T/ 2475
3 19 2 6/ 2775 8/ 2775 5/ 37715 1/ 3/75
& 6 0 T/ 2775 T/ 2775 1/ 27715 171 2775
5 7 O 7/ 2275 7/ 2775 12 2175 7 2775
6 8 3 7/ 2/75 11/ 2775 1/ 2775 11/ 2475
7 g 3 1/ 2775 11/ 2775 7/ 2775 1i/ 2775
. 8 10 4 11/ 2775 15/ 2/75 11/ 2775 15/ 2775
9 11 4 11/ 2775 157 2/75 11/ 2775 15/ 2775
10 12 3 15/ 2/75 20/ 2/75 15/ 2775 20/ 2775
11 13 3 15/ 2/75 20/ 2/75 15/ 2/75 20/ 2775
12 14 2 20/ 2475 22/ 2775 20/ 2775 . 22/ 2/75
13 15 2 20/ 2/75 227 21715 20/ 2775 22/ 2715
14 16 3 22/ 2/75 27/ 21715 22/ 2175 27/ 2/75
15 17 3 22/ 24715 277 2/75 22/ 2475 21/ 2/75
16 18 T 27/ 2775 7/ 3715 21/ 2475 1/ 3775
17 19 7 27/ 2775 T/ 3715 27/ 2775 1/ 3/75
18- 20 1 7/ 3/15 8/ 3775 T/ 3¢75 8/ 3775
18 22 1 7/ 3/75 8/ 3775 1/ 37715 8/ 3/75
18 24 1 7/ 37715 &8s 3475 1/ 3775 8/ 3/75
19 21 1 7/ 3775 8/ 3/75 1/ 3775 8/ 3/75
19 23 1 7/ 3715 8/ 3/75 1/ 3/15 87 3775
19 25 1 7/ 3/75 8/ 3/75 1/ 3/75 8/ 3/75
20 26 1 8/ 3/7% 10/ 3/15 B/ 3/75 10/ 3/75
21 27 1 8/ 3/75 10/ 3775 8/ 3/75 10/ 3/75
22 28 1 8/ 3/75 10/ 3775 8/ 3/75 10/ 3/75
23 29 1 8/ 3/75 10/ 3/75 8/ 3/75 10/ 3/75
24 30 1 8/ 3/75 10/ 3775 8/ 3/15 10/ 3775
25 31 1 8/ 3/75 10/ 3775 8/ 3/75 10/ 3775
26 32 21 10/ 3/75 5/ 4775 10/ 3/75 5/ 4775
27 33 21 10/ 3/75 5/ 4/75 10/ 3/75 5/ 475
28 32 21 10/ 3/75 5/ 44715 10/ 3/75 5/ 4/75
25 33 21 10/ 3/75 5/ 4/75 10/ 3/75 5/ &/75
30 32 21 10/ 3/75 5/ 4/75 10/ 3/75 5/ &/75
31 33 21 10/ 3/75 5/ 4775 10/ 3/75 5/ 4/75
32 34 2 57 4/75 8/ 4/75 10/ 4/75 12/ 4/75
32 36 & 5/ 475 10/ 4/15 5/ 4/75 10/ 4/75 ’
33 35 2 5/ 4/75 8/ 4475 10/ 4/75 127 4775
33 37 4 5/ 4775 10/ 4775 5/ &4/75 10/ 4/75
34 38 2 8/ 4/75 10/ 4/75 12/ 4775 15/ 4/75
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A I KT I K T R R H e W K RS H W W A R R S I N R WS S S I AR I N R H N R SR K IR R RN

I-NODE J=NODE DUR EST EFT LST LFT
R e e A ks S E i R T e g R R TR Y

35 39 2 8/ 4775 10/ 4775 12/ 4/75 157 4/75
36 38 2 10/ &4/75 12/ 4/75 12/ 4/75 15/ 4/75
36 40 0 10/ &/75 10/ 4475 21/ 4775 21/ 4/75
36 44 4 10/ 4775 15/ &4/75 . 10/ 4/75 15/ 4775
36 50 2 10/ &/75 12/ 4&/75 197 4775 227 4/75
37 39 2 10/ 4775 12/ 4775 12/ 4/75 15/ 4/75
37 41 0 10/ 4/75 10/ 4/75 21/ &4/75 21/ 4/75
37 45 4 10/ 4775 15/ 4/75 10/ 4775 15/ 4/75
37 - 51 2 10/ 4/75 12/ 4775 19/ 4/75 22/ 4/75
38 42 1 127 4/75 14/ 4775 15/ 4775 16/ 4/75
39 43 1 127 4775 14/ 4/75 15/ 4/75 16/ 4/15
40 50 1 10/ 4775 11/ 4775 21/ 4/75 22/ &/75
41 51 1 10/ 4775 Y1/ &4r75 21/ 4/75 22/ 4/75
42 46 1 14/ 4775 154 4775 16/ 4775 17/ &/75
43 47 1 14/ 4775 15/ 4475 16/ 4775 17/ 4/75
Ly 46 2 15/ 4/75 17/ &4/75 15/ 4/75 17/ 4/75
&5 &7 2 15/ 4775 17/ 4/75 157 &/75 17/ 4775
46 48 3 17/ 4775 21/ 4&/75 18/ 4475 22/ 4715
46 50 4 17/ 4775 227 4775 17/ 4775 22/ 4775
47 49 3 17/ 4/75 21/ 4775 18/ 4/75 22/ 4/75
47 51 & 17/ 4/75 22/ &4/75 17/ 4775 22/ 4/75
48 50 0 21/ 4775 21/ &/775 227 4775 22/ 4/75
49 51 0 217 &4/75 21/ &/75 22/ 4775 22/ &/75 :
50 52 2 22/ 4/75 24/ 4/75 22/ 4/75 24/ 4/75
51 52 2 22/ 4/75 24/ &4/75 22/ 4/75 24/ 4775
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RESOURCE LEVELLING PRIGRAM RESULTS N

B RESULTS OF FIRST TRIAL
DAILY RESOURCE REQUIREMENT:3 FOR TRIAL 1 ARE
R L L e R a T E R T e

DAY BELDAR CARPNTR MASON . DAY  BELDAR CARPMTR MASON .
R R e s R R e i e B e T

1 10

0 0 2) 20 0 0
3) 20 4 0 . 4) 16 4 0
5) 16 4 0 6) 8 8 0
7) 8 e 0 8) 8 8 0
9) 8 8 0 10) 8 2 0
11) 8 2 0 12) 8 2 0
13) 8 0 2 14) 8 0 2
15) 8 0 4 16) 8 0 4
17) 8 0 4 18) b 6 0
19) 4 6 0 20) 4 6 0
21) 4 6 0 22) 4 6 0
23) 4 6 0 24) 4 6 0
25) 12 0 0 25) 60 0 12
27} 6 - 0 o 28). 6 0 0
29) 6 0 0 31) . 6 0 0
31) 6 0 0 32) 6 0 0
33) 6 o 0 34) 6 0 0
35) 6 o ) 36) 6 0 0
37) 6 0 0 38) 6 0 0
39) 6 0 0 40) 6 0 0
41) 6 0 0 42) 6 0 0
43) 6 0 0 44) 6 0 0
45) 6 0 0 46) 6 0 0
47) 6 0 0 48) 6 6 0
49) 6 6 0 50) 6 6 0
51) 6 6 0 52) 16 2 4
53) 8 2 4 5%) 8 2 0
55) 8 2 0 5.5) 2 2 0
57) 2 2 0 5.4) 12 0 0
59) 12 0 0 6v) 12 -0 0
61) 4 0 0 67) 16 0 0
63) 16 0 0

FOLLOWING RESOURCE AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL '
'BELDARS CARPENTERS MASONS

100 100 100
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RESULTS OF SECOND TRIAL

PROGRESSIREPORT FOR TRIAL 2 iS GIVEN BELOW

ON DAY 1 THE L.IST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
1 2 : | .

ON DAY 2 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
3 4 6 7 5 8

ON DAY 3 THE LIST OF ULIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
9 10 11 12 5 8

ON DAY & THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
5 8

NO ACTIVITY COULD START ON DAY 4 DUE TO LACK OF RES

ON DAY 5 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
5 8

NO ACTIVITY COULD START ON DAY 5 DUE TO LACK OF RES :

ON DAY 6 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
13 14 5 8

ACTIVITY 14 CANNOT START ON DAY 6 DUE TO LACK OF FOLLOWING RES

ON DAY, 7 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
14 : : :

ACTIVITY 14 CANNOT START ON DAY 7 DUE T.) LACK OF FOLLOWING RES

NO ACTIVITY COULD START ON DAY 7 DUE TC LACK OF RES

ON DAY 8 THE L.IST OF ELIGIBLE ACTIVITIESs IN ASC ORDER OF LST IS
14 '

ACTIVITY 14 CALNOT START ON DAY 8 DUE T LACK OF FOLLOWING RES

NGO ACTIVITY COULD START ON DAY 8 DUE TQO LACK OF RES

ON DAY 9 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
14

ACTIVITY 14 CARNOT- START ON DAY 9 DUE TO LACK OF FOLLOWING RES

NO ACTIVITY COULD START ON DAY 9 DUE TO LACK OF RES

ON DAY 10 THE L.IST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
14 15

ACTIVITY 15 CAI.NOT START ON DAY 10 DUE TO LACK OF FOLLOWING RES

ON DAY 11 THE LIST 0F ELIGIBLE ACTIVITIES IN ASC ORDER OF LST 18
15

ACTIVITY 15 CANNOT START ON DAY 11 DUE TO LACK OF FOLLOWING RES

NO ACTIVITY COULD START ON DAY 11 DUE TO LACK OF RES

ON DAY 12 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
15

ACTIVITY 15 CALNOT START ON DAY 12 DUE TO LACK OF FOLLOWING RES

NO ACTIVITY COLLD START ON DAY 12 DUE TO LACK OF RES ‘

ON DAY 13 THE LIST OF ELIGIBLE ACTIVITIES IN ASC GRDER OF LST IS
15

ACTIVITY 15 CALNOT START ON DAY 13 DUE TO LACK OF FOLLOWING RES

NO ACTIVITY COULD START ON DAY 13 DUE TO LACK OF RES

ON DAY 14 THE LIST OF ELIGIBLE ACTIVITIEJS IN ASC ORDER OF LST IS
15 16

NO ACTIVITY IS ELIGIBLE TO START ON DAY 15

NO ACTIVITY IS ELIGIBLE TO START ON DAY 16

ON DAY 17 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
17 18

NO ACTIVITY IS ELIGIBLE TO START ON DAY 18
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ON DAY 19 THE LI T OF ELIGIBLE ACTIVITIES [N ASC ORDER OF LST I8
19 20

NO ACTIVITY IS ELIGIBLE TO START ON DAY 2¢

NO ACTIVITY IS ELIGIBLE YO START ON DAY 21

ON DAY 22 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER GF LST I8
21 2&

ACTIVITY 22 CANNDT START ON DAY 22 DUE TO
ON DAY 23 THE LI.T OF ELiclale ACTIVITIES
22

ACTIVITY 22 CANMJ? START o# DAY 23 DUE TO LACK OF FOLLOWING RES
NO ACTIVITY COULLY STAHT QN DAY 23 DUE TO LACK OF RES

ON DAY 24 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
22

ACTIVITY 22 CANNIT START ON DAY 24 DUE TO LACK OF FOLLOWING RES
HO ACTIVITY COULD START Ol DAY 24 DUE TOQ LACK OF RES

ON DAY 25 THE LIaST OF ELIGIBLE ACTIVITEQS IN ASC ORDER OF LST 18
22

ACTIVITY 22 CANNIT START ON DAY 25 DUE TO LACK OF FOLLOWING RES
NO ACTIVITY COULD START GN DAY 25 DUE 70 LACK OF RES™

ON DAY 26 THME LI3T OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
22

ACTIVITY 22 CANNOT START ON DAY 26 DUE TO LACK OF FOLLOWING RES

- NO ACTIVITY COULD START GN DAY 26 OUE TO LACK OF RES

O DAY 27 THE LIST OF EL‘GI&LL ACTIVITIES TN ASC ORDER OF LST IS
2z

ACTIVITY 22 CANNOT START ON DAY 27 GUE TO LACK OF FOLLOWING RES

NO ACTIVITY COULDI START ON DAY 27 DUE TO LACK OF RES

ON DAY 28 THE LIGT OF ELIGIBLE ACTIVIT[Eb IN ASC ORDER OF LST 18
22

ACTIVITY 22 CANNST START ON DAY 2B DUE TO LACK OF FOLLGhING RES

NO ACTIVITY COULD START ON DAY 28 DUE TO LACK OF RES

ON DAY 29 THE LIST OF ELIGIBLE ACTIVITLIES IN ASC ORDER GOF LST IS5
22 23 24 25 '

“ACK OF FOLLOWING RES

IN ASC ORDER OF LST IS

ON DAY 30 THE
29 31 33
ACTIVITY 31 CANRGY

ACTIVITY 33 CANNOT

ON DAY 31 THE LISY
31 33 35

ACTIVITY 33 CANNIT
ON DAY 32 THE LIAT
33 37

ON DAY 33 THME LIST
39

LIST

MO ACTIVITY IS ELIGIBLE
NO ACTIVITY 15 ELIGIBLE TO STARY ON DAY 35
OF ELIGIBLE ACTIVITIES

ON DAY 36 THE LIIT
26 27 28

ON DAY 37 THE le?
30 32 34

ACTIVITY 32 CA&NMT

ACTIVITY 34 CANNOT

ON DAY 38 THE LILJT
32 34 36

OF ELIGIBLE ACTIVITIES
START ON DAY 30 DUE 1O
START ON DAY 30 DUE TO
OF ELIGIBLE ACTIVITIES

START ON DAY 31 DUE TO
OF ELIGIBLE ACTIVITIES

OF ELIGIBLE ACTIVITEES

OF ELIGIGLE ACTIVITIES

START 'GN DAY 37 GUE TO
START ON DAY 37 DUE TO
OF ELIGIBLE ACTIVITIES

7o START ON DAY 34

1IN ASC ORDER OF LST IS

LACK OF FOLLOWING RES
LACK OF FOLLUWIRG RES
TN ASC GRDER OF L5T IS

JACK OF FOLLOWING RES
IN ASC ORDER OF LST 18

IN ASC CRDER OF LST 15

iN - ASC ORDER OF LST IS
IN ASC ORDER OF LST 15
LACK OF FOLLOWING RES

LACK OF FOLLOWING RES
IN ASC ORDER OF LST IS

bt g

o
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ACTIVITY 34 CANNOT START ON DAY 38 DUE TO LACK CF FOLLOWING RES
~ON DAY 39 THE LIST OF ELIGIBLE ACTIVITIES IM ASC ORDER OF L5T IS

34 38

ON DAY 40 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS

40

NO ACTIVITY 15 ELIGIBLE TO START ON DAY &1
NO ACTIVITY 15 ELIGIBLE TO START ON DAY 42
NO ACTIVITY IS ELIGIBLE TO START ON DAY 43
NO ACTIVITY 1S ELIGIELE TO START ON DAY 44

NO ACTIVITY IS ELIGIELE TO START ON DAY 45

NO ACTIVITY IS ELIGIBLE TO START ON DAY 46
NO-ACTIVITY 13 ELIGIELE TO START ON DAY 47
NO ACTIVITY 15 ELIGIBLE TO START ON DAY 48
NO ACTIVITY IS ELIGIBLE TO START ON DAY 49
NO ACTIVITY 1S ELIGIBLE TO START ON DAY 50
NO ACTIVITY IS ELIGIBLE TO START ON DAY 51
NO ACTIVITY IS ELIGIELE TO START ON DAY 52
NO ACTIVITY IS ELIGIELE TO START ON DAY 53

ON DAY 54 THE LIST OF ELIGIBLE ACTIVITIES IN
42 41 |

NO ALTIVITY 1S ELIGIBLE TO START ON DAY 55
ON DAY 56 THE LIST OF ELIGIBLE ACTIVITIES IN
45

NO ACTIVITY IS ELIGIBLE TO START ON DAY 57

ON DAY 58 THE LIST OF ELIGIBLE ACTIVITIES IN
49 47 50 48 57

NO ACTIVITY 1S ELIGIELE TO START ON DAY 59

ON DAY 60 THE LIST OF ELIGIBLE ACTIVITIES IN
55

ON DAY 61 THE LIST OF ELIGIBLE ACTIVITIES IN
44 43 59

ON DAY 62 THE LIST OF ELIGIBLE ACTIVITIiES IN
61 '

ON DAY 63 THE LIST OF ELIGIBLE ACTIVITIES IN
46

ON DAY 66 THE LIST OF ELIGIBLE ACTIVITIES IN
64 63

. ON DAY 65 THE LIST OF ELIGIBLE ACTIVITIES IN
53 51 54 52 38

NO ACTIVITY I3 ELIGIBLE TO START ON DAY 66

ON DAY 67 THE LIST OF ELIGIBLE ACTIVITIES IN
56 67

ON DAY 68 THE LIST OF ELIGIBLE ACTIVITIES IN
60 69

ON DAY 69 THE LIST OF ELIGIBLE ACTIVITIES IN
62

ASC

ASC

ASC

ASC

ASC

ASC

ASC

ASC

ASC

ORDER
ORDER
ORDER

ORDER
ORDER
ORDER
ORDER
ORDER
ORDER

ORDER

. ORDER

. ORDER

OF

oF

OoF

OF
OoF
OF
OF
OF

OF

OF

OF

OF

LST

LST

LST

LST
LST
LST
LST
LST
LST
LST

LST

LST

IS

Is

Is

IS

1S

Is

IS
IS

Is

Is
Is

IS

1
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NO ACTIVITY IS ELISGIBLE TO START ON DAY T0

ON DAY 71 THE LIST OF ELIGIBLE ACTIVITIES IM ASC ORDER OF LST IS
66 65. ' .

NO ACTIVITY IS ELIGIBLE TO START ON DAY 72

NO ACTIVITY 1S ELIGIBLE TO START ON DAY 73

ON DAY 74 THE LIST OF ELIGIBLE ACTIVITIES I} ASC ORPER OF LST IS
68 ‘

ON DAY 75 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS
70

SR F BT KRR S I BRI SRS R 000 003030 00 A R B B0 R 0 B3 K0 R K
END OF TRIAL .2 GIVES THE FOLLOWING RESULTS

THE NEW PROJECT DURATIONAIS 76

Fo e R WK KRR R R x—*-:(-;l-*ﬂ-** HURH R B R R NSRRI RERE AN R AR EERRERELERRERHAX KRR R XA RRHS

THE REVISED SCHEDULE IS GIVEN BELOW

SR AT H RN A S W H I 3 T I S I A A I 36 S A6 SR 038 SE 3 ek 65 306 36 3636 6 2 30 640 K303

DURA~  NEW NEW OLD RESOURCES REQUIRED

S5e¢NO I—-NODE J-NODE TION. EST EFT LST BELDARS CARPe MASONS
B Ak S R R R e A S s g e T s R e L

1) 1 2 1 0 1 0 5 0 0
2) 1 3 1 0 1 0 5 0 0
3) 2 4 1 1 2 1 A 0 0
4y 2 5 1 1 2 1 4 0 0
5) 2 18 2 5 7 22 2 0 0
6) 3 5 1 1 2 1 4 0 0
7) 3 T 1 1 2 1 4 o 0
8) 3 19 2. 5 7 22 2 0 0
9) 4 6 C 2 2 2 0 0 0
10) 5 7 ? 2 2 2 0 0 0
i 6 8 3 2 5 2 B 2 0
12) 7 9 3 2 5 2 8 2 0
13) 8 10 4 5 9 5 4 4 0
14) 9 11 4 9 13 5 4 4 0
15) 10 12 3 13 16 9 4 1 0
16) 11 13 3 13 16 9 4 1 0
17) 12 14 2 16 18 12 4 0 1
18) 13 15 2 16 18 12 4 0 1
19) 14 15 3 18 21 14 4 0 2
20) 15 17 3 18 21 14 4 0 2
21) 16 13 7 21 28 17 2 3 0
22) 17 17 7 28 35 17 2 3 0
23) 18 ) 1 28 29 24 2 0 0
24) 18 22 1 28 29 24 2 0 0
25) 18 24 1 28 29 24 2 . 0 0
26) 19 . 21 1 35 36 24 2 0 0
27) 19 23 1 35 36 24 2 0 0
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X Ry R T R T X R R S e S IS A A
' DURA=  NEW NEW OLD  RESOURCES REGQUIRED

SeNO I-NODE J=-NODE TION. EST -+ EFT LST BELDARS CARPe MASONS
A e e e R g e A L U S T

35 36 24 2

- 28) 19 25 1 0, 0
. 29) 20 26 1 29 30 25 10 o 2
30) 21 27 1 36 37 25 10 0 2
31) - 22 28 1 . 30 31 25 10 0 2
32) 23 29 1 . 37 38 25 10 0 2
33) 24 390 1 31 32 25 10 0 2
34) 25 21 1 38 39 25 10 0 2
35) 26 22 21 30 51 26 1 0 0
36) 27 33 21, 37 58 26 1 0 0 :
37) 28 32 21 31 52 26 1 0 0
38) . 29 23 21 38 59 26 1 0 0
39) 30 32 21 32 53 26 1 o 0
40) 31 33 21 39 - 60 26 1 0 0
41) 32 3% 2 53 55 51 1 1 0
42) o 32 33 4 53 57 47 2 o2 0
43) 33 23 2 60 62 51 1 1 0
4y ) 33 27 4 60 64 47 2 2 0
45) 34 39 2 + 55 57 . 53 1 ‘1 0
46) 35 39 2 62 64 53 1 1 0
47) . 36 23 2 57 59 53 1 0 1
48) 36 4o 0 57 57 60 0 0 0
49) 36 44 4 57 61 51 2 1 0
'50) 36 50 2 57 59 59 1 0 1
' 51) 37 23 z 64 66 53 1 4] 1
52) 37 41 0 64 64 - 60 .0 0 0 .
53) 37 45 4 64 68 51 2 1 0
54) 37 51 2 64 66 59 1 0 1
55) 38 42 1 59 60 . 55 2 0 0
56) 39 43 1 66 67 55 2 0 0
57) 40 50 1 57 58 60 4 0 0
58) 41 51 1 64 65 60 4 0 0
59) 42 46 3 60 61 56 2 0 0
60) 43 47 1 67 68 56 2 0 - 0
61) 44 4% 2 61 63 5% 1 1 0
62) = 45 47 -2 68 70 55 1 1 0
63) 46 48 3 63 - 66 58 . 4 0 0
64) 46 €9 4 63 67 57 2 0 )
65) 47 49 3 70 73 58 4 0 0
66) 47 51 & 70 74 . 57 2 0 0
67) 48 50 0 66 66 61 4} 0 0
68) 49 51 ¢ 73 73 61 0 0 0
69) 50 52 z 67 69 61 8 0 0
70) 51 52 2 T4 76 61 8 0 0
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DAILY RESOURGE REQUIREMENTS FOR TRIAL 2 ARE

T R T L e A A B AR L a L A

DAY BELDAR CARPNTR MASON DAY BELDAR - CARPNTR MASON
L e e L e S L

\‘ . 7

1) 10 ) 4] 2) 16 Q - 0
3) 16 4 0 . 4) 16 4 o
51 .16 4 0 . 6) 8 4 (0]
7 8 4 0 . ' 8) 4 4 0
9) 4 4 0. 10) 4 4 0
11y 24 4 0 12) 4 4 0
13y 4 4 0 14) 8 2 0
15) 8 2 © 16) 8 2 0
17 8 0 2 18) 8 0 2
.19) 8 o 4 20) 8 0 4
21) 8 (v} 4 22) 2 3 0
23y . 2 3 0 24) 2 3 0
25) 2 3 (¢] 26) 2 3 o
21y - 2 3 0 28) 2 3 0
29) 8 3 0 30) 12 3 ]
31) 13 3 2 32) 14 3 2
33) 5 3 (») 34) 5 3 0
35) 5 3 2] 36) -9 0 o
37) 13 0 -2 38) 14 o 2
39) 15 0 2 40) 6 0 4]
. 41) 6 e ") 42y 6 0 0’
43) & o 0 N & o %)
45) 6 g - 0 46) 6 0 0
47 6 0 4] - 48) 6 0} " Q
49) 6 ¢ L] 50) & o 0 )
51} & o) o 52) 5 0 4
53) 4 e] o] 54) 6 3 3]
553 6 3. o 56) 6 3 4]
.57} 6 -3 Q 58) 11 1 2
591 é 1 2 o 60) 5 1 Q
61} 7 . 4 0 62) - 4 4 Q
63) Y 4 0 64) 9 3 -0
65) - 14 1 2 66) 1é 1 2
67) 6 1 0 68) 12 1 0
69) 9 -1 @) 70) 1 1 0
71) 6 0 0 72) 6 0 +]
. 73) ) 0 0 74) 2 0 0
75) 8. o 0 76) 8 0 0

FOLLOWING RESOURCE AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL
BELDARS CARPENTERS MASONS

lé6 4 - 4
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DAILY RESOURCE REQUIREMENTS FOR TRIAL 2 ARE

330 3 R S H I SIS BT B 3 IR R IR I UK B KA IR K I TR R R RE RS

DAY BELDAR CARPNTR MASON DAY BELDAR - CARPNTR MASON
R e A e e L R R a2 23

\ s

1) 10 8] O 2} 16 Q 0]
3) 16 & 0 4) 16 4 0
5 16 4 0 6) 8 4 0
7) 8 4 o . - 8) 4 4 0
9) 4 4 0 103 4 4 0
11) A 4 0 12) 4 4 0
13)° 4 4 0 - 14) 8 2 0
15) 8 2 0 16) 8 2 0
17) 8 0 2 16) 8 0 2
19) 8 o 4 20) 8 0 4
21) 8 0 4 22) 2 3 0
23) . 2 3 0 24) 2 3 0
25) 2 3 0 26) 2 3 0
2 . 2 3 0 28) 2 3 0
29) 8 3 o 30) 12 3 2
31) 13 3 2 32) 14 3 2
33) 5 3 o 34) 5 3 0
35) 5 3 0 36) 9 0 0
37) 13 0 2 38) 14 0 2
39) 15 0 2 40) 6 0 0
. 41) 6 0 0 42) 6 0 0
43) 6 0 0 44) 6 0 0
45) 6 0 0 46) 6 0 0
47} 6 0 0 . 48) 6 0 0
49) 6 0 0 50) 6 0 0
510 6 0 0 52) 5 0 0
53) 4 0 0 54) 6 3 0
55) 6 3 0 56) 6 3 0
57) 6 3 0 58) 11 1 2
59) 6 1 2 60) 5 1 0
61) 7 . 4 0 62) 4 4 0
63) 4 4 0 64) 9 3 0
65) 14 1 2" 66) 10 1 2
67) 6 1 0 68) 12 1 0
69) 9 1 0 70) 1 1 0
71) 6 0 0 72) 6 0 0
73) 6 0 0 74) 2 0 0
75) 8. 0 0 76} 8 0 0

FOLLOWING RESOURCE AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL
BELDARS CARPENTERS MASONS

16 4 4
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RESULTS OF THIRD TRIAL
THE NEW PROJECT DURATION IS 69

THE REVISED SCHEDULE 15 GIVEN BELOW

B 3 W oW KA 0 B R A S 3030 H A0 30 30 M 36 A 50 3T K RN 2 0 e WA W H KN A W%

DURA- NEW NEW OLD RESOURCES REQUIRED

SeNQ I-NODE J=-NIDE TION EST EFT LST  BELDARS CARPe MASONS
L g S e T s L T 2y S R P e T L T T e s

1) 1 2 1 0 1 0 5 0 0
2) 1 3 1 0 1 0 5 0 0
3) 2 v 1 1 2 1 4 0 0
4) 2 5 1 1 2 1 4 0 0
5) 2 18 2 5 7 22 2 0 0
6) 3 5 1 1 2 1 4 0 0
7) 3 7 1 1 2 1 4 . 0 0
8) 3 19 2 5 7 22 2 0 0
9) , 4 6 0 2 2 2 0 0 0

10) 5 7 c 2 2 2 0 0 0

11) 6 3 3 2 5 2 8 2 0

12) 7 9 3 2 5 2 8 2 0

13) 8 10 4 5 9 5 & 4 0

14) 9 ¥l 4 9 13 5 4 4 0

15) 10 12 3 9 12 9 4 1 0

16) 11 13 3 13 16 9 4 1 0

17) 12 14 2 12 14 12 4 0 1

18) 13 15 2 16 18 12 4 0 1

19) 14 15 3 14 17 14 4 0 2

20) 15 17 3 18 21 14 4 0 2

21) 16 13 7 17 24 17 2 3 0

22) 17 19 7 21 28 17 2 3 0

23) 18 22 1 24 25 24 2 0 0

24) 18 22 1 24 25 24 2 0 0

25) 18 2% 1 24 25 24 2 0 0

269 19 21 1 28 29 24 2 0 0

27y 19 23 1 28 29 24 2 0 0

28) 19 23 1 28 29 24 2 0 o

29) 20 26 1 25 26 25 10 0 2

30) 21 27 129 30 25 10 0 2

31) 22 28 1 26 27 25 10 0 2

32) 23 2) 1 30 31 25 10 0 2

33) 24 2) 1 27 28 25 10 0 -2

34) 25 31 1 31 32 25 10 0 2

35) 26 32 21 26 47 26 1 0 0

36) 27 33 21 30 51 26 1 0 0.

37) 28 32 21 27 48 26 1 0 0

38) 29 33 21 31 52 26 1 0 0

39) 30 32 21 28 49 26 1 0 0

40) 31 23 21 32 53 26 1 0 0
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R L L g A R e S e R T S L s e e S e e s T At ST s
DURA~-  NEW NEW OLD  RESCURCES REQUIRED

SeNO I-NODE J-NODE TIONe EST EFT LST  BELDARS CARPs« MASONS

T A P TR T R I e A R Y L Ty e e e e T

41} 32 2% - 2 49 51 - 51 1 1 0
42) . 32 23 4 49 53 47 2 2 0
43) 33 23 2 53 55 51 1 1 0
44y 33 37 4 ' 53 57 47 2 2 0
45) 34 %3 2 .51 53 53 1 1 0
46} 35 39 2 55 57 53 1 1 0
47) 36 23 Z 53 55 53 1 0 1
48) 36 40 VI 53 53 60 Q 0 0
49) 36 4h 4 53 57 51 2 1 0
50) 36 5) 2 53 55 59 1 0 1
51) 37 39 2 57 59 53 1 0 1
52) 37 41 o 57 57 60 0 0 0
53) 37 45 4 57 61 51 2 1 0
54) 37 51 2 57 59 59 1 0 1
55) 38 42 1 55 56 55 2 0 0
56) ' 39 43 1 59 60 55 . 2 0 0
57) 49 57 1 53 54 64 4 0 0
58) 41 £1 1 57 58 60 4 1] 0
59) 42 4% 1 56 57 56 2 ) 0
60) 43 47 1 60 61 56 2 o 0
61) 44 4% 2 57 - 59 55 1 1 0
62) 45 47 2 61 63 55 1 1 0
63) 46 43 3 59 62 58 4 0 0
64) ' 46 5) 4 59 63 57 2 0 )
65) 47 43 3 63 66 58 4 0 0
66) 47 51 A 63 67 57 2 0 0

T 67) 48 £ 0 62 62 61 0 0 0
68) 49 51 0 66 66 61 0 0 0
69) 50 52 2 63 65 61 8 0 0
70) 51 52 e &7 69 61 8 G 0

FOLLOWING RESOURCE "AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL
BELDARS CARPENTERS MASONS

16 6 4
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THT DAILY RESOURCE REGUIREMENTS FOR TRIAL 3 ARE

e Te X PR e T PR R e R S T e L e 2 I e
DAY 3ELDAR CARPNTR MASON DAY = BELDAR CARPNTR MASON
LR S X e R e L e R g L e S e e AL e s

1) 10

0 0 2) 16 0 0
3) 16 4 0 4) 16 4 0
5) 16 4 0 6) 8 4 - 0
T 8 4 ‘o 8} 4 4 0
'9) 4 4 0 10) 8 5 0
11) 8 5 - 0. 12) 8 5 0
13) 8 4 1 14) 8 ! 1
15) 8 1 2 - 16) 8 1 2
17 8 0 3 18) 6 3 1
191 6 3 2 20) 6 3 2
21) 6 3 2 22) 4 6 0
23) 4 6 0 24) 4 6 0
25) 8 3 0 26) 12 3 2
27) 13 3 2 28) 14 3 2
29) 9 0 0 30) 13 0 2
31) 14 0 2 32) 15 0 2

33) 6 0 0 34) 6 - X3 0
35) 6 0 0 36) 6 0 0
37) 6 0 0 38) 6 0 0
39) 6 0 0 40) 6. 0 0
41) 6 0 0 42) 6 0 0
43) 6 0 0 44) 6 0 0
459 6 o 0 46) 6 0 0
47) 6 0 0 48) 5 o 0
49) 4 0 0 50) 6 3 0
51) 6 -3 0 52) 5 3 0
53) 4 3 0 54) il 4 2
55) 7 4 2 56) 7 4 0

. 57) 7 4 0 58) 9 2 -2
59) . 5 2 2 60) 10 1 0
61) 10 1 o 62) 7 1 0
63) 3 1 0 64) 14 0 0
65) 14 0 0 66} 6 0 0
67) 2 0 0 68) 8 0 0
69) 8 0 0 '
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