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SYNOPSIS 

The relevance of a systems approach to construction 
management is pointed out. 

Network techniques* as a tool in systems analysis, 
have been mentioned and the acyclic, directed, non stochastic 
network (the CPM network) has been discussed in detaile 

The mathematical model of the scheduling phase 

of CPM has been presented and followed by a lucid.descrip 
Lion of a computer program for the scheduling computations. 

The importance of the problem of Res ource bevelling 
has been discussed and followed by a survey of the work .  
already done in this field. An original algorithm for the 
Resource scheduling problem has been presented, followed 

by a detailed description of the computer program. 
To illustrate the two computer programs, the hutment 

renovation project currently in progress at the University, 
has been taken as a case study, and the results of the 

CPM Scheduling program and the Resource levelling program 

have been reported. 

M 



CH AP TER " I 
3 N T R 0 D U C T I ON 

NEED FOR A SYSTEM J ?ROACU TO CONSTRUCTION N NJ GEMMT 

The field of civil Engineering Construction has 

certain special features which distinguish ii fron other 

industries. Firstly, the range of operations and the proce* 
sses involved is very wide, and includes excavations pile 

driving, dam constructions multi-storeyed ptructureso tune' 

oiling, bridge construction,, marine works, water supply, 

pavements and a host of other works. Each of these requires 
special construction techniques, equipment and labour skills. 

Secondly the worksltes of projec is are always temp - 
ovary and often remotely situated and full scale production 

on any site lasts only for a few months or at best a few-

years. Hence there is a lack of continuity of operations 

at one site. 

Thirdly the local site management rarely has full 

control of policy and finance and can never be self reliant. 

Lastly' the construction personnel generally fall 

into two broad group a, viz temporary workers and the more 

or less permanent supexrvisoxy staff which shifts from one 

project to another. 

These features in the construction industry make 

construction management a challenging task, it is essential 



that the construction organisation at the field is adapt-

able to the varied conditions from project to project and 
is flexible enough to control adequately the work$ being 

executed under different site conditions:. All these chara- 

cteristics of construction works have to be taken into 

account by the management while piannin, estimating, ora 
flising and executing the works so as to achieve the predo 

termined objec tives of quality,. time and cost, 

SYST1M$ ANALYSI$ 

Though the systems approach is not news its apploa 
tion to construction management is fairly recent. In simple 

language,#  the systems concept envisages that any organisaul 
tion can be conceived of as a laysteml o  which is made up 
of ?segments' or 'subsystems'. Each of these subsystems 
have direct or indirect mutual relationships and inter- 
dependencies and therefore the performance of the system 

as a whole will depend upon the interactions between sub-

systems. While each sub'syatem may have its own goals and 

objectIves they have to be fatted into the overall objec-- 

tives of the organisation. The function of the manager 

therefore its to identifr And measure the inter-relationships 

of those compcnents and to. integrate them in a manner which 

enables, the organisation to efficiently pursue its overall 

objectives. The manager has to look upon the organisation 

under him as an integrated assembly of interacting components 



-3. 
designed to perform#  jointly a predetermined purpose. 

In a systems approach the function of decision 
making becomes very complex since the alternatives availa' 

ble and the inter-relationships and combinations of diff 

event circumstances becbrne too large to be comprehended 
in a simple manner. The decision making therefore neoe 

sstates objective and scientific analysis of such problems 
by using rnathematjcsl models i.e4 by reducing real woXld 
systems to a symbolic model which depicts the logical inter-
relationships of various parameters. Before taking a deôi- 
sion it is possible to experiment on the model ,  to predict 

the behaviour or outcome of the system itself. The scienior  

tlfic analysis of a system with the help of models is 

termed as usystems Analysis" . Several other terms which 

are commonly used are "operations research", "cost .beneftt 

analysis!', net work Techniques (like PMTjI CPM, GERT etc 

also represent system models which can be analysed in a 
scientific manner so that the results of the actual field 

operations can be predicted In advance and remedial 

action taken. 

NETWORK TECHNIQUES 

This is a vey general term, and whole volumes 

have been written on network techniques alone • Networks 

are of several types, and ech type has Its features. 

Depending on the situations one network,  may be more valuable 

than to other. 



NETWORK CLASSIFICATION 

Networkal have been classified into 

1. Acyclic Directed Networks 

The PERT and CPM networks belong to this class.. 

These are netorks in which all paths are directed and they 

contain no cycles or 1ops. BecauSe of the special nature 
o. these networks we can always number the nodes in such, 

a way that all activities lead from a smaller-numbered 

node to a node of larger.  number. 

2. Cyclic Directed Networks 

These are more general networks and they include 

cycles,., 

3. Stochastic Networ$ 

These are netiorks with logical nodes and proba' 

bilistic activity realization. The ?T and QERT networks 

belong to this class. 

Tide commonly used network tecbniues are 

1. The critical path method (CPM) 

2. Project Ealation and Review Technique (PERT) 

3. The Graphical Evaluation and Review Techrmique(GERT) 

4. Line f Balance Technique (LOB) 

51 . Fowgrapbs 

6. Decision trees. 



A discussion of the various types of networks 
is beyond the scope of this dissertation. 

Among the network techniques listed above,. the 
CPM technique is' the one that is mostly used in construe"  
tion projects. CPM is. a project management technique, and 

the basis is the activIty network or the project network 

mod9. It is essentially an Acyclic , Directed, non — 
stochastic network, and unlike the PERT network which 
is a stochastic network it considers the duration estima-

tes over a range of facility or cost levóls, andas a result 

provides a range of project durations with an associated 

range of projec t costs. CPM computations establish the 

absolute minimum cost of attaining any feasible project 

duration. 

Conventional- Methods 

Before the advent of CPM, and other network 

techniquast conventional techniques were used In the 

construction industry, for planning and scheduling. These 

included 

I. Gantt Charts 	Ii. Milestone Charts  
III. F3.ow charts. 

GANTT Charts 

Before World War I t  a consultant by the name 
henry La Garitt, designed for the U.S. Array Ordinance 



Bureau, a simple chart which could display the schedule 

as. well as make a comp4rison between the actual performance 

and the schedule. A project was divided into activities which 
shojn by horizontal bars on a time scale drawn from 

the data of start to the scheduled date of completion. 

These bars were shaded to indicate the portion of work 

completed • On, any date of reviewing th& progress the 
Shaded portion of various bars indicated whether a parti-*  
cular activity, was on time, behind schedule,,  or ahead 

of time. 

tation of Gantt Charts 

i - It does not indicate 'the interrelationships between 
Various activitiea 

. It does not tell us the effect on the completion 
time as a whole of one activIty falling behind 

Schedule and another activity going ahead of schedule, 

3 	It does not indicate which activities are cxiticai, 

and which activities have spare time and resources 

tow much). 

. in case the project completion time has to be reduced 

the Gantt chart does not indicate the effect f this 

on the cost* 

Milestone Charts 

The Gantt chart, inspite of its limitations remained 

the most popular and widely adopted method of. planning 



and scheduling since it is simple and easily under6tood 

and because of its visual effect. Farther refinement 

was introduced in this method around 1940 by showing 	- 
important thhlestones represented by vertical arrows. 

Flow Chart 

The first attempt to show sequence of activities by  
connecting events in order of their relationships was mae 

by Gilberts (a contemporary of Gantt) This chart. known as 

flow chrt was perhaps the beginning of Network téni.ques 
applied to the field of construction.Nanagement, though 
the first fu&lfledgsd network techniques applied to 

con structi.on were CPM and PERT. 

Advent of CPM/PERT 

Due to increasing complexities in Industrial 
projects restating from technological advances' the 

conventional methods were found to be inadequate for 

planning, scheduling and in monitoring project tasks. 

In large projects the number of activities ran into 

thousands, and in the absence of a coprehensive and refi, 

ned method it became difficult to comprehend the inter 

relationships of activities and to schedule them in such 
a manner as to acieve optimum cost. This provided the 

background for the development of CPM. 
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Historical Development 

The basis for what is presently called CPM was 
created during the late 1901s in two more or less parallel 
developments: The Dupont Companyt s flefinay Renovation 
Project and the U.So Navy's Fleet Ballistic missile 

project. 

Dupont during the late 50's was interested in 

finding a way to schedule refinery renovation projects 
in such a way that a minimum amount of time was required 

to take a refinery out of service and that a minimum amount 

of money was required to effect this project speed up. They 

were looking for the most economical way of scheduling 

a project considering the increasing direct cost of the 

project speed up and the indirect cost of taking the 

refinery out of action which cost goes up as the prqject, 
is shortened. Morgan. E1 Walker. along with James Kelly 

of Remington Rand Company developed a project planing 
and scheduling technique based on network analysis. This 

technique they called Critical Path Planning and Scheduling 

CPPS.or shot. CPP8 was applied by the Dupont Company 

with great success. The company found that this technique 

required only about half as much effort as other planning 

and scheduling techniques,. they previously had used. To 

quote actual figures; the method reduced the shut down 
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period from 125 hours to 93 hours. Expedting and irøv' 

ing labour performance on critical path activities further 
reduced the shut down time to 78 hours, resulting in 

millions of pounds of production. 

Soon it was realised that this method was easily 

applicable to most construction rojcts, and it wa hailed 

as a substantial coiitrjbutiôn to management methods. 

Since then CPI has grown considerably over the 

years, it found wider and wider areas of applicabion, 
and it is today accepted as a basic tool in project 

management. 

Though. CPM was not developed ezclus±vely for 
the construction industry, the fact remains that the const-
ruction Industry has been the most extensive user. Ven 
outside the construct±on Industry, CPM has been used with 
much success... The state of North Carolina used CPM to 

schedule and control the states btannual budget an ens 

tlrely admiastrative task. The city of Washington DC 
used CP14 to coordinate the 'inovng 0 operation of the 

staff of their city hospital w1th the various paseS. of 

its renovation. The U.S. coast Guard used CPM to plan and 

schedule the production of, a cutters, and the Navy's 

Bureau of ships used the technique to assist them In 

ship overhaul scheduling. 
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What started as a planning and scheduling teoh-

niqueo, soon developed into a versatile project management 

tea 	no today. CPM includes cost control, resource 

scheduling, monitoring and updating of projects and many 

more features are being added. 

CPM — GeneralPrincipleis  

CPM Is a Management technique that enables a 
project manager to predict when the activities involved 

in his projec is can be eected to occur.. It is a set of 
tools that uses actual job conditions in a contInuous 

process of schedule revision and improvement . It 15 a 
techntque that through this process of improvement and re 

vision enables the contractor to trust the schedule 

produced and make most effective use of whatever resources 

and limitations exist. Also by refining and revising the 

schedule produced,thc project manager is able to maintain 

control over this typical rapidly cban4nE situation. 

CPM welcomes a high level cf detail1because of this the 

contractor can break his project into as nany ctivities 

as. necessary to meaningfully describe it. 

THE THREE PHASES OF CPM 

CPM consists basically of 3 phases, a planning 

phas3, a• scheduling phase, and a control Monitor phase. 

1. The Planning Phase 

This is by far the most important and time,  

consuming. It is in this phase that all the necessary 



input data are developed to make CPM work, and since these 

inputs are crucial, the planning phase must be performed 
by, the contractor, who js the only one completely familiar 
or knowledgeable about his costs and itethod of doing busi- 
ness. The contractor can obtain assistance in the acconp 
lishment of the tasks involved In the 'collection of input 
data but the basic responsibility for this cannot be dole' 
gated to thyutSide:group if CPM is expected to be used 

successfully. 

This planning phase, is one of the 'vital require-

ments of CPM ..and Ls at the same time )  one of its greatest 
advantages. Br perforrning the work required in this plann-

ing, and analysis phase one .otains intimate and early  

knowledge of the job and gaUis insight into details or 

anticipated problem areas that are not obtainable in any 
other fabon, This phase in fact gives the contractor a 

dZ run' on 'the construction. The inputs produced by  
the planning phase mainly are 1) The Arrow diagram 

2) Duration, cost and Resource estimates per aotijty. 

The Scheduling Phase 

This £llowC the planning phase and can be conve-

niently computer sod. In this phase the 1.nput 1nforma 

ti.on is processed and a schedule is produced for the aci-

vities in the project-Only simple arithmetic is necessary 



to prepare the schedule and , for small or medium sized 

networks it can be done by hand. However, the large netw-

orks will require very laborious calculations and it will 

be cheaper and more accurate to uso an electronic computer. 

Thus, the schedule can be produced much faster, Moreover,' 

when a computer is used one can react .quickly and iriexpen 
sively to unforseenc1ovelopinrits in the project whereas 
manual revision of the . sohedt1e when unexpected, changes 

occur., is not so easily accomplished. 

The output of the scheduling phase trill include 
a schedule of early and late start and finish times for 
the activities, the amount of extra . time available to an  

activity 0 a bar chart If desired, a resource analysis  

and a cash requirement prediction. 

3. The Control Ronitolr Phase  

This is the third and 'final phase of. CPM omT 

for all practical purposes, . an electronic computer will 
be required.. FlexibiI.Ity and prompt calculatjons due 

to changed conditions 'are the keys to a Successful CP11' 

program. O"e can make attempt's to keep the schedule upto' 

date and meaning 	by hand but it, Is done much more 
easily and inexpensively with the assistance of the 
computer. 

In the control-monitor phase the contractor is 
supplied' with time status reports indicating the overall. 
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status of the project in general and activities in Parti-
cular i. The contractor is also Supplied with revised sche 

Jules that reflect actual job conditions and the project 
staths. The contractor can also obtain cost status report? 

that Indicate how much money is being spent for what types 

of expenses. These reports and revisions can be z4ipplied 
to the contractor as frequently as desired, by the contra-' 

etor, in maintaining control over his project. 

In this phase Information is supplied regarding 

additions to the proect(new activities), deletions from 

the project, changes in durations, descriptions,, trade 

indicatorsr cost estimates., or resource estimatesg  actual 

start. of the . activities in progress and finally the actual 

finish dates of the activities completed. The output of 

the control monitor phase will include time Status repo,?t3 

revised schedules revised bar cbarts revised resource, 

analysis* revised. cash flow predictions and cost status 

reports. 

SUMNUMY  OF ME THREE PHASES 

CPM is thus a planning,, scheduling and control 

technique. It demands reliable input information in order 

to be effective and the production f these data gives the 

contractor an opportunity to plan and analyse the project 

and lends itself to revision and refinement Ina continuing  

process of project control. 



BASIC IR1MIST or THIS DISSERTATION 

This dissertáton focuses attention on the sche-w  

duling phase. This includes the basic schedule for activi-  
ties and also levelling of resources. 

Whereas manual computations for CPM scheduling 
are straight forward and standardised the development of 

a computer algorithm to. perform the scheduling computations 

offers enough scope for innovation and originality. When 
using a .omputer., several aspects of CPM can be considered 

and included in one compact' packageprogram. The methods 

used the featu.s included the limitations the capacity 

etc are properties which distinguish one' CPM program from 

another. No two . conputer programs for CP.L4 scheduling 

will be alike. 

This dissertation presents, a completely original 
computerised approach, and a computer program. 

The subject of resource scheduling is another 

cha3ienging one. several yea±s have been devoted to this. 
particular aspect of CPM, and this dissertation, after 

studying the efforts so far in this direc tion presents 
an original algorithm for resource scheduling and levelling. 

The algorithm for resource levelling experiments with diff-

erent resource ,  availability -  levels and, calculates the 
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minimum' project duration for each level of availability a  

The program developed is a long range program which allows 

the management to choose the optimim duration of the 
project and the corresponding resource availability, by 

providing the data which the management needs, to make the 

crucial decision. 

It 18 also the aim of this dissertation to develop 

a program which can easily be extended to the control-

monitor pbas: of CPMv  and to include PERT networks. 



CHAPTEIt ' II 
THE SCHEDULING PHASE OF CPM 

Fundamentals of the Scheduling Phase 

A brief review of the essentials of CPM scheduling 

is 'presented under 2 heads viz 1) Basic definitions 
2) Mathematical Model. 

Basic Definitions- 
The earliest Occurrence time of an event MOT) Is the 

earliest point in time that all activities thatprecede 

the event will be completed. 

The Latest Occurrence.-Ti-me of an event (LOT) is the dead 
line by which time an event must be completed if the 
project is not to be delayed. 

BaEly Start Time The first day of the project upon which 

work on an activity can begin If every preceding activity 

is finished as early as possible. 

Early Finish Time - The first day upon which no work is to 

be done for an activity assuming that It started on Its 

early start time. It is the duration after the early start 
for an actIvity.. 

Latest Start Time -• The latest possible point in time by 

which an activity must be started if the project is not to 

be delayed. 



by 
Latest Finish Date ' The latest point in timewhich no. 
further work must be done on an activity if the proj cot 
is not to be delaed.. 

Total Float • The difference between the amount of time 

available toómlisb an aatiity and the time necessa, 
OR 

The difference between the activity's Latest 
start time and earliest start time t  OR 

The amount of extra time available to at activity 

assuming that all activities preceding have stártedas early 

as they can and that all activities following will start 

as late as they can . 

Free  Float The amount of extra time available for an 

activity If every activity in the project starts as early 

as possible. Iris thus the amount of float that can be 

allocated to an activity without interfering with subso" 

quent work. 
I-node - The node at the 1*il'end of the arrow representing 

• the activity 
• anode - The node at the head-end of the arrow representing 

the activity. 

Mathematical Model 

The iamentaIL steps in the scheduling process 

are 

Step i. 

Set the early occurrence time of the first node 

equal to zero. Consider each node by turn and compute the 
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early occurrence time of the node as follows 	For each 

activity entering the node, add the activity duration to 

the early occurrence time of the 1-node of the activity. 
The maximum value obtained is the early occurrence time 
of the node • Repeat until all the nodes are considered,. 

Set the latest occurrence time of tbe  last node 

equal to its early occurrence time. Proceeding backwards, 

cqnstder, each node by turn and establish Its latest 

occurrence time as follows : For each activity leaving 

the, nde, subtract the activity duration from the LOT 

of the. Trzode of the activity. The minimum value obtained 

Is the.. latest occurrence time or the node. Repeat until 

ail 	nodes are considered.. 

STP1 
Set the Early start time for each activity equal 

to the early occurrence time of the Ie'node of the activity 
compute the early finish time by adding the duration. 

STIPLL 	. / 
Set the latest finish time of each activity as equal 

to the latest occurrent time of the Jnode of the activity.. 

Compute the latest start time by subtracting the activity's 

dura t±on 

Compute the total float by subtracting the early 

start time from the latest start time for each activity, 
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DESCRIPTION OF THE CPM SCHEDULING PROGRAM 

Features 

I . The aim has been to develop a program which is both 

simple and versatile, subject to the constraints 
imposed by the potential of the computer that ±s 

readily available (IBM-1620 at the S.E.R.0 .Roorkee) 

The program is flexible and it can be freely modified 

to suit special needs. The program has been written In 

the FORTRAII Language for IBM-1640. 

2. The program first of all reads the number of networks 
to be Scheduled. For each network the program accepts 
as input data the t'.node, the J'node of each activity 

and its duration. A trade indicator for for each 

activity can also be fed as data. Other data include 

the number of sortings of output. The types of sorting 

desiredi the project start date, and the list of holidays 

if calendar dating is desired, and finally counters 

to decide the types and magnitudes of the output" 

desired by the user. 

3. The output consists of the activity node numbers, 

the fiuratLon, the early start time)  the early finish 

times  the latest start time , the latest finish timer  

the total float and the trade indicator. This is 

presented in a convenient tabular form. 



special facility that has been provided is that of 

preparing a CPM calender for the schedule. The early 

and late start and finish times are converted into 

actual calender dates by an algorithmic proce&ire. 

. An-other facility that has been' prävided Is that the 

output sorting can be controlled by the user. This 

has been provided beoause of the fact that the way In 

which the CP scheduling input data are sequenced 

affects the utility of the report as a management tool. 

Some users would prefer asequioe that indicates 

day"by'day, what activities could start. The early 

start Sequence would be preferred in tbis.  case. 

Othersmay prefer a sequence by Trade indicator so that 

all activities with the same trad. Indicator appear 

grouped together. This makes it easy to assign tasks 

to specific groups and to find out just when a certain 

group or person is needed, 

Yet another sequence is that of total float, so that 

we have a list of activities in order of criticality. 

The program can offr all of these and also additional 

sortings (including, sorting by duration$  early finish  

time, latest start or finish time). 

6. The program has built-in checks for errors like looping 
and .dangling etc and the exact nature of the error is 

dsscribed and the particular node or activity where 

this occurred is piipinted.. 



do 

7. The program has been written on the asump tion that 
a resource scheduling program will follow, and certain 

computations are performed early enough so that the 

resource scheduling program Is greatly speeded up. 

However the program can still be used for a CPM 

study alone, without a. companion resource levelling 

study. 

8. The program assumes that a network Is available 

It doe,s not, generate a  network of its own. Thus t is 

assumed thet the planning phase has been completed. 

There is  a school of thou ght whjch subscribes to the 

view, that the preparation of a network is a drudgery 

and the computer must be programmed to. generate a not 

work of its own. But this idea has been vehemently 

opposed by others who feel that the planning phase 

(which includes the drawing of the arrow diagram) 

even though a drudgery, is in fact an essential and a 

most useful routine that must be gone through If CPM 

18,  to be effective. 

A. detailed,  discussion on this point is to be found in 

the text book on CPM by O'Brian ( 18 ). 
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PROGRAM OUTLINE 

A broad outline of the program Is given below., 

followed by a detailed description... 

The First Stage 

The input data is read. This consists of the 

number of nodes, activities, the number of rearrangements, 

a counter ISKIP, the types. of rearrangements desireds  and 
the I and 3 nodes. of the activitte, . along with tbtr dura-
tions and trade indicators. 

The Second Stage 

This stage' computes the early occurrence times for 

each node, imulatheously, tio additional arrays NACE , NTAE 
are generated, which will be used in the resource levelling 
program.. If the counter ISKIP is equal to ones  the results 

so far are printed otherwise the program proceeds to the 3rd 

stage. 

The  !4!4 Stage 

The back-ward pass computations are done, starting 

with -  the last node. The latest occurrence times are calculated-

for each node and at the same time t. more arrays NTAL and. 
NACL are generated, to be used in the resource levelling 
program. If the counter ISKIP is equal 'to one,the result$ 

of the stage are printed., otherwise the program continues.. 
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PROGRAM DETAILS 

First Stage 

The number of nodes, activities and the number of 

rearrangements is read. , Also read is the variable NU C,. 

which is the number of columns in the array M. The array i'4 

is the central &idmost important par,. m ter for it ineludc s 

in its fold almost afl the CPM calculation results and the 

data. M is a double subscripted array (NACTx NUI )  the 

input data consisting of the I' node, .3'node*. the duration 

and the Trade indicator are read and stored in the first 

four columns of the array M. Each activity is assigned 

a row in the array M-, and the parameters describing each. 
activity are stored in the columns from 1 to NUIMBC. 

The first and second columns store the 1-node and 
J-node of the activity... 	The third stores the duration of the 

activity. The fourth stores the trade indicator if It is read 

as input data f, and it is immediately transferred to the 

ninth i colon. 

Also read o is the counter ISKIP,, which is to decide 

whether or not all the calculations results are to be printed. 

Second Sta ;e- 

Purpose: - Calculation of early . occurrence time. 

The EOT for the first node is set equal to zero. Starting 

from the second node!, the program scans the list of activities 

for their 3-nodes and picks up the activities entering the 



node under consideration (say node IC). The duration of the 

activity is then added to the early occurrence time of the 

±node of the activity and the result is stored temporarily 
in IT, lET is then compared with MAX(whlch was-  initially 

made zero) and If !ET is greater than MAX then the value 

of MAX is updated to lET. The variable MAX helps in maxi- 

mising the value of the early occurrence time. After all 

the activities entering the node have been considered, the 

value of the early occurrence time is set equal to MAX. 

Then the next node Is considered, MAX is once again ini 
tialised as zero and the process is repeated until the 
early occurrence times of all the nodes are calculated. 

This is accomplished in loop 41. 

During the scanning process, as soon as the activi- 
ties entering a node are picked up • The cumulative total of 

all activities entering a node so far is stored in the 

array NTAE and the serial numbers of the activities, in the 

array NACE. (See List of Symbols for more details) . This 

All be used in the 'resource levelling program. This stage 

also inclwles provisions for the checking of three types 
of errors (see ' ,Checking for errors',  for details)* 

If the counter ISKIP is equal to one the.  arrays 
NTAE, NACE and IEOT are printed. The counter. ISKIP is  

decided by the user. If it is not equal to one the 

program proceed to the third stage. 



The Third. Ste 

Calculation of Latest Occurrence Times 

This tag is parallel to the second. The operat- 

ions are sintLiar. Starting from the last node, and proceeding 
to the first, the latest occurrence times (LOT) of the nodes 

. aro calculated, and the arrays NTAL and NACL are generated 

as and when an activity leaving a node is encountered. This 
will be used in the resource levelling program, As before, 

if ISKIP is equal to one the results of this stage, (LOT, 
NTAL NACL) will 'be printed. This stage includes a provision 
for the checkngof a fourth type of error(see "Checking for 

errors" w for details). 

The Fourth Stags 

The values of theearly start time, early finish 

time., latest start time and latest finish times are calôla 

ted. The early start time for an activity is set equal to 
the early occurrence time of the node at the tail end of 
the activity, and it is stored in the fourth column of the, 
array M. To this is added the duration and the matt is 
stored in the fifth column of N as the early finish time..  

The latest finish time ot an activity is set equal to the 

latest occurrence time of the Jnode, of the activity, and 

Is stored in the 7th column at' the array N. The latest start 

time is computed by subtracting the duration of the activity 

from the latest finish time and it is stored in the 6th column 

of the array N. 
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The total float is computed by subtracting the earl' 

lest start time from the latest start time and this is 

stored in the 8th column. All the above operations are done 

for each activity. The array N is now fully populated and It 
contains a complete description of all the act±vitics.. 

The array M is then printed out in a proper format. 

The Fifth Stage 

This stage is executed only if rearrangements are 

desired, i.e., if NUME, is a positive integer ibich also 
denotes the number of re-arrangements. 

The array NRENG is read to indicate the types of 

rearrangement desired by the user. (NRENG stores the column 

number of the array 1), The rearrangement is done according 

to ascending order of values in these columns of M. 

Each of. these columns is consideredo one at a 

time, and the column nurnbr is stored in NCOL. Two tcmpra'ry 

arrays are created .ISNO and 3TEN. These are single subscripted 

arrays of dimension NACT. IS NO stores the activity serial 

numbers and JTEPI stores the corresponding-  values in the 

column XCOL of the array N. Thus if rearrangement in ascend-

ing order 'of tothi floats is being done, JTEF. will store the 

total floats of the activities whose serial numbers are stored 

in ISNO. 

The values in the array JTEiM are then rearranged In 

ascending order and as the values are rearranged in JTEM., 



there is a simultaneous rearrangement of the corresponding 

seria ; numbers of the activities in IST O. 

The array M is then printed out so that the acti-

vLtles are in the new order created in ISNO. 

The nest rearrangement is considered and the opera-
tion are repeated until all the desired rearrangements have 

been accomplished. 

The Sixth :Stage 

This stage has relevance only for the resource levell- 

ing part of the program. The aim is to have the node numbers 

stored in ascending order of their early occurrence times. The 

logic used is identical to that used in the ,.previous stage. 

Thus the array ND RY of dimension NODE, is generated and 

printed. 

The normal project duration is also determined by 

setting it equal to the early occurrence time of the last node. 

The Seventh Stage 

This has been discussed in detail under the 

heading "The CPMMCalender`t,.. 



STA R 

NODE, NACT, NUMBC, NUMRE, 
INPUT: 

NUDAT, ISKIP, M (I, J) 

COMPUTE I EOT 

GENERATE NTAE, NACE 

YES 	PRINT_ IEOT, 
I SKIP 	-- 1 	 - 

NO 
NTAE, NACE 

COMPUTE LOT 

GENERATE NTAL , NACL 

YES 	PRINT LOT 

O  

	

ISKIP = = 1 ? 	
N TAL, NACL N 

COMPUTE  EST, EFT, LST, 

	

LFT TF. 	
PRINT M 
MATRIX 

NUDAT.= 1 ? 
1NPU T: 	 YES J 	NO 

HOLIDAY DATA 	 r  
NUMRE >0 ? 

COMPUTE 	 NO 	YES 
DATES 

YES 	
ISKIP = 1 ? 	

INPUT 
NRENG(I) 

REARRANGE  I NODES 	 NO 	 REARRANGE 
MATRIX  M 

STOP 	' 

MASTER 



READ NODE, NACT, NUMBC, NUMRE, ISKIP 
	

N=NUMBC-5 

N-3 P 

READ M ~ I, J) 	NO 	I 	I YES 	READ M (I,J ),J =1,4 

	

J=1,3 	
I-1,NACT I = 1, NACT 	 IEOT(1)=0 

NTACT = 0 
NTAE(1)=0 	M(1,9) - M (T, 4 

K:2 

MAX - 0 	 ---  
I - 1 	 NTACT NTACT r1 

NACE(NTACT) = I 

YES II = M(I,1) 

NO 	 IET= IEOT (I I)+MCI,3) 

	

i 	ERROR 
LccJ 	 NO 	MAX< IET ? 

ES 

	

I = I+1 	 NO 	I=NACT ? 	 MAX = IET 
YES 

NTAE (K) = NTAC'T 
IEOT (K)= MAX 

ERROR 

K=K+1 	NO 	K=NODE 

YES 	 ERROR [ _] 
 4 

YES 	ISK1-P = 1? 

PRINT IEOT (J), 	 NO 

	

NTALU) , J=1, NODE 	 FLOW CHART OF C PM 

	

PRINT NACECU) 	 - SCHEDULING ALGORITHM 

I = 1,NACT 

500 



500 	- 

NTACT 	= 	0 	- K= NODE- K1 
LOT (NODE) 	= 	IEOT 	(NODE) _ MIN = 	IEOT  ( NODE) 
NODL 	= 	NODE- 	1 
K 1 	=1 I 	= 1 

NTACT = 	N TACT+ 1 	YES II 	=X 	? II- M(I•,1) 
NAC L (NTACT) =I 

J'J 	= 	M (1, 2) 
NO I=I+1 - 

NO 
LT = LOT(JJ)-M(I,3) MIN 	> 	LT ? 

YES j NAC T ? NO 
MIN 	= L:T YES 

ERROR 
CHECK 2 

NTALCK) 	NTACT NO 
LOT (K) 	= 	MIN K 1 = NOI 	? K1= K 1 + 1 

YES 

PRINT 	LOT CJ) _  1. 'M(I,4) = I EOT 	(II) NTAL (J), J =1 , NODE 
PRINT 	NACL 	CI) ~ M(I,5)_ 	M(I,4)+M(I-3) 

M(I,7)= LOT (JJ) 
I 	1 , N ACT r11 	= 	M (I , 1) MU, 6) - M(I, 7)-MU,3) 

J Jam_ M t I, 2) 

L 

M (1,S) = 	M CI,6)-MC1,0 

1 	 I+1 NO 
__ 

I=NACT? 

YES 

PRINT 	M(I,J) 
J =1, NUMBC NUMRE >O 
1 =1, 	NACT YES NO 

READ 	NRENG CI) 
600 	I = ;,NUMRE 700 



600 

	

K1.1 
	

NCOL= NRENG (K 1 ) 
NACTL= NACT- 1 
	

I1 

I1 	 ISNOCI)=I 
JTEM(I)=M(I,NCOL) 

	

I I= I+1 	 NO 	I = NACT ? 
YES 

K=II 
IT=ISNO (I) 

JTEM(I)>JTEM (K) ? 	
I TE= JTEM U) 

-___- 	YES 	ISNO(I)=ISNO(K) 
NO 	

JTEM (I)=JTEM(K) 
K= K+l 	K= NACT ? 	 JTEM(K)=I TE NO 	YES 	

ISNO(K)=IT 
I= I+1 	 I = NACTL ? NO 	

YES 

I=ISNO(II) 	 I I = 1 	 K1 K1+1 

	

PRINT M(I,J) 	II II+1 	
NO 

J =1,NUMBC 	 NO 

	

II = NACT 	YES 	 NUMR ) RE? 

\  YES  700 

KK=NODE? 	JTEMCKK~=IEOTCKK) 	
KK=1 

N DARY (K K) = K K 
YES 	NO 

KK=KK+1 	 JTK = JTEM (I) I =1 
NTK = NDARY CI) 

JTEM(1) >JTEM CKK)? YES 
	JTEM(l)=JTEM (KK) 

u 	NO 	NDARYCI)_ ND-ARY CKK) 
II = I+1 	KK=II 	 JTEM (KK)=JTK 

K K=NODE? 	
NDARY(KK)= NTK 

KK=KK-1 N YES  

I+1 	 NO 	I = NODL ? 	YES 

NDUR= IEOT(N0DE) 

PRINT N DUR 
PRINT NDARY CI) 

I = 1, NODE 

TOP 
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The CPM Calender 

An iiripc,rtant point to be kept in mind is that the 

CPM schedule yields. the start and finish,  times in terms of 

WORKING DAYS. Of course, the CPM technique is perfectly •gene-

ral and is independent of the unit of time that has been 

. For very large projec.ts, extending over several 

y?ars a more practical unit would be weeks,. rather than 

days. For smaller projects, working days is convenient, 

and for industrial processes hours is appropriate. 

However while the working day unit is convenient 

for the planner, it is not so for the contractor on the field 

He would naturally prefer actual calender dates. 

One of the siiplest ways of converting the working 

days schedule into a calender dated schedule is to prepare 

the So-'called CPM calender. 

i 	For small networks, and for short durations, this 

can be done manually. Starting with zero for the project 

start date, the dates in the calender, can be numbered in 

ascending order, skipping out the holidays. 

Thus a start or finish tine can be converted into 

the corresponding dates by consulting the CPM calender. But 

this process is not very elegant. It woulO be highly desirable 
if the start and finish dates.are made available in a. tabular 

form , against the activity, its duration and other parameters.,  



If the CPM scheduling has been coinputorised, then 

a conversion to calender dates is a must, for the program 
to be more practical. 

This conversion can be accomplished by the computer 
mainly in 2 ways - 
1. By 96aring the CPM calender in the computert S memory 

and generating dates in the output by the simple process 

of matching. 

2. By an algorithmic procedure. 

The first procedure suffers frOm serious disadvan-
tages. The first is of course the demands made on the come 

üuter!s memory, which may be a handicap in case of small 

size computers. The second is, the large number of data cards 

to be punched. For each working day of the project, a corres-

ponding, date, month and year has to be punched as data, 

The third and most serious disadvantage is that if 

there are changes in the project start date or In the list 

of holidays the earlier data cards punched arQ all useless, 

and the CPM calender will have to be prepared once again. 

Thus the algorithmic procedure is more rational. 
If the list of holidays and the project start date are 

fed as data, the date corresponding to the start or finish 
time can be calculated and printed in a convenient format 

by the computer. The .advaitages are that practically very 

little storage is required. The data cards are Just a few 

and, if there is a change in the project start date, or 

in the list of holidays a change of just one or two data 



cards is all that is needed-. 

The scheduling program presented in his dis,serta 

tion includes an algorithm that computes the calender dates 

also, in addition to the working day schedule. 

brief summary of the algorithm is presented,. 

followed by a detailed description with the help of the 

flow chart. 

The algorithm - uses• the fact that each start or 

finish time is essentially an interval of time, using a time 

of zero (project start date) as base. The algorithm simply 

"expands" this interval of working days into one of calender 

days , by including the holidays and the sundays. This 

expanded intenii is then connected to the project , start 
date, and the actual calender date is thus determined. 

The project start date is represented by four 

numbers, one denoting the year, and the others denoting the 
date, month and day of the week. The holiday list is 

specified by 2 numbers to each holiday (the date and month 

numbers) . Holidays of the following year are specified by 

month numbers greater than twelve. Holidays are listed chro-

nologically in tho data card. This forms the input .. The 

output consists of the scheduling results in a tabular 

form. The 1-node, 3--node, and the duration are also printed 

along with the early and late start and finish dates.. 



Details of the Program 

The input data consists of the number of activities, 
the dates  month year and week day numbers of the project 

start date, the list of holidays (other than 	days). Also 

read is an array NDM which contains the number of days in 

a month, for each month of the year. The dimensionof ND14 

is not necessarily 12. The months of the following year are. 

indicated by numbers greater than twelve. For instance 13 

indicates January of the following year., 15 indicates March 

of the following year etc. This procedure is adopted because 

it eliminates the necessity of storing the year number also. 
However, in the final output the month number, will not exceed 

twelve and the year number will also be printed. 

Finally the first seven columns; of the matrix M of 
the CPM scheduling program is read. 

The first step -in . th operation of the program is to 

convert the holidays into corresponding calender 11ay inter- 
vale, measured from the project start date. Loop 308 accomplishes 

this by generating an array IUOL(I) of dimension 'NNHOL, where 

NHOL is the number of holidays. Each holiday is now repre' 
sented by a single number stored in IHOL, 'which is the inter-
val in calender days, separating the holiday from the project 

start date. 

Starting from the first row of Matrix M 'the early 

start ! early finish.'  latest start and latest finish times 
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are taken by turn and stored temporarily in NDIF. The 

quantity NT)IP is therefore an interval in working days. 

If this ,interval is zero (i.e. s the EST, etc is 

zero) the algorithm directly assigns the dates month and 

year numbers equal to the starting date, month and year nuru-

.bees and then considers the next value. Otherwise the pro-

gram proceeds as follows: 

The quantity NDIF is added to NNN which is the 
week day number of the project start date!  (Honday--1, 

Tuesday =2 etc) to obtain NWEFK. Using the counter M4 

which is initialised as unity before each date computations  

the array IHOL is scanned and the number of holidays coming 

within the range of NDIF is noted and stored in IREG. - As 

and when a holiday is encountered, the quantities NDIF and 

NWEEK are updated. This is done in loop 335- PNWEE1C is the 

quantity to help keep track of the day of the week.. It may 

be greater than 6 and if sot  it will ultimately be reduced 

to less or equal to 6 (but not zero),  simultaneously the 

counter MM is also updated so that when checking again for 

holidays, the holidays already considered for expanding 

NDIF are not included. 

After the quantity NDIF has been expanded by taking 
into account the holidays the program proceeds to cornputm.e 

the number of Sundays in the interval. This is accomplished 

by s .mply dividing NWEEK by 6. The value of NWEE1 is then 



made equal to the value of the remainder after dividing by 

6. Care is taken to see that N1LEK is not zero (which is a 

Sunday) 

The quantity NDIIP is then. expanded further by 

adding the number of 8 'unc1ays. Th.zt, during thiá process 
it may happen that an additional holiday is encountered . The 

program then goes back to. cheek this. It is here that the. 

counter MM is used. Those boljdg which were included earlier 

will not be considered. This is possible only when the holidays 

h-ve been listed In chronological order in the data card, 
which is the condition imposed 	the program on the user., 

0nce all holidays and sundays have been accounted 
for the expanded interval NI)IF is added to the project start 

date. It the result oxceeds the number of days in the month 
the month number is incremented and the quantity VDIF is reduced 

until it is less than the number of days in the month. If the 
number 

month- exceeds 120 the year number Is incremented by one and 

the month number is decreased by 12. 

The final date., month and year numbers are stored 

In NDJ1TE(ZF, NMoN(3) and NYEAR() respecit-velyj nntil all 
the four valus in one row of matrix M are considered.. They 

are then printed in proper format before considering the 

next row (i.e.., the next activity. 



START 

READ NACT, IDATE, IM ON, IYEAR, 
NHOL, 	NNN 

I 	= 	1 READ IHDT(I),IHMN (I), 	I=1,NHOL 
READ M CI,J) , J = 1,7 	I= 1; NACT 
READ NDM U) 	I = 1, 	20 

IHOL(1) 	= 	0 
LL=IMON 
J J = IDATE 

IHMN(I) > LL IHOL(I)=IHOLCI) 
+NDM(LL)-JJ 

I =_ 	1+1  

IHOL (I) 	IHOL (1) 
+IHDT(I)- JJ 

I 	= 	NHOL?)  

YES 
Q

NO 

FRNT 	I-HOL (1 ) 
J 	1 I = 1 

I=NHOL -1, 
50 

M1=1 NSUN=O 
KJ = J +3 -NDIF - 0 	YES 

NDATECJ) = IDATE 
NDIF=M(I, KJ) NO NMONCJ) = IMQN 

NYEAR(J)= IYEAR 
NWEEK= NDIF+NNN 

100 
MM.= M1 101 	75 

FLOW CHART 	FOR 	CAL ENDER DATING 

ALGORITHM 



START 

READ - NACT, IDATE, IMON, IYEAR, 
NHOL , N NN 

I -~ 	READ IHDT(I),IHMN(I), 	I=1,NHOL 
READ M(I,J), 	J = 1,7 	I= 1)NACT 
READ NDM CI ), 	I - 	1, 	20 

IHOL(I) 	= 	0 
LL=IMON 
JJ =IDATE 

IHMN(I) > LL IHOL(I)=IHOLCI) 
•;-NDM(LL)-JJ 

I~ 	I~1 NO 	YES LL= LL'+1, 	JJ 	= 	0 

IHOL(I) =IHOL 	(I) 
+THDT(I)- JJ 

I 	= N HO L 

25 
NOTS 

PRINT 	I-H0L (I ) 

M1 	1 NSUN=O 
KJ = J +3 -NDIF = 0 	P 	YES 

NDATECJ) = IDATE 
NDIF=M(I, KJ) NO NMONCJ) = IMON 

NYEAR(J)= IYEAR 
• N WE E'K= NDIF+NN N 

100 
MM.= M1 101 	75 IREG = 0 

FLOW CHART 	FOR 	CALENDER DATING 

ALGORITHM 
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CHECKING OF ERRORS 

An importa rule to remember when using the CPN 

techniquep and particularly when using the computer, is 
"GARBAGE IN-GABAGE OUT' .. 

While it is -  easily realised that CPI4 can be mezanov  
ingful only when based on 	datap a common pitfall 
is the assumption that when a computer is used one need not 

worry about errors because the computer is a1ays right. 

A discussion, of errors In the.  network I.S. presented, 
because it ass=es great Importance, In computerised 	schedu 

ling .. Often a very well planned arrow diagram, based on 

realistic data, and using a tested computer program may give 

absurd results on account of seemingly instgnificant errors 

either in the original network itself, or more cozonly. 

in the preparation of the computer data card. 

A computerised scheduling procedure must therefore 

±iecessarily incorporate routine checks foz the commonly 

encountered errors or el: se the program has little value. 

Of course there are limits to' a computer's ability to detect, 

errors. if the duration of an activity is incorrectly 
specified, or if the resource requirements are fed incorz' 

ectly, there is not much that a computer program can do. 

but there: are ertaifl types of errors which can be dtected 

during the scheduling computations and a good computer Provo  

gram must provide this facility., 



Two errors in the network have to be checked in 
the planning phase itself v1z. v  the wagon wheal error and 

the waterfall error. These two, being logical errors, ;re 

not the computers' s responsibility. 

The errors that occur due to mispunching of 

data cards are 
I, 	The looping error 

2. The Dangling error of the first type. 

3. The Danglin error of the second type. 
4. Error-  due to a missing activity,. 

The accompanying figure illustrates these errors 

ar , how exactly they arise. 

The Looping Error (]RROR CHECKS-I) 

The Logs 

For every activity the J"node is greater than the 

i''nod.e.• Assume that a loop is created by activities A,,B,C, .. . 
X. The I node of B is the J-node of A%  The I-node of C is 

the 3Mnode of B etc., 

Hence the J'-node of B must be greater than I-node 
of A. Hence it is clear that the J-nodes of each of the 

activities B,D D...X are all greater than I node of A.- 

If looping has occurred then 3-node of X will be the I-

node of A.. This violates the condition that. the 3-node 

of an activity (in this case X) Faust be greater -than its 

I-node. Henceto check for looping error,., all that is needed 

is to see that i-node of each activity is always less than 

3-node for the activity.. , This is done in the calculation 
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for earliest occurrence times. 

The 	 Error of the First Type (ERiOR CEC'II) 

This occurs when a nodes  other than the last 
node, has actitlos entering it,. but no aetivit y leaving 
the node. 

This error, is checked in the calculatIons for the 

latest occurrence times. We make use of the array NTI 

which is keeping,  track- of the cumulative total number of 

activities that 1eae a node and all Its successors, If 

a danl1 g error of the first type is present it will 

cause the values of NT.AL for two successive nodes tb be 

equal. This equality is checked and reported in ERROR 

The Dangling Error of the Second Type (ERROR CHECK'l11 

This occurs When a node, other than the first 

has aetli/Itlea leaving it but none entering it. This is 
checked in the calculations for the earliest occurrence 

times. We make use of the array NTAE which keeps track of 
the cumulative total number of activi tieP that enter a 

node and all the preceding nodes. The error is checked in 
PiOR ÔHECK'.III by ensuring that no two successive nodes 
have the same value of NTAE which will be the case if 

such an error is present. 
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Error Due to Mssing Activity (ERROR CHECK IV) 

This is the most troubieome error, and it can 

sciously upset the scheduling computations . The results 

of such an error are quite unpredictablet because the como-

Puter will tr7 to read the irformatior 5  for all the acti-
vities and if one activity is missing, some other subse-

quent date. card t  may be readAnsteado  and the results will 

be absur ci. Wwever., the pxogram will not go far. The arro-r  
will be detected soon and the computaton's stop. 

This type of error is checked by enuring that 

the counter NTACT (which counts the activities entering 

a nøde) Is equal to NACT (the tot number of actigities) 

after all the nodes have been considered. 

When any of these errors are encoitered the 
program imm.eidately prints an error message and also pin- 
points the exact node or activity where the error has  

been encountexd. The nature of the error -Whether lopping 

or dangling etc) is also reported, 

The program then proceeds to the next data set if 

there is one otherwise the program terminates. 

In order to test the wcrking of the error., ,  

checks In the program p  sample data sets were prepared 

and in each set a data error was intenticnally created.. 

Each data set had one of the four errors described pr 

viouSly. The results are attached. 



The last error (viz missing activity) needs 
Ether discuss ion. In the fourth data set, one of 
the activities was left out in the data card.. The last 

data card had space for punching, more activities., The 

• space was left unpunchod. The computer intex'.2eted the 

blank card to mean zero values and the throe zeros were thus 

stored as the lnode J-node and duration of the 

last activity. This resulted in the computer giving an 

error message • However the error was reported not as a 

missing activity error but as an error of duplicate nodes. 

This shows that this error Is quite unpredictable 
in its effects. This error has a chance of going undetected 

but only in very rare cases.. Otherwise it will be detected 

in at leapt one of the four checks. 



ORIGINAL 
NETWORK 

POSSIBLE DATA ERROR RESULTING 	INCORRECT 	NETWORK 

ACTIVITY  

PUNCHED AS  

_ 2 	 6  

4 

LOOPING 	ERROR 

ACTIV(T Y 	O4 . 0 3 	 5 
PUNCHED AS  

2 	 6  

DANGLING ERROR OF 	FIRST 	TYPE 

ACTIVITY 	01 	- G4 3 	 5 
PUNCHEDAS o 

2 	 G 

4 

DANGLING 	ERROR 	OF 	SECOND TYPE 

ACTIVITY 	 2 	-  3 	 5 
MISSED IN 	DATA 	CARD 

1 	 6  
2 

4 

ERROR DUE 	TO 	MISSING ACTIVITY 



DATA AND RESULTS OF FRROf. CHECKING .PROGRAM! 

FIRST DATA SET 

6 98 0' 0 

1 	2 	2 	1 	3 	3 	1 	4 	1 	2 	3 	4 	5 	2 	6 

2 	6 	2 	.3 	5 	1 	4 	6 	4 	5 	61 	2 

RESULTS. 

(HECK ACT 	AND NODES 5, 2 FOR POSSIBLE LOOPING ERROR IN PROB 1 

SECOND DATA SET 

6 	9 	8. 0 	0 

1 	2 	2 	1 	3 	3, 	1 	4 	1 	2 	3 	4 	2 	5 	6 

2 	6 	2 	3 	5 	1 	3 	6 	4 	5 	6 	2 

RESULTS 

'DANGLING ERROR OF FIRST TYPE.RFFER RODE 4 IN PROS 2 

THIRD- DATA SET'  

6 	9 	8 	0' 	0 

1 2 2 '1 3 3 1 5' 1 2 3 4 2 5 6' 

2 	.6 	2 	3 	5 	1 	4 	6 	4 	5 	6 	2 

RESULTS 

)ANGLING ERROR OF SECOND: TYPE,RFFER RODE 4 IN PROB 3 

FOURTH DATA SET 

6 	9 	8 	0 	0 

1 	.2 	2 	1 	3 	3 	I, 	4 	1 	23 	4 	2 	5 	6 

2 	6 	2 	3 	5 	1 	4 	6 	4 

RESULTS 

40DE 	0 DUPLICATE.) IN PROBLEM 4' 
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LIMITATIONS OF THE PROGRN 

The  program has been written for a computer of 
limited potential. Hence it will naturally have its Uini-

tattons, iehich are discussed below- 

1. Restrictions in Node Numbering,. 

Node numbering, has received considerable attentoo  
Ion in all CPM scheduling programs. The early programs, 

and the present one also, require care and some disciplIne 

In node nuthbez?ing. The 3'node of an activity must always 

be greater than its 1-node. Random node numbering is not 
p er"initted. 

This restriction inhibit the flexibility of the 

network. However,, there are quite a few advantages In the 

node numbering procedures adopted for this program. The 

first in that the algorithm is simplified to some extent. 
Secondly the checking of errors can be done very easIly. 

Thirdly this system requires much less computer storage. 
It rnu8t be noted that in programs which accept random node 

numbering the computer Is obliged to renumber the nodes 

on its own, and perform n inteiial topological sorting. 

For a large capacity computer random numbering is desirable., 

But since this program has been written fv s small capacity 

computer, this luxury of random node numbering bas been 

avoided. 
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However the presii' program pan be slAll used 
as a CORE PROGRAM, for the networks in which the nodes are 

numbered at random.' Provision will have tor be made for 

renumbering' the netwoit nods, and generating a parallel 

array of nodes*  In which 'the nodes are in . ascending order. -  

The preSe!it program will then do the scheduling computa" 

tions and in the output the original random no.de.numbers 

will appear. 

a. Alphabetic Description of Activities 

The presnt program dentifiea the activities by 
its node. numbers, By a, simple modification the input data 

can be .made to include an aiphabatic description of the 

activity and this Can be made to appear in the output. 

This is not a SerIou8 limitation and the addition can be 

made very easily. But a substantial portion of the emory 

will be taken up by the álphabatic cbracters. Hence the 

program has dispensed with this and only the node numbers 

appear in the output,.. to describe the activity. 



SUGGESTIONS FOR EXTENSION OF THE CPM SCHEDULING PROGRAM 

It has been the aim of this dissertation to pre-

sent a basic program for scheulin computations  tincluding 

Resource Levelling) for nonstocbastic acyclic dizecte, 

networks particularly CPM networks though it can be exten-
ded to other types of networks alp 0. 

Attention has been focussed principally on the 

scheduling phase of CPM. 

The program can be extended to include cost control 

with CPM. A step in this direction has already been taken 

and the basic scheduling program of this dissertation was 
extended to include cost studies ( 3 Y. 

Another possible extension to the program is the 

inclusion of updating of the network. Thils aspect of CPM 

belongs to the Control Monitor phase and presents a cháil* 

ange even to the best pro graers, 

The updating programs will include as input, the 

revised start tines of the activities in progress, the 

actual finish times of the completed activities, additions 

to the network 	deletions from the 	network-, and also any 

changes and tn the duration of the activIties. The output 

will be a revised schedule for the remaining activities. 

A Stochastic networks like PERT can also be con-

sidered and the program can be blown up to include PERT 

networks also. - 
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LIST OF SY1OLS IN THE CPT SC}IDULING PROGRAM 

ZET 	A temporary storage -variable for the earliest 
occurrence time: of a node, durng the process of 

Maximising the early occurrence time of a node 

(similar to LT) 

IOT 	A single subscripted array that stores the early  

occurrence times of the nodes. 

ISKP 	A counter. If ISKIP is equal to one s  it means a re- 
source levelling program will follow and the ValueS 

of IEOT, LOT, MACE ITACL# NTAE And NT.AL 'will be 
printed in the result 

ISM 

JTEM 

LOT 

LT 

M 

This is a dingle subscripted array and it is used 

for storing temporarily th.e serial numbers of the 

activities during the process of rearrangement. 

This is another paraile1 single subscripted array 

which's-'tores the quantities that are to be 'arranged 
in ascending order.. 
A single 'subscripted array storing the latest occu' 

,-rrence times, of the nodes. 	 51 

A temporary storage variable for the latest occurrence 
time of a node during the process of minimising the 
latest occurrence time of a node (similar to 

The central and most important array, storng both 

the input and output of the CPN scheduling program.. 

The array M is a double subscripted varlableg  of 
dimension (NACT X NUNEC) 'c 	/ C 'i 

CETAt LIBRARY UNIVERSITY OF ROORKFE 



Each row of M stores information for one activity. 

The first,. second and third columns atore the inode 

Jnode, and duration cC the activity. 

The fourth column of N stores the trade indicator 

in the input. But in the output this is transferred 

to the ninth column. 

In the outputs  the fourth, fifth, Sixth,seventh 
and eighth columns store the early start,# early finisb, 

latest start, latest finish, and totLil float res 

pecttvely 

MAX 	A Variable used for Maxir.sLng the value of IEOT. 

Initially MAX is set equal to zero, and it is progz'-

essive:Ly increased to its maximum 'value which is 

then assigned to IEOT. 

MIN 	This is analogous to MAX. It is used for minimising 

the value of LOT. Initially it is set equal to a 

very large value and it is progressively decreased 

to its minimum value, which is then assigned to LOT. 

N 	A number that indicates how many values for each 
so 

activity' are being read. This IsAthat the format is 

made convenjen • If the trade indicator is also fed 

a format of 1615 permits activities to be punched 

on one card. Otherwise the format i5i is used to 

punch 5 activities on one card. 



NACE 	Thei are explained later along with NTAE and NTAL 
NACII 

NACT 	The total number of activities,  

NACTL 	Defined as NAM i .This has no physical meaning. 

NCOL 	'The column in the array M whose values are to be 

rearraned in ascending order. 

ND14RY 	A single Subscripted array of node numbersl  arranged  

so,  that the c rosponding tarly occurrence timezi are 

in ascending order. 

NDUR 	The normal duration of the project (ubich is equal to 

the early occurrence. time of the last node) 

NRENG 	An array containing tim column numbers of the array 

N which are to be arranged in ascending order.. 

NODE 	The total number of nodes in the network. 

NODL 	Defined as NOM-1 .. This has no physical significance 
NPROB 	The number of problems1  i.e., the total number of 

data sets,;1 	._: .. 

NTAE 	A single subscripted array that stores the cumulative 
tot,,--I number of activities that enter the node and all 

preceding node :,. The maximum dimension of this array 

is NODE . No two values In this array should be 

equal. 

MACE 	A single subscripted variable that stores the serial 

numbers of the activities as and when they are picked 

up during the search for actIvities entering a node. 

The max mnzndimension of NACE .±s [NA.CT] 
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The arrays BTAE# and NACE permit us to determine how 

many activities enter a node (say K) and also to 

identify those activities.. 

Explanation Consider a. node K. 

Let LE = Number of activities entering node K 
Then LE = NTAE(K) NTAE(K1) 

LetLE1 = NTAE(K1)+i 

Let LE2 = NTAE('1)*LE 

Then the activity serial number, entering node K are 

identified by 

1ACE(LE1) ,NACE(Li+1) NACE(L11+2) ,NACE(L1+3) • . . . 

4. .NJkCE(LE2) 	 - 

This will be useful in the checking of Da.flglin 

Errors, and in Resource Levelling. 

NTAL 	A single stzbscripted arrayl, analogous to NTAi. This 

stores the curnulat±ve total number of activities that 

leave the node and all succeeding node' 2é 2naximurn 

dimension of NTAL is [NODE] • No two Values in this  

array shouldbe ecual. 

NACL 	A single subscripted array that stores the aerial 

-. 	.numbers,of the activities as and when they are picked up 

during the search for actv±tis leaving a node. The maxim= 

dimension of NJLCL ± s IACT j. 

The arrays NTAL and NACL die?id t us  to determine 

how many activities leave a node (say K) and alào 



to identify those activities. 

Expiantion 	Consider a node K 

Let LL = Number of activities leaving node .I 

Then LL = NT.4L(K) -' NTAL(i'1) 

Let LLI = NTAL(K+1) 1 I 

Let LL2 = NrAL(Ic+1)+LL 

The activity serial numbers leaving the node K are 

NACL(LLI) ,NCL(LL1.+1) ,NACL(LL12) , . . .NACL(LL2) 

NtTh!BC 	The number of columns in the array M. 

NUMRE 	The number of ways in which the results are to be 

arranged*.  
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LIST OF SYMBOLS IN TIEC'M CALJNDER PROGRAM 

IDATE 	The date number of the project ztoxt date 
IMON 	The month number of the project start date 

I!EJR 	The year number of the project startdate 

A single subscripted. array storing the date numbers 

of the holidays (in chronological order) 
IBM 	A single subscripted array storing the month nuthbera 

of the holidays in chronological order. 

IHOL 	A single subscripted aray, generated by the program 

In which are stored the intervals in caleitder days, 

separating each holiday from the project start date. 

The list of holidays are thus represented by one nurn1s 

ber to each oliclay, instead of two, (IHDT,XHMM) 
IREG 	A counter of keep track of the number of holidays 

crossed. 

14 	AdoubL subscripted array 	same as the array M in 

the CPM s cheduling program ... This is fed as data 

Counters to prevent the inclusion of holidays 

already considered. during the search for additional 

holidays. 

NDATE 	The date, number of the E$T,T LST or LIT  

NMON 	The month number of the E&T.,ELT, or LFT 
NAi 	The year number of the EST,Bfl,LST, or LFT 

NDM 	An array storing the number of days in a month 

NHOL'Numb er of holidays 'to be skipped 
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NSTJN 	The ruinber of 8undx3r$ encountered in an interval.  

NDIF 	The interval in working days, and which it being 

converted into the corresponding interval 1n calender 

days., 

NWEEK 	A variable to keep track of the day of the week 

NNN 	The WOE9k:dy number of the project start date 

(Monday 1, Tueday = and Satuz"day6, SvndayO) 



C HAP TEB. 	In 

CPM - AND THE PROBLEM OF RESOURCE SCHEDULING 

We have seen bow tho critical path method can be 
used to plan and schedule projects, and how, in case of 

large projects, the use of computers makes the Job an easy one. 

The question now arises% Is the schedule of early 
start, early finish, latest'stat and latest finish*  the, best 
schedule? Is it the final schedule? 

The answer is No. If resource constraints exist 

the CPM schedule may be an impracticable one. Even if reso 

urces are available, the CPM schedule can still be 

In almost all projectso resource constraints exist. The 
management will be keen to see that the best possible use,,  

is made of these resources by a judicious assignment of 

these resources. In the rare (and convenient) situation 

where sufficient resources can be procured, the management 

will still be eager to see that the level of resources re" 

quired is acceptably low. In the more common itaation 

where resources are insufficient, the management will be  
anxious to see that this causes, the minimum delay in the 
project.. 

It is because of these facts, that the CPM schedule 
i not a final schedule. The completion of the initial CPM 

computations is merely an indicator that we have now reached 



a stage when we should decIde how tb make the,  best 
possible use of the floats available to the activiteø. 
If we draw up a schedule in which all zotivitie8 are to 

start at their early start times, we will find that 

there is a peaking of resource demand on sornedays and 

har6y any demand on other days. if resources available 
are limited It will Invariably happen that the resource 

demands exceed the availability on some days and there 

is surplus resource on other days. Even if resources 

needed are available on,  all days, the situation will 

arise where the projec t manager is obliged to hire 200 

men for one day and retrench 1% men the very next day. 

It is in these situations that the importance of resour--  
co levelling is realised.. Tile aim, of resource levelling 
is to make use,  of the slacks of the activities so that 

some activities can be postponed and a reduction of 

peak resource demand is accomplished. If the availabi-
lity of resources is very low, resource levelling 
attempts to make optimum use of these resources so that 
the delay caused to the project is minimum. 

Resource levelling is today receiving move 

attention than any other aspect of CPM, and the signi-

ficance of the problem is growIng rapidly. This is an 
cgsof specialisation. We have,, by means of Modern tech"' 

nology' developed several expensive resources, and the 

number of tspecialistf personnel is growing. It is not, 
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unusual these days to have projects where 50 or more 

different resources must be considered. Added to this 
is the fact that big projects include several thousand 

activities. This has made the sheer magnitude of the 

problem so great that it is beyond the human intellect 
to explàre even a few of the possible alternatives, for 

scheduling the project and allocating the resources. 

Exploring all the possible mathematical combinations 
contributing to the solution of the problem is beyond even 
the most sophisticated computers, expert in trivially 
small networks$  and using large computers to explore all 

possible combinations for a small network is in the woxi 
of Wiest, ( 13) analogous to fusing bull-dozer to move 
a pebbió". 

The problem has been made more difficult by the fact 

that currently there is no mathematical , basis for a realistic 

scheduling procedura. Hence at least for the present, 
efforts for a precise mathematical treatment have not gone 

beyond attempts to use linear programming To add to the 

difficulties, experts are not agreed on Low resource levelling 

sould be done. However,, there is general agreement on the 

need to use computer algorithms based on heuristic 	techni 

pies. Thua, it is necessary to rely on experience and judge- 

rent, to clearly understand the peculiarity of the problem, 

the practical considerations etc. and come up with an 

algorithm that narrows our search to a sub-set of 'good 



•"=' 60WO 

schedules", rather than exhaust ourselves by exploring all 

possible mathematical combinations. Fz.ploring all the 

possible mathematical combinations is particularly 

unwelcome because mathematics merely plays around with 

numbers and the benefits of common sense and engineering 

and financial judgement is ignored. 

It is no sue Seise therefore, - that all the resource 

levelling and resource allocation algorithms so far use 

only a minimum of mathematics. 

The subjec t of Resource levelling Is a challenging 

one. it is a rich hunting ground for thesis topics. In fact 

several Ph.D. then&s have already come up on resource 

• levelling and many more are on the way. Computer companies 

are busy developing and improving their package programs 

• for resource levelling. 'IBM experts have devoted 3Omanyears 

already in this field thus testifying to the magnitude 

and importance, of this aspect of CPM . Infact a CPM study 

fora construction project is not really complete without 

a companion. levelling study. 

A survy of resource levelling algorithms deve-

loped to far. 
Several researchers have been active, in this field 

and the work of some of the most important is summarised 

below:.. 



Among the early researchers are Clark (2  Burgess 

(5) ' McGee ( 6) 9 Kelley(?), and Moshman (8) , Then came the 

papers of Mize. (9) , Coa way(1©) , Galbraith(' 1) , i3ro oks(122 .r  

141ast (13),  and Fendlay(1 . 

Among the recent papers is one by .Bennet. Lawrence 

(15) and a completely new approach has been presented. Some 

of these algorithms have been discussed briefly.. 

Broadly speak±ng g  Resource scheduling problems 

generally assume that projects are characteris6d by a tech-

nological ordering of the project activities in the form 

of an arrow diagram. The projects b ve an assigned start 

and finish dates ( ev en though tentative) . The resource 

levels available are specified, along with resource require-

ments for each activity.. Some algorithms permit a rei ation 

of some of these assumptions. 

The algorithms so far developed end published cei 

be roughly classified into 1 broad groups, and the aims of 

these groups differ basically. 

FIRST GROUT' 

Resource Levelling 

Consider a project which must be completed by a 

specified due date. Assume that the resource requirement 

on each day of the project is available. The aim is to 

minimise the resource costs. An ill-planned schedule will 
result in peaking of resources on some days., it is well 
known that the cost of hiring and laying off physical 
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resources and personnel can be appreciable. To minimise the 

resource costs an attempt is made to level the rwsource 
demands so that the peaks are reduced. 

An ideal resource schedule will be one which is 
constant, with perhaps an initial build-up period and a 

terminal taperingaoff period! The aim of resource levelling 

will therefore be a schedule which 'is as near to the ideal 
schedule as possib:Le, subject to the crucial condition that 

the project must not be delayed. 'The work of Burgess(5) , 
Wiest and Galbraith( 11) fall in this category. 

OECQND' GROUP 
fto 

Resource Allocation 

Consider a project having only limited resource 
availabilities The aim is to assign these resources ib the 

activities, so that the dttratbn of the project is a mini-
mum, even if the earlier CPM scheduled date of completion 

(of the project) is not met. This type of situation is the 

more commonly encountered one. In these days of advanced 

technology many specilised resources have to be shared by 

projector runthg concurrently,.., Hance most, of the multi 
project resource scheduling problems fall under this cats-' 

go1y.1ost of the recent publications belong to this group 

like the works of Davis Mie, Conway etc. 
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TIIIRD GROUP 

Long term Resource Planning 

This  i s an ectension of the Resource Allocation 
problems, and has no part cular resource limitation or fixed 

project due date as constraints. The aim here Is to decide 

an optimum resource level and the corresponding project 

duration. It is well known that a reduction in resource 

levels, will decrease the cost.. But the corresponding incr-

ease in the project duration will add to the indirect costs 

of the project. This is in a way similar to the time cost 

trade off problem. 

Long range resource .planning is the most difficult 

~bf the threes because the cons t ,ints- aro few and the puss

ible combinations can theoretically be limdtless'. and pz'ac-

tically a very large number. 

Modern researchers have favoured the third approach. 
But still the basic idea used to solve the problem is the 

s<<me q even though the aims are different. AU the algorithms 

developed so fart' list the activities in some priority order 

and schedule them when Ci) their predecessors have been 

completed m and (ii) the required resources are av ia.able. 

The differences arise only in the basic aims of the algori-

thins and the details. 

A survey of resource scheduling algQritbms upto 1965 
has been published by Davis (16) and hence they are not 

discussed here;. 
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... Two later papers, that of Galbreath (Ii) and 

Bennet Lawrence (15), are briefly discussed. One of the 

earliest resource levelling programs developed by BurgIss 

is. briefly eluc±dated. The algorithm of Burgess Is of into-

rest and is discussed to serve as a basis-  for comparison. 

TH1 BURGESS LEVELLING PROCEDURE 

3urgess' procedure belongs to the first category of 

resource scheduling, algorithms.. The project duration is 

not changed. The peaks are reduced and the valleys are filled 

as far as possible. The Burgess procedure hinges on the 

following principle 

tnThe sj of the daily resource requirements' over the 
project is constant for all cotp'? ete schedules. But,. the 

suit of the squares of the daily requirements. decrerses as -

the resources peaks are clipped to fill' in valleys. This 

sum is a minimum for a . schedule which is level or as nearly 

level as can be obtained for the project In question,,. 

Using the above principle the Bl  gess procedure can 

be understood easily. The basic steps are 

1. List the activities in CPM, order (ascending J-node 

subascending l-node) and have the all early-start 

schedule available, 
2. Shift the last activity to give the lowest total sum 

of Squares of resource requirement: for each time unit. 

If more than one schedule gives the same total stm of 

squares, schedule the activity as late as possible to 
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get as much slack as possible for the preceding acts.- 
vitie s, 

3. Holding the last activity Fixed, shift the -next to 

Last activity, the same ways, taking advantage of any 
slack made by shifting the last activity ,Continue the 

s tep until the first activity is reached. This comple- 
tea one cycle. 

4. 
 

Carry out additional cycles until no further reduction 

in sum of squares is possible,. 

MERITS AND DEMERITS 

Bn'gass procedure is based on a mathematicallye sound 
principle. However, it tends to schedule the activities 

late and not early. Moreover, the assumption of unlimited 
resources is not always reasonable. Modern researches do 
not like to treat the project duration as inflexible 
Hence this procedure is not popular now a days.. 

GALBRAITdr S AL00RITR M - 

A second resource levelling algorithm is due to 

Galbraith (11) . This algorithm too, does not take liberties 
with the project duration., which is assumed to be fixed. 

The program attempts to solve the - resource levelling 
problem not bar any mathematical principle,$,, as in the case 

of the Burgess procedure, but by using a heuristic tech-

pique. - The activities are shifted by examining their free 

f' oats first and then the total floats. 
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Another feature is that*  unlike the Burgess 
procedure'  the p±ogrem reeogises the fact that resources 

are 3fli±ted. It takes note of this and attempts to produce 

a good schedule within-  the project duration. When the 

resource avaialdbiliti :: S are exceeded, it shifts the 

activities when it is possible and thus attempts to bring. 

the total recourse '.requirements within the availability. 

If recourses required arestill greater than the availabi-
lity, this excess is noted and printed in the results. 

MERITS 

It has eliminated many of the shortcomings 

of the Burgess procedure by recognising the fact that 

resources will be limited. The structure of the program 

is sound and is easy to follow. The program. has providdd 

enough manipulative opportunities that are under the 

control of the user. A special feature of the program is 

that it considers the splittability of the activities, 

and makes use of it during the levelling opper 3tions. 

The demerits of the program are - 

1. The 'results are' seriously affected if the activities 

are ordered in a different way. The program considers-

the ascending order of total float#  while deciding 
the activities to be shifted. But, as the author has 

himself admitted'  the free floats will not be in the 

same order, and moreover after some floating, of the 
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activities has taken place the remaining floats will no-
longer bb in ascending order. The author has conceded 
that a latest start order is more appropriate and this 
order has been dooted in the algorithm presented in 'this  
d1sertation, 

2 The pro gram succeeds in bringing down the resource 
peaks, as far as possible but it stops when it has lowered 
it to the availability level. It does not explore the 

possibility of rther, reduction, which may be possible.. 

Thus the levelling may be incomplete. 

3. In ease the réource. demands cannot be brought below 

the availability level the program is-helpless. It merely 

reports the fact wtthut. offering a solution.. 

Like the early procedures,, this px'am to 
attaches undue importance to the normal project duration. 

THE BENNFJT LAWRENCE ALGORITHM 
t 

A third and a rather interesting algorithm 

for resource scheduling was developed by Bennet Lawrence(i) 

The approach to the problem is completely different from 
the conventional approaches in that the activity durations 

are not treated as constants. It can be readily appreciated 

that if the resources for an activity are increased the 

duration can be reduced. Also, the same activity can be 

Thvished with lesser resources.,, but it, will take more time. 



The algorithm of Lawrence Bennet uses a single 

unit called man-days (or marxl.weeks,  as the case may be) 

to describe the resource requirements of an activty,• 

instead of specifying  the duration and the men required 

separately. Thus an activity, that requires 2 days,  and 

men is said to have a resource requirement of Bmanedays 

The algorithm will permit , if necessary, the activity 
to extend to + days by assIIng only '2 men, The algorithm 

may also vary the assignment of men and will parit 4 men 

to be 	assigned the first day and 2 men each for the next 

two days, thus completing this 8 man-day,, Activity in 3 
day3. 

The algorithm operates in this manner for all 
activities, assigning available men of various trades to 

them bejed ontheir requirements and on the number of 
men available., input for the algorithm includes- the follow 
ing: 

1.. The number of men of each trade assumed to be availaM 
bl on each day. 

2. The total manpower requirements for each activity 

for ech resource. 

3. For each manpower type, 3 vaues are supplied. The 

total manpower requirements., - the maximum during any 
one unit of time and the minimum during any 

unit of time that the trade is scheduled. 

Because some activities cannot be worked on 

by a large number of men-without be coming overly 
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inefficient, the maximum number of men which may be 

practically assigned to this activity is included in the 

input; • Also, because some activities require a minimum 
number of a particular resource before that activity can 

start, this minimum Is included in the input for each 

resource, These maximum and minimum values of each reso-
urce.; for an activity can be equated if it is desired 

to have a constant duration for that particular activity. 

Otherwise, it is not known beforehand how long each actimo  

vity trill take. 

Merits 

The algorithm is novel in its approach. Its 

basic assumption of varying- activity durations is very 

reasonable. 

Demerits  

1. There are too many decisions to be taken while pre- 

paring data. Difficulties may arise Ii deciding the maximum 

and mininiun number of men that can be assigned. A sligbt 

change will drastically alter the schedule alter the 
schedule. 

2.. Thprograxrz cannot be used as a convenient follow 

up to the CPM scheduling program. The program has no use 

for the start and finish times of the activities. It can 

be used only as an independent resource scheduling 

algorithm. The weakness of the program is that it has no 
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information, about the criticality of an activity and the 

resource assignn. ent's are made• on a first-comefirst, 

served basis$  dunn the scanning of activities for con-

sidering eligibility Thus the order in which the acti-

vities are listed will significantly affect the results. 

A DISCUSSION OF EARLIER  ALGORITHMS 

A critical study of the, resource scheduling 

algorithms reveals that the approach -has been continuously 

changing. Initially the emphasis was on levelling the 

unlimited resources within the fixed project duration, 

The emphasis then shifted. The durftion of the project 
became a secondar cons ideration • The resource const- 

raints, and the judicious allocation of these limited 

resources was the cnitnion uppermost' in the minds of the 

researchers. But eventhis has changed. The emphasis 

these days is optimisation of both resources and duration 

of the' projec t • Modern programs include a study of cost 

also and the aim is to come up with an ideal duration and 

resource combination, 'for multi project s cheduling. 

The algorithm developed so far reveal another 

interesting pointf  and that is the triterion used to 

order the activities for scheduling,. A change in this 

criterion will drastically change the resulting schedule 

Almost all the previous algorithms have recommended the 

intuitively reasonable criterion of least slack firste 

npinicalevidence has shown (and understandably so) that 

mw ZIRWRY th'JVsmv 
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this criterion causes the minimum delay in the project. 

However it cannot be said that this criterion guarantees 
the best schedule in all cases. That till depend on the 

peculiarities of the individual networks, In fact3  hypothe-

tical networks can always be contrived to favour some 

other ordering criteria. However for all practical purposes 

it will be safe to use the criterion of least slack first 

which yields the best schedule in almost all cases 

and a reasonably good schedule, (if not the best) in 

exceptional eases. 

Another ordering criterion which has found favour 

with some authors is the ordering with shortest activity 

duration first.. The logic behind this is the fact that 

If two activities with the same float e. eligible for 

scheduling and resources are available for only one of them, 

the- wait time is minimised by scheduling the shorter 

activity first. 

However, ordering by total slack has its limita- 

tions too. As experienced by Galbraith, • who used the 

free floats and then total floats, if the activities are 

ordered according to total float3  the free float will not 

fall in the same order. Moreover , floats keep changing,. 

Moder and Phllips (17) have suggested that the 

latest start order be used.. This has been endorsed by 

Galbrath (11) tool 



Ordering by latest start will be equivalent to 
ordering by 'total float.MQreover, the book-'keeping is 

considerably simplified, as the latest start time is fixed 

and does not keep changing, as in the case of total float. 

The relative merits and demerits of the algorithms 

discussed previously, have 'been studied. An algorithm 

has been developed in this dissertation and some of the 

useful recommendations of the previous researchers have 

been incorporated. 

DESCRIPTION - OF  THE jALGORITHM  

APPROACH 

The algorithm can be classified as a long range 

scheduling program, though as presently written, it does 

not include a cost study. The algorithm can be considered 

a long range scheduling program mainly because the aim is 

not to limit the duration of the project, but to experiment 

with different resource availabilities and to decide the 

mintmi.n project duration for each level of resource availa-

bility, The managment is thus able to choose its own 

resourse availability and corresponding duration, based 

on the results of the scheduling program.. 

The first trial assumes an unlimited resource,  

availability and this is of course yields an all-early 

start ,schedule.. This is used as a basis for comparing 

the results of fu...t tire trials, which experiment with 
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increasing levels of resource availabilities. 

The suggestion of Moder and Phillips (17) has 
been accepted, and the criterion of latest start has been 
used to order the activities. However, the duration of 
the ac tivity has also been given weightage. Hence the 

activities have first been listed in ascending order of 
latest start time and within this criterion,. In ascending 
order of activity duration. 

FEAT tIRES 

1. The program is designed to be a continuation of the 
PM scheduling algorithm. Hence it will accept as 

an essential input, the results of the CPM scheduling 
program, in addition to the resource availabilities 

and requirements. 

2. The program operates by iterating on trials and within 
this, by iterating- on days, and assigning resources 

to the eligible activities subject to availability. 

3. A special feature of the program is that the process 

of selecting the eligible activities is very rapid 
and dfficient. instead of scanning, the activity 

list to search for activities,, the list of nodes is 
eained and the eligible activities are selected 

from the eligible nodes. This procedure is more 

efficient for two reasons 



i. The number of nodes is less than the number of 
activities 

ii. By rejecting one node during the scanning a whole 
bunch of activities is rejected , thus speeding 
Up the process,-  significantly. 

Provision has been made so that even in this scanning 
of nodes for eligibility, the search is limited to the 

likely range and not the whole list. Care has been 

taken to see that no eligible node is missed. 

Another feature of the program is the inclusion of a 

"resource scheduling progress report 14  in the results. 

The results are in three parts. 

IPART 

Progress Report. 

During the operations for selecting the activities 

and assigning resources,'  the program keeps track of the 

progress and prints out Information which,, will be very useful 

in deckling resource availabiliti,  s for future trials. 

This progress report will give the list of eligible activi« 

ties on each day, the days when no activity can start, and 

Its cause (due to ineligibility or due to lack of resources). 

The report also tells us the days on which critical aetivi 
ties (which are named ) could not start due to lack of 
resources and further the particular resources which were 

found lacking a °e also pin- pointed. This will be particular= 

ly useful in deciding which 

in subsequent trials. 

resource to increment for use 
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This day-by day progress report is printed for 

each trial before the other two parts of the results appear. 

TT 

Thin gives the revisc1 project duration for that 
particular trial, the revised schedule of start and finish 

dates for each activity., along with their durations and 

resource requirements, In a convenient tabular fori. Also 

Included is the latest start time of the previous CPM 

schedules  for the purpose of comparison, This Is not the 

'revised latest start time and it Is included only to give 

an idea of the amount of postponement each activity has had 

to undergo.. 

PART III 

This gives the total daily resource requirements 
for each resource .. This can be used to plot a histogram.. 

5. 

 

The program has been so written that the resources are 

levelled-even below the level of availability,.specified, 

if this is possible..  

6. The program is sufficiently flexible to include 

multiproject scheduling,, 
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OUTLINE OF TUE RESOURCE LEVELLING PROGRAM 
STEP ONE 

Reading input Data 

The, input data consists of 2 partS. The first is 

the results of the GPM scheduling progrern. The secpnd. is 

data regarding the number of resources to be considered, 

the availabilities of the different resources, the resource 

requirements of the activities, the number of trials etc. 

STEP TWO Initialisation 

The activity and node status are initialised as 

zero. The resources assigned are also initialized as zero, 

The Counters are given their initial values.. These initialis-
ation steps are carried out for each trial and within each 

trial for each day of the project. 

STEP T}LR1E Checking of Eligibility  and Selection of 

eligible activities. 

Here the nodes are scanned, and the eligible 

nodes for the day are picked up End stored. A node is 
tested for eligibility by ensuring that all activities 

entering it have been completed on the day under considera-

tion. Care has been taken to avoid unnecessary scanning 

of the whole array of nodes by limiting the search to 

a small but definite range, 

The activities leaving the eligible nodes are 

examined and if they have not already started they are 

r 
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included in the set of eligible activities for the day. 

If no eligible activities are selected the output contains 

a message' to that of-feet and the next day is considered. 

STEP FOUR - Deeding Priority. Order of Activities 

In this step the selected activities are re=- 

arranged in priority order. The criterion for deciding 
priority is the criticality of the activity.. This is acáornpN 

fished by rearranging the activities serial numbers in 

ascending order of their corresponding latest start times, 

and within this cry. terion ! in ascending order of duration .1 

STEP FIVE - Checking Resource Availability and Assigning 
of Resources 

Starting with the most critical activity for the 

day Xie the first in the priority list), the resource 

requirements are compared with the net availability for the 

day, for each resource. If resources are not available 

.far a particular activity and if the activity is critical 
or has become critical by postponement 9  the serial number 

of the activity is noted and printed in the output along 
with the day under consideration and the scarce resources, 

If the activity is not critical= then, it is ignored and 

consideration moves to the next eligible activity for the 

day. '. 

If all resources required are avaiiable$- then they 

are assigned to the activity for the whole- of the activity's 

duration. 
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The counters fOr keeping track of the activities 
scheduled are immediately updated. The day under considera-

tion is noted and a tored as the new starting time of the 

activity. The new finshtime of the activity is also 

calculated and stored. The cumulative total resources as$i 

• gned so far, for each resource, is also updated, by adding 

• the resource requirements of the activit that was sche 

duled. This is done for the entire duration of the activity. 

Thus, all the eligible activities for the day are considered.. 

If no activity cn start due to lack of resources, 

a message is printed in the output to that effect. 

STEP SIX Updating of Counter MI 

This counter is an important one* because this 
helps in avoiding unnecessary , scanning of modes for 

eligibility on the next day.. The nodes have been listed 

in ascending order of their early occurrence times. While 

scanning for nodes 141 determines the starting point for 

scanning. Initially we scan from the first node, but later 

we attempt to eliminate the nodes which have all activities 

leaving as scheduled. 

Hence, in this step, the eligible noAes for the 

day are examined and if all activities leaving them have 

startedi then by updating counter Ml, we eliminate this node 

from the set of nodes to be scanned on the following day. 
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If all the project activities have started then 

the program proceeds to step seven. Otherwise the next day 

is considered and after the necessary initialisations 9  

steps 3 to 6 are repeated. 

STEP SEVEN  Calculation of Pro jec t Duration and Printing 
results. 

Starting from the normal project duration1 the days 
are examined one by one and the earliest day is determined 

when no resource assignments have been glade. This decides 

the project duration for this trial and for the considered 

level of resource availability. 

The results of the ' trial are then printed out. 

This includes the list of activities, their durations, their 

resource requirements and their revised start and revised 

finish times. Also printed are the latest start times of 

the CPM "schedule for comparison. 

The output includes the total resources assigned for 

each day of the project, and for each resource. 

Consideration then moves to the next trial until 

all trials have been carried out . Trial one is computed 

with unlimited resource.:availability and will yield an 

all early start schedule. Subsequent trials are carried 

out for different resource availabilities (as _specified) 
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DETAILS of THE PROGRAM 

(Refer Flow Chart and List of Symbols) 

STEP ONE Reading of Data 

This step, reads the data ,. viz the number of nodes, 

activities, the normal project duration the number of resour- 

ces, the number of trials and the starting trial number 

(if it is desired to start straight away from some trial 

number other.. than one) . The astray containing node numbers 

in ascending order of early occurrence times (NDARY), the 

early occurrence times of each node, the arrays NTAL,NACL, 

NTAE and NACE generated in the CPM scheduling program 

are also read in. 

The first six columns of the array M of the CPM 

scheduling program are read. This will include the node 

numbers describing the activities, the durations'  the EST., 

EFT and LST . Of these the ST and EFT are of no use in 

the program are. these values will be erased subsequently 

to make room for the revised EST and EFT. The resource 

availabilities, in each trial and of each resource is also 

read In And finally the resource requirements of each 

activity of each resource are read in. As presently written$  

for a particular resources  a constant availability has been 

assumed throughout the project. If it is desired to vary the 

availability of the resources on each day of the project, 

this can be easily accomplished. 
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STEP TWO - Initialisation 

For each trial the following initialisation are 
done=. 

1. The status of the first node is made one' while that 

of others Is made zero. The node status' (LSTAT) of 
the nods will be made equal to one s as and when 
all the activities entering the node are completed. 

Initially; in each trial only the starting node satis~► 
lies this condition.. The initialisation is done in 

loop 490. 

2. The EST and EFT which are stored in the fourth and 

fifth olumns of the array M are .made zero. This helps 
in converting these values automatically into a status 
indicatur, for each activity. The program has been so 

written that the.. values of ESQ' and EFT, retain their 
usual meaning in the output but during the program 

they are put to good use by using them as status indi° 

cators. Thus if the SST and EFT T a ,re ,zero it means the 
activity has not yet started, and it is not yet 

eligible to start.. 

If fl ST is some positive integer it means the 
activity is eligible to start, though it may not have 

started yet.. 

If EST and EFT are both positive integersyit 
means the activity has started though it may not be 

complete. The com;?lotion of the activity is indicated by 



EFT being a positive integer (not zero) and less 

than the day number under consideration. 

This initialisation is done in loop 505 

3. A third initialisation is made by equating the total 

resources assigned to zero. This is done for each 

resource and for each day of the project. Since itis 

not known how long the p r o jec t will last, the initia-

lisation is done for a period equal to one and a half 

times the normal project duration. If need bey this 

initialisation can be done for an even longer period. 

This is done in loop 51O. 

4. The counter Ml is set equal to one s  and the cumulative 

total number of activities that have started (NTASD) 

is set equal to zero, The day number (IDAY) is set 

equal to one. 

The initialisations described above are made at 
1 

the commencement of each trim , before the day by day 

iterations begin. 

For each day of the project the following initia-

lisations are made. 

1. The number of ac tivities the t. started on each day 

(NASD) is made zero. 

2. The counter ICT which counts the eligible activities 

on each day is made zero._ 

3. The counter 14M is set equal to Ml, so th; .t the scanning 
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for nodes that are eligible on the days is restricted 

to a small but definite range. 

The counter ND which counts the eligible nodes 

for the day is set equal to zero. 

STEP THREE Selection of Eligible Activities 

This is done in the following steps. 

Loop 520 Scans the nodes in NDARY which are in ascend-

ing order of their early occurrence times. If the 

early occurrence time of the node Is less than XDAY 
then it is a potentially eligible node, and the counters 

NI) Is incremented by one. The node number is stored in 

L. 	This will, be used in step 69 for updating the 

counter Ml. It is to be noted that loop 520p  scans the 
nodes in NDARY with 	Ml as the starting point and 

it stops scanning as soon as a single node with EOT. 
greater than or equal to IDAY is encountered. 

After a potentially eligible node I. picked up, it is. 
checked for its status (LSTAT) . If it is one it means 

that all the activities entering this node have been 

complted and hence this node is eligible. If LSTAT 
is zero then it means a check will be necessary. 

in the firstt trial however this check is dispensed 

withi since all the resources required are aatlable, 

the activities start at the early occurrence time of 

the node at the tail end. 
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The check for the completion of all activities 
entering the node is made in loop 526 as follows ° The 

activities entering the node are examined, . with the help 

of the arrays NTAE and NACE (See list ofsymbols for 

details) . 

If the activity is not a dummy it 'is examined 
whether its finish time is a positive integer$ less than 

IDJIY,. which means it is complete. 

If the activity is a dummy it is examined whether 

at least 'its EST is a positive integer, -which indicates 

that the dummy is eligible to start, and hence passes 

the test. 

If all the activities entering the node.:  pass the 
tests, then the node is designated as eligible, and its 

status (LSTAT) is revised to one'  so that in future it 

is not tested again unnecessarily. 

If any one of'the activities fails the tests the 

anode is discarded and the next node is. considered. 

Once a node is designated as eligible the program 

proceeds to select from the activities leaving the node, 

those which have not yet started and included them in 

the array ISEL O  which stores the eligible activities 
for the day. 
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AS soon as an eligible activity is selected and 
stored in IS1t, its latest start time is stored in ITEM. 

The EST for the activity is then given a positive inte-

gral value (the value IDAY) . This should not be taken 

to be the actual start time of the eligible activity, but 

must 'be treated asan indicator that the activity is 
eligible to start. The actual start' time will be assigned 
only. after checking whether resources are available. This 

selection of eligible activities from the node under con-

sideration is done in loop 5271 which is rested within 

loop 520. The counter ICT counts the eligible activities 

for the day. 

After all the eligible activities for the day 

have been collected, it is seen whether ICT is zero. If 
it is zero a message appears in the progress report "and 

it is made known that no activity vas eligible to start 

on this day. Otherwise the program proceeds to the next 

step (FOUR) except in the first trial, where it skips the 
next step (FOUR) and proceeds, to step FIVE. 

STEP  iJfl'ut  Deciding Priority Order 

This step is designed to rearrange the activity 

serial numbers, Stored in ISEJ3, so that the• correspond' 

ing latest start times are in ascending order. The values 

in the array ITEM are examined and rearranged,. ITEM 

stores the latest start time. If any two valueS in the 

ITEM are equal then the duration of the activities are 
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examined and the activities are arranged in ascending 
order of their durations . This is accomplished in loop 550. 

The eligible activities for the day are then 

printed in priority order.' This forms part of the progress 

report 

STEP FIVE - Checking Resource Availability and Assigning 
Resources 

Starting with the first activity in ISEL, the 

program, fi=t checks whether it is a dummy. If it is, 

the chocks for resource aailability are omitted and the 

activity is treated as scheduled) and the next activity 

is conSdGred, If it is not a dummy a check for resource 

availability is made for each re source, in Vie loop 560. 

Loop 5'60 operates as follows. Counter 3LACK 

is first set equal to zero outside the loop. if all resour-

ces required for an activity are not available, it is 

checked whether the activity is critical, or has become 

critical in which case  the counter JLACK is updated 

each time a limitation is encountered. The counter JLAqK 

thus counts the number of resources found lacking for the 

critical activIty . The actual resource 'serial numbers 

are stored in the array JLSN.. 

When all the resources have been examined a 

message is printed in the output, which will tell up the 

seri l number of the critical activity which could not 
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start on that day due to lack of resources. The parti- 

cular resources found lacking are printed and so also 

the day on which it happened. 

However$ if the activity is not critical this 
is dispensed with and the next eligible activity is 

considered.. 

If all resources required are available, the 

resource assignments are made for the duration of the 

activity. This is done in loop 580. The array 	AS 

which stores for each day the resources assigned, is 

updated. As soon as this resource assignment is made 

the counters NASD and NTASD are incremented. The activity 

is assigned its start time and finish time. These are 

the filial and correct start and. finish times and they 

coce3. any .earlier values assigned. Consideration ' then 

moves to the next eligible activity, until all eligible 

activities have been considered. 

The step is accomn .shed in statement nos 557 to. 
581 of the program. 

STEP SIX 

IIpdating of Counter MI 

This step consider the eligible nodes for the 

day by turn. The activities leaving each node are 

examined and if all of them have started, the counter 



M1 is incremented, and thus in the scanning for nodes on 

the next day this node is automatically eliminated as the 
4 

scanning starts from the MV node in the array NDARY.It 

must be noted that this has become possible only because 

the node numbers were stored in NDARY in ascending order 

of their E.O.T. Otherwise there would have been no 

alternative to checking all the nodes. 

While examining the node'  if even a s ingle 

activity is found to have not yet started p then this 

updating process is halted at once and consideratibn moves 

to the next day after first checking whether or not 

NTASD = NACT . If NTASD is not equal to NACT it means 

all the project activities have not yet started and 

consideration moves to the next day. 

If NTASD = NACT, the program moves to the next 

step and prints the results, 

STEP SEVEN - Results 

qnd only 
This is the final step of the program when 

all the activities of the project have started'  this 

step begins. 

The revised project duration is first determined.. 

Advantage is taken of the fact' that at the cor.l mencement 

of the trialthe resources ass igned were initialised 

as zero. The program starts frommthe last day of the early 

CPM. schedule and examines each day. The first day on which 
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no resources assignments have been made gives the end 

of the project. The revised project duration is therefore 

one day less. 

statements 608 to 610 9  which includes the 

loop 6039 iAll accomplish this. 

The results of the program are printed. This 

includes the first six columns of the array M which give 

the node numbers describing each activity o  the durations  

the revisid early start and early finish times. fulso 
included is the latest,  start time of the previous CPM 

schedule. The resource requirements of the activity also 

appear. This is printed in a tabular formg  and each row 

gives all the relevant information for one particular 

acti-vity.. 

This is followed by the total daily resource 

requirements of each resource, in a convenient tabular 

These are the results of one trial. The program 

theAP considers the next trial until either the project 

duration Ia brought down to the normal project duration, 

or all the trials have been considered. 
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L2 = LL1 

M(IN,5) = 0 ? 	IN =NACL (L2) 	L2 = L2 +1 
YESI 	NO 

ICT =ICT+1 	 I 	CL2=LL2 ? 	NO 

ISEL(ICT) = IN 	 YES 
	

150 

ITEM (ICT) =MCIN, 6) 	 CL = NODL ? 
M(IN,4)=IDAY 	 NO 	YES N, 

	

200 

..---I -L = L + 1 
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YES 	PRINT I-DAY AND 
ICT = 0 ? 	 MESSAGE" NO ACTIVITY 

NO 	 ELIGIBLE TO START 
ITRL = 1 ? 	 TODAY' 

NO 	YES 
IACT = 1 

ICT >I? 
50--~ NO 	YES 

IPLAC =ICT-1 	IP = ISEL(IACT ) 

II1 	MIP;3)= O ? 
NO 	YES 

225) 	l42 

-b.1 5 27 
II1 	= 	II+1 	 J 	'• 

LLL=III 

ITEM(II)=ITEM(LLL) ITEM(II)>ITEM(LLL) ITEMQI)<ITEM(LLL) 
? ? 7 

YES 	 YES 	 YES 

IT= ISEL (II) 	IT 	ISEL 	(II) 
ITI= 	ISEL (LLL) 	ITI= 	ITEM 	(II) 

ISEL(II)=ISEL CLLL) 
M( IT, 3) > M(ITI,5J 	ITEMCII)= ITEM (LLL) 

NO 	YES 	ISEL(LLL) = 	IT 
ITEM(LLL) = 	ITI 

ISEL(N)) =ITI 
ISEL(LLL)=IT ____ 

LLL=LLL+1 	~LLL = 1CT ? 
NO 	YES 	 2 50 

II = IP LAC ? 	PRINT IDAY 
NO 	YES 	AND ISEL C I ) 

30 



J r  

300 	350 

IACT = 1 IP = ISEL(IA.CT) 

JLACK=0 	j 	NO M(IP,3)=0? 
J RES 	= 1 YES 	325 

JRSAS(IDAY, JRES)+ JRSRQ (IP, JRES) 	NO 
- JRSAV (ITRL, JRES) ? 

YES 
J RES=JRES +1 

NO 	JRES= NRES ? NO 
YES 

YES 
JLACK =JLACK+1 400 J LS NCJLACKIRES 

NO  JLACK = 0 	? PRINT 	IDAY , 	I P, 
75  YES J LSN(J), J =1, JLAC K 400 

K1= 	IDAY 
KDUR= K1+M(IP,3)-1 

KDAY 	= K1 

JRES =1 

JRSAS(KDAY,JRES)=JRSAS(KDAY , JRES)+JRSRQ(IP,JRES) 

• KDAY. KDAY+1 	KDAY=KDUR ? JRES= NRES ? 	JRES =JRES+1 
YES 	

NO  
NO ' 	YES 

325 

400 NASD = NASD +1 
M(IP, 4)=I DAY - 	1 
M(IP, 5) 	= M (I-P, 4) IACT = 	I C T 	? 

+M (IP, 3) TNO 	YES 
NTASD=NTASD + 1 

IACT 	IACT+ 1 

ITRL 	= 	1 	7 
YESI INO 

ND =0 	? 

N YES 

225 	350 375 	450  



375 

IY= NACL(L3) 

M(IY,5 )= 0 F
Y~Ecs I R = LMN (IQ) 	 NO  

LL= NTAL(IR)-NTAL(IR+1)- 	L3 = LL2 ? 

L L1= N TA L (I R+ 1) + 1 	 NO 	YES, 

LL2= NTAL (IR+1) + LL 	 IL 3 = L 3+1 

L 3= LL1 

M1 M1 1 

IQ - IQ + 1 	0 ND ? 
YES 	

450 
PRINT IDAY, WITH MESSAGE 	 YES 
NO ACTIVITY COULD -START ON 	 NASD = 0 i 

THIS DAY DUE TO LACK OF, 	 NO 
R ESOURCES 	 425 

N TASD = NACT ? 
YES 	 NO 

	

YES ITRL = 1 ? 	 IDAY= IDAY+1 
NO 

	

KK = NDUR 	
50 

JRES= 1 	
JRSAS(KK,J RES)= 0 ? 	

YES 

NO 

NPRDR = KK ' 1 	
YES 	

J RES = NRES?)  
NO 

N PRDRNDURI 	 J RES = JRES1 

PRINT M (I,J), J =1,6 , 1= 1, N AC T 	 ITRL = 1 ? 	
YES 

PRINT JRSAS(K,J),J=1,NRES 	 NO 

~K~= ,NPRDR 	 ITRL=ITRL+1 

~~~ 	 N PRDR = N 0 U R? 	 25 
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LIMITATIONS OF THE PROGRAM AND SUGGESTIONS VOR XMPROVEMENT 

1. The program initialises the resource assigned, on 

each day of the project as zero, at the commencement 

of each trial. But it is not known before , hand, how 

long the project will last. The program at present 
in .tialises for an estimated duration which is one 

and a half times the normal duration, (assuming that 

the project will , not be delayed beyond this) . But 

this procedure has 2 weaknesses. 

Firstly if the resource availability level of 

a particular trial is indeed very low, the duration 

may extend to more than 1.5 times the normal duration, 

and in the absence of initialisation there will be an 

execution error message in the output. 

Secondly for those trials,, in which the duration 

ofe the project is extended only marginally, this 

Initialisation takes up unnecessary space in the memory 

which is not used. 

2. The program checks an activity for eligibility and 

then checks for availability of resources. If these 
s~vws~~E 

conditions are satisfied the algorithm s-tengthway 

assigns all the resource requirements of this activity 

for its entire duration. This may seem questionable, 

It would be better to allow the splitting of the 

activity on some future day if the need irises,. and 

assign resources day by day. 
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3. The program prepares a list of eligible activities 
On each day and arranges them in priority order, for 

assigning resources. 

Consider the following situation 

The first activity in this list is critical and cannot 

Start on the day because the resource requirements 

marginally exceed the availability. The second activity 
has sufficient slack and its resource requirements do not 

exceed the availability. 

The prograiu, as presently written schedules the 

second activity, and the only consolation is that the 

critical activity is given top priority next day. 

A better way to deal with 'the situation would 

be to borrow men from an in-progress activity which 

has sufficient siaok and schedule the critical acti*w  

vity first. The program will have to be modified 

to accomplish this. 

if 	The program at present does nothing about *nasaigned 

resources on each day. If the suggestion offered 

earlier is incorporated these unassigned resources 

can be reduced. Another way of overcoming this problem 

is to specify the resource availabilities in two parts 

I. On a regular basis and ii on an overtime basIs. 

As a last resort the unassigned resources may be 

assigned to the inprogressactIvitieS, on the basis 

of least slack first,, since these resources may 

have to be paid for whether they are used or not. 



LIST OF OF SYMBOLS USED IN THE RESOURCE SCHEDULING 
PROGRAM 

(note- Those sy*bols already exPlained in the CPM Scheduling 

program are not explained again In this list). 

IACT 	Counter for iterating an eligible 'activities 

ICT 	Number of activities eligible to start on a 

particular, day. 

IDAY 	The clay under consideration 

IDUR 	" 	An initial 'guessiniate" of the* new project 

duration. 

IP " 	Serial number of the eligible activitr which 

is being tested for resource availability and 
to which resources will be assigned if-'available. 

IPLAC 	Defined as' XCT-1 • This has no physical signi 

ficance. It is' -used for rearranging the activi 

serial numbers in ascending order of their 

latest start times. 
ISEL 	A 31n leeisubscrip ted array that stores the 

serial numbers of the activities eligible to 
start on any day. 

ITEM 	A single subscripted array that stores the 

latest start times of the activities eligible 

to start on any dayISEL and ITEM are parallel 

arrays of maximum dimension equl to ICT. While, 

ISEL stores the serial numbers of the activities 

ITEM stares the •corres-pónding latest cart times. 
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XTRL. 	Counter. for iterating on trials. 
JLiCK 	Counter for counting the number of resource 

types found lackinc and th*S blocking the start 

of a critical activity 
3L8 N 	A single subscripted array that stores serial 

numbers of the resources (thus identifying them) 

found lacking and thus blocking the start of a 

critical activity. 

JLACK AND)LSN Are used in conjunction and they 

appear In the resource scheduling progress 

report, in the output. 

JRSAV 	A doublesubscripted array that stores the 
availabilities of each res urce, in each trial 

If the need. artses JRSAV can be made to store 

the resource availabilities for each day. 

A doublesubscripted array that stores the 

resource requirements of each activity, of 

each res urce. 

KI and 	Counters indicating the first and last day, 
KDUR 

of the period for which resource ass ignments 

are made to an activity,. 

LSTAT 	A single subscripted array of maximum dimension 

equal to NODE • This stores the status indicator 

for each node. A status "One" indicates',that 

all activities entering the node have been 

completed, and hence. all activities leaving 
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the node are eligible to start. 

A status tzerot indicates that a check will be 

necessary . It is not sure yet, whether all 

activities entering-the node have been completed;. 

LN 	A single subscripted array for storing the 

nodes found eligible on each day. These nodes 

will be examined later to see wbether all actin 

vittea leaving them have started, in which 

case. the counter M1 QjlI be updated. 

LE 
LEI 
	Variables used in identifying the serial numbers 

LE2• 	of activities entering a node (see NTAE and MACE  

for detai]) 

LL' 	Variables used in Identifying the serial numbers 
LM 
LL2 	of activities leaving anode, See NTAL and NACL 

for details. 

M 	A double subscripted array, similar to the ore 

used in the CPM scheduling programt  but with 

the following changes. The number of columns 

Is only 6.. The first three columns store the I 

node, node and duration of the 'activities. 

The 4th and 5th columns store the revised 

start and finish times of the activities, The 

6th column is the same as in the case of the CPM 
scheduling program. It shores the latest start 
time of the previous CPM schedule . The number 

of rows in M is equal to NACT. At the start 

of a new trial the 1+th and 5tb columns of N 
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are set equal to zero. These act as status 
indicators for the activity. In the output they 

have the usual meaning (start and finish limes). 

141 	Counters used to reduce the range for scanning 
and MM 

of nodes for eligibility, on each day. 

NRES 	Total number of resources considered 

NTRL. 	Total number of trials considered. 

NT 	The trial number with which the program is to 

start. Normally NT is equal to one, and it is 
read as data,. However if in future it is 
desired to start from the second or third trial 

NT can be made equal to a or 3. 

NTASD 	Total nuiberof Activities that have started 

so far. When NTJtSD is equal to NACT, the resource 

allocation procedure stops and the results 

are printed. 

NASD 	Number of activities that have started on a 

Particular day.. 

NI) 	Counter for counting the eligible nodes for 

the clay. 

NP-RDR 	The new project duration, 
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CASE 	STUDY 

Project: Renovation of Malikpur Hutments ,University of Roorkee 
Number of Activities 	 70 

Number of Nodes 	 52 

Normal Duration 
Resources cons idered 

Start Date of Project 
Finish Date (CPR Schedule) 
Normal Duration of Project 
(in calender days) 

Number of holidays (excluding Sundays) 
List of Holidays(other than Sundays) 

Number of Re-arra ~ gements. 
Criterion for Rearrangement 

Number of Trials for Resource Levelling 

Resource Availability bevels. Considered_ 

63 working days 

i. Ieldars 
ii. Carpenters 
.ii. Masons 

- 5t1 Feb, 1975. 
2'+th Apri1,1975 

78 days 

19th Feb, 1975 
26th Feb* .1975 
27th March,1975 
28th,. March,1975 

1 

Activity 
Criticality 

3 

First Trial 

Second Trial 

Third Trial 

i. 100 Beidars 
i1. 100 Carpenters 

iii. 100 Masons  
1. 16 B ldars' 
ii.  4 Carpenters 
iii,. 4- Masons 

i.  16 Beids,rs 
ii.  6 Carpenters 

iii.  4 Masons 

(Unlimited Resources) 



RESULTS OF R}1 SOUfCE LEVELLING 

First Trial 	a. Project duration 

b. Peak Resource Requirements 

i. 60 Beidars 

ii. B.. Carbenters 

iii. 12 Masons. 
Second Trial 	 ` 

a. Project Dtir ation = 76 days 
b. Peak Resource Requirements. 

1. 16 Beldars 
i#. 	11-  Carpenters 
iii. 	Masons. 

Third Trial ' a. Project Duration 

b. Peak Resource Requirements 
1. 16 Beldars 

U. 6 Carpenters 
iii. 3 Masons 

63 days 
(Normal duration) 

69 days 

DESCRIPTION OF CASE STUDS' 

To illustrate the working of the program a case 

study has been presented. The size of the problem has been 

limited because the object is only to show that the program 

achieves the desired results. The program is capable of 
handling even bigger projects and the upper limit All 

depend on the memory of the computer that is used. 

The case study that is considered is the Hutment 

Renovation projec t that is in progress at the moment, in 

the University campus. 



- 101+.. 

The reasons for choosing this project are $ 

1. It is of a size., just sufficient to illustrate the 
problem # big enough to test all aspects of the program 

and small enough to keep the _computer expenses low. 

(The Computer used is the IBM 1620 at SFRC -Roorkee 

which is handicapped by the absence of an on-line 

printer. Choosing 4 big project would have resulted 

in a large output of punched cards without any particular 

advantage. 

ii. The actual activity data 'is readily available as it 

is a live problem in progress. 

DETAILS, OF IPHE ,P-R0JECT-

Introduction 

The renovation of a single hutment involves 3> 

activities. Twc -a iich butments are considered, thus bring-

ing, the total number ,of' activi tip. s to 70. Of course more 

butments could be considered bvrtwo are sufficient for 

illustration. 

Resources 

The resources considered are primarily only three 

viz.,, 1. Skilled labourers (t Beldars+ ) 

2. Carpenters 

3. Masons. 

Other resources like wireman i  painter, truck, etc, are 

not considered because very few activities require them 

and it is being assumed that they are available when required. 

The demand for Beldars'  Carpenters and Masons is heavy and 
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these are considered for the resource scheduling programm. 

Data 
The data for the case sty was obtained by visiting 

the site- and consulting the S.U.E., the overseer in charge, 

and also the contractors supervisor at the site. 
The data supplied included a list of activities 

their durations and resource requirements$ for one hutment. 

ThIs data for one hutment is listed in Table 1 which includes 

the node numbers assigned to the activity, a description 

of the activity, an assigned trade indica tor number and 

the requirements of Beidars, carpenters and MIt sons. 

Arrow Diagram 

The Arrow diagram for the project has been attached. 

This diagram Is for two such hutments, on which work could 

proceed simultaneously. More hutments could have been 
considered. 

The arrow diagram consists of 52. nodes and 70 

activities including 6 dummies. The rules of network logic 

have been kept in i.mind while drawing up the network and care 
has been taken to avoid wagon wheel and waterfall errors. 

For the sake of convenience'  and for ease in 

book keeping, the arrow diagram has been drawn so that acts," 

v1ties specified by even node numbers refer to one hutment 	- 

and odd node numbers refer to the corresponding activity 



for the second hutmentJor example activity 2-4 refers to 

'Disconnect water supply" for the first hutment and 
activity 3"5 refers to tho same for the second hutment. 

The earliest and latest occurrence time for each node is 
also shown in the arrow diagram and it is entered in the 

circles representing the nodes . The activity description 

and the duration appears alongside the arrow representing 

the activity. 

Trade Indicator 

The trade indicator numbers have the meanings listed 

in Table 2. 
TABLE so 2 	 - 

rade  for Corresponding Trade. 

0 Dummy Activity 
1 Carpentry 

2 Brickwork/Plastering 

3 Concreting 

R€ rnforcenient 

Painting/White washing 

6. Services(Water, . lectricity) 
7 Demolition 

8. General(Movingin.clearing out etc.) 
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TABLE 3 

Resource No. Resource Description. 

1 Beldars 

Carpenters 

Maso3 s 

Results 

The results for the CPM scheduling program, and the 

resource levelling program are given in Appendix r B! 

The activities have been listed in the order in 

which they were fed in the data card. But a rep-  arrangement 
in ascending order of total float has also been given . The 

earliest and latest occurrence times of the nodes have been 

printed, and these values have been entered in the arrow 

diagram also . The output also gives the arrays NTAE,NACE, 

NT and TAG L, which will be used in the resource scheduling 

program. The duration of the project according to the sched,- 

uling computations is 63 days. 

The array NDARY has been printed which gives the 
nodes in ascending order of their early occurrence times... 

CP14 Calender 

The calender dated schedule is also . presented. The 

project start date has been assumed to be nth Feb, 1975. 
All Sundays have been considered holidays . Further a list 

of four holidays <othek than Sundays) has been, read as data 

viz 19th February, 26th February, 27th March and 28th th March 

197g. The results show the early and late start and finish 
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dates. The CPM schedule gives a projec t completion date 

of 24th April, 1975. 
Resource Scheduling 

The three resources have been numbered as shown in 
Table 3. The three trials eiperimented with three different 

levels of resource availability. 

First Trial *.  

The first trial has been carried out with a resource 

availability of 100 Beldars 100 carpenters and 100 masons. 

This is from a practical view point an unlimited resource level 

(for this project at least) , and#  as expected this has pro-
duced an 'all-early start schedules  without changing the 

project duration. 

The activities have been listed with their revised 

early start and early finish times3  and the original latest 

start time, and also the resource re'quirements of Beldars, 

Carpenters and Masons. This trial shows a peak requirement of 
60 Beldars, 8 carp enters and 12 masons. 

second Trial 

The second trial was carried out with reduced resource 

availability of 16 Beldars, 4 carpenters and. + masons. This 

has produced a revised schedule and the new project duration 

is 76 days. The daily resource requirements are also within 

the availability limits. 

Third Trial 

This trial was carried out with the availabilities 
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of Beldars and masons unchanged .(16 and 1+ respectively) . 

But an increase of 2 was made in the case of carpenters. 

This has resulted. in a new schedule of start and finish 

dates. The project duration has been brought down from 76 

days to 69 days. 

A histogram has been plotted for each resource and 

it shows the variation of the daily requirements of the 

resource in different trials. 	0 
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DI CUSSl0N OF RESULTS 

CPM . Scheduling Results 

The most important point to be noted is the 

project duration. The program has shown that the renovation 

of two hutment.s can proceed simultaneously, and they can be fini" 

shed in 63 working days, ,e., in about 2 month!s time. How- 

ever , the contractor has been taking 3 months for one hut- 

ment, as  enquiries show. This is obviously because the 

contractor is not keen on speeding up the job,~5f he were 

keen, CPM shows that 63 -days is sufficient for 2 hutments,, 

without resource constraints. 

RBSoURCEs SCHEDULING RESULTS 

First Trial 

The CPM scheduling results are a good baste for 

comparison. The CPM schedule has given the shortest 

project-'duration of 63 working days. However it has also 
resulted in peaking of -resource requirements. The critical 

activities of concreting, requiring 10, Beldars and 2 masons' 

each have all been scheduled to start on the- same day and this 

has given rise to a requirement of 6Q Beldars and 12 masons 

on the 26th day of the project(See histogram).. This trial 

also yields a peak requirement of 8 Carpenters on the sixth, 

seventh, eighth and ninth days. 
Providing 60 Beldars, 8 carpenters and 12 masons 

would be utter waste of resources, particularly in the 

case of masons and carpenters because,. from the histogram it 

can be seen that the masons and carpenters would have to 

S. 
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remain idle for considerable periods. In the first trial the 

carpenters are not required on 36 days out of a project dura4-  

tion of 63  days* and the Masons are idle for 55 out of 63 

days. This is a very iinfavourab].e situation, and it clearly 

demonstrates the fact that a resources levelling process is 

essential.  

It can be clearly seen that, a levelling of resources 

within the project duration of 63 days - in ILPOSSIBLE in the 

a. 	project.' roject This is because the activities that have jointly 
given rise to the peak resource requirements, are critical 
and they cannot be postponed without delaying the project. 

This point clearly vindicates the approach to the 
resource scheduiirg al gorithm adopted in this dissertation" 
viz. of considering an increase in project duration if the 
peak can be brought dorn• significantly 

Second Trial 

The results of the second trial have illustrated 

the merits of the program.. A very moderate resource availabi-

lity of 16 Beldara, carpenters and 4 masons has been 

considered' as against' the peak demands of 60 e1dars, 8 
carpenters and 12 masons. 

This has given a revised schedule of start and 

finish times, in which some critical activities have been 
postponed. The concreting activities have been rescheduled 

so that only one of them can be sohduled on any day.  This 

has given a much more favourable histogram of resource re"  

quirements. The peak demand of 60 Beldars, on the' 26th day 
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in the first trial has been chopped doom to the available 

level of 16. Another peak demand of 20 Beldars in the 
first trial*  on the second and third days, has been 

levelled to 16 Beldars. 

The projec t duration has of course been increased 

by 16 days, and the new project duration is 76 days as 

against 63 days in the first trial. But the advantages 

gained by this increase are considerable. In addition to 

bringing the requirement level of Beldars: from 60  to 169  

the schedule makes better use of carpenters and masons. 

The peak demands of 8 cappenters and 12 masons have been 

brought down to 4 carpenters and + masons'. Moreover the 

carpenters and masons are idle on far fewer days than in 

the schedule produced by the first trial,. In the second 

trial the carpenters are not required on 31 out of 76 

days (i.e. 40.08 o) as against 36 out. of 63 days 

(i.e. 57%) in the first trial. The masons are not ' required 

on 60 out of 76 days (79%) as against 55 out of 63 days. 

(87.3%) in the first trial. The "pidie tine;" has been 

significantly reduced. 

Trial Three 

The progress report for the 2nd trial shows that 

almost all significant postponements have been caused by 

the lack of resource number two (viz, carpenters) . In the 

third trial the number of carpenters available was increased 

from 4 to 6, keeping the availability of Beldars and 

masons unchanged. 
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This trial has reduced the project duration signi, 

ficantly. From 76 days in the second trial it has been 

brought down to 69 days. The requirement levels of carpen- 

tern and.Beldars have been maintained at the availability 

levels of 6 and 16 respec :tively: But the recjuiremrnt level 

of masons has been reduced to only three- even though four 

are available. This is a very interesting development. It 

shows that the levelling of resources does not stop at the 

level of availability that is spec! fied. If possible the 	' 

requirements are brought down to even below the availability 

level . This is lane of the merits of the program. 

SIJMMMtY  

The program has given the user 3 options 

1. An all-early -start schedule, with a project dura- 

tion, of 63 days and a peak resource 'demand of 
42 

60 Bel Bars' 8 carpenters and masons. 

2. .A --revised schedule and a project duration of 7b 

days, with a maximum resource demand of only 16 

beldars' + carpenters and '-r masons. 

3. Another revised schedule with a project duration 

of 69 days and a maximum resource demand of 16 

beldars, 6 carpenters and 3 masons. 

If one makes a cost study, it will be easy to see 

which of the three schedules is the most favourable. 
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Without ,a cost study one can only 6uess. However, in this 

problem t  trial 3-appears to yield the optimum duration 
By providing 2 more carpenters and partly compensating for 

this increase by providing one mason less, the duration. of 
76 days in trial II sari be brought down to 69 days . This 

is a 8ignficant improvement in the schedule. 
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APPENDIX—A 

COMPUTER PROGRAM 

C  CPA SCHEDULING G.VISHWANATI4  M.E(THESIS) 
DIMENSION M(1D099),IEOT(75)•s,LOT(75)sNDARY(75),NTAL(75)sNTAE(75) 
DI'4ENSION NACE(100)>NACL(iD( )+JTEM(1DO)sISNO(100)+NREIVG(10) 
READ 7,NPRO6 

7 FO.iMAT (I 5 ) 
IPi208=1 

1 READ SsNODEsNACTtNUM3CaISKIP,NUMRE 
8 FORMAT (16I5) 
N=AUMBC-5 
IF(N--3) 33,36,33 

33 CO'ITINUE 
READ 8s((M(IsJ)+J=1,N),I-1'NACT) 
PU`ICH89((M(IsJ),J=1'N)sldlsNACT) 
DO 35 I=19NACT 

35 M(,L*9)=M(Ia4) 
• G0 TO 42 
36 CONTINUE 

READ 9• ((M(I,J),J=1:N),I=lsNACT) 
PU,ICH9r ((M(I,J) +J» 1,N ),I=isNACT) 

9 FOtMAT(15I5) 
42 CONTINUE 

IF(NUMRE)44'44s43 
43 CONTINUE 

READ 18,(NRENG(I),I=l,NUMRE) 
PUNCH 18,(NRENG(I)%I-1+NUMRE) 

18 FORMAT(515) 
44 CONTINUE 

PUNCH 136 • 
136 FORMAT(37HTHE QUANTITIES PRINTED ABOVE ARE DATA) 
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C 	CA-.CULATION OF EARLIEST OCCURENCE TIMES 

IEOT(1) =O 
NT \CT=0 
NTAE(1)=0 
DO 41 K =2 PNODE 
MA'C 0 
DO 40 I=1*NACT 
II-M( I, 1) 
JJ-Mt(Is2) 

C 	INTRODUCE ERROR CHECK 1 

IF (II—JJ)25,26e27 
26 PUNCH 28sIIsIPROD 
28 FORMAT (4HNODE, I4t22H DUPLICATED - IN PRO6LEM, I3 ) 

GO TO 1000 
27 PUNCH 29sI,II,JJ,IPROB 
29 FORMAT(9HC1ECK ACTsI3a10H AND NODESsI3s1Hs,I3,33H FOR POSSIBLE LOO 

9PING ERROR IN PROB I2 ) 
GO TO 1000 

E5 COrNTINUE 
IF(JJ--K)40,37,40 

37 NTACT=NTACT+l 
NACECN TACT) =I 
IET=IEOT(II)+M(I,3) 
IFtMAX—IET)38,40s40 

38 MA?4= I E T 
40 CONTINUE 

NTAE(K)=NTACT 

C  INTR©DUCE ERROR CHECK 3 

IF(NTACT—NTAE(K-1) )21,21,22 
21 PUICH 23,KpIPROB 
23 FORMAT (40HDANGLING ERROR OF 

93) 
GO TO 1000 

22 CO'4TINUE 
IEJT(K)=MAX 

41 CO.Ti INUE 

C  INTRODUCE ERROR CHECK 4 

SECOND TYPE.REFER NODE,I3s8H IN PROB'I 

IF( NTACT—NACT)12,13,12 
12 PU"1CH 15,IPROB 
15 FO'IMAT(35HACTIVITY LIST INCOMPLETE IN PROBLEM,I3) 

GO TO 1000 
13 CO°ITINUE 
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IF (ISKIP-1 )99,102,99 
102 PUNCH 34 

34 FO MAT(43HPRINTED BELOW ARE THE VALUES NACE,NTAEsIEOT) 
PUNCH '9 s (NACE (I) , I =TRACT ) 
PU'ICH 9v(NTAE(I),I=1,NODE) 
PUNCH 9 (I EOT (I) a I=1 ,NODE ) 

99 CONTINUE 

CAiLCULATIOif OF LATEST OCCURENCE TIMES 

NTACT=0 
LOT (NODE')=IEOT(NODE) 
NT.kL (NODE) = O 
NO )L.=NODE-1 
DO 51 K1-1'NODL 
Kr 0DE—K 1 
NIN=IEOT(NODE) 
DO 50 I I. eNACT 
IItM(Is1) 
IFL I I —:K) 50,47,50 

47 NT tCT= NTACT+1 
NA :L(N TACT) =I 
JJzM(Ir2) 
LT = LOT(JJ)—M(193) 
IF(MIN—LT)50?50,78 

78 MIN=LT 
50 CONTINUE 

C 	INTRODUCE ERROR CHECK 2 

IF(NTACT—NTAL(K+1))53,53!52 
53 PUNCH 54rK,IPROB 
54 FO MAT(40H DANGLING ERROR OF FIRST TYPE.REFER oNODEsl3'8H IN PROB,I 

93) 
GO TO 1000 

52 CONTINUE 
NTAL(K)=N1'ACT 
LOT(K)=MIN 

51 COIT INUE 
IF( ISKIP-1)101,1030101 

103 PU,4CH 133 
133 FOIIMAT(4•2HPRINTED BELOW ARE THE VALUES NACLsNTAL,LOT) 

PUNCH 9%(NACL(I),I=1►NACT) 
PU1CH 9,(NTAL(I)sI=1sNODE) 
PUNCH 9,(LOT(I),I=].,NODE) 

101 CONTINUE 
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C 	C.CULATION OF EST,LST.EFT,LFT,TOTAL FLOAT 
DC 61 11,NACT 
IIiM(I,1) 
Jj;*M( I2) 
MU ,4)z*IEOT( II.) 
M(95)M(I,4)+M(I3) 
U,7)LOT(J•J) 

61 COT1NUE 
PU"3CH 302 

302 R-MAT(O(1H*)) 
PUNCH 153 
PUiC1 302 

15S FOMAT(//949H  I-N0Di.  J-NODE DURAT,  EST  EFT  LST.5X.. 
C 2OHLPT T,FLOAT  TRADE  
DO 65 I1,.ACT 

65 PUNCH 154, (M(I,,J191UflC) 
PUiCH 302  

3.54 F)RMAT3X,9(2X,132X1H*)) 
S  NATLNACT-1 

IF (4UMR)3129312,201 
201 CC-417INUE  

C  BEGIN REARRANGEMENT OF ACTIVITIES 
DO 301 KIwlpNUMRE  
COLt4EN3(KX) 
00 221 Ii,NACT 

221 JT(.L)M(i,ICOL) 
DO 241 liZA.CTL 
II1+1 
DO 241 t(flACT 
IF (JTEM1)-JTM(1)) 241,24.,231 

231 ITiISNO(L) 
I1JTEMLi) 
1$4O(I)zIS(0(K) 
JTM( I )JTM(K) 
JT*1(K)z lIE 
I31O(K)IT 

241 COITINUE 
PUtCH 2519 NCOL 

251 FO1MAT/H C0LUM,l4,5X,9hASCE0ING 
PthICH 302 
PUACH 1.53 
PUtCH 302 
DO 261 111,NACT 
IzSN0( 1I) 

261 Pth9CH 154,(l(I,J),J1.NWi3C) 
PUCH 302 

301 COITINUE 
312 C0'T1NUE 

I 
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IF(ISKIP-1.) 1000,313,1000 
313 CO-1TINUE 

C  REARRANGEMENT OF NODES IN ASCENDING ORDER OF E.O.T 

DO '-900 KK=1,NODE 
JTM(KK)=IEOT(KK) 
NDf RY (KK) =KK 

900 COQ' TaNUE 
DO 901 I=1,NODL 
III+i 
DO 901 KK= I i ,NODE 
IF(JTEM(I)—JTEM(KK))901,901_s902 	 'S 

902 JTK=JTEM(I) 
NTK=NDARY(I) 
JTrM(I)-JTEMtKK) 
ND\RY( I) =NDARY(K.K) 
JT M(KK)=JTK 
NDARY(KK)=NTK 

901 COATINUE 
NDUR =IEOT(NODE) 
PU"3CH 903,NDUR 

903 FO tMAT (24HNORMAL PROJECT 1)URAT I ON=,14 ) 
PUNCH 905,(NDARY(I)sI=1,NODE) 

905 FOMAT (16I 3 ) 
1000 IF(IPRO0—NPROB)998,999,999 
998 IPROB=IPRCB+1 

GO TO 1 
999 COITINUE 

ST JP 
EN) 
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PROGRAM FOR CALENDER DATING OF CPM - SCHEDULE 

C C CA ENDER 
DIMENSION ;NDM(20),IHDT(10)sIHMN(10),M(75,7),NDATE(4) 
DIiMENSION NMGN(4),NYEAR(4),IHOL(10) 
RED 297'NACT, IDATE, IMON, IYI..AR,NHOL,NNN 
READ 298s(IHDT(I),IHMN(I),Iz1,NHOL) 
READ 299,((M(I.J),J=1s7), I=1,NACT) 
RECD 300,(NDM(I),I=1s20) 

297 FORMAT ( 615 ) 
298 FORMAT (8 (I 2, 13 m5X) ) 
299 FOIMAT(3Xr7(2Xs13,3X)) 
300 FORMAT(2OI4) 

DO 308 I =1,NHOL 
IHOL(I)=0 
LL'sIMON 
JJsIDATE 

302 IF{IHMN(I)—LL)305,305,303 
303 IHOL(I)=IHOL(I)+NDM(LL)—JJ 

LL .LL+l 
JJ=o 

• GO TO 302  
305 IHOL(I)=IF L(I)+IHDTCI)—JJ 
308 CONTINUE 

PUNCH 309,(IHOL(I),£-1,NHOL) 
309 FO-1MAT / ►15 15 ) 

I=1 
311 J=L 
312 M1=1 

NSUN=U 
KJ -J+3 
;ND I,F -M (I., KJ ) 
IF(NDIF) 314313,314 

313 ND\TE(J)=IDATE 
NMJN (J) I MON 
NYAR(J)=IYEAR 
GO TO 371 

314 COITINUE 
NW.IEK= N D I F+t NN 

315 MMwMI 
IREG=O 
I F (MM--NHOL) 31-7,317, 337 
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317 DO 335 II=AM ,NHOL 
IF(NDIF-IHOLUII))337,330,330 

530 NDTF=NDIF+1 
NWEEK=NWEEK+l 
IR1G=I1 EG+1 
M1-=II+1 

335 CO.4TINUE 
337 IF(IR€G)343,340,345 
340 IF (NSUN) 360-9347,360 
345 NSUN=0 
347 NS+JN=NSUN+NWEEK/6 

NW'!EK=NWEEK-6*NSUN 
IF NWEEK)354,355,354 

355 NW EK=6 
NS JN =NSUN-1 

354 NDIF=NDIF+NSUN 
IE(NSUN)315*360,315 

360 ND'1TE(J) IDATE+NDI,F 
LLz IMON 
NY17AR(J)=I YEAR 

363 IFf NDATELJ)-~NDM(LL) )374:370,365 
365 NDNTE(J)=t DATE(J)—NDM(LL) 

LL=LL+1 
GO TO 363 

370 IE(LL-12)3694369,368 
368 LL-lLL-12 

NYEAR(J)=NYEAR(J)+1 
GO TO 370 

369 NMON(J)=LL 
371 I F (J-4) 372, 374'374 
372 J=.l+1 

GO TO 312 
374 PUNCH 375,(M( I ,J) ,J=1,3), INDATE(J),NMON(J),NYEAR(J) sJ=1,4) 
375 FOiZMAT(3I8s4(2XsI2s1H/,I2s1H/sl2) 

IF(I—NACT)377,378.378 
377 I=I+a. 

GO TO 311 
378 CONTINUE 

STOP 
EN')- 
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RESOURCE LEVELLING PROGRAM 

C  RESOURCE, LEVELLING  G.VISHWANATH M.E(THESIS)' 
DIMENSION M(8Os6)sNTAE(60)tNTALt60),NACE(6O)sNACL(80)jIEOT(60) 
DI,AENSION NDARY(60)sLSTAT(60)sLMN(40),ISELt6O)sITEM(60.),JLSN(8) 
DIMENSION JRSRQ(80r6),JRSAV(5s6)sJRSAS(120,6) 
REND 450.sNODE,NACTsNRESsNDUR'NTRLsNT, 
READ 455•'(NDARY(J),Ja1,N.ODE) 
READ' 455s(IEOT(J),J=1,NODE) 
READ 455,_UVACL(I)sI=1►NACT). 
READ 455.(NACE(I)si=1*NACT) 
READ 455:(NTAL(J)+J=lpNODE.) 
REND 455,(NTAE(J),J=1.NODE) 
READ 460r((M(IiJ),J=1r6)sI=19NACT) 
READ 4,65s((JRSAV(I,J),J=1,NRES)fi=1.NTRL) 
READ 470a((JRSRQ(I,.J),J=isNRES),I=1sNACT) 

460 FORMAT(6I5) 
450 R02MAT(6I5) 
455 FORMATt16I5) 
465 FORMAT(16I5) 
470 FOMAT(i5i3) 

ITRL*NT 
503 PUNCH 5049 IIRL 
504 FORMAT(//s5HTRIAL,I3,2X,6H8f.:GINS) 

C  INITIALISATION IN EACH TRIAL 

LSTATUI)=1 
DO 490 JagiNODE 
LSTAT(J)=C 

490 C014TIHUE 
DO 505 I=1sNACT 
M(,.s5)=0 
M(i.4)x0 

505 CO`ITINUE 
IDJR=NDUR+NDUR/2 
DO 510 K=1.IDUR 
DO 510 J=1,NRES 
JRSAS(KsJ)¢0 

510 CONTINUE 
M1=I. 
NTASD=0 
IDAY=1 

C  INITIALISATION ON EACH DAY 

512 NASD=0 
ICT==0 
MM=t4l 
ND=0 
NO L*NODE. 1 
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C 	SELECTION OF ELIGIBLE ACTIVITIES 

00 520 L--MM:NODL 
'LKINDARY(L) 
IFUIEOT(LK)—IDAY)5219522,522 

521 ND=ND+1 
LMI(ND)=LK 
IF(ITRL-1)5114523s511 

511 IF(LSTAT(LK)--1)524:523,524 
5.24 LE=NTAE(LK)—NTAE(LK-1) 

LEI=NTAE(LK-1)+1 
LE2=NTAE (LK-1)+LE' 
DO ,526 L1=LE1,LE2 
IM=NACE (L11 	- - 
I.F(M-( IM,3)) 5179517,518 

517 IF(M(IMa4))520,520s526 
518 IF(M(IM95))520i520i525 
525 IF(M(IM95)—IDAY)526f520,520 
526 CONTINUE 

.LSTAT (LK) =1 
523 LL NTAL(LK)—NTAL(LK+1) 

LLI-NTAL(LK+1)+1 
LL2= NTAL (LK+1)+LL 
DO 527 L,2=LL1►LL2 
IN=NACL(L2) 
IFCM(INs5))527,528,527 

526 IC'f=ICT+1 
ISEL(ICT)-IN. 
IT M(ICT)=;v1(IN,6) 
M(IN'4)=IDAY 

527 COI TINUE 
520 CONTINUE 
522 IFtICT)534,5359534 
534 IFUITRL-1)540,53'6,540 
536 IA-T=1 
5.32 IP=ISEL(IACCT) 

IFtM(IP93))577v579s577 
535 PUNCH 537PIDAY 
537 FORMAT(39MNO ACTIVITY I5 ELIGIBLE TO START ON DAYsI3) 

GO TO 589  - 
540 IF(ICT-1)545,552,545 
545 IP..AC=ICT-1 
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C  REARRANGEMENT OF ACTIVITIES IN PRIORITY ORDER 
DO 550 II=1.IPLAC 
III=II+1 
DO 550 LLL=IIIsICT 
IFt ITEM(II)—ITEM(LLL))550'549a551 

549 C©.IT I NUE 
IT-ISEL(II) 
ITI=ISEL(LLL) 
IF( M(IT, 3)—M(ITI s3) )550,550,,556 

556IS'L(II)=ITI 
ISEL(LLL)=IT 
GO TO 550 

551 IT=ISEL(II) 
ITL ITEM(II) 

r 	ITM(II)=ITEM(LLL)  
ISEL(II)=ISEL(LLL) 
IT M(LLL)=ITI 
IS•:L(LLL)=IT 

5.50 CO'4TINUE 
552 PUNCH 555,IDAY,(ISEL(I),I=1>ICT) 
555 F©IMAT(6H0N DAYPI3955H THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDE 

9R OF LST IS,/2O13) . 
IACT=1 

557 IP-ISEL-(IACT) 
IF(•M(IP►3))553,579,553 

C 	TEiTING FOR RESOURCE AVAILABILITY 
553 JL.>CK O 

DO 560 JRES=1,NRES 
IF(JRSAS(IDAY:JRES)+JRSR©(1P,JRES)—JRSAV(ITRLeJRES))560s560s565 

565 IF(M(IP:6)—IDAY)568s585,585 
568 JLACK=JLACK+1 

JLSN(JLACK)=JRES 
560 CONTINUE 

IF(JLACK)572,577,572' 
572 PUNCH 574vIPsIDAY,(JLSN(I)sI=1,JLACK) 
574 FO,tMAT(8HACTIVITY.,I3.20H CANNOT START ON DAYsI3r29H DUE TO LACK OF 

9 FOLLOWING RESs513) 
GO TO 585 

C  ALLOCATION OF RESOURCES 
577 K1=IDAY 

KDUR=KI±M(IP,3)-1 
DO 580 KDAY=K1sKDUR 
DO 580 JRES =1,NRES 
JRAS(KDAYsJRES)=JRSAS(KDAY,JRES)+JRSRQ(IPsJRES) 

580 COLT INUE 
579 NA3D=NASD+1 

N(IP,4)=IDAY-1 
M(IPs5)=M(IP94)+M(IP,3) 
NT.'1SD=NTASD+1 

585 IF(IACT—ICT)581s582s582 
581 IACT=IACT+1 

IF(ITRL-1)532,532,557 
582 IF(ND)584r587,584 
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584 

586 
587 
592 
593 

589 
590 

591 
594 

C 
608 
602 

603 

C 

609 
611 
607 
615 

628 

620 

UPDATING OF COUNTER Ml 
DC 586 IQ10D 
IRLMN( 10) 
LLNTAL( IR)—NTAL(IR+l) 
LL1NTAL(IR+j)+1 
LL=NTAL( IR+1)+LL. 
DO 588 L3LL1,LL2 
IYNACL(L3) 

MC 	5) ) 587,587,588 
CONTINUE 
Ni'M 1+ 3. 
CONTINUE 
IFNASD) 589,592, 589 
PUNCH 593,IDAV 
FORMAT0OhNO ACTIVITY COULD START ON DAY,1391911 DUE TO LACK OF RES 

9) 
IFNTAsD—NAcT)590,5919591 
IDAVIDAY+1 
GO TO 512 

.PUNCH 5949ITRL 
FORMAT(12HMD OF TRIALI392H GIVES THE. FOLLOWING RESULTS) 
IF( ITRL—i) 608,609,608 
CALCULATION OF NEW PROJECT 1?URATIOt4 
KK"4NDUR 
KK - KK+l 
DO 603 JRES1,NRES 
IF(JRSAS(KK,JRES))603,603,602 
C04TINUE 
NPDRKK-1 
PRINTING OF RESULTS 
PUNCH 610,NPRDR 
FORMAT(27HTHE NEW PROJECT DURATION 15914) 
GO TO 611 
NPRDR=NDUR 
DO 607 I1,NACT 
PUNCH 615,1, (M( I ,J) ,J1,6) ,( JRSRQ( I,J) ,J1,NRES) 
FOMAT(I4,1H),10I7) 
Pu ICH 628 
PU4CH 620,(JRSAV(ITRL,JRES),JRES=i,MRES) 
FOMAT( /,64HFQLLOWING RESOURCE AVAILABILITIES WERE CONSIDERED FOR 

*THIS TRIAL) 
FORMAT( 5110) 
PU1CH 629 

629 FOMAT(/,40HLEVELLED RESOURCE ALLOCATION RESULTS ARE) 
PUICH 630,(K,(JRSAS(K,JRES),JRES=1,N.RES),K=1,tsiPRDR) 

630 FOMAT( 13,IH),318,1OX,13, IH) p318) 
IF(ITRL-1)648,648,632 

632 IFNPRDR—NbUR)640,640,647 
647 IF(ITRL—NTRL)648,640,640 
648 ITL=ITRL+1 

GO TO 503 
640 COITINUE 

STOP 
END 
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APPENDIX -B 

RESULTS OF CPM SCHEDULING PROGRAM 

VALUES JF NTAE ARE 

0 1 2 3 4 6 8 9 10 11 12 13 14 15 16 

17 18 20 22 23 24 25 ?6 27 28 29 30 31- 32 33 

34 37 +0 41 - 42 43 44 i.-6 48 49 50 51 52 53 54 

56 58 39 60 64 68 70 

VALUES JF NACE ARE 

1 2 3 6 4 9 7 10 11 12 13 14 15 16 17 

18 19 20 5 21 8 22 23 26 24 27 25 28 29 30 

31 32 33 34 35 37 39 36 38 40 41 43 42 44 45 

47 46 31 48 52 55 56 49 53 59 61 60 62 63 65 

50 57 64 67 54 58 66 68 69 70 

VALUES OF EARLIEST OCCURRENCE TIME ARE 
0 1 1 2 2 2 2 5 5 9 9 12 12 "14 '14 

17 17 24 24 25 25 25.5 25 25 26 26 26 26 26 

26 47 47 49 49 51 51 53 53 51 51 54 54 55 55, 

57 57 60 60 61 61 63 

VALUES OF NTAL ARE 

70 68 65 62 61 60 59 58 57 56 55 54 53 52 51 

50 49 +8 45 42 41 40 39 38 37 36 35 34 33 32 

31 30 28 26 25 24 20 t6 15 14 13 12 11 10 9 

8 6 4 3 2 1 0 
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VALUES OF NACL ARE 

70 69 68 67 65 66 63 64 62 61 60 59 58 57 56 

55 51 52 53 54 47 48 49 50 46 45 43 44 41 42 

40 39 38 37 36 35 34 .3 32 31 30 29 26 27 28 

23 24 25 22 21 20 19 18 17 16 15 14 13 12 11 

10 9 6 7 8 3 4 5 1 2 

VALUES OF LATEST OCCURRENCE TIME ARE 

. 0 1 1.2 2 2 2.5 59 9 12 . 12 14 14 

3.7 17 24 24 25 25 25 25 25 25 26 26 26 26 26 

26 47 47 53 53 51 51 55 55 60 60 56 56 55 55 

57 57 51 61 61 61 63 

THE CPN. SCHEDULE IS PRINTED BELOW 

I-NODE J-NODE CIJRAT. EST FFT LST LFT T.FLOAT TRADE 
', **41.'******4f#, qua *****41 ******Ai******** —'411********************************** 

1 * .2 * 1 * 041. 1 * 0 * 1 * 0 * 8 
1 3 Z 0 * 1 t 0* 1* 0 * 8 
2 * 4 * 131. 1 * 2 1 * 2 • 0# 6 
2 * 6 * 1 * 1 2* 1 * 2 * 0 * 6 * 
2 * 18 * 2 * 1 * 3 * 22 4 24 * 21 * 4 
3 * 5 3.* 1 x 2 * 1*. 2 * 0 * 6 
3 * 7 1 * 1 * 2 1* 2* 0 * 6 
3 * 19 * 2 * 1 3 * 22 * 24 * . 21 * 4 
4 * 6 * 0 * 2 * 2* 2* 2 * Q * 0 
5* 7 * 0 2 * 2 * 2 * 2* 0* 0 * 
6 8 * 3 * 2 * 5 * 2 * 5 * 0 * 7 
7 * 9 * 3 * 2 * 5*, * 5 0 * 7 
6 # 10 * 4 * 5 * 9 * 5 * .9 * 0 * 7 
9 # 11 * 4 * 5 * 9 * 5 * 9 * 0 * 7 

10 * 12 * 3 * 9 * 12 * 9 * 12 * 041 7 
17. * 13 3* 9 * 9.2 * 9 * 12 # 0 * 7 
12 * 14* 2 * 12 * :.4 12 * 14 0 * 7 
13 15 * 2 12 41 	. 4 * 12* 14 * 0 * 7 .* 
14 * .16 * 3 # 14 * .7 * 14* 17 * 0 * 2 
15 * 17 * 3 * 14 * 3.7* 14* 17.* 0 * 2*.  
16 * 3.8* 7 * 17 * 24 * 17 * 24 * 0 * 1 
17 * 19 # 7 * 17 * 24 * 17 * 24 * 0 1 
16 * 20* 1 # 24*' 25 * 24 25 * 	' • 0 * 4 
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**9'********* fF-!E#*7F****#3'r**3r r#iY-**#P•-i ** • *#****#-M-******** E##sS'4•:i iF#DFfc34aEiF-3i'****** 
I—NODE 	J—NODE DURAT. 	EST 	LFT 	.LST 	LFT T•FLOAT 	TRADE 

18 * 22 * 1 # 24 * 25 * 24 * 25 * 0 * 4 
1.8 * 24 * 1 * 24 * 25 * 24* 25 * 0 * 4 
19 * 21 * 1 * 24 * :5 * 24* 25 * 0 * 4 
19 * 23* 1 # 24 *:5 * 24 25 * 	. 0 * 4 
19 * 25 * 1 * 24 5 * 24* 25 * 0 * 4 
20 * 26 * 1 * 25 * 26 25 .. * 26* 0 * 3 # 
21 * 27 * 1 * 25 * 26 * 25 * 26 * 0 * 3 
22 * 28 * 1 * 25 # 26 - # 25 * 26 * 0 * 3 
23 * 29 * 1 * 25 * 26 * 25 * 26 * 0 * 3 
24 * 30 * 1 * 25 * 26 * 25 * 26 * 0 * 3 
25 * 31 * 1 * 25 * 26 * 25 * 26 * 0 * 3 
26 * 32 * 21 * 26 * 47 * 26 * 47 * 0 * 3 
27 * 33 * 21 * 26 - 47 x 26 * 47 * 0 # 3 
28 * 32 * 27. * 26 * 47 # 26 * 47 * 0 * 3 
29 * 33 * 21 * 26 * 47 # 26 * 47 * 0 * 3 
30 * 32 * 21 * 26 * 47- * 26 * 47 * 0 * 3 
31 * 33 * 21 * 26 * 47 * 26 * 47 * 0 * 3 
32 * 34 * 2 # 47 * 49 * 5], * 53 * 4 1 
32 * 36 * 4* 47 * 51 * 47 * 51 * 0 * 1 
33 * 35 * 2 * 47* 1.t.9 * 51 * 53 * 4 * 1 
33 * 37 * 4 * 47 * 51 # 47 * 51 * 0 * 1 
34 * 38 * 2 * 49 * !1 * 53 * 55 * 4 * 1 
35 * 39 * 2 * 49 * 51 * 53 * 55 * 4 * 1 
36 * 38 * 2 * 51 * 53 * 53 * 55 2 2 
36 * 40 * 0 * 51 •51 * 60 * 60 * 9 * 0 
36 * 44 * 4 * 51 * 55 * 51 * 55 * 0 * 1 
36 # 50 * 2 * 51 * 53 * 59 # 61 # 8 * 2 
37 * 39 # 2 * 51 * `.'Y3 * 53 # 55 * 2 * 2 
37 * 41 * 0 * 51, * 51 * 60 * 60* 9 * 0 
37 # 45 * 4 # 51 * 55 * 51 * 55 * 0 * 1 
37 * 51 * 2* 51 *53 * 59 * 61 * 8 * 2 
38 * 42 * 1 53 * 54 * 55 # 56 # 2 * 5 
39 * 43 * 1 * 53 * 54 # 55 # 56 * 2 * 5 
4C * 50 * 1 * 51 * 52 * 60 * 61 * 9 * 6 
41 # 51 1 51 ::2 * 60 * 61 # 9 * 6 
42 # . 	46 * 3. * 54 # f:5 * 56 * 57 * 2 * 5 
43 * 47 * 1 * 54 * 155 * 56. * 57 # 2 # 5 
44 * 46 * 2 * 55 * 57 * 55 * 57 * 0 * 1 
45 * 47 * 2 # 55 * ;)7 * 55 * 57 * 0 * 1 
46 * 48 * 3 * 57 * 60 * 58 * 61 * 1 * 6 
46 * 50 * 4 # 57 ' c1 * 57 # 61 * 0 * 5 
47 * 49 * 3 * 57 * (:o * 58 * 61 1 * 6 
47 * 51 * 4 57 * (.1 * 57 61 * 0 * 5 
48 * 50 * 0 * 60 * 60 * 61 * 61 * 1 * •0 
49 * 51 * 0 * 60 * 60 * 61 * 61 * 1 * 0 
50 * 52 * 2 * 61* 63 61 # 63 * 0 + 8 
51 * 52 2 * 61 * 63 * 61 * 63 * 0 * 8 
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ACTIVITIES ARRANGED IN ASCENDING ORDER OF TOTAL FLOAT 

I —NODE 	J—NODE DJRAT. 	EST 	LFT 	EST 	LFT T.FLOAT 	TRADE 

2 * 1. * 0 * 1* 0* 1* 0 * 8 # 
3 * 1 * 0 * 1 * 0 * 1 * 0 * 8 

2 # 4 * 1 # 1 * 2 * 1 * 2 0 * 6 
2 * 6 * 1 * 1 * 2 * I. * 2 * 0 * 6 
3 * 5 as 1 * 1 * 2 * 1* 2 * 0 ; 6 
3 * 7 # 1 * 1 * 2 * 1 * 2 * 0 * 6 
4 * 6 * 0 * 2 tr 2 * 2 * 2 * 0 * 0 
5.* 7 0 2 * 2 * 2 * 2 * 0 * 0 
6 * 8 * 3 * 2 * 5* 2* 5 * 0 * 7 
7* 9 * 3* 2 * 5 * 2* 5* 0* 7# 
6 * 10 * 4 * 5 * 9 5 * 9 0 * 7 *, 
9 * 11 * 4 x 5 * 9 * 5 * 9 * 0 * 7 

10 * 12 * 3 * 9 * 2 * 9 * 12 * 0 * 7 
• 11 * 13 * 3 * 9 * :".2 * 9 * 12 * 0 * 7 
12* 14 * 2*- 12* 14 * 12 * 14 * 0 * 7 
13. * 15 * 2 * 12 ' :44 # 12 * 14 * 0 * 7 
14 * 16 * 3 * 14 * 17 * 14 * 17 * 0 * 2 
15 # 17 3* 3 * 14 * 17 * 14 * 17 * .0 * 2 * 
16 * IB * 7 * 17 * ;4 * 3.7* 24* Q * 1 
17 . 	* 19 * 7 * 17 * :'4 * 17 * 24 # 0 * 1 
18 * 20 * 1 * 24 * 25 * 24 * 25 * 0 * 4 
18 * 22 * 1 * 24 * 25 * 24 * 25 * 0 * 4 
18 # 24 * 1 	- * 24 * 25 * 24 * 25 * 0 * 4 
19 * 21 * 1 * 24 * 25 * 24 }= 25 * 0 * 4 
19 * 23 * 1 * 24 * 25 * 24 * 25 * 0 * 4 # 
19 * 25 * 1 * 24 * 25 * 24* 25 * 0 * 4 # 
20 * 26.  1* 25 * 26 * 25 * 26 * 0 * 3 
21 * 27 * 1 * 25 * 26 * 25 * 26 * 0 # 3 
22 * 28 * 1 * 25 * 26 * 25 # 26 * 0 * 3 
23 * 29 * 1 * 25 * 26 * 25 # 26 * Q 3 
24 * 30 * 1 # 25 * 26* 25 # 26 * 0 * 3 
25 * 31 * 1 * 25 * 26 * 25 * 26 * 0 # 3 
26 * 32 * 21 # 26 *47 * 26 * 47 * 0 * 3 
27 * 

• 
33 a¢ 21 * 26* 47 * 26 * 47 * 0 *3 

28 * 32 * 21 ' 26 * 47 * 26 * 47 * 0 * 3 
29 * 33 * 21 * 26 * 47 * 26 * 47 * 0 * 3 # 
30 * 32 21 * 26 # 47 * 26 * 47 * 0 * 3 
31 * 33 * 21 * 26 * £:7 * 26 * 47 * 0 * 3 
32 * 36 * 4 * 47 * 51 * 47 51 0 1 
33 * 37 # 4 * 47 * 51 47 * 51 0 * 1 
36 * 44 * 4 * 51 # 55 53. * 55 * 0 * 1 
37 # 45 * 4 * 51 * 55 5j* 55 0 * 1 
44 * 46 * 2 * 55 57 * 55* 57 * 0 * 1 
45 * 47 2 * 55 57 * 5.5 * 57* 0 * 1 
46 * 50 * 4 * 57 * . 	61 * 57 * 61 * 0 * 5 
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I—NODE 	J--NODE DURAT. 	EST 	FFT . 	LST 	LFT T.FLOAT . TRADE 
Vii'#id #etc ****** *ir*****9c?E*************sir*r *************************************• 

47 * 51 * 4 # 57 * i1 * 57 * 61 0 * 5 
50 * 52 * 2 * 61 * 63 61 * 63 * Q * 8 
51 * 52 * 2 * 61 * 63 * 61 * 63 * 0 * 8 
48 * 50 * 0 * 60 * 60 * 61 * 61 * 1 * 0 
49 * 51 * 0 * 60 * 60 * 61 * 61 * 1 * 0 
47 * 49 * 3 * 57 * 60 # 58 * . 61 * 1 6 
46 * 48 * 3 * 57 # 60 * 58 * 61 * 1 * 6 
42 * 46' * 1 * 54 # 55 * 56 * 57*. 2 * 5 
43 * 47 * 1 * 54 *55 * 56 * 57* 2 * 5 
37 * 39 * 2 * 51 * 53 * 53 * 55 * 2 * 2 
36 * .38 * 2 * 5I * 53 * 53 # 55 * 2 * 2 
36 * 42 * 1 * 53 * 54* 55 * 56 # 2* 5 
39 * 43* 1 * 53 * 544 * 55 * 56 * 2 * 5 
34 * 38 * 2 49 51 * 53 * 55 * 4 * 1 
35 * 39 * 2 * 49 * 51 * 53 Y 55 * 4 _ * 1 
33 * 35 * 2 * 47 * 49 * 51 53 * 4 *. 1 

• 32 * 34 * 2 * 47 * 4o9 * 51 * 53 * 4 # 1 
36 * 50 * 2 * 51 53. * 59 * 61 * 8 * 2 
37 * 51 * 2 * 51 * 53. * 59 * 61 * 8 * 2 
36 * 40 * 0 * 51 * 5.1 * 60 * 60 # 9 * 0 
37 * 41 * 0 * 51 * 51. * 60 * 60 * 9 * 0 
46 * 50 * 1 * 51 * 52 * 60 * 61 * 9 * 6 
41 * 51 * 1 * 51 52 - 60 * 61 # 9 * 6 
2 18 * 2 * 1 * 3* 22* 24* 21 * 4 
3 * 19 ;t 2 * 1 ~'~ 3 * 22 * 24 * . 21 * 4 

NORMAL PROJECT DURATION= 63 

THE NOC . NUMBERS ARRANGED IN ASC[NDI NG ORDER OF EOT ARE 

1 2 3 4 

17 16 19 20 

33 34 35 36 

49 	. 50 3]. 52 

5 6 7 8 9 10 11 1.2 13 14 15 

21 22 23 24 25 26 27 28 29 30 31 

37 40 41 b6 39 42 43 44 45 46 47 



THE CALENDER DATED SCHEDULE IS PRINTED BELOW 

I-NODE J-NODE OUR EST 	EFT 	LST 	LET 

1 2 1 5/ 2/75 6/ 2175 5/ 2/75 6/ 2/75 
1 3 1 5/ 2/75 61 2/75 5/ 2175 6/ 2/75 
2 4 1 6/ 2/75 7/ 2/75 6/ 2/75 7/ 2/75 
2 6 1 6/ 2/75 7/ 2/75 6/ 2/75 7/ 2/75 
2 18 2 6/ 2/75 8/ 2/75 5/ 3/75 7/ 3/75 
3 5 1 6/ 2/75 7/ 2/75 6/ 2/75 7/ 2/75 
3 7 1 6/ 2/75 7/ 2/75 6/ 2/75 7/ 2/75 
3 19 2 6/ 2/75 8/ 2/75 5/ 3/75 7/ 3/75 
4 6 0 7/ 2/75 7i 2/75 7/ 2/75 7/ 2/75 
5 7 0 7/ 2/75 7/ 2/75 7/ 2/75 7/ 2/75 
6 8 3 7/ 2/75 11/ 2/75 7/ 2/75 11/ 2/75 
7 9 3 7/ 2/75 11/ 2/75 7/ 2/75 11/ 2/75 
8 10 4 11/ 2/75 15/ 2/75 11/ 2/75 15/ 2/75 
9 11 4 11/ 2/75 15/ 2/75 11/ 2/75 15/ 2/75 

10 12 3 15/ 2/75 20/ 2/75 15/ 2/75 20/ 2/75 
11 13 3 15/ 2/75 20/ 2/75 15/ 2/75 20/ 2/75 
12 14 2 20/ 2/75 22/ 2/75 20/ 2/75 22/ 2/75 

• 13 15 2 20/ 2/75 22/ 2/75 20/ 2/75 22/ 2/75 
14 16 3 22/ 2/75 27/ 2/75 22/ 2/75 27/ 2/75 
15 17 3 22/ 2/75 27/ 2/75 22/ 2_/75 27/ 2/75 
16 18 7 27/ 2/75 7/ 3/75 27/ 2/75 7/ 3/75 
17 19 7 27/ 2/75 7/ 3/75 27/ 2/75 7/ 3/75 
18 20 1 7/ 3/75 8/ 3/75 7/ 3/75 8/ 3/75 
18 22 1 7/ 3/75 8/ 3/75 7/ 3/75 8/ 3/75 
18 24 1 7/ 3/75 81 3/75 7/ 3/75 8/ 3/75 
19 21 1 7/ 3/75 8/ 3/75 7/ 3/75 8/ 3/75 
19 23 1 7/ 3/75 8/ 3/75 7/ 3/75 8/ 3/75 
19 25 1 7/ 3/75 8/ 3/75 7/ 3/75 81 3/75 
20 26 1 8/ 3/75 10/ 3/75 8/ 3/75 10/ 3/75 
21 27 1 8/ 3/75 10/ 3/75 8/ 3/75 10/ 3/75 
22 28 1 8/ 3/75 10/ 3/75 8/ 3/75 10/ 3/75 
23 29 1 8/ 3/75 10/ 3/75 8/ 3/75 10/ 3/75 
24 30 1 8/ 3/75 10i 3/75 8/ 3/75 101 3/75 
25 31 1 8/ - 3/75 10/ 3/75 8/ 3/75 10/ 3/75 
26 32 21 10/ 3/75 5/ 4/75 10/ 3/75 5/ 4/75 
27 33 21 10/ 3/75 5/ 4/75 10/ 3/75 5/ 4/75 
28 32 21 10/ 3/75 5/ 4/75 10/ 3175 5/ 4/75 
29 33 21 10/ 3/75 5/ 4/75 10/ 3/75 5/ 4/75 
30 32 21 10/ 3/75 5/ 4/75 10/ .3/75 5/ 4/75 
31 33 21 10/ 3/75 5: 4/75 10/ 3/75 5/ 4/75 
32 34 2 5/ 4/75 8/ 4/75 10/ 4/75 12/ 4/75 
32 36 4 5/ 4/75 10/ 4/75 5/ 4/75 10/ 4/75  
33 35 2 5/ 4/75 8/ 4/75 10/ 4/75 12/.4/75 
33 37 4 5/ 4/75 10/ 4/75 5/ 4/75 10/ 4/75 
34 38 2 8/ 4/75 10/ 4/75 12/ 4/75 15/ 4/75 
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I-NODE J-NODE DUR EST 	EFT 	LST 	LFT 
#3€-##$r##i'r*#'r#**** #.i-ir*##dF-'ic##}fr #iAicY**s"c#-k'`.-3i-?t--Yc# r####*ifi***fir##*##itj'c*#',4vY***fib### F-Xr*****1 

35 39 2 8/ 4/75 10/ 4/75 12/ 4/75 15/ 4/75 
36 38 2 10/ 4/75 12/ 4/75 12/ 4/75 15/ 4/75 
36 40 0 10/ 4/75 10/ 4/75 21/ 4/75 21/ 4/75 
36 44 4 10/ 4/75 15/ 4/75. 10/ 4/75 15/ 4/75 
36 50 2 10/ 4/75 12/ 4/75 19/ 4/75 22/ 4/75 
37 39 2 10/ 4/75 12/ 4/75 12/ 4/7.5 15/ 4/75 
37 41 	. 0 10-/ 4/75 10/ 4/75 21/ 4/75 21/ 4/75 
37 45 4 10/ 4/75 15/ 4/75 10/ 4/75 15/ 4/75 
37 51 2 101 4/75 12/ 4/75 19/ 4/75 22/ 4/75 
38 42 1 12/ 4/75 14/ 4/75 15/, 4/75 16/ 4/75 
39 43 1 12/ 4/75 14/ 4/75 15/ 4/75 16/ 4/75 
40 50 1 10/ 4/75 11/ 4/75 21/ 4/75 22/ 4/75 
41 51 1 10/ 4/75 11/ 4/75 21/ 4/75 22/ 4/75 
42 46 1 14/ 4/75 15/ 4/75 16/ 4/75 17/ 4/75 
43 47 1 14/ 4/75 15/ 4/75 16/ 4/75 17/ 4/75 

'44 46 2 15/ 4/75 17/ 4/75 15/ 4/75 17/ 4/75 
45 47 2 15/ 4/75 17/ 4/75 15/ 4/75 17/ 4/75 
46 48 3 17/ 4/75 21/ 4/75 18/ 4/75 22/ 4/75 
46 50 4 17/ 4/75 22/ 4/75 17/ 4/75 22/ 4/75 
47 49 3 17/ 4/75 21/ 4/75 18/ 4/75 22/ 4/75 
47 51 4 17/ 4/75 22/ 4/75 17/ 4/75 22/ 4/75 
48 50 0 21/ 4/75 21/ 4/75 22/ 4/75 22/ 4/75 
49 51 0 21/ 4/75 21/ 4/75 22/ 4/75 22/ 4/75 
50 52 2 22/ 4/75 24/ 4/75 22/ 4/75 24/ 4/75 
51 52 2 22/ 4/75 24/ 4/75 22/4/75 24/ 4/75 
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RESOURCE LEVELLING PRJGRAM RESULTS 

RESULTS OF FIRST TRIAL 

DAILY RESOURCE REQUIREMENT=.i FOR TRIAL 1 ARE 

*****3£'iE******* *E34-*3f:E*3E'k#*3ci?*?r3Eic3c:K•9EiE'9Fi-}F**-4*****'f-k#aF?E************* E************- 

DAY BELDAR CARPMTR MASON DAY BELDAR CARPNTR MASON 
ifiF~i4#if'1Fif~'c3E?k3f3f# iii:~'iE#~'~(2i~i'ck#? Ftk~'r~,r;i-aF#~:'K?E$fr?f^##~3r~f~df k~~t-k'dfFc#,df9F1Q3f1F #~?E-iE3~';'c3ti'r~f# #fib#e'aE`f##~IFYr# 

1) 10 0 0 2) 20' 0 0 
3) 20 4 0 4) 16 4 0 
5) 16 4 0 6) 8 8 0 
7) 8 8 0 8) 8 8 0 
9) 8 8 0 10) 8 2 0 

11) 8 2 0 12) 8 2 0 
13) 8 0 2 14) 8 0 2 
15) 8 0 4 16) 8 of 4 
17) .  8 0 4 18) 4 6 0 

19) 4 6 0 20) 4 6 0 
21) 4 6 0 22) 4 6 0 
23) 4 6' 0 24) 4 6 0 
25) 12 0 0 2i) 60 0 12 
27) •6 0 0 28). 6 0 0 
29) 6 0 0 	_ 3')). 6 0 0 
31) 6 0 0 32) 6 0 0 
33) 6 0 0 34)  ' 6 0 0 

35) 6 0 0 36) 6 0 0 
37) 6 0 0 38) 6 0 0 

39) 6 0 0 40) 6 0 0 
41) 6 0 0 4?) 6 0 .0 
43) 6 0 0. 44) 6 0 0 
45) 6 0 0 46) 6 "0 0 
47) 6 0 0 48) 6 6 0 
49) 6 6 0 50) 6 6 0 
51) 6 6 0 52) 16 2 4 
53) 8 2 4 5'a) 8 2 0 
55) 8 2 0 5) 2 2 0 
57) 2 2 0 Si) 12 0 0 
59) 12 .0 0 6J) 12 ..0 0 
61) 4 0 0 67) 16 0 0 
63) 16 0 0 

FOLLOWING RESOURCE AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL 

BELDARS CARPENTERS MASONS 

100 	100 	100 
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RESULTS OF SECOND TRIAL 

PROGRESS REPORT FOR TRIAL 2 IS GIVEN BELOW 

ON DAY a. THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
12 

ON DAY 2 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
3 4 6 7 5 8 

ON DAY 3 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
9 10 11 12 5 8 

ON DAY 4 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
58 

NO ACTIVITY COULD START ON DAY 4 DUE TO LACK OF RES 
ON DAY 5 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
58 

NO ACTIVITY COULD START ON DAY 5 DUE TO LACK OF RES 
ON DAY 6 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
13 14 5 8 
ACTIVITY 14 CANNOT STAI:T ON DAY 6 DUE TO LACK OF FOLLOWING RES 2 
ON DAY, 7 THE LIST OF ELIGIBLE ACTIVITICS IN ASC ORDER'OF LST I5 
14 

ACTIVITY 14 CANNOT START ON DAY 7 DUE T.) LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START ON DAY 7 DUE TO LACK OF RES 
ON DAY 8 THE LIST OF ELIGIBLE ACTIVITIE,i IN ASC ORDER OF LST IS 
14 
ACTIVITY 14 CANNOT START ON DAY 8 DUE TJ LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START ON DAY 8 DUE TO LACK OF RES 
ON DAY 9 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
14 
ACTIVITY 14 CAPNOT'START ON DAY 9 DUE T.T LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START ON DAY 9 DUE TO LACK OF RES 
ON DAY 10 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
14 15 

ACTIVITY 15 CAL NOT START ON DAY 10 DUE TO LACK OF FOLLOWING RES 2 
ON DAY 11 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
15 

ACTIVITY 15 CANNOT START ON DAY 11 DUE TO LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START ON DAY 11 DUE TO LACK OF RES 
ON DAY 12 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
15 
ACTIVITY 15 CANNOT START ON DAY 12 DUE TO LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START ON DAY 12 DUE TO LACK OF RES 
ON DAY 13 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
15 

ACTIVITY 15 CAL.NOT START ON.DAY 13 DUE TO LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START ON DAY 13 DUE TO LACK OF RES 
ON DAY 14 THE LIST OF ELIGIBLE ACTIVITIEJ IN A5C ORDER OF LST IS 
15 16 

NO ACTIVITY IS ELIGIBLE TO START ON DAY 15 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 16 
ON DAY 17 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
17 18 

NO ACTIVITY IS ELIGIBLE TO START ON DAY 18 
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ON DAY 19 THE LI T OF ELIGI4LE ACTIVITIES Its ASC ORDER OF LST IS 
19 20 

NO ACTIVITY IS E:IGZLE TO START ON DAY 2C 
NO ACTIVITY 15 ELIGILE VO START ON DAY 21 
ON DAY 22 THE LL1 OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
2122 

ACTIVITY 22 CANNOT START ON DAY 22 DUE TO ,ACK OF FOLLOWING RES 2 
ON DAY 23 THE LiT OF ELIGIBLE ACTIVITIES ZN ASC ORDER OF LST IS 
22 

ACTIVITY 22 CANN1JT START Oh DAY 23 DUE TO LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START ON DAY 23 DUE TO LACK OF RES 
ON DAY 24 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
22 

ACTIVITY 22 CANN.iT START ON DAY 24 DUE TO LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD START O DAY 24 DUE TO LACK OF RES 
ON DAY 25 THE LI3T OF ELIGIBLE ACTIVITIES IN ASC ORDER OF L51 IS 

22 
ACTIVITY 22 CANNIT START ON DAY 25 DUE TO LACK OF FOLLOWING RES 2 
NO ACTIITY COULrf START ON DAY 25 DUE TO LACK OF RES' 
ON DAY 26 VIE LI3T OF ELI0181E ACTIVITIES IN ASC ORDER OF LST IS 

22 
ACTIVITY 22 CANN1T START ON DAY 26 DUE TO LACK OF FOLLOWING RES 2 
NO ACTIVITY COULD STARTON DAY 26 DUE TO LACK OF RES 
ON DAY 27 THE LIST. OF ELGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
22 

ACTIVITY 22 CANNOT START ON DAY 27 DUE TO tACK OF FOLLOWING RES 2 
NO ACTIVITY COULfb START ON DAY 27 UL TO LACK OF RES 
ON DAY 28 THE LViT OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST is 

22 
ACTIVITY 22 CANNOT START ON DAY 28 DUE TO LACK OF FOLLOWING RES 2 
140 ACTIVITY COW) START ON DAY 28 DUE TO LACK OF RES 
ON DAY 29 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
22 23 24 25 

ON DAY 30 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
29 31 33 

ACTIVITY 31 CANNT START ON DAY 30 DUE TO LACK OF FOLLOWING RES 
ACTIVITY 33 CANNOT START ON DAY 30 DUE TO LACK OF FOLLOWING RES 
ON DAY 31 THE LIiT OF ELIGIBLE ACTIVITIES 'IN ASC ORDER OF LST 13 

31 3.3 35 
ACTIVITY 33 CANNIiT START ON DAY 31 DUE TO .,ACK OF FOLLOWING RE.S 
ON DAY 32 THE LIT OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
33 37 

UN DAY 33 THE LIT OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
39 

NO ACTIVITY IS E,1GILE TO START ON DAY 34 
NO ACTIVITY 15 ELIGIBLE TO START ON DAY 35 
ON DAY 36 THE LFT OF ELIGIBLE ACTIVITIES ZNASC ORDER OF LST IS 
26 27 26 

ON DAY 37 THE L1fl OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST 15 
30 32 34  

ACTIVITY 32  CANNOT -START ON DAY 37 DUE TO LACK OF FOLLOWING RES 
ACTIVITY 34 CANNOT START ON DAY 37 DUE TO LACK OF FOLLOWING RES 
ON DAY 38 THE LIiT OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
32 34 36 



PAGI B--11 

ACTIVITY 34 CANNOT START ON DAY 38 DUE TO LACK OF FOLLOWING RES 
ON DAY 39 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
34 38 
ON DAY 40 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
40 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 41,  
NO ACTIVITY IS ELIGIBLE TO START ON DAY 42` 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 43 
NO ACTIVITY IS ELIGIELE TO START ON DAY 44 
NO ACTIVITY IS ELIGIELE TO START ON DAY 45 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 46 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 47 
NO ACTIVITY 13 ELIGIBLE TO START ON DAY 48 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 49 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 50 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 51 
NO ACTIVITY IS ELIGIELE TO START ON DA' r 52 
NO ACTIVITY IS ELIGIBLE TO START ON DA ̀s' 53 
ON DAY 54 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF 1.51 IS 
42 41 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 55 
ON DAY 56 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
45 
NO ACTIVITY IS ELIGIBLE TO START ON DA`' 57 
ON DAY 58 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST I5 
49 47 50 48 57 
NO ACTIVITY IS ELIGIPLE TO START ON DAY 59 
ON DAY 60 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
55 

,ON DAY 61 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
44 43 59 
ON DAY 62 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
61 
ON DAY 63 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
46 
ON DAY 64 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST I5 
6463 
ON DAY 65 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
53 51 54 52 .38 
NO ACTIVITY I.3 ELIGIBLE TO START ON DAY 66 
ON DAY 67 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
56 67 
ON DAY 68 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
60 69 
ON DAY 69 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
62 
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tO ACTIVITY IS ELIGIBLE TO START ON DAY 70 
ON DAY 71 THE LIST OF ELIGIBLE ACTIVITIES It' ASC ORDER OF LST IS 
66 65. 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 72 
NO ACTIVITY IS ELIGIBLE TO START ON DAY 73 
ON DAY 74 THE LIST OF ELIGIBLE ACTIVITIES IP ASC ORDER OF LST IS 
68 
ON DAY 75 THE LIST OF ELIGIBLE ACTIVITIES IN ASC ORDER OF LST IS 
70 

END OF TRIAL .2 GIVES THE FOLLOWING RESULTS 

THE NEW PROJECT DURATION IS 76 

***************** k****** *******gas- ***********• *********** ****************** 

THE REVISED SCHEDULE IS GIVEN BELOW 

****#at**** **** ******************4&************************************** 

 

AURA— NEW  NEW OLD RESOURCES REQUIRED 
S.NO I—NODE J—NODE TION.  EST  EFT  LST  BELDARS CARP. MASONS 

1) 1 ? 1 0 1 0 5 0 0 
2) 1 3 1 0 1 0 5 0 0 
3) 2 4 1 1 2 1 4 0 0 
4) 2 5 1 1 2 1 4 0 0 
5) 2 13 2 5 7 22 2 0 0 
6) 3 5 1 1 2 1 4 0 0 

7) 3 7' 1 1 2 1 4 0 0 
8) 3 19 2 5 7 22 2 0 0 
9) 4 6 C 2 2 2 0 0 0 

10) 5 7 G 2 2 2 0 0 0 

11) 6 8 3 2 5 2 8 2 0 
12) 7 9 3 2 5 2 8 2 0 

13) 8 10 4 5 9 5 4 4 0 
14) 9 it 4 9 13 5 4 4 0 
15) 10 12 3 13 16 9 4 1 . 	0 
16) 11 13 3 13 16 .9 4 1 0 
17) 12 14 2 16 18 12 4 0 1 
18) 13 15 2 16 18 12 4 0 1 
19) 14 1S 3 18 21 14 4 0 2 
20) 15 17 3 18 21 14 4 0 2 
21) 16 13 7 21 28 17 2 3 0 
22) 17 •1? 7 28 35 17 2 3 0 
23) 18 23 1 28 29 24 2 0 0 
24) 18 1 28 29 24 2 0 0 
25) 18 24 1 28 29 24 2 0 0 
26) 19. 21 1 35 36 24 2 0 0 
27) 19 23 1 35 36 24 2 0 0 
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DURA- NEW 	NEW 	OLD RESOURCES REQUIRED 
$•NO I-NODE J-I'ODE TION. 	EST 	EFT 	LST 	BELDARS CARP• MASONS 

28) 19 25 1 35 36 24 2 0 /  0 
29.) 20 26 1 29 30 25 10 0 2 
30) 21 2.7 1 36 37 25 10 0 2 
31) 22 28 1 30 31 25 10 0 2 
32) 23 29 1 • 37 38 25 10 0 2 
33) 24 30 1 31 32 25 10 0 2 
34) 25 31 1 38 39 25 10 0 2 
35) 26 32 21 30 51 26 1 0 0 
36) 27 33 21, 37 58 26 1 0 0 
37) 28 32 21 31 52 26 	. 1 0 0 
38) 29 33 21 38 59 26 1 0 0 
39) 30 32 21 32 53 26 1 0 0 
40) 31 33 21 39 60 26 1 0 0 
41) 32 3+ 2 53 55 51 1 1 0 
42) 	. 32 35 4 53 57 47 2 2 0 
43) 33 33 2 60 62 5.1 1 1 0 
44) 33 37 4 60. 64 47 2 2 0 
45) 34 3 3` 2 55 57 53 1',  1 0 
46) 35 39 2 62 64 53 1 1 0 
47) 36 33 2 57 59 53 1 0 1 
48) 36 40 0 57 57 60 0 0 0 
49) 36 44 4 57 61 51 2 1 0 
'50) 36 50 2 57 59 59 1. 0 1 
51) 37 3 ? 2 64 66 53 . 	1 0 I. 
52) 37 41 0 64 64 60 0 0 0 
53) 37 45 4 64 68 51 2 1 0 
54) 37 51 2 64 66 59 1 0 1 
55) 38 42 1 59 60 55 2 0 0 
56) 39 43 1 66 67 55 	. 2 0 0 
57) 40 50 1 - 	57 58 60 4 0 0 
58) 41 51 1 64 65 60 4 0 0 
59) 42 46 1. 60 61 56 2 0 0 
60) 43 47 1 67 68 56 2. 0 0 
61) 44 4 5 2 61 63 55 1 1 0 
62) 45 47 2 68 70 55 1 1. 0 
63) 46 48 3 . 	63 66 58 4 0 0 
64) 46 5 4 63 67 57 2 0 0 
65) 47 49 3 70 73 58 4 0 0 
66) 47 51 4 70 74 . 	57 2 0 '0 
67) 48 50 0 66 66 61 0 0 0 
68) 49 51 0 73 73 61 0 0 0 
69) 50 5? 2 67 69 61 8 0 0 
70) 51 52 2 74 76 61 8 0 0 
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DAILY RESOURCE REOUIREMENTS.FOR .TRIAL, 2 ARE 

****•************** **** *- • ** *******- **********.t•* •*- **• • * •*******a *** tat******.****~s 
DAY BELDAR CARPNTR MASON DAY BELDAM CARPNTR MASON 

I. 
1). 10 0 0 .2) 16 0 0 

3) 16 4 0 4) 16 4 0 
.51 16 4 0 . 	6) 8 4 0 
7) 8 4 0. '8) 4 4 0 
9) 4 4 0. .10). 4 4, 0 
11) 4  . 4 0 12) 4 4 .0 

13) 4 4 i 14) 8 2 0 

15) 8 2 .0 16) 8 2 '0 
17) 8 0 2 1.6) 8 0 2 
-19) 8 0 4 20) a 0 4 

21) 8 0 4 22) 2 3 0 
23)• 2 3 0 24) 2 3 0 

25) 2 3 0 26) 2 3 0 
27) •. 	. 	2 • 3 .0 28) 2 3 0 
29) 8 3 0 30) 12 3 2 

31) 13 3 2 32) 14 3 2 

33) 5 3 0 .  34) 5 3 0 
35) 5 3 0 36) 9 a 0 

37) 13 0 a 38) 14 0 2 
39) 15 0 2 40) 6 0 0 

41) 6 0 0 42) 6 '_ 	0 0` 
43) ..6 0 0 44) 6 0. 0 

45) 6 0 0 46) 	. 6 0 0 
47) 6 0 0 48) 6 0 0 

491 6 0 0 '50) 6 0 0 
511) 6 0 0 52) '5 0 0 
53) 4 0 0 54) 6 3 0 
55) 6 3. 0 56) 6 -3 0 
57) 6 3 0 58) 11 ° 	1 2 
5'9) 6 1 2 '60) 5 1 0 
61) 7. 4 0 62) 4 4 0 
63) 4 4 0 64) '9 3 '0 
651 14 1 2'. 66) 10 1 2 
67) 6 1 0 68) 1.2 1 0 • 
69) 9 ' 1 0 70) 1 1 0 
71) 6 0 0 72) 6' 0 0 
73) 6 0 0 74) . 	2 0 0 
75) 8. 0 0 76.) 8 0 0 

FOLLOWING RESOURCE AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL 

BELDARS CARPENTERS MASONS 

16  4-  If 
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DAILY RESOURCE REQUIkEMENTS FOR TRIAL,2 ARE 

*** 	'c ' '****• 3S'*'.r *** Y•*iF3h*3I'iE #iEi4*************************************************9 

DAY 8ELDA.R CARPNTR MASON DAY BELDAR CARPNTR MASON 

1) 	. 10 0 0 2) 16 0 0 
3) 16 .4 0 4) 16 4 0 
5) 16 4 0 . 	6) 8 4 0 
7) 8 4 0. 8) 4 4 0 
9) 4 4 0. .10). 4 4 0 

11) 4 4 0 12) 4 4 0 
13) ,  4 4 0 14) 8 2 0 
15) 8 2 0 16) 8 2 0 
17) 8 0 2 1.8) 8 0 2 
19) 8 0 4 20) 8 0 4 
21) 8 0 4 22) 2 3 0 
23) 2 3 0 24) 2 3 0 
25) 2 3 0 26) 2 3 0 
27) 2 3 0 28) 2 3 0 
291 • 8 3 0 30) 12 3 2 
31) 13 3 2 32) 14 3 2 
33) 5 3' 0 34) 5 3 0 

• 35) 5 3 0 36) 9 0 0 
37) 13 0 2 38) 14 0 2 
39) 15 0 2 40) 6 0 0 

.41) 6 0 0 42) 6 0 0 
43) .6 0 0 44)' 6 0 0 
45) 6 0 0 46) 6 0 0 
47) 6 0 0 48) 6 0 0 
49) 6 0 0 50) 6 0 0 
51') 6 0 0 52) 5 0 0 
53) 4 0 0 54) 6 3 0 
55) 6 3, 0 56) 6 3 0 
57) 6 3 0 58) 11 ' 	1 2 
59) 6 1 2 -60) 5 1 0 
61) 7- 4 0 62) 4 4 0 
63) 4 4 0 64) 9 3 0 
65) 14 1 2. 66) 10 1 2 
67) 6 1- 0 68) 12 1 0 
69) 9 1 0 70) 1 1 0 
71) 6 0 0 72) 6 0 0 
73) 6 0 0 74) 2 0 0 
75) 8. 0 0 76.) 8 0 0 

FOLLOWING RESOURCE AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL 

BELDARS CARPENTERS MASONS 

16 	 4 	 4 
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RESULTS OF THIRD TRIAL 

THE NEW PROJECT DURATION IS 69 

THE REVISED SCHEDULE IS GIVEN BELOW 

DURA— NEW NEW OLD RESOURCES REQUIRED 
S•NO I—NODE J—NODE TION. EST EFT LST BELDARS CARP. MASONS 

*****•i9aEa4ifr ****** **.*r **dt n',P** dr 	P:.****iE#:icYc'a'* ***9 *************)f-lE*'k*iF'l ******** . 

1) 1 ? 1 0 1 0 5 0 0 
2) 1 3 1 0 1 0 5 0 0 
3) 2 f 1 1 2. 1 4 0 0 
4) 2 5 1 1. 2 1 4 0 0 
5) 2 18 2 5 7 22 2 0 0 

• 6) 3 3 1 1 2 1 4 0 0 
7) 3 7 1 1 2 1 4 0 0 
8) 3 19 2 5 7 22 2 0 0 
9) • 4 6 0 2 2 2 0. 0 0 

10) 5 7 C 2 2 2 0 0 0 
11) 6 3 3 2 5 2 8 2 0 
12) 7 9 3 2 5 2 8 2 0 
13) 8 10 4 5 9 5 4 4 0 
14) 9 1.1 4 9 13 5 4 4 0 
15) 10 12 3 9 12 9 4 1 0 
16) 11 13 3 13 16 9 4 1 0 
17) 12 1 44 2 12 14 12 4 0 1 
18) 13 15 2 16 18 12 4 0 1 
19) 14 13 3 14 17 14 4 0 2 
20) 15 17 3 18 21 14 4 0 2 
21) 16 13 7 17 24 17 2 3 0 
22) 17 19 7 21 28 17 2 3 0 
23) 18 2) 1 24 25 24 2 0 0 
24) 18 22 1 24 25 24 2 0 0 
25) 18 2'a 1 24 25 24 2 0 0 
26) 19 21 1 28 	, 29 24 2 0 0 
27) 19 23 1 28 29 24 2 0 0 
28) 19 23 1 28 29 24 2. 0 0 
29) 20 2. 1 25 26 25 10 0 2 
30) 21 27 1 29 30 25 10 0 2 
31) 22 28 1 26 27 25 10 0 2 
32) 23 2) 1 30 31 25 10 0 2 
33) 24 3) 1 27 28 25 10 0 2 
34) 25 31 1 31 32 25 10 0 2 
35) 26 32 21 26 47 26 1 0 0 
36) 27 33 21 30 51 26 1 0 0 
37) 28 32 21 27 48 26 1 0 0 
38) 29 33 21 31 52 26 1 0 0 
39) 	. 30 32 21 28 49 26 1 0 0 
40) 31 33 21 32 53 26 1 0 0 
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:ib#iF,', *****'k3f'*****n *#3,°****.Etc********3; Ys******** *************1( Ye****'k*#**3F*'.fr'k- **. 

	

DURA— NEW 	NEW 	OLD 	RESOURCES REQUIRED 
S.NO I—NODE J —NODE TIO No 	EST 	EFT 	LST 	BELDARS CARP. MASONS 

*****#3E***°. ****** if x.**K#a* **********************************.****************3 

41) 32 3+ 2 49 51 51 1 1 	0 
42) 	.. 32 2S 4 49 53 47 2 2  0 

43) 33 35 2 53 55 51 1 1  0 
44) 33 37 4 53 57 47 2 2  0 

45) 34 33 2 51 • 53 53 1 1  0 

46) 35 39 2 55 57 53 1 1  0 
47) 36 33 2 53 55 53 1 0  1 

48) 36 40 0 53 53 60 0 0  0 

49) 36 44 4 53 57. 51 2 1  0 
50) 36 5) 2 53 55 59 1 0  1 

51) 37 39 2 57 59 53 1 0  1 

52) 37 41 00 57 57 60 0 0  0 
53) 37 45 4 57 61 51 2 1  0 

54) 37 St 2 57 59 59 1 0  1 

55) 3.8 4 Z 1 55 56 55 2 0  .0 
56)' 39 43 1 59 60 55 2 0  0 

57) 40 5) 1 53 54 60 4 0  0 
58) 41 51 1 57 58 60 4 0  0 
59) 42 AS 1 56 57 56 2 0  0 
60) 43 47 1 60 61 56 2 0  0 
61) 44 4 S 2 57 59 55 1 1  0 
62) 45 ,  47 2 61 63 55 1 1  0 

63) 46 43. 3 59 62 58 4 0  0 
64) 46 5) 4 59 63 57 2 0  0 

65) 47 4) 3 63 66 58 4 0  0 
66) 47 51 4 63 67 57 2 0  0 
67) 48 5,) 0 62 62 61 0 0  0 
68) 49 51 0 66 66 61 0 0  0 
69) 50 .52  2 63 65 61 8 0  0 
70) 51 52 2 67 69 6.1 8 0  0 

FOLLOWING RESOURCE'AVAILABILITIES WERE CONSIDERED FOR THIS TRIAL 

BELDARS CARPENTERS MASONS 

16  6  4 
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THE DAILY RESOURCE REQUIREMENTS FOR .TRIAL 3 ARE 

DAY E3ELDAR CARPNTR MASON DAY 	BELDAR CARPNTR MASON 
**********agar***************************** ***************_ *. - ************ 

1) 10 0 0 	 , . 	2) 16 0 0 
3) 16 4 0 4) 16 4 0 
.5) 16 4 0 6) 8 4 0 
7) 8 4 0 8) 4 4 0 
9) 4 4 0 10) 8 5 1 

11) 8 5 .-0. 12) 8 5 0 
13) 8 4 1 14) 8 '3. 1 
15) 8 1 2' 16) 8 1 2 
17). 8 0 3 18) 6 3 1 
19) 6 3 2 20) 6 3. 2 
21) . 	6 3 2 22) 4 6 0 
23) 4 6 0 24) 4 6 0 
25) 8 3 0 26)' 1.2 3 2 
27) 13 3- 2 28) 14 3 2 
29) 9 0 0 301 13 0 2 
31) 14 0 2 32) 15 0 2 
33) . 	6 0 0 34) '6 0 0. 

35) 6 0 0` 36) 6 '0.  0 
37) 6 0 . 	0 38) 6 0 0 

39) 6 0 0 40) 6. 0 0 
41) '6 0 0 42) 6 0 0  
43) 6 0 0 44) 6 0 0  
45) 6 0 0' 46) 6 0 0 
47) 6 '0 0 48) 5 0 0 

49) 4 0 0 50) 6 3 0 

51) . 	6 ' 	3 0 52) 5 3 0  
53) 4 3 0 54) 11 4 2 
55) '7 4 2 56) 7 4 0  
57) 7 4 0 58) 9 2 2 

59) 5 . 2 2 60) 10 1 0 

61) 10 1 0 62) 7 1 0 
63) 3 1 0 64) 14 0 0 
65) 14 0 0 66) 6' 0 0 
67) 2 0 0 66) 8 0 0 
69) 8 0 0 
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