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ABSTRACT 

INTRODUCTION 

An Infrastructure-less wireless network Viz. Ad-hoc and Sensor consists of independent 

mobile nodes, a processor, some memory, a wireless radio and a power source. The main 

standards for decentralized Infrastructure-less wireless networks are IEEE 802.11, Sensor 

Networks, Low Rate Wireless Personal Area Networks (IEEE 802.15.4), CAN and the 

Bluetooth (IEEE 802.15.1) specifications for short and medium-range wireless 

communications. Networking is to support efficient operation in decentralized Infrastructure-

less wireless mobile network by incorporating routing functionality into independent mobile 

nodes. Packets are delivered to destination nodes as per the routing protocols. The energy 

can be saved at different layers like Physical layer, MAC (Medium Access Control) layer, 

LLC (Logical Link Control) layer, Network/ Transport layer and Operating System layer. 

BACKGROUND OF THE PROBLEM 

Several energy efficient/ power aware wireless Infrastructure-less networks routing protocol 

have been designed to support energy saving by power control. Most of them use a 

separate control channel, nodes have to be able to receive on the control channel while they 

are transmitting on the data channel and also transmit on data and control channels 

simultaneously and a node should be able to determine when probe responses from multiple 

senders collide. In spite of this, their spatial reuse is less than optimal. Thus there is a great 

need to identify the new energy efficient protocol for wireless Infrastructure-less networks. 

Initially the emphasis has been given to understand the different energy efficient routing 

protocol used at MAC layer and network layer. 

Since each node in Infrastructure-less networks will be able to communicate directly with any 

other node that resides within its transmission range. For communicating with nodes that 

reside beyond this range, the node needs to use intermediate nodes to relay the messages 

hop by hop. Thus, there will be a great need for some cryptography scheme, which is 

suitable to protect us from plaintext attack, equation attack, conspiracy attack and 

impersonation attack. For clubbing any secure transmission and reception needs extra 

energy to be consumed. Because of node movement and changing wireless conditions, a 

wireless Infrastructure-less routing protocol must adapt cryptology technique, which results 

in more rapid topology change and unsecured transmission. 
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OBJECTIVE OF THE PRESENT RESEARCH WORK 

The objective of the present research work is to analyze the existing energy efficient wireless 

Infrastructure-less network protocols/ algorithm reported in the literature 	modified and 

developed the algorithm for energy efficient wireless Infrastructure-less network protocol. 

Further the author has developed and analyzed the cryptography algorithm for secure and 

attack preventive wireless Infrastructure-less networks. The present work is carried out as 
follows: 

a) Analyze the existing popular energy efficient/ power aware routing algorithm. 

b) Development of an optimal path-programming algorithm for decentralized Infrastructure-

less wireless network_ 

c) Development of an energy efficient wireless Infrastructure-less networking (EEN) 
protocol. 

d) Develop and analyze the cryptography algorithm for secure and attack preventive 

decentralized Infrastructure-less wireless network. 
e) Conclusion and Scope for future work. 

Analysis of existing popular and energy efficient/ power aware routing algorithm 

Infrastructure-less wireless network consumes high-energy because of dynamic topology of 

network, to retrace of the network and frequent route failure. In the present work the existing 

power aware and energy efficient routing protocol has been analyzed. The approaches for 

energy consumption used by these protocols using MAC layer are PAMAS, the power saves 

in IEEE 802.11 ad-hoc mode, PCMA (Power control multiple access), AFECA, and SPAN 

(Network layer). The LEACH (Low Energy Ad Hoc Cluster-Head Network) is used both for 

MAC & Network Layer. The detail analysis has been provided in the thesis by comparing 

the protocols in terms of methodology, and bottleneck. 

Development of an optimal path-programming algorithm for decentralized Infrastructure-less 

wireless network 

This Chapter presents the basic theories of path programming and concepts of graph theory, 

then lays stress on the study of Dijkstra algorithm for the shortest path problem and 

describes the process of its realization in detail. Using the concept of graph theory and 

Dijkstra algorithm, a matrix for the crowded wireless Infrastructure-less network situation has 
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been created to search the shortest path from one node to any other nodes, the weight 

values has been find out for the optimal path programming to get the shortest path length. 

Development of an energy efficient wireless Infrastructure-less networking (EEN) protocol. 

The work reported in this chapter deals with the development of intelligent node for Energy 

Efficient Wireless Infrastructure-less Network Protocol (EEN), which is based on the few 

characteristics of SPAN and few of Improved PAMAS by including the allocation of source 

id, maintaining list of backbone/ cluster-head and randomized characteristics. The 

developed algorithm (EEN) adaptively elects backbones / cluster-head from all nodes in the 

network, and rotates them in time using the essence of SPAN and backbones stay awake 

and performs multi-hop packet routing within the ad hoc network using Improved PAMAS. 

While keeping the other nodes remain in power-saving mode and periodically check if they 

should awaken and become a backbone. With EEN, each node uses a random back-off 

delay to decide whether to become a backbone (Using author addition of allocation of source 

ID and maintaining list of backbone I cluster-head). This delay is a function of the number of 

other nodes in the neighborhood that can be bridge using this node and the amount of 

energy it has remaining. To identify the unfaithful nodes in the particular geographic region ; 

and to control backbone, the author introduced a control mechanism (Using randomized 

characteristics) from the backbones, which must be fall in the middle of geographical area of 

complete network. The algorithm has been tested using NS2 for capacity, latency and 

energy savings and observed that for a practical scenario. 

Analysis and development of cryptography algorithm for secure and attack preventive 

decentralized Infrastructure-less wireless network 

This chapter has been divided into two sections. First part presents software model solution, 

INOv.f14/ Generic Cryptology Algorithm (GCA), is based on physical or logical node 

compromise detecting scheme, while incorporating global node position systems scheme for 

wireless Infrastructure-less networks. The GCA for wireless Infrastructure-less networks is 

developed to achieve ad-on security in terms of authentication, integrity, non-repudiation and 

confidentiality in Wireless Infrastructure-less Network for information interchange. For the 

development of GCA key management scheme is used for ad-on non-repudiation, 

availability, interoperability and efficient consumption require for overhead security protocol. 

Adrain Perrig algorithm claims to have data confidentiality, two-party data authentication, 

and evidence of data freshness. It provides authenticated broadcast for severely resource-

constrained environments for the networks. In addition to above parameters, the author has 

considered non-repudiation, availability, interoperability and efficient consumption, require 
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for overhead security protocol, and developed a GCA, for Wireless Infrastructure-less 

network. For developing GCA, the object class has been created to accept public key. The 

GCA public key object generates and distributes the attribute values for the "GCA 

parameters". Then finally the distribution algorithm for private key generation and decryption 

has been developed keeping in the view of low overhead for energy efficiency and wireless 

Infrastructure-less networking. 

Now the second part of the chapter describes the Identity-based systems have the property 

that a user's public key can be easily calculated from his identity by a publicly available 

function. The bilinear pairing, especially Tate pairing, proved to be a high performance in 

cryptography. With the foundation of above two properties, the author has developed a new 

ID-Based (t, n) threshold signature scheme from Tate pairings. The developed scheme is 

proved secure that it can resist attacks including plaintext attack, recovery equation attack, 

conspiracy attack and impersonation attack for any wireless networks. The scheme is 

exceptionally suitable for wireless Infrastructure-less networking, since the Tate pairing and 

the scalar multiplications easily implemented in ad-hoc networking model. Furthermore, 

performance analysis has been carried out to check the suitability of ad-hoc environment. 

Conclusion and scope for future work. 

This chapter paving the way for finding the solution for secure characteristics of mobile 

devices networking that can use wireless networks almost anywhere and anytime by using 

one or more wireless networks technologies. These technologies enable the use of 

infrastructured networks and ad-hoc networks. This Chapters presents the future scope for 

infrastructure-less networks. 
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Glossary 

Packet delivery. ratio: Packet delivery ratio is .the-ratio of the number of data packets 

actually delivered to the destination to the number of data packets supposed to be received. 

This number presents the effectiveness of the protocol. 

Average end-to-end delay: This indicates the end-to-end delay experienced by packets 

from source to destination. This includes the route discovery time, the queuing delay at 

node, the retransmission delay at the MAC layer and the propagation and transfer time in the 

wireless channel. 

Throughput: This is average rate of successful message delivery over a communication 

channel. This data may be delivered over a physical or logical link, or pass through a certain 

network node. The throughput is usually measured in bits per seconds (bit/s or bps), and 

sometimes in data packets per second or data packets per time slot. 

Retransmission: It is the resending of packets which have been either damaged or lost. It is 

a ten-n that refers to one of the basic mechanisms used by protocols operating over a packet 

switched computer network to provide reliable communication (such as that provided by a 

reliable byte stream for example TCP) 

Delay: It refers to a lapse of time. 

Latency: Latency is a measure to time delay experienced in a system, the precise definition 

of which depends on the system and the time being measured, 

Jitter: In computer networking, packet delay variation is the difference in end-to-end delay 

between selected packets in a flow with any lost packets being ignored. The effect is 

sometimes, incorrectly, referred to as jitter. 
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INTRODUCTION 

1.1 BACKGROUND & MOTIVATION 

Mobile devices, such as laptop computers, Pocket PCs, cellular phones, etc., are 

now easily affordable, and are becoming more popular in everyday life [1,2]. At the 

same time, network connectivity options for mobile hosts have grown 

tremendously, as the support for wireless networking products based on radio and 

infrared has been greatly increased over the past few years. With the availability of 

mobile computing devices, mobile users have a natural tendency to share 

information between them. Often mobile users want to have a meeting, even 

though it is not planned in advance and there is no Internet connection available. 

For instance, there may be situations that employees find themselves together in a 

meeting room, or friends or business acquaintances may encounter each other in 

an airport terminal, or some scholars and researchers may meet in a hotel 

ballroom for a conference or workshop. In those situations, requiring each user to 

connect to a wide-area network to communicate with each other may not be 

convenient or practical because of the lack of Internet connectivity or because of 

the time or cost required for such a connection. 

Fig. 1.1 An Infrastructure-less Networks with three wireless mobile hosts 

Popularity of Infrastructure-less mobile devices along with the presence of 

Infrastructure-less networks has contributed to recent advances in the field of 

1 



mobile computing in wireless Infrastructure-less networks. Mobile Infrastructure-

less networks have been mostly utilized in military environments. Pocket PCs 

communicate wirelessly with each other using the IEEE 802.11b technology 

without the use of an infrastructure. The recent advances in Infrastructure-less 

network technology now introduce the verity of new class of applications. Wireless 

Infrastructure-less networking is easy to configure in robust environment. 

Several energy efficient/ power aware wireless Infrastructure-less networks routing 

protocol have been designed to support energy saving by power control. But most 

of them use a separate control channel, nodes have to be able to receive on the 

control channel while they are transmitting on the data channel and also transmit 

on data and control channels simultaneously and a node should be able to 

determine when probe responses from multiple senders collide. In spite of this, 

their spatial reuse is less than optimal. Thus there is a great need to identify the 

new energy efficient protocol for wireless Infrastructure-less networks. Since each 

node in Infrastructure-less networks will be able to communicate directly with any 

other node that resides within its transmission range [14, 16]. Infrastructure-less 

networks are not secure while communicating with nodes that reside beyond the 

range, the node needs to use intermediate nodes to relay the messages hop by 

hop for multi-hop communication. Thus, there are number of issues and 

challenges related to secure communication, so, there will be a great need for 

some cryptography scheme, which is suitable to protect us from plaintext attack, 

equation attack, conspiracy attack and impersonation attack. 

1.2 ISSUES IN WIRELESS INFRASTRUCTURE-LESS NETWORKS 

The flexibility and convenience of Infrastructure-less networks come at a price. 

The multi-hop nature and the lack of fixed infrastructure add the complexities 

and design constraints in Infrastructure-less networking [15]. Wireless 

Infrastructure-less networks has the following challenges: 

• Limited wireless transmission range and channel capacity 

• Broadcast nature of the wireless medium 
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• Packet losses due to transmission errors 

• Mobility-induced route changes 

• Mobility-induced packet losses 

• Battery constraints 

• Potentially frequent network partitions 

• Ease of snooping on wireless transmissions (security hazard) 

• Energy Saving 

Limited wireless transmission range and channel capacity [15] 

Wireless Infrastructure-less networks is used to obtain information from the 

surrounding areas and collected data is reported to the base station through 

wireless links. In certain scenarios ongoing transmissions within the network need 

to be concealed so that no information is leaked beyond a vulnerable area. Such a 

concealment effort necessitates transmit ranges of radios to be limited However, 

limiting transmit ranges results in sub-optimal routing patterns within the network, 

which results in lower network lifetime. Due to their portability and their deployment 

in potentially harsh scenarios, nodes in infrastructure-less networks are usually 

powered by batteries with finite capacity. It is always desirable to extend the 

lifetime of Infrastructure-less network nodes without sacrificing their functionality. 

Thus, the study of energy-efficient mechanisms is of significant importance:Z. 1n 

wireless Infrastructure-less networks, the major energy consumption at each node 

is due to system operation, data processing, and wireless transmission and 

reception. 

A packet radio network consists of a number of packet radio stations that 

communicate with each other. A packet radio network carries messages in packets 

like a wired packet network, but uses radio signals instead of wires to carry the 

packets between stations. Basically a station in a packet radio network includes 

radio transmitting and receiving equipment and a computer to perform packet 

routing and forwarding functions. In a multi-hop packet radio network each station 

participates cooperatively in forwarding traffic between other stations. Compared to 

wired networks, radio networks are much cheaper to install and provide a user a 
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chance of mobility. With multiple short hops link quality improves and stations can 

use less power or achieve better data rates. On the other hand, there are several 

differences in the access medium, as with radio signals propagation, interference, 

frequency band choices, and such things have to be considered more carefully. 

Also real support of mobility and power consumption are important issues, when 

considering radio transmission. 

In theory multi hop wireless radio networks, also known as ad hoc networks 
provide more capacity than traditional radio networks. 
Fig. 1.2 compares the theoretical scalability of multi hop wireless radio to the 

scalability of a point-to-multipoint radio. The capacity refers to the total capacity of 

the network. Multi hop wireless networks can in theory scale linearly with the 

amount of nodes, when multiple antennas are used in each node. This means in 

practice that the transmission speed available to each node remains constant. 

Even with single antennas the capacity grows in proportion to Ark where N is the 

number of nodes, leaving a capacity of 1/1/TV to each node [15]. With IEEE 

802.11b WLAN the total capacity actually decreases according to Gupta, Gray and 

Kumar [16], due to sub optimal design of the MAC layer. The capacity comparison 

between PTM (Point- to-Multipoint) radio, BLAST — a multiple antenna ,ad Hoc 

theory using single antenna and IEEE802.11b ad Hoc has been compared in 

figure 1.2. 

A• 

Ad Hoc, in theory using multiple 
Antennas, BLAST (linear scaling) 

Ad Hoc, in theory using single 
Antennas (VW) 

PTM radio, no scaling 

A d Hoe, 1L,EE 802.11 b, measured 
Network size 

Fig. 1.2 Comparison of theoretical and real-life performance of ad hoc networks 05,16] 
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Broadcast nature of the wireless medium [15] 

Wireless channels differ from their wire-line counterparts. The broadcast nature of 

the wireless medium has been studied from the point of view of channel capacity 

(described above), when security considerations become paramount, a whole new 

set of interesting and crucial issues need to be addressed regarding the broadcast 

medium. Specifically, the broadcast nature allows jammers to effectively disrupt 

wireless network communications with clever strategies that use minimal jammer 

resources. This denial of service can be made catastrophic by utilizing semantic 

information in the Medium Access Control layer. The broadcast nature also means 

that eavesdroppers can hear transmissions without much effort, raising privacy 

concerns. However, at the same time, the broadcast medium allows innovative 

security measures, such as a recently introduced, innovative, information-

theoretically secure, key generation mechanism. This project is investigating 

denial-of-service at the MAC layer. An intelligent jammer could cleverly utilize the 

semantics of the data transmission, by interpreting the packet-on-the-air and 

deciding its relative importance, and carry out a jamming attack at the MAC-layer. 

In the context of CSMA/CA, the jammer could detect the transmission of valuable 

RTS control packets, and jam such crucial information-bearing packets, to prevent 

other users from accessing the channel. Due to the random back-off, this creates a 

cascade effect, which will waste a large bandwidth. We are investigating intelligent 

jamming attacks in the link layer, quantifying the loss of throughput caused, and 

designing protocols which are resistant to such attacks. The project is also 

investigating the topic of privacy and information-theoretic security in the presence 

of eavesdroppers. The approach uses multiple antennas and possibly other 

resources to degrade the eavesdropper's channel, while not affecting the channel 

of the legitimate receiver. This results in secure communication between the 

transmitter and the legitimate receiver. 

Packet losses due to transmission errors [6] 

Infrastructure-less wireless networks experiences a much higher packet loss due 

to factors such as high bit error rate (BER) in the wireless channel, increased 
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collisions due to the presence of hidden terminals, presence of interference, 

location dependent contention, uni-directional links, frequent path breaks due to 

mobility of nodes, and the inherent fading properties of the wireless channel [6]. 

Mobility-induced route changes [17] 

The network topology in an Infrastructure-less wireless network is highly dynamic 

due to the movement of nodes; hence an on-going session suffers frequent path 

breaks. This situation often leads to frequent route changes. Therefore mobility 

management itself is very vast research topic in Infrastructure-less networks. 

Mobility-induced packet losses [17] 

Communication links in an Infrastructure-less networks are unstable such that 

running conventional protocols for MANETS, VANETS, WSN and ad hoc over a 

high loss rate will suffer from severe performance degradation. However, with high 

error rate, it is very much difficult to deliver a packet to its destination. 

Battery constraints [18] 

This is one of the limited resources that form a major constraint for the nodes in an 

ad hoc network. Devices used in these networks have restrictions on the power 

source in order to maintain portability, size and weight of the device. By increasing 

the power and processing ability makes the nodes bulky and less portable. So only 

MANETS, VANETS, WSN and ad hoc nodes has to optimally use this resource. 

Potentially frequent network partitions [7] 

The randomly moving nodes in an Infrastructure-less networks can lead to network 

partitions. In major cases, the intermediate nodes are the one which are highly 

affected by this partitioning. 
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Ease of snooping on wireless transmissions (security hazard) [19] 

The radio channel used for Infrastructure-less networks is broadcast in nature and 

is shared by all the nodes in the network. Data transmitted by a node is received 

by all the nodes within its direct transmission range. So an attacker can easily 

snoop the data being transmitted in the network. Here the requirement of 

confidentiality can be violated if an adversary is also able to interpret the data 

gathered through snooping [6]. 

Energy Saving [1-12] 

Based on the literature surveys [1-12], it is easy to find out the thrust area for 

saving energy as shown in figure 1.3 in wireless Infrastructure-less networks at the 

following cross layers: 

Application 

Middleware 
Middleware 

Service Location, Group Communications, Shared Memory 

 

Transport and network layer protocol 
TCP, Routing, Addressing, Location, Multicasting, 

Interconnection 

          

Layers 
Issues 

  

            

     

Blue tooth 

    

1 	
802.11 

  

Hiper LAN 

   

         

  

Medium Access Control 
Antennas, Power Control 

     

Fig. 1.3 Cross layer issues raising the section of energy conservation, QoS and security. 
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❖ Physical layer - At the lowest level an energy-efficient radio that has been used 

in various operating modes (like variable RF power and different sleep modes) 

such that it allows a dynamic power management. Energy can be saved by 

adapting suitable modulation techniques and basic error-correction schemes 

[11]. The bandwidth of a radio also influences its energy consumption [11]. 

❖ Medium access layer - In an energy-efficient MAC protocol the basic objective 

is to minimize the time the radio needs to be powered. Since the overhead 

introduced due to state transitions is also significant, minimizing the number of 

transitions also reduces energy consumption [3]. Scheduling data transfers in 

bulk, an inactive terminal is allowed to doze and power off the receiver. Due to 

this the network interface must be re-activated at a scheduled time. Transceiver 

unsuccessful actions due to collisions and errors should be avoided, and the 

protocol should adapt to the dynamic environment [1,2]. 

❖ Logical link control layer - Due to the dynamic nature of wireless networks, 

adaptive error control can give significant gains in effective bandwidth and 

energy efficiency. This avoids applying error-control overhead to connections 

that do not need it, and it allows to selectively matching the required QoS and 

the conditions of the radio link. Above these error-control adaptations, a slot 

scheduler in the base-station can also adapt its traffic scheduling to the error 

conditions of wireless connections of a mobile. The scheduler can try to avoid 

periods of bad error conditions by not scheduling non-time critical traffic during 

these periods [4]. Flow control mechanisms are needed to prevent buffer 

overflow, but also to discard stale packets. Depending on the service class and 

QoS of a connection, different flow control energy consumption. For instance, 

in a video application it is uselest to transmit images that are already outdated. 

❖ Network/ Transport layer - Errors on the wireless link can be propagated in the 

protocol stack. In the presence of a high packet error rate and network 
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protocols {such as TCP) may overreact to packet losses, mistaking them for 

congestion. TCP responds to all losses or drop by invoking congestion control 

and avoidance algorithms [5]. These measures result in unnecessary increases 

in energy consumption and deterioration of QoS [5,6]. The congestion control 

during packet errors. These schemes choose from a variety of mechanisms to 

improve end-to-end throughput, such as local retransmissions, split 

connections and forward error correction [8,9]. 

• Operating system level - Another way to avert the high cost (i.e. performance, 

energy consumption or money) of wireless network communication is to avoid 

use of the network when it is expensive by predicting future access and 

fetching necessary data when the network is cheap [10]. In the higher level 

protocols of a communication system caching and scheduling can be used to 

control the transmission of messages. The works in particular well when the 

computer system has the ability to use various networking infrastructura jwith 

varying and multiple network connectivity and with different characteristics and 

costs [7]. 

To reduce the power Consumption in infrastructure-less networks, there is great 

need to develop an energy efficient network which preserves the energy at 

different layers. However, it is not possible to incorporate energy efficient network 

design in more than one layer at a time. The present research work has given 

emphasis on the development of energy efficient network protocol above the MAC 

layer and below the network layer. • 

1.3 OBJECTIVE OF THE PRESENT RESEARCH WORK 

The objective of the present research work is to analyze the existing energy 

efficient wireless Infrastructure-less network protocols/ algorithm reported in the 

literature and modified the algorithm for energy efficient wireless Infrastructure-less 

network protocols. Further, to develop and analyze the cryptography algorithm for 
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secure and attack preventive wireless Infrastructure-less networks. The present 

work is carried out as follows: 

a) Analyze the existing popular energy efficient) power aware routing algorithm. 

b) Development of an optimal path-programming algorithm for decentralized 

Infrastructure-less wireless network. 

c) Development of an energy efficient wireless Infrastructure-less networking 

(EILN) protocol. 

d) Develop and analyze the cryptography algorithm for secure and attack 

preventive decentralized Infrastructure-less wireless network. 

e) Conclusion and Scope for future work. 

1.4SIMULATION TOOLS USED FOR PRESENT WORK 
The simulation part is an important work to design, develop and test the networks. 

It is available under Linux/ Cygwin (for window environment) , with a GPL license. 

The details of NS-2 are given below: 

About Network Simulator: NS-2: 

NS2 is a network simulator; built with C++ and TCL. It has been developed in the 
California University, by LBL, Xerox PARC, UCB, and USC/ISI through the VINT 

project supported by DARPA (Defense Advanced Research Project Agency, USA). 

Nowadays, this simulator is used around the world, because of the GPL license, 

and because it is a powerful simulator [11]. 

The simulator is composed of two parts: 

i. The TCL code: it is used to communicate with the simulator, and permits to 

define different simulation parameters. 
ii. The C++ code: it is the main part of the NS project, because it defines how 

the simulator has to behave 

There are two kinds of interaction with the C++ code: 

a) The first one is with TCL files, which can describe the initial conditions. It can 

also describe some events, like the change of speed for example. 
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Simulatio n 
arameters 

b) The second one is the generation of events by the C++ code itself. 

The C++ code produces some output files, which contain different types of results 

from the simulation. 

Fig. 1.4 NS2 Simulation Architecture 

TCL: The Scenario Interface: 

The main reason for using a TCL language in ns2 is because it is not useful to use 

only C++ code. In fact, by this mean, the user does not need to compile the 

simulator every time he wants to do a new simulation. The TCL language is 

interpreted by the C++ code in ns2, without being compiled. 

To use a network simulator, we have to define two things: 

a) How does the protocol behave? It is done by the C++ code, because it does 

not change for every simulation 

b) What are the simulation parameters? It is done by the TCL code, because 

every simulation is different (number of nodes, positions, speeds, protocol 

used) 

The TCL code allows the user to choose between fixed or wireless network, and 

among the different implemented protocols: DSDV, AODV, DSR, TORA (for 

wireless networks). The TCL file contains also information about nodes like 

position and speed, or information's about source and destination, the 

transmission rate, and a lot of other parameters. 

The C++ Code: 

Like C++, TCL is an object oriented language. The main purpose of the C++ code 

is to define how the simulator works, independently from the simulation 
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parameters, and the results depend only on different initial conditions. For 

instance, some C++ objects represent the different layers of the different nodes in 

the simulation. The simulation runs with a specific simulation time. Then, by 

sending packets, C++ objects creates some events: they want that one C++ object 

receives one packet at a time, by introducing a delay for example. But because 

NS-2 is a mono process program, there is a table, containing all the events and 

sorting them according to the time they occur For the analysis point of view, we 

have used network simulation tool NS-2 [11]. 

1.5 ORGANIZATION OF THE THESIS 
This thesis explores the secure and optimized energy efficient wireless 

Infrastructure-less networks that appeared in the literature and to explore the 

possibility of enhancements in the existing energy efficient wireless Infrastructure-

less networking. This thesis analyzes the existing popular energy efficient/ power 

aware routing algorithm in chapter 2 to develop an optimal path programming 

algorithm for energy efficient for wireless Infrastructure-less networks described in 

chapter 3. It develops an energy efficient wireless Infrastructure-less networking 

(EILN) protocol and compares the developed protocol with popular existing 

protocols described in chapter 4. It also analyzes and developed the security 

aspects model algorithm in chapter 5 for secure and optimized energy efficient 

wireless Infrastructure-less networks and finally it find the Conclusion and Scope 

for future work. 
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Chapter -2 

ANALYZE THE EXISTING POPULAR ENERGY EFFICIENT/ 

POWER AWARE ROUTING ALGORITHM 

2.1 INTRODUCTION 

The wireless networking environment presents formidable challenges to the study 

of broadcasting (one-to-all) and multicasting (one-to-many) problems, especially 

when energy-efficient operation is required. To address the specific problem of 

energy- efficient wireless infrastructure-less networks, the study of cross-layer 

communication approach is important. This section elaborates the similarities and 

differences between energy-limited and energy-efficient modes of operation, and 

illustrates the impact of these overlapping (and sometimes conflicting) 

considerations on network operation. 

In energy efficient mode, Energy is a cost (e.g., to replace batteries) and 

Minimizing energy to achieve given communication goals is the main issue. In 

energy-constrained, Energy is a constraint means a node dies when its energy is 

depleted (i.e. Sensor networks, ad hoc networks in which batteries can't be 

recharged or replaced). Our goals are to maximize network's useful lifetime and to 

maximize quantity of data delivered to destinations. However, Optimizing energy 

efficiency does not guarantee good performance in energy-constrained 

applications. 

Wireless connectivity with mobility support has become an important issue in the 

modern computing infrastructure. Especially, mobile ad hoc networks (MANETs) 

[20,21] attract a lot of attention with the advent of inexpensive wireless LAN 

solutions such as IEEE 802.11[22], HIPERLAN [23] and Bluetooth [24] 

technology. Since they do not need communication infrastructure in their basic 

forms and utilize the unlicensed ISM (Industrial, Scientific, and Medical) band, they 

are likely to be rapidly adopted. Applications of wireless infrastructure-less 

networks encompass various areas including home-area wireless networking, on-

the-fly conferencing, disaster recovery, wireless sensor networks [25], and GSM 
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(Global System for Mobile Telecommunications) service extension covering dead 

spots [26]. Multicasting has been extensively studied [19] for wireless 

infrastructure-less networks because it is fundamental to many ad hoc network 

applications requiring close collaboration of the member nodes. A multicast packet 

is delivered to multiple receivers along a network structure such as a tree or mesh, 

which is constructed once a multicast group is formed. However, the network 

structure is fragile due to node mobility and, thus, some members may not be able 

to receive the multicast packet. In order to improve the packet deliver)/ ratio, 

multicast protocols for wireless infrastructure-less networks usually employ control 

packets to refresh the network structure periodically. It has been shown that mesh- 

based protocols are more robust to mobility than tree-based protocols [27], due to 

many redundant paths between mobile nodes in the mesh. However, multicast 

mesh may perform worse in terms of energy efficiency because it uses costly 

broadcast-style communication involving more forwarding nodes than multicast 

trees. Another important aspect of energy efficiency is balanced energy 

consumption among all participating mobile nodes. In order to maximize the 

lifetime of a wireless infrastructure-less networks, care has to be taken not to 

unfairly burden any particular node with many packet-relaying operations. Node 

mobility also needs to be considered along with energy balancing. The rest of the 

chapter is organized as follows. Multicasting for wireless infrastructure-less 

networks is discussed in Section 2.2. Section 2.3 investigates research reviews on 

popular energy efficient multicast protocols for wireless infrastructure-less 

networks and analyzes energy efficiency assuming a static ad hoc network in a 

tabular form. Finally, concluding remarks are in Section 2.4. 

2.2 MULTICAST PROTOCOLS FOR WIRELESS INFRASTRUCTURE-LESS 

NETWORKS 

This section briefly overviews the literature survey on' multicast protocols targeting 

MANETs. They can be largely categorized into two types, tree-based multicast and 

mesh-based multicast, based on the multicast structure. Tree-based multicast is 

generally used in wired and infrastructured mobile networks (i.e., mobile networks 
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with base stations), as well as in MANETs. Depending on the number of trees per 

multicast group, tree-based multicast can be further classified as per-source tree 

multicast and shared tree multicast. 

A new approach unique to MANETs is the mesh-based multicast [39-42]. A mesh 

is different from a tree since each node in a mesh can have multiple parents. Using 

a single mesh structure spanning all multicast group members, multiple paths exist 

and other paths are immediately available when the primary path is broken. This 

avoids frequent network reconfigurations, resulting in the minimization of disruption 

of ongoing multicast sessions and reduction of the overhead in implementing the 

protocol. However, care must be taken to avoid forwarding loops when multicast 

data are forwarded in a multicast mesh. 

Tree-Based Multicast [30-37] 

As mentioned earlier, there are two versions of tree-based multicast in a MANET: 

per-source tree and shared tree multicast. Per-source based tree is established 

and maintained for each multicast source node of a multicast group. ,The 

advantage is that each multicast packet is forwarded along the most efficient path 

from the source node to each and every multicast group member. However, this 

method incurs a lot of control overhead and cannot quickly adapt to the 

movements of the nodes in a MANET [31]. 

On the other hand, shared tree multicast is a more scalable approach than the per-

source tree approach_ Instead of building multiple trees for each multicast group, a 

single shared tree is used for all multicast source nodes. Multicast packets are 

distributed along this shared tree to all members of the multicast group. To 

establish a shared tree, a special node is designated as a core node, which is 

responsible for creating and maintaining the shared tree. Hence, a core selection 

algorithm is used [33]. The established shared tree can be either unidirectional or 

bidirectional. 

In a unidirectional shared tree, multicast packets must be unicast to the core node, 

which is the root of the tree. From the core node, the multicast packets are 

distributed along the shared tree until they reach all the multicast group members. 

15 



sende 

However, in a bidirectional shared tree, multicast packets can enter the shared 

tree at any point, and they are distributed along all the branches of the shared tree. 

The shared tree approach has lower control overhead, but the path is not 

necessarily optimal, i.e., the path from a multicast source to a receiver is not 

necessarily the shortest. Furthermore, in a dynamic network, throughput can be 

deteriorated dramatically unless the core node and shared tree quickly adapt to the 

node mobility. 

Figure 2.1 shows an example of a shared unidirectional tree multicast. The tree 

consists of a root node (r), four intermediate forwarding nodes (p, q, s, and t), 

seven receiver nodes of a multicast group (gray-colored nodes), and eleven tree 

links. In the shared tree scheme, receiver nodes periodically send join requests to 

the root node, and the root updates the multicast tree using the path information 

included in the join request messages [28]. 

   

tree link 
unused link 

root node 
C receiver node 

   

   

Fig. 2.1 An example of tree-based multicast 

Joining a multicast group causes reports (i.e., join messages) to be periodically 

sent [29], while leaving a multicast group does not lead to any explicit action. The 

period must be carefully chosen to balance the overhead associated with tree 
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update and the delay caused by the tree not having timely updates when the 

nodes move [30]. Various tree-based multicast protocols have been proposed431- 

37] and here some representative ones are briefly reviewed: 

• Ad-hoc Multicast Routing Protocol (AMRoute) [31] creates a bidirectional shared 

tree per multicast group. The tree contains only the group members, and multicast 

tunnels (virtual links) are assumed to exist between each pair of group members 

based on an underlying routing protocol. Therefore, the tree need not be 

reconstructed even though the network topology changes as long as routes 

between the group members exist. 

• Ad-hoc On-Demand Distance Vector Multicast Protocol (AODV) [32] is another 

bidirectional shared tree multicast protocol. Here, if the sender does not belong to 

the multicast group, it first finds the nearest group member and lets it become a 

root for delivering the multicast packets. 

• Ad-hoc Multicast Routing protocol utilizing Increasing-idS (AMRIS) [33] is a 

shared tree multicast approach. Each node has multicast session member id 

(msm-id). The msm-id provides each node with an indication of its "logical height" 

in the multicast delivery tree such that it increases as it radiates from the root of 

the delivery tree. 

•Lightweight Adaptive Multicast (LAM) [34/ builds a group-shared multicast routing 

tree centered at a preselected node called a CORE. LAM runs on top of TORA 

(Temporally Ordered Routing) protocol [35]; each node has information on its 

neighbors and the correct order of transmission path. Each member prepares a 

JOIN message containing the group id and the target CORE id, picks a neighbor 

with the lowest height as the receiver of the JOIN message, and sends the 

message. Since the JOIN message is supposed to travel along only a 

"downwards" path in the TORA DAG (directed acyclic graph) with respect to the 

target CORE, if a JOIN message is received over an upstream link, the tree is 

considered invalid and a valid one is constructed rooted at the CORE. 

• In Associativity-Based Multicasting Routing Protocol (ABAM) [36], a multicast 

sender builds a per-source multicast tree with i messages sent by member 

receivers who received an MBQ (multicast broadcast query) message from the 
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sender. The multicast sender decides a stable multicast tree based primarily on 

association stability, which refers to spatial, temporal, connection, and power 

stability of a node with its neighbors, and it generates an MC-SETUP message to 

establish a multicast tree. 

• Multicast Routing Protocol based on Zone Routing (MZR) [37] is another per-

source tree approach, in which a multicast delivery tree is created using a concept 

called the zone routing mechanism. A proactive protocol runs inside each zone, 

maintaining an up-to-date zone routing table at each node. A reactive multicast 

tree is created for inter-zone routing. 

Mesh-Based Multicast 

Tree-based protocols may not perform well in the presence of highly mobile nodes 

because the multicast tree structure is fragile and needs to be readjusted 

frequently as the connectivity changes. Mesh-based multicast protocols have been 

proposed to address the problem by constructing a mesh structure with redundant 

links between mobile nodes. Figure 2.2 shows an example of mesh-based 

multicast for the MANET. Note that it includes three redundant links (marked in the 

figure) in addition to eleven tree links. As a result, even though the tree link from s' 

to v' is broken, node v' receives a multicast packet through the redundant link from 

t' to V. Mesh-based protocols are more robust to mobility and thus allow better 

packet delivery ratio, Several [38-42] mesh-based multicast protocols have been 

reported in the literature, some of them are briefly described below : 

•Multicast Core-Extraction Distributed Ad hoc Routing (MCEDAR)[38] is an 

extension to the CEDAR routing protocol [39], and it provides the robustness of 

mesh-based routing protocols while approximating the efficiency of tree-based 

protocols. As CEDAR extracts core nodes, MCEDAR extracts a sub-graph (called 

an mgraph ) for each multicast group consisting only of core nodes as the routing 

infrastructure used for data forwarding. 

•Clustered Group Multicast (CGM) [40] employs advertising agents to reduce 

traffic, which act as both a server and client for advertising join requests on behalf 
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of their local clients. Multicast backbone is also used to reduce the control 

overhead. By implementing CGM over the multicast infrastructure, the cluster-head 

works as an advertising agent if one or more subscribers are within its cluster, and 

the inter-cluster routing approach lets the number of nodes in the backbone be 

smaller. 

•Core-Assisted Mesh Protocol (CAMP) [41] adopts the same basic architecture 

used in IP multicast. A node wishing to join a multicast mesh first consults a 

routing table to determine whether it has neighbors that are already members of 

the mesh. If so, the node announces its membership via a CAMP UPDATE. 

Otherwise, the node either propagates a JOIN REQUEST towards one of the 

multicast group "cores" or attempts to reach a member router by applying ring 

search of broadcast requests. 

•On-Demand Multicast Routing Protocol (ODMRP) [42] employs on-demand 

routing techniques to avoid channel overhead and improve scalability. It uses the 

concept of forwarding group, a mesh of nodes responsible for forwarding multicast 

data on shortest paths between any pair of members, During the control message 

exchange between senders and group receivers (JOIN REQUEST and JOIN 

TABLE), a node realizes that it is part of the forwarding group when it is on the 

path from a receiver to the source. 

•Neighbor Supporting Multicast Protocol (NSMP) [42] utilizes node locality to 

reduce the overhead of route failure recovery and mesh maintenance. A new 

source initially sends a FLOOD REQ (FR) packet containing an upstream node 

field. When an intermediate node receives it, it caches its upstream node and 

updates the field with its own address before forwarding it. When a receiver 

receives the FR packet, it sends an REP packet. The upstream node receives the 

REP packet and adds an entry for the group to its routing table, and the REP 

packet is forwarded eventually to the source node. 

Both tree-based multicast and mesh-based multicast require to be an energy 

efficient multicast protocol to conserve the energy. 
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Fig. 2.2 An example of mesh-based multicast 

Energy Efficient Multicast Protocols 

Energy efficiency protocols have been emphasized to distinguish it from all other 

protocols. Two approaches have been proposed for energy efficient multicast in 

MANETs. The first is based on the assumption that the transmission power is 

controllable. Under this assumption, the problem of finding a tree with the least 

consumed power becomes a conventional optimization problem on a graph where 

the weighted link cost corresponds to the transmission power required for 

transmitting a packet between two nodes. 

The second approach for energy efficiency comes from the difference of tree-

based multicast [48] from mesh-based multicast. One general idea of the power-

saving mechanism is to put a mobile node in sleep (low power) mode while it is not 

sending or receiving packets. Since every mobile node in the mesh must not sleep 

and must be ready to receive packets during the entire multicast session, it would 

consume more energy. Even though data transmission through a wireless medium 

is broadcast in nature, this does not necessarily mean that all neighbor nodes have 
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to receive the broadcast packets. Uncast transmission along the multicast tree is 

quite different from the intentional broadcast within the multicast mesh in that only 

the designated receiver needs to receive the transmitted data. A mobile node in 

tree-based protocols can safely put itself into a low power energy conserving sleep 

mode if it is not a designated receiver [49]. A connected dominating set S of a 

graph G is a connected sub graph of G such that every vertex u in G is either in S 

or adjacent to some v in S. Routing using connected dominating sets of a graph 

can reduce the search space for routes [45,46]. 

As mentioned in the introduction to this chapter, another important aspect of 

energy efficiency is balanced energy consumption among all participating mobile 

nodes. For example, consider a multicast tree shared by a number of multicast 

senders. In the shared tree, the root node of the tree consumes more battery 

energy and stops working earlier than other nodes. This affects the network 

connectivity and may lead to partitioning of the MANET and reduced network 

lifetime. A per-source tree-based multicast protocol alleviates this problem by 

using a separate tree per sender at the cost of increased tree management 

overhead [43,44]. Node mobility also needs to be considered along with energy 

balancing. 

The next section presents the detail research review on energy efficient multicast 

protocols. 

2.3 RESEARCH REVIEW ON ENERGY EFFICIENT MULTICAST PROTOCOLS 

Das and Bharghavan [45] approximate the minimum connected dominating set of 

an ad hoc network, and route packets using nodes from that set. Wu et al. [46] 

propose a distributed algorithm for approximating connected dominating sets in an 

ad hoc network that also appears to preserve capacity. In a later paper, Wu and 

Gao [47] discuss power aware routing using the connected dominating sets. In 

GAF (Geographic Adaptive Fidelity) [77], nodes use geographic location 

information to divide the world into fixed square grids. The size of each grid stays 

constant, regardless of node density. Nodes within a grid switch between sleeping 

21 



and listening, with the guarantee that one node in each grid stays up to route 

packets. 

In AFECA (Adaptive Fidelity Energy Conserving Algorithm) [48], each node 

maintains a count of the number of nodes within radio range, obtained by listening 

to transmissions on the channel. A node switches between sleeping and listening, 

with randomized sleep times proportional to the number of nearby nodes. The net 

effect is that the number of listening nodes is roughly constant, regardless of node 

density; as the density increases, more energy can be saved. AFECA's constants 

are chosen so that there is a high probability that the listening nodes form a 

connected graph, so that ad hoc forwarding works. An AFECA node does not 

know whether it is required to listen in order to maintain connectivity, so to be 

conservative AFECA tends to make nodes listen even when they could be asleep. 

The PAMAS power-saving medium access protocol [49,50] turns off a node's radio 

when it is overhearing a packet not addressed to it. This approach is suitable for 

radios in which processing a received packet is expensive compared to listening to 

an idle radio channel. Kravets and Krishnan [51] present a system in which mobile 

units wake up periodically and poll a base station for newly arrived packets. Like 

Stemm and Katz [52], they show that setting the on/off periods based on 

application hints reduces both power and delay. Span assumes the presence of an 

ad hoc polling mechanism such as that provided by 802.11, and could potentially 

work in concert with application hints; such hints would apply only to sleeping 

nodes, not backbones. Smith et al. [53] propose an ad hoc network that elects a 

virtual base station to buffer packets for local nodes. They do not, however, 

attempt to make sure that enough of these base stations are present to preserve 

connectivity in a multi-hop ad hoc network. Minimum-energy routing [54] saves 

power by choosing paths through a multi-hop ad hoc network that minimize the 

total transmit energy. Chang and Tassiulas [54] to maximize overall network 

lifetime by distributing energy consumption fairly have extended this approach. In 

this protocol, nodes adjust their transmission power levels and select routes to 

optimize performance. Ramanathan and Rosales-Hain describe distributed 

algorithms that vary transmission power and attempt to maintain connectedness 
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[55]. Rodoplu and Meng [56] give a distributed algorithm to produce minimum 

power routes by varying node transmission power. Wattenhofer et at [57] describe 

a topology maintenance algorithm using similar underlying radio support, but their 

algorithm guarantees global connectedness using directional information. 

Heinzelman et al. [58], whose LEACH protocol selects rotating cluster-heads to 

collect local information and transmit it to a base station in a wireless sensor 

network, describe an alternative approach. Like LEACH, directed diffusion 

mechanism of Intanagonwiwat et at j59] takes advantage of aspects of sensor 

networks, particularly the possibility of aggregating and compressing data that are 

not present in general-purpose networks. 

In general, the basic idea that a path with many short hops is sometimes more 

energy-efficient than one with a few long hops could be applied to any ad hoc 

network with variable power radios and knowledge of positions. In preemptive 

routing [60], low received signal strength is used to predict when a link, and thus a 

route, will break. When signal strength becomes low, the routing protocol can 

preemptively select a new good route to the same destination, on the assumption 

that low signal strength indicates that the other end of the link will soon be out of 

range. New routes are selected so that all links have signal strength greater than 

some threshold. Low signal strengths are monitored for a period to ensure that 

random signal fades do not prematurely trigger a route change. Simulations with 

DSR [60] show that this technique decreases the number of broken routes, 'and 

generally decreases latency. Span adaptively elects "backbones" from all nodes in 

the network. Span backbones stay awake continuously and perform multi-hop 

packet routing within the ad hoc network, while other nodes remain in power-

saving mode and periodically check if they should wake up and become a 

backbone. 
Table 2.1 Bottleneck of Popular Energy Efficient/ Power saving wireless infrastructure-less 

networks 

S.No. Papers Author/ Year Technique 	Used/ Drawback(s) Remark! 

On Proposed of Available Information (if any) 

Energy by Pub. 
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Efficient 

Model 

I PAMAS S Singh et al. 1998 The PAMAS power-saving It uses a separate control +Use of 

(Power [49] medium 	access 	protocol channel, nodes have to be Beacon 

aware turns 	off 	a 	node's 	radio able 	to 	receive 	on 	the Period- 

multi when 	it 	is 	overhearing 	a control channel while they to 

access packet not addressed to it. are 	transmitting 	on 	the improve 

protocol) This approach is suitable for 

radios in which processing a 

received packet is expensive 

compared to listening to an 

idle radio channel. Choosing 

Beacon Period for Improved 

Response Time. 

data 	channel 	and 	also 

transmit 	on 	data 	and 

control 	channels 

simultaneously and a node 

should 	be 	able 	to 

determine 	when 	probe 

responses 	from 	multiple 

senders collide. 

response 

time. 

2 Improved C. S. 1999 To avoid the probing, a node This may not be useful +Control 

PAMAS Raghwendra should 	switch 	off 	the when hardware is shared Channel 

et al. [50] interface 	for data 	channel, 

but 	not 	for 	the 	control 

channel 	(which 	carries 

RTS/CTS 	packets). 	Each 

sleeping node always know 

how 	long 	to 	sleep 	by 

watching 	the 	control 

channel. 

for the control and data 

channels. 	It may not be 

possible 	turn 	off 	much 

hardware 	due 	to 	the 

sharing. 

(RTS/CTS 

packets) 

doesn't 

switch  

off. 

3 Woesner Woesner et 1998 If each node uses the 802.11 If 	each 	node 	uses 	the +Based 

et al, al., [23] 2002 power-save 	mechanism, 802.1 I 	power-save on 

Jung et al., Jung et at, 2002 each 	hop will 	require one mechanism, each hop will ATIM 

Tseng 	et [46] 2001 beacon interval. This delay require 	one 	beacon Window 

al., 

Chen et at. 

Tseng et 

al.,[33] 

Chen et at. 

[54] 

could be intolerable. 

If 	two 	hosts' 	ATIM 

windows do not overlap in 

time, they cannot exchange 

ATIM 	requests 

(synchronization problem). 

interval. This delay could 

be intolerable. 

If 	two 	hosts' 	ATIM 

windows do not overlap in 

time, 	they 	cannot 

exchange ATIM requests 

If ATIM 	window 	is 	too (synchronization 
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large, 	reduction 	in 	energy 

consumption 	reduced. 

Energy 	consumed 	during 

ATIM window. 

If ATIM 	window 	is 	too 

small, not enough time to 

send ATIM request. 

problem). 

If ATIM window is too 

large, reduction in energy 

consumption 	reduced. 

Energy consumed during 

ATIM window. 

If ATIM window is too 

small, not enough time to 

send ATIM request. 

4 LEACH 

(Low 

Energy Ad 

Hoc 

Cluster- 

Head 

Network) 

Kravets and 

Krishnan 

[51] 

Its 	mobile 	units 	wake 	up 

periodically and poll a base 

station 	for 	newly 	arrived 

packets. 

Taekyoung 	kwon 	et 	al. 

shows 	that 	LEACH 

abruptly 	selects 	cluster- 

head in bad case scenario, 

where some nodes in the 

cluster are out of the radio 

range. 	LEACH 	media 

access 	consumes 

considerable 	high 	power 

consumption. 

Periodic 

ally 

wake up 

by 

polling 

5 SPAN Balakrishnan 

et al. [61] 

2001 It 	adaptively 	elects 

"coordinators" 	from 	all 

nodes in the network. Span 

coordinators 	stay 	awake 

continuously 	and 	perform 

multi-hop 	packet 	routing 

within the ad hoc network, 

while other nodes remain in 

power-saving 	mode 	and 

periodically 	check 	if 	they 

should wake up and become 

a coordinator. 

Proposed 	algorithm 	is 

close 	to 	weak 	Wu/Li's 

concept 	of 	connected 

dominating 	sets 	(view: 

www.site.uottawa.caiLiva 

n. 	Handbook 	of Sensor 

Networks: Algorithms and 

Architectures 	(I. 

Stojmenovic, ed.), 	Wiley, 

2005, pp. 343-379.). 

"coordin 

ator" 

concept 

6 Energy 

and 	rate 

based 

MAC 

protocol 

Rajgopal 

Kannan 

et al. [62] 2003 

In 	this 	paper 	the 	author 

propose 	an 	approach 	in 

which node duty cycles (i.e 

sleep and wake schedules) 

are based on their criticality. 

This makes the problem of 

conserving 	energy 	at 

individual 	sensor 	nodes 

challenging. S-MAC and 

PAMAS arc two MAC 

+Using 

critical 

value 

for sleep 

and 
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for 

wireless 

sensor 

networks 

A 	distributed 	algorithm 	is 

used to find sets of winners 

and 	losers, 	who 	are 	then 

assigned appropriate slots in 

our TDMA based MAC 

protocol. 	They 	use 	the 

concept 	of 	of 	energy- 

criticality of a sensor node 

as a function of energies and 

traffic rates. 

protocols 	which 

periodically 	put 	nodes 

(selected 	at 	random) to 

sleep in order to achieve 

energy savings. 

wake 

period 

7 A 	MAC 

Protocol to 

Reduce 

Sensor 

Network 

Energy 

Consumpti 

on Using a 

Wakeup 

Radio 

Nitin H. 

Vaidya et 

al. 1631 

2005 The 	author 	proposes 	a 

protocol 	for 	energy 

conservation. In addition, 	it 

allows sensors to control the 

amount of buffered packets 

since 	storage 	space 	is 

limited. To 	achieve this, 	a 

two-radio 	architecture 	is 

used which allows a sensor 

to "wakeup" a neighbor with 

a 	busy 	tone and 	send 	its 

packets for that destination. 

This process is expensive 

because 	all 	neighbors 

must awake and listen to 

the 	primary 	channel 	to 

determine 	who 	the 

intended 	destination 	is. 

Therefore, 	triggered 

wakeups on the primary 

channel 	are proposed to 

avoid 	using 	the 	more 

'costly wakeup procedure. 

+new 

protocol 

for 

energy 

conserva 

tion — 

two 

radio 

architect 

ure 

8 JAVeLEN 

- An ultra- 

low energy 

ad 	hoc 

wireless 

network 

J. Rediet al. 

[64] 

r 

2008 In this paper the period of 

time 	during 	which 	the 

network 	is 	operational 

depends on battery lifetime. 

The author has designed and 

simulated a novel design for 

a mobile ad hoc network 

with a low offered load (of 

approximately 	I% 	average 

loading) 	that 	uses 

dramatically less (often 300 

times or 99.7% less) power 

than 	industry 	standard 

protocols and yet achieves 

higher 	delivery 	reliability, 
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handles substantially greater 

node 	densities, 	supports 

mobility, and has the ability 

to perform well even under 

high offered loads. 

9 Energy 

Efficient 

Multicast 

Routing 

Protocol for 

MANET 

with 

Minimum 

Control 

Overhead 

Pariza 

Kamboj and 

Ashok.K. 

Sharma 

[65) 

2010 The 	algorithm 	uses 	the 

concept of small overlapped 

zones around each node for 

proactive 	topology 

maintenance 	with 	in 	the 

zone. 	To 	search 	for 	an 

existing 	multicast 	tree 

outside the zone, constrained 

directional 	forwarding 	is 

used 	which 	guarantees 	a 

good reduction in overhead 

in comparison to network 

wide 	flooding 	for 	search 

process, 

, 

2A CONCLUSION 

On the basis of above study it is observed that several energy efficient/ power 

aware wireless infrastructure-less networks routing protocol have been designed to 

support energy saving by power control and energy efficient. But most of them use 

a separate control channel, nodes have to be able to receive on the control 

channel while they are transmitting on the data channel en' also transmit on data 

and control channels simultaneously,tvada node should be able to determine when 

probe responses from multiple senders collide. In spite of this, their spatial reuse is 

less than optimal. Thus there is a great need to identify the new energy efficient 

protocol for wireless infrastructure-less networks. 
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Chapter 3. 

DEVELOPMENT OF AN OPTIMAL PATH-PROGRAMMING 

ALGORITHM FOR DECENTRALIZED INFRASTRUCTURE-LESS 

WIRELESS NETWORK 

3.1 INTRODUCTION 

Path programming is a process that can help drivers to plan routes before or in 

traveling to achieve infrastructure-less node navigation. Several researchers uses 

neural net [66-68], genetic algorithm [69] and so on to resolve the path 

programming problem in complex environment for mobile infrastructure-less node 

navigation system and has made some achievements, but still exists a series of 

disadvantages in real-time ability and convergence velocity and so on. Path 

programming in complex environment hasn't been well resolved all the time. 

Aiming at this problem, the efforts has been made to develop a new modified 

optimal path programming algorithm which is based on the combined concepts of 

Dijkstra algorithm, Floyd algorithm and graph theory. The simulation results using 

NS-2 shows that the developed algorithm can curtail the optimal path programming 

time to a reasonable level. 

Section 3.2 deals with the background and traditional shortest path finding 

concepts using graph theory, Dijkstra algorithm and Floyd algorithm. Section 3.3 

describes the development steps for modified optimal path programming algorithm 

for shortest path. Section 3.4 discusses the operational scenario and comparative 

analysis of the traditional algorithm and modified algorithm and finally, 3.5 

concludes. 

3.2 BACKGROUND 
The traditional path programming algorithms are generally based on the concepts 

of graph theory [70,71,72], Dijkstra algorithm [73], Floyd algorithm [74,75] etc. 

However case studies [70,74,75] shows that these algorithms are suitable for the 

particular situations or scenarios. The combination of these produces an effective 

solution to generalize the shortest path programming for infrastructure-less 
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wireless networks. The concept of graph theory, Dijkstra algorithm and Floyd 

algorithm are described in next steps: 

3.2.1 Shortest Path using Graph Theory [70-72] 

Graph theory is a science that studies the theory and algorithm related with 

graphs, whose application is very wide. In graph theory, If the beginning points, 

ending points and crossing points in a road traffic network are denoted as nodes, 

roads as the arcs connecting nodes, the properties such as road length and 

traveling time as road weight, the road network can be abstracted as digraph with 

weight, and problems related with it can be resolved by graph theory [70]. 

In order to explain the mathematical description and solution principle of the 

shortest path problem, some definitions and terminologies used in graph theory, 

Dijkstra algorithm and Floyd algorithm are described in next step: 

Graph. 

From the view of computer science, graph is a kind of data structure, which can be 

defined as: 

G=(V,R) 
V = {xl x e datoob ject} 

R = {VR} 

VR= fc x, y P(x,y)A(x,y E V)) 

In graphs, the basic data element is vertex. V is the finite non-vacant gather of 

vertexes. VR is the gather of relations between any two vertexes. 

Digraph and un-digraph. 

If in a graph, when < X,y >E VR , < x,y > denotes an arc from x to y ,where x is 

called tail or initial node and y is called head or terminal node, then the graph is 

called digraph. The un-digraph is the graph that when VR is symmetrical, namely it 

not only satisfied path programming < x, y >e VR , but satisfied path 

programming < y, x >E VR , and then replacing the two sequential couples with an 

un-sequential couple (x, y) called an edge from x to y . 
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Adjacency and relevancy. 

It would be said that v,v' are adjacent or v,vare adjoined if (v,v1 )E E in un- 

digraph G = (V ,{E}) , with (v, v. ) incident on v and v.  , or it can be said that (v,v ) is 

correlated with v and V . It would be said that v adjoins to V and V adjoins to self-

vertex v and<v,v > is correlated with v and V if < vo; >E A in 

digraph G = (V ,{A}) . 

Degree. 

Degree of v, written as TD(v) , is the number of edges correlated with v in un-

digraph or the number of arcs correlated with v in digraph, where the number of 

arcs headed with v is in-degree of v written as ID(v), and the number of arc 

ended with v is out-degree of v written as OD(v); Degree of v is equal to the sum 

of the two, namely TD(v)= ID(v)+ OD(v) . For a graph with n vertexes and e edges 

or arcs, the degree of vertex i is written as TD(i) , then: 

e = —1  iTD(v ) 
2 

Sub-graph. 

Supposing there are two graphs G = (V ,{E}) and 6 =(V, {E }) with 

c V and Es  c E , then 6 is the sub-graph of G 

Path. 

In un-digraph G = (V ,{E}) , vertex sequence (V10  = v, v,„ A, v,„ = v') is called a path 

from vto v. , where (vo _,,vii) E,1.c j )1,1 	n — 1; The path in digraph is 

directional, with vertex sequence satisfying (vy _,, vy) E E, l 5 j S_ n. Number of edges 

or arcs in a path is the length of the path. A path in which the first vertex and the 

last vertex are the same is called a loop or a cycle, and the path whose vertexes in 

the sequence don't appeared repeatedly is called a simple path. 
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Connection. 

It would be said that v and v are connected if there exists a path from v to V in 

un-digraph. The un-digraph where any two vertexes are connected is called 

connected graph. It would be said that v is accessible relatively toy, if there exists 

a path from v to V in digraph. v and V are connected if there exist paths both 

from v to V and from V to v . The digraph, in which every couple of vertexes 

is connected, is a strong connected graph. 

Weight and network. 

The data related with an edge or arc, is called the weight of the edge or arc, it can 

be used to describe the distance or cost from one vertex to another. Graph with 

weight is network, where the vertex is called node. 

3.2.2 Shortest Path using Dijkstra Algorithm [73] 

In Dijkstra algorithm, when the optimizing standard in path programming is 

quantitated as the road's traveling cost, the optimal path programming summarized 

as the problem of searching an optimal path with minimum sum of traveling cost in 

a specific road network. 

in a given digraph G = (V,{E})with weight, where V is vertex gather including 

n vertexes, E is arc gather including m arcs, < v, w > is an arc from v to w in E , 

and c < v, v > is a un-negative weight value of <v,w>, supposing that 

F;, = {v0  = v„ v, A, v„ = lid is a path from vs  to v, in V , the sum of its weight value 

can be written as : 

TW (4). 

Searching a path with minimum sum of weight value from the appointed initial 

node to a terminal node in digraph with weight is called the shortest path problem. 

Regarding weight value as arc length property (distance), the target path is just the 

shortest path from the initial node to a terminal node. 
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It describes the single source shortest path problem, namely seeking the shortest 

path from v to any other vertex in G with the given digraph G =(V,{E}) with weight 

and source V .0n this problem, Dijkstra put forward an algorithm that the shortest 

path is generated according to path length with an increasing order, the principles 

are as follows: 

It sets an accessorial vectorD, in which every component id, denotes the length of 

the shortest path found currently from the source to every destination. Setting the 

initial state as: d, is the weight value of arc if there exist arcs from v to v„ 

otherwise, d, is commanded asap. Apparently, the path with its length 

= min{d, v, e V} is the one that starts from v and has the shortest length. 

Supposing that S is the gather of destinations with the shortest length, it can be 

proved that the next shortest path (destination is x ) is either < v,x > or the path 

that just passes the destination in S and finally reaches x .Therefore, the length of 

the next secondary shortest length must be: di  = 	v, e S} , where d;  is either 

the weight value of < v, v, >or the sum of weight value of dk  (Vk  E S) and < vk ,v, >. 

3.2.3 Shortest Paths using Floyd's Algorithm [74] 

This algorithm is designed to find the least-expensive paths between all the 

vertices in a graph. It does this by operating on a matrix representing the costs of 

edges between vertices. 

To understand Floyd's algorithm one must build a matrix, usually in a two-

dimensional array. If there are n vertices in our graph, the matrix will be nxn. Each 

row in the matrix represents a "starting" vertex in the graph while each column in 

the matrix represents an "ending" point in the graph_ If there is an edge between a 

starting point i and ending point j in the graph, the cost of this edge is placed in 

position (i,j) of the matrix. If it deals with an undirected graph in which all edges are 

bi-directional, an entry is also made in position (j,i) of the matrix. If there is no edge 

directly linking two vertices, an infinite (or, in practice, very large) value is placed in 
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the (i,j) position of the matrix to specify that it is impossible to directly move from i 

to j. 

For example, if it has a graph in which points 1 and 5 are connected by a bi-

directional edge with a cost of 22 units, then the weight of the place is 22 for 

positions (1,5) and (5,1) of that matrix. Once it has set this matrix up, Floyd's 

algorithm used to compute the shortest distance between all points in the graph. 

When this routine finishes the entries in all positions of the matrix represent the 

lowest-cost traversal between the row-vertex and column-vertex. If such a path is 

found, it becomes the value against which future indirect paths between these 

vertices are tested. In the end, each element of the matrix represents the lowest-

cost traversal between the vertices it's row and column represent. Remember that 

if the graph is directed, so is the answer in (i,j) of the matrix; moreover, (i,j) may not 

be equal to (j,i) in a di-graph. 

In Floyd algorithm, Floyd's algorithm works by looking for all non-direct paths 

between two vertices that have a less-expensive total cost than the best way yet 

found to move between said vertices. 

The developed modified optimal path programming algorithm for shortest path is 

the combination of graph theory concepts, Dijkstra algorithm by using its 

accessorial vector using Di-graph and Floyd algorithm by using its costs of edges 
4. 

between vertices. The developed algorithm later compared with Dijkstra algorithm 

and Floyd algorithm. As it need not find the shortest route but the hypo-excellent 

route, which meet the parameter of error, so the searching time will not be long. 

3.3 DEVELOPMENT STEPS FOR MODIFIED OPTIMAL PATH PROGRAMMING 

ALGORITHM FOR SHORTEST PATH 

The basic structures for the modified optimal path programming algorithm for 

shortest path are as follows: 

(i) Local Search for the path; The group of nodes searches for the start and target 
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node as a source and destination. As assuming a path search space, G = (V, W, 

C), where V is a set of nodes in the path tree, W is the weight representing the 

length of a pair of nodes, and C is the feature variable. A path search 

processing is as follows (as shown in figure 3.1): 

a) Initialize V= empty; 

b) Set Distance (v) = infinity; 

c) Add u, a set of nodes in the path tree; 

d) Generate weight list, Weight = distance (u) + length (u,v) + C; 

e) Estimate weight, if Weight < distance (v), update v into u, else estimate 

neighborhood v of u; 

f) Verdict all nodes in the path tree until the target node is reached. 

(ii) Total number of path; Record the total number of paths between source node 

and target node. 

NO Determine the length of each path; di  = rrin{d, m e V-S} and record the probability 

of each path, and record the flow that each path gets and so on. Using 

P. = 

 

, Define the travel time as T(i), =1,2,... -1 In this step, the E e„., 
x=, 

probability of each path will be calculated using T(i) and the module. 

(iv)Modifying the length of the accessible shortest path from v, to any other vertex 

v,, in the gather V -S . If dk  > df  +cik  , dk  would be modified as dk  = d+cJk . 

(v) Repeating step ii and step iii for n -1 times, the shortest path sequence with an 

increasing order and starting from the initial node to destination node in graph 

can be found out by analyzing is u = v,. 
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Yes 

u = Target Node 
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3.4 OPERATIONAL SCENARIO AND COMPARATIVE ANALYSIS 

In figure 3.2, the order to search the shortest path from node 1 to any other 

nodes, weight values between nodes and structures would be like the graph as 

follows: 
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Fig.3.2 node weight value and structure analysis 

According to the algorithm introduced above, an adjacency matrix C can be given: 

CI I 	C12 	C13 	C14 	C15 	C16  

C21 C22 C23 C24 C25 C26 
C3 I C32 C33 C34  C35 	C36  

C41 C42 C43 C44 C45  C46  
C52 C52  C53  C54  Cis  C56  

C61 C62 C63 C64  C65 C66 

cx cy2  134 cx. 7; cy6  
lox 0/s' 03/4 2/ 	co/6i 

eiy; 	 03/6/ 

co 254 15/3  cy4 	29< 

c"< I  Y2 'X X % 
071/ ./ .c),/,. 29/4  oy; ex 

C= 

Initializing accessorial vector D, D = C S=0, where S is gather of destinations 

with the shortest length . Only the data of the first column are useful because what 

we need starts from v, . For the first operation, it doesn't take v, into account, 

because the weight value from v,to the current node is zero. 

When d2  = min{di  V, E V - S} = 10 , v, is the destination of the shortest path starting 

from VI  currently.  Commanding S = {v2 } and modifying length of the accessible 

shortest path from v, to any other vertexes in the gather V-S, the data after 

modifying are: 

The first 

L, 

y 
y 

3y 
2y 
co/ 

operation 	 2) the second operation 

I L V 
L 

 
2y L 

co/i/ 

S = {v2,v3 } 

3) the third operation 	 4) the fourth operation 

36 



S={/2, v, vs} 	 s= { 1/2,v3, 4,  vs} 

 

L 

L 

L 

L 

L 

L 

   

Up to now, the shortest paths from the source to all other nodes have been 
calculated: 

v to • v D-0 
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path length 10 

path length 12 

If to 4 : 0-0-0 	path length 27 

If to vs  : 0-0-0 	path length 23 
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FIG. 3.3 time overhead comparison in Floyd, Dijkstra and modified path programming 
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Circulation time is an important parameter to evaluate an algorithm. The classical 

searching route algorithm (like graph theory, Dijkstra algorithm and Floyd 

algorithm) is more complex to find the shortest route, and takes much time, as 

show in figure 3.3. In the modified path programming algorithm, it combines the 

dynamical backup route mode and searching route mode. First of all, several 

backup routes from sample bank base are selected as substitute route. 

Commonly, the probability that all routes are saturation is very small. Therefore, 

most restoration route is obtained from the backup routes, and thus circulation time 

is very short. If the restoration route cannot be found in the backup route, 

searching the substitute with modified path programming is used. Here, 0(N) is the 

circulation time overhead. 

3.5 CONCLUSION 

Combining Dijkstra and Floyd algorithm with the graph theory yields a modified 

path programming algorithm using hypo-excellent route in mobile infrastructure-

less node navigation system under complex environment. The time complexity of 

Dijkstra is 0 (N2), and the time complexity of Floyd is 0 (N3). Although there is a 

certain statistical error to do statistics with circulation and judgment, it is shown 

that the Dijkstra is better than Floyd in time. With the increase in the number of 

nodes, the time complexity of Dijkstra is increased by N2  and the time complexity of 

Floyd is increased by N3  The time complexity of modified path programming 

algorithm is N, thus the circulation time increases linearly as the number of nodes. 
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Chapter-4 

DEVELOPMENT OF AN ENERGY EFFICIENT WIRELESS 

INFRASTRUCTURE-LESS NETWORKING (EILN) PROTOCOL 

4.1 INTRODUCTION & BACKGROUND 

The energy efficiency of a wireless Infrastructure-less node is defined as the ratio 

of the amount of data delivered in one hop by the node to the total energy 

expended in multi-hop. Minimizing energy consumption is an important challenge 

in Multi-hop wireless Infrastructure-less networking. The previous study 

[In section 1.2] shows that efficient energy awareness needs to be adopted by the 

protocols at all the layers in the protocol stack, and has to be considered as one of 

the important design objectives for such Multi-hop wireless Infrastructure-less 

networking protocols. Quality of services also affects due to limited capabilities of 

wireless mobile nodes in terms of processing power, storage capacity, or energy 

efficiency. 

Section 4.2 describes EILN's (Energy Efficient Infrastructure-less Network's) 

protocol development algorithms and its interactions with the link layer. This 

describes and evaluates EILN protocol. Section 4.3 presents simulated 

implementation of EILN on comparisons with other IEEE 802.11(like 802.11b, 

802.11PSM) and SPAN using NS-2 network simulator. Section 4.4 presents 

performance results of several simulations. Finally, section 4.5 concludes. 

4.2 STEPS FOR DESIGN OF NETWORK PROTOCOL 

Considering the special properties of wireless infrastructure-less networks, when 

analyzing about any routing protocol, it is generally expected that there are the 

following properties, though all of these might not be possible to incorporate in a 

single solution [76]: 
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i) Local adoption of topology: A routing protocol for wireless infrastructure-less 

networks should be distributed in manner in order to increase its reliability. 

Where all nodes are mobile, it is unacceptable to have a routing protocol that 

requires a centralized entity. Each node should be intelligent enough to make 

local routing decisions using other collaborating nodes. A distributed but 

virtually centralized protocol might be a good idea. 

ii) A unidirectional links is assumed for the route in routing protocol. Wireless 

medium may cause a wireless link to be opened in unidirectional only due to 

physical factors. It may not be possible to communicate bi-directionally. 

Thus a routing protocol must be designed considering unidirectional links_ 

iii) The routing protocol may be power-efficient. It should consider every 

possible measure to save power, as power is very important for small 

battery powered devices. To save power, the routing-related loads could be 

distributed among the participating nodes. 

iv) Selection of cluster-head: It allows as many nodes as possible to turn their 

radio receivers off most of the time: since even an idle receive circuit 

consumes almost as much energy as an active transmitter. 
v) No central control: On the other hand, it may forward packets between any 

source and destination with minimally more delay than if all nodes were 

awake. This implies that enough nodes must stay awake to form a 

connected backbone. The algorithm for picking this backbone should be 

distributed, requiring each node to make a local decision. 

vi) Furthermore, the backbone formed by the awaken nodes provides the total 

capacity as the original network, since otherwise congestion may increase. 

This means that paths that could operate without interference in the original 

network should be represented in the backbone. 

A good energy efficient network protocol cannot consider many assumptions about 

the link layer's facilities for sleeping; it works with any link-layer that provides for 

sleeping and periodic polling, including 802.11's infrastructure-less power saving 
mode. Finally, power saving inter-operate correctly with whatever routing system 

the infrastructure-less network uses. However, certain assumptions are required to 
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Fig.4.1 Flowchart of Local adoption of 
topology for each node. 
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For an active node 

Each node forms 
neighbor (cluster 
momher 1 tahlp 

develop the infrastructure-less networks for simulation. As unless stated otherwise, 

fully symmetric environment is assumed implicitly means all nodes have identical 

capabilities and responsibilities. 

Development of EILN protocol and its algorithm design consideration 

To develop energy efficient infrastructure- less network protocol (EILN) algorithm 

the following design steps are taken: 

a) Local adoption of topology; The collection of nodes ensure the formation of 

cluster. By calculating the distance between the present and next position 

and comparing it with threshold value, the members in the cluster maintain 

a "cluster member table", where it stores the destination cluster-head for 

each mobile node in the networks. Figure 4.1 shows the flowchart for local 

adoption of topology for each node. 



Receive message from 
member nodes Fig.4.2 Flowchart of 

Selection of Cluster-heads. 

All member nodes in 
one cluster become 
"deployed" or no 

response for a time 
interval 

The Cluster-head 
compares density 
among neighbor 

cluster heads 

Difference of 
densities= a 

threshold for HD ? 

No 

The Cluster-head/ 
backbone with high 
density orders the 

member node that is 
closest to the cluster 

of the neighbor 
cluster-heads to 
move towards it 

Yes 

Deployment 
finished 

Go to sleeping 
mode 

b) Selection of cluster-head; By selecting the density of the nodes in the 

cluster and comparing it with the threshold for HD, it ensures that at least 

backbones are elected so that every node is in radio range of at least one 

backbone and one controller through gateway nodes. Figure 4.2 shows the 

process of electing cluster-heads. 

c) Distributed control and local routing (No central control); the algorithm is run 

in parallel in each and every node in the network i.e. each node only 

consults state stored in local routing tables during the election process. 

Figure 4.3 describes the distributed control and local routing of all the 

nodes. 
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Fig.4.3 Flowchart of No central 
control or distributed and local 
routing through EILN 

d) 	Density of nodes in networks; The algorithm is to efficiently handle large 

changes in the number of nodes in the cluster and density of nodes in the 

networks; it rotates the backbones in order to ensure that all nodes share the 

task of providing global connectivity roughly equally. For each networks the 

algorithm attempts to minimize the number of nodes elected as backbones, 

thereby increasing network lifetime, but without suffering a significant loss of 

capacity or an increase in latency [77]. 
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e) Selection of controller. The flow sheet shown in figure 4.4 shows the 

algorithm for the selection of a controller by comparing the distance 

between the present and next path with the threshold value for central 

location in the approximated centralizes backbone node (centralized) to 

monitor non-faithful nodes and collection of IP tables using information 

collected from the backbones. 

f) Finally, it connects the temporarily breakdown nodes containing buffer to 

select the path of data routing/broadcasting. EILN is Hybrid: each node 

periodically broadcasts HELLO messages and send ACK's that contain the 

node's status (i.e., whether or not the node is a backbone), its current 

connector, and its current neighbors. From these HELLO messages, each 

node constructs a list of the node's neighbors and backbones, and for each 

neighbor, a list of its neighbors and backbones. 
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As shown in figure 4.5, EILN runs above the link and MAC layers and interacts 

with the routing protocol. This structuring allows EILN to take advantage of power-

saving features of the link layer protocol, while still being able to affect the routing 

process. 

Routing Layer 

MAC/PHY 

C FG(GPSR) 
	

DSR 	ODMRP 

EILN 

802.11E (HCCA) 

Fig.4.5 EILN is a protocol that operates below the routing layer and above the MAC and physical 

layers. EILN controls, coordinates and connects the routing layer, which takes advantage of any 

power saving features of the underlying MAC layer. 

When developing the EILN, It was necessary to determine at what layer within the 

protocol hierarchy to implement infrastructure-less network routing? In the present 

EILN development have considered two different options: routing at the link layer 

(ISO layer 2) and routing at the network layer (ISO layer 3). Originally, it is opted to 

route in link layer and below the network layer for several reasons [RFC 4726]: • 

I) Pragmatically, running the EILN protocol at the link layer maximizes the 

number of mobile nodes that is participate in infrastructure-less networks. For 

example, the protocol can route equally well between IPA [RFC791], IPv6 

[RFC2460] nodes. 

ii) Technically, the developed EILN to be simple enough that it could be 

implemented directly in the firmware inside wireless network interface cards 

[20], well below the layer 3 software within a mobile node. Mobile nodes that 

would otherwise be unable to communicate with the base station due to 

factors such as distance, fading, or local interference sources could then reach 

the base station through their peers. 

iii) Ultimately, however, it has been decided to specify and to implement [22] 

EILN as a layer 3 protocol, since this is the only layer at which it could 

realistically support nodes with multiple network interfaces of different types 

forming an infrastructure-less networks. 
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An EILN node switches state from time to time between being a backbone and 

being a non-backbone. A node includes its current state in its HELLO messages. 

In EILN, which uses local HELLO messages to propagate topology information, it 

does not depend on them for correctness: when HELLO messages are lost, EILN 

elects more backbones, but does not disconnect the backbone. Table 4.1(a,b) 

describes HELLO packet for EILN and algorithm for EILN node design. To 

accommodate for link sensing, neighborhood detection and selection signalling, as 

well as to accommodate for future extensions, an approach similar to the overall 

packet format is taken. HELLO message frame format is given below: 
0 	 1 	 2 	 3 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

Reserved  (Node Position' HELLO time  I Willingness I 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-4-+-+-+-4-+-+-+-+-+-4-+-+-+-+-+-+-+-+ 
I Link Code ISIDI Reserved  I  Link Message Size 

I 

+-+-+-+-+-+-+--1-- 4-- 

Neighbor Interface Address 

I 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-4-+-+-+-+-+ 

Neighbor Interface Address 

I Link Code ISIDI Reserved  I  Link Message Size  1 

I  Neighbor Interface Address 

Neighbor Interface Address 

	

Table 4.1 (a) 	HELLO message frame format 

Fig.4.6 a scenario with 100 nodes, 19 backbone nodes, 1 Controller (with big GRAY dot) and a 

radio range of 250 m and area of 1000'1000 sq. meters. 
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Figure 4.6 shows the scenario of the election algorithm at a random point in time 

on a network of 100 nodes in a 1000 m * 1000 m area, where each radio has an 

isotropic circular range with a 50 m radius. Solid lines connect backbones that are 

within radio range of each other. 

The algorithm presented in this chapter, EILN, fulfills the above requirements. 

Each node in the network running EILN makes symmetrical periodic, local 

decisions on whether to sleep or stay awake as a backbone and participate in the 

forwarding backbone topology. To preserve capacity, a node volunteers to be a 

backbone if it discovers, using information it gathered from local broadcast 

messages, that two of its neighbors cannot communicate with each other directly 

or through one or two existing backbones. The controller acts as centralized head, 

which updates the IP table from backbones. It is also a backbone, which is nearly 

in mid of the geographical network area. Figure 4.7 (a) describes the architecture 

of Span theory in which a connected backbone does not necessarily preserve 

capacity. In this connected topology Black nodes are Backbones. Solid and dotted 

lines connect nodes, which are within radio range of each other. Solid lines 

represent connection to and between backbones. Figure 4.7 (b) describes the 

architecture of EILN in which a connected/non-connected backbone preserve 

capacity using EILN. In this connected topology, Black nodes are Backbones and 

red is the controller. Solid and dotted lines connect nodes, which are within radio 

range of each other. Solid lines represent connection to and between backbones 

and all backbones are connected to red controller. 

Node 1 

Node Node2 

Node 4 
Fig.4.7(a) A Span Architecture 
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Nodel 

Node 34 Node 5 Node2 

Node 4 

Fig.4.7 (b) An EILN Architecture 

4.3 EILN IMPLEMENTATION 

This section describes the implementation of developed EILN in terms of 

geographic forwarding, the 802.11E HCCA power saving mode (with our own 

improvements), and the energy model used in simulations. 

OW and geographic forwarding 

The implementation uses a geographic forwarding algorithm. This implements 

geographic forwarding primarily because of its simplicity; EILN is used with other 

routing protocols as well. 

EILNs election algorithm requires each node to advertise its backbones, its 

neighbors, and if it is a backbone, a tentative backbone, or a non-backbone. To 

reduce protocol overhead, we piggyback EILN HELLO information onto the 

broadcast updates required by geographic forwarding (see table 4.1b). Each node 

enters all the information it receives in broadcast updates into a neighbor table. 

Consequently, this neighbor table contains a list of neighbors and backbones, and 

for each neighbor, a list of its neighbors and backbones [76]. Geographic 

forwarding forwards packets using a greedy algorithm. The source node annotates 

each packet with the geographic location of the destination node. Upon receiving a 

packet for a node not in radio range, a backbone forwards the packet to a 
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neighboring backbone that is closest to the destination. If no such backbone exists, 

the packet has forwarded to a non-backbone that is closer to the destination. 

Otherwise, it is known that a packet has encountered a void, and so it has 

dropped. 

The geographic forwarding algorithm in EILN implements MAC-layer failure 

feedback and interface queue traversal [56,57). These mechanisms allow the 

routing layer to readily remove unresponsive nodes from its routing table and 

rescue packets using these nodes as the next hop. 

TABLE 4.1  
HELLO packet for EILN and geographic forwarding. 

[talked fields arc EILN specific information 

Source ID 
Node position 

Is backbone 
Is Connector 
Is tentative 

Backbone list 
Neighbor list 

Controller and Backbone Selection algorithm 

EILN selects just one controller to centrally monitor the backbones, within the 

backbones and keep the table of unfaithful nodes, which must be in the mid of 

geographical area of the network. The algorithm for the are as follows: 

i) A node uses information from its neighbor table to determine if it should 

announce or withdraw itself as a coordinator. A non - coordinator node 

periodically calls check — announce - coordinator to determine if it should 

become a coordinator or not. Check - announce - coordinator first computes 

C(connect pairs), the number of additional neighbor pairs that would be 

connected if the node becomes a coordinator, using connect-pair. 

ii) If C > 0, the node computes delay by calculating the time require 

connecting and waits for delay seconds before recomputing C. 

iii) If C continues to be greater than 0 after delay seconds, the node announces 

itself as a coordinator. connect-pair calculates the number of would-be 

connected neighbor pairs by iterating through the node's neighbors in 
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the neighbor table. 

iv) A similar routine exists for checking if every pair of neighbor nodes can 

reach each other via one or two other neighbors. That routine is used by the 

withdraw algorithm. 

The EILN election algorithm may not react fast enough to elect new coordinators. 

In the worst case, nodes must wait until the old coordinator information has expired 

in the neighbor table before a new coordinator can be elected. Because 

geographic forwarding falls back to using non-coordinators to route packets if 

coordinators do not exist, a non-coordinator node announces itself as a 

coordinator if it has received a large number of packets to route in the 

recent past. If this coordinator turns out to be redundant, the coordinator 

withdraw algorithm select the node to withdraw itself as a coordinator soon 

after. Parameter & Setting of 802.11e (HCCA) ad-hoc power-saving mode are 

given in Table 4.2 below: 

TABLE 4.2: 802.11E 1-1CCA SETTINGS: 

Transmit Rate: Auto (1, 2, 5.5, 
or 11 Mbps) 

Channel: 2 (2417 MHz), Op. 
Frq.2.401z 

Transmit Power :30 mW 
Mode : Ad-hoc 

Antenna :2.14 dBi rubber duck 

EILN determines when to turn a node's radio on or off, but depends on the low 

level MAC layer to support power saving functions, such as buffering packets for 

sleeping nodes. The EILN implemented on top of the 802.11e MAC and physical 

layers with infrastructure-less power saving support On 802.11e infrastructure-

less power-saving mode uses periodic beacons to synchronize nodes in the 

network. Beacon packets contain timestamps that synchronize nodes' clocks. The 

HCCA ((HCF -Hybrid Coordinator Function) Controlled Channel Access) works a 

lot like the PCF. However, in contrast to PCF, in which the interval between two 

beacon frames is divided into two periods of CFP and CP, the HCCA allows for 
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CFPs being initiated at almost anytime during a CP. This kind of CFP is called a 

Controlled Access Phase (CAP) in 80211e. The AP initiates a CAP, whenever it 

wants to send a frame to a station, or receive a frame from a station, in a 

contention free manner. In fact, the CFP is a CAP too. During a CAP, the Hybrid 

Coordinator (HC) -- which is also the AP -- controls the access to the medium. 

During the CP, all stations function in EDCA. The other difference with the PCF is 

that Traffic Class (TC) and Traffic Streams (TS) are defined. This means that the 

HC is not limited to per-station queuing and can provide a kind of per-session 

service. In addition, the HC can coordinate these streams or sessions in any 

fashion, it chooses (not just round robin). Moreover, the stations give info about the 

lengths of their queues for each Traffic Class (TC). The HC can use this info to 

give priority to one station over another, or better adjust its scheduling mechanism. 

Another difference is that stations are given a TXOP: they may send multiple 

packets in a row, for a given time period selected by the HC, During the CP, the 

HC allows stations to send data by sending CF-Poll frames.Using EILN on top of 

802.11e infrastructure-less power saving mode improves routing throughput and 

packet delivery latency. Because backbones do not operate in power saving mode, 

packets routed between backbones do not need to be advertise or delayed. To 

further take advantage of the synergy between EILN and 802.11E power saving 

mode, we have made the following modifications to our simulation of 802.11E 

power saving mode. 

ALGORITHM VERIFICATION METHODOLOGY STEPS: 

a. Acquire needed information to model the protocol; 

b. Create a detailed pseudo-code or finite state machine of the protoco 

c. Compare carefully all cases described in the protocol with the pseudo code and 

verify if they are consistent, if not repeat the previous steps; 

d. Create a table with all kinds of packets and the nodes that can generate them 

(source, intermediate and destination node); 

e. Specify the semantics of the packets to each node; 

f. Divide the protocol into internal and external behaviors 

(ii) Internal behavior describes the message flows and behaviors for the node; 
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(iii) External behavior describes the behaviors related to the node interactions; 

(iv) Understand each aspect of the protocol; create an algorithm or an state 

machine representation to understand it better; 

9. Model the External vs. Internal interactions 

(i) The internal behavior should be modeled as if it was a routine call. 

(ii)In this way the external behavior becomes independent of the internal 

behavior. Ideally, the external and internal behaviors should be 

independent; 

h. Start with a simple model and continuously increase the model complexity 

(i) For each error found 

(ii) Verify whether the error is due to a protocol failure or a modeling failure; 

(iii) Find a solution for the problem; 

(iv) Model the solution; 

(v) Test the solution; 

(vi) Increase the model complexity; 

i. Identify and isolate verified procedures to be used in other protocols. 

4.4 PERFORMANCE EVALUATION 

To measure the effectiveness of EILN, this section describes the simulation 

environment and results of EILN, with geographic forwarding, on several static and 

mobile topologies. The analysis carried out for static and mobile topologies are as 

follows: 

a) Static Topology: 

i) Cumulative distribution of per-link delivery rates on the network 

ii) Packet delivery rate as a function of per-CBR-flow bit rate. 

b) Mobility (Dynamic) Topology: 

i) Packet loss rate as a function of pause time 

ii) backbone density as a function of node density 

iii) network performance in case of 50 bytes Vs. 1024 bytes 

iv) Amount of energy saved in the EILN 

v) Energy saving as function of /up 

vi) Energy saving as a function of a 
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The Simulation parameters for the above are as follows: 

No. of nodes taken 50, 120 or otherwise specified 

Simulation area 1000 m * 1000 m 

Bandwidth 2 Mbps 

Radio range 250m 

Data CBR-128 Byte packets for static and 50 bytes Vs.1024 

bytes for mobile 

Simulation Time 400Secs 

Mobility model random waypoint motion model 

Polling time 100msec. 

Freq. 2.4Ghz 

Transmit power 30mW 

4.5 RESULTS & CONCLUSION 

TiCCISertf4EILN is implemented using NS-2. The geographic forwarding algorithm: 

as described in section 4.3, routes packets from source to destination. EILN runs 

on top of the 802.11 MAC layer with power saving support. 

4.5.1 Effects of Static: 

The analysis carried out for static to find out Cumulative distribution of per-link 

delivery rates on the network and packet delivery rate as a function of per-CBR-

flow bit rate. 

(i) Figure 4.8 shows that the cumulative distribution of delivery rates across all 

links for each of the two packet sizes. The two directions between each node 

pair are consideNteparate links. The fig.4.8 shows that about 50% of the links 

deliver no packets, while the best 20% of links deliver more than 95% of their 

packets. The delivery rates of the remaining 30% of links are approximately 

evenly distributed. Shortest-path routing works well if ail links have similar 

characteristics, because a longer route won't provide better end-to-end 

performance. 
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Fig.4.8 Cumulative distribution of per-

link delivery rates on the network. 
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(ii) In this section, it compares the performance of EILN against both unmodified 

802.11 MAC in power saving mode and unmodified 802.11 MAC not in power 

saving mode. For convenience, it will refer to them as EILN, 802.11 PSM, and 

802.11. To evaluate EILN in different node densities, we simulate 120-node 

networks in square regions of different sizes. Nodes in our simulations use 

radios with a 2 Mbps bandwidth and 250 m nominal radio range. Twenty nodes 

send and receive traffic. Each of these nodes sends a CBR flow to another 

node, and each CBR flow send 128-byte packets. The result shows in figure 

4.9 that each packet traverses six hops. Under higher traffic load, EILN delivers 

more packets than 802.11 PSM, but slightly less than 802.11B. 

Fig.4.9 Packet delivery rate as a function of 

per-CBR-flow bit rate. 
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4.5.2 Effects of mobility: 

The analysis carried out for mobile topologies for Packet loss rate as a function of 

pause time, backbone density as a function of node density, network performance 
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(i) 

	

	Figure 4.10 shows the effects of mobility on packet loss rate. In these 

simulations, an area of 1000 m * 1000 m is used. Here, Mobility does not affect 

EILN very much, and Geographic forwarding with EILN delivers more packets 

than with 802.11 PSM and 802.11 because it encounters fewer voids. 
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Fig.4.10 Packet loss rate as a function of 

pause time. 

Fig. 4.11 	Ideal and actual backbone 

density as a function of node density. The 

ideal curve represents an approximate 

lower bound on the number of Backbones 

needed. EILN elects more backbones than 

the ideal case Because of lower node 

density, 	backbone 	rotation, 	and 

announcement collision. 

(ii) Nodes follow the random waypoint motion model, and the length of the pause 

time reflects the degree of mobility. The degree of mobility does not 

significantly affect routing with Span backbones. Span consistently performs 

better than both 802.11 PSM and 802.11. Most packet drops in these 

simulations are caused by temporary voids created by mobility. Because 

geographic forwarding with Span encounters fewer voids, its loss rate is lower. 

Figure 4.11 shows backbone density as a function of node density. For each 

node density, backbone density has computed from the average number of 

backbones elected by Span over 500 s of five mobile simulations. 
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(iii) A non-backbone node must stay up for the entire duration of the advertised 

traffic window (100 ms). Figure 4.12 shows the network performance in case 

mobility of nodes transmitted 50 bytes Vs. 1024 bytes packet as it shows 

almost similar performance then static topology. 

(iv) Figure 4.13 shows the Per-node power usages. This yields that EILN provides 

significant amount of Savings over 802.11 PSM and 802.11. 

Fig. 4.12 shows the network performance 

in case of 50 bytes Vs. 1024 bytes. 
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(iv & v) This defines as the ratio of the power consumption of the radio in sleep 
mode to the power consumption of the radio in idle mode. Then, using fidfe, the 

amount of energy savings can be estimate as 

1+(F idle  + a (1- F wen 

Note that because 'Idle depends on C/N and that the backbone density stays the 

same for different node densities, the gain in energy savings also depends on the 

node density. Figure 4.14 plots equation as a function of a, substituting Ckleal  and 0 
as values for C and ;cup. This figure shows that the amount of energy saving 
increases rapidly, as the value of a decreases. Our energy model uses a = 0.157 
from measurements. 

Fig. 4.13 Per-node power usage. EILN 

provides significant amount of Savings 

over 802.11 PSM and 802.11. 
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Fig.4.14 Energy saving as a function of 

a(0=0.16), substituting Cideal and 0 as 

values for C and fup. 

Figure 4.15 plots energy saving as a function of fup, using Cideal and 0.157 as 

values for C and a. This figure shows that as /up increases, the gain in energy 

savings decreases as well. These two figures explain why in figure 4.13, the gain 

in energy savings is a sub-linear function of node density. The numbers in the fup 

column are calculated using values from the "Idle time" column as ndle. We 

substitute C/N with numbers in the "Time as backbone" column divided by 500 s. 

This column suggests that EILN broadcast messages are expensive when density 

is high — the large number of broadcast messages per radio range keeps nodes 

awake for a longer period. 

Fig.4.15 Energy saving as function of fup 

(fup is in between 0.185 to 0.263) , using 

Cideal and 0.157 as values for C and a. 

This chapter presents EILN, a distributed as well as centralized coordination 

technique for multi-hop infrastructure-less wireless networks. EILN adaptively 

elects backbones from all nodes in the network, and rotates them in time. EILN 

backbones stay awake and perform multi-hop packet routing within the 

infrastructure-less network, while other nodes remain in power-saving mode and 
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periodically check if they should awaken and become a backbone. With EILN, 

each node uses a random back-off delay to decide whether to become a 

backbone. This delay is a function of the number of other nodes in the 

neighborhood that can be bridge using this node and the amount of energy it has 

remaining. To identify the unfaithful nodes in the particular geographic region and 

to control backbone, we introduced a controller from the backbones, which must 

be fall in the middle of geographical area of complete network. The amount of 

energy that EILN saves increases only slightly as density increases. This is largely 

because the current implementation of EILN uses the power saving features of 

802A 1, in which nodes periodically wake up and listen for traffic advertisements. 

Section 4.5 shows that this approach is extremely expensive. This warrants 

investigation into a more robust and efficient power saving MAC layer, one that 

minimizes the amount of time each node in power saving mode must stay up. 

COMPARISON OF DEVELOPED EILN WITH OTHER PROTOCOLS ( PRO's & CON'S) 

Reported literature methodology Comparison with EILN 

Das 	and 	Bharghavan Approximate 	the 	minimum The set of backbones elected by 

[45] connected dominating set of an EILN, however, has the additional 

ad 	hoc 	network, 	and 	route property 	of 	being 	capacity 

packets using 	nodes 	from 	that preserving. 	Consequently, 	the 

set. connected dominating set elected 

by EILN is likely to be larger than a 

minimal connected dominating set. 

For example, the black nodes in 

figure 4.6 form a minimal connected 

dominating 	set. 	However, 	EILNs 

election algorithm would additionally 

elect node 5 to be a backbone to 

preserve capacity. 

Wu and Li [46] A 	distributed 	algorithm 	for Their algorithm is similar to EILNs 

approximating 	connected 

dominating 	sets 	in 	an 	ad 	hoc 

backbone election algorithm. EILN, 

however, elects fewer backbones 

network 	that 	also 	appears 	to because 	it 	actively 	prevents 
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preserve capacity. redundant 	backbones 	by 	using 

randomized slotting and damping. Wu and Gao [47] Power aware routing 	using the 

connected dominating sets. 

GAF [77) scheme of Xu 

et al. 

Nodes use geographic location 

information 	to 	divide 	the world 

into •fixed square grids. The size 

of 	each 	grid 	stays 	constant, 

regardless 	of 	node 	density. 

Nodes 	within 	a 	grid 	switch 

between sleeping and 	listening, 

with the guarantee that one node 

in each 	grid stays 	up to 	route 

packets. 

Similar goals to EILN. EILN differs 

from GAF in two important ways. 

First, 	unlike GAF, EILN does not 

require 	that 	nodes 	know 	their 

geographic positions. Instead, EILN 

uses local broadcast messages to 

discover and react to changes in the 

network 	topology. 	Second, 	EILN 

integrates with 802.11 power saving 

mode nicely: no backbone nodes is 

still receive packets when operating 

in power saving mode. 

AFECA [48) each node maintains a count of 

the number of nodes within radio 

range, 	obtained 	by 	listening 	to 

transmissions on the channel. A 

node switches between sleeping 

and 	listening, 	with 	randomized 

sleep 	times 	proportional to 	the 

number of nearby nodes. The net 

effect 	is 	that 	the 	number 	of 

listening 	nodes 	is 	roughly 

constant, 	regardless 	of 	node 

density; as the density increases, 

more 	energy 	will 	be 	saved, 

AFECA's constants are chosen 

so that there is a high probability 

that the listening nodes form a 

connected graph, so that ad hoc 

forwarding 	works. 	An 	AFECA 

node does not know whether it is 

required 	to 	listen 	in 	order 	to 

maintain 	connectivity, 	so 	to 	be 

conservative 	AFECA 	tends 	to 

EILN differs from AFECA, in that, 

with 	high 	likelihood, 	EILN, 	never 

keeps a node awake unless it is 

essential for connecting two of its 

neighbors. 	Furthermore, 	EILN 

explicitly attempts to preserve the 

same overall system capacity as the 
R 

underlying network where all nodes 

are awake, which ensuressthat no 

increase in congestion occurs. 
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make nodes listen even when 

they could be asleep. 

PAMAS 	power-saving 

medium 	access 

protocol [49,50] 

Turns off a node's radio when it is 

overhearing 	a 	packet 	not 

addressed to it. 

This approach is suitable for radios 

in 	which 	processing 	a 	received 

packet is expensive compared to 

listening to an idle radio channel. 

Kravets 	and 	Krishnan 

[51] 

A system in which mobile units 

wake up periodically and poll a 

base 	station 	for 	newly 	arrived 

packets. 

EILN controls whether or not the 

receiver is powered on, rather than 

controlling the transmit power level. 

It 	also 	pays 	close 	attention 	to 

overall system capacity, in addition 

to maintaining connectivity. 

Stemm and Katz [52] Setting the on/off periods based 

on application hints reduces both 

power and delay. 

Smith et al. [53] An ad hoc network that elects a 

virtual 	base 	station 	to 	buffer 

packets for local nodes. They do 

not, 	however, 	attempt to make 

sure that enough of these base 

stations are present to preserve 

connectivity in a multi-hop ad hoc 

network. 

Chang 	and 	Tassiulas 

[54]. 

Maximize overall network lifetime 

by 	distributing 	energy 

consumption fairly have extended 

this 	approach. 	In 	this 	protocol, 

nodes 	adjust their 	transmission 

power levels and select routes to 

optimize performance. 

Wattenhofer et al. [57] A 	topology 	maintenance 
algorithm using similar underlying 

radio support, but their algorithm 

guarantees global connectedness 

using directional information. 
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CHAPTER-5 

ANALYZING AND DEVELOPMENT OF THE CRYPTOGRAPHY 

ALGORITHM FOR SECURE AND ATTACK PREVENTIVE 

DECENTRALIZED INFRASTRUCTURE-LESS WIRELESS 

NETWORK 

5.1 INTRODUCTION 

Transformation of information from comprehensive form into an incomprehensible 

one and vice-versa is known as Cryptography, rendering it unreadable by 

interceptors or eavesdroppers without secret knowledge. Cryptography is the 

science of keeping message secure and cryptanalysis is an art and science of 

breaking cipher-text (the coded message or information). A wireless infrastructure-

less network or nodes has no fixed infrastructure such as base stations or mobile 

switching centers. Deploying a secure protocol for wireless infrastructure-less 

network especially, Cryptology or Cryptography regarding mobile, decentralized 

nodes is always a challenge before us. Inserting the cryptography provides ad-on 

security, authentication, integrity, non-repudiation and confidentiality in wireless 

infrastructure-less network information interchange. However, implementing the 

cryptography for an infrastructure-less network to some infrastructure wireless 

network will now provide the gateway to think among the research communities. In 

pursuance of that, this chapter presents the idea for implementation of 

cryptography in the transport/network layers of wireless infrastructure-less 

network. However, the cryptography scheme can be extended in application (for 

SMTP, SNMP), session (for Internet based terminal session), transport (for TLS, 

SSL), network (for IPSec in IPV4 & IPV6), link / MAC (LLS) layers infrastructure-

less based networks. It needs cryptography and cryptanalysis for authentication, 

integrity, non-repudiation, confidentiality/ secrecy, and availability. As cryptology 

begins to see wide application and acceptance, one thing is increasingly clear: if it 

is going to be as effective as the underlying technology allows it to be, there must 

be interoperable standards. Interoperability requires strict adherence to agreed-

upon standards. 
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This chapter is broadly divided into two schemes. Scheme 1 deals with the 

development of Generic Cryptography Algorithm (GCA) for infrastructure-less 

networks and Scheme 2 deals with Mathematical Modeling of Combined Threshold 

& 1D based cryptography. 

5.2 RELATED WORK 

The literature review broadly classified the nature of wireless networks in three 

categories: 

Wireless infrastructure-based cryptography 

ii. Wireless sensor network (WSN) cryptography 

iii. • Wireless infrastructure-less (Ad hoc) cryptography 

However, the research community roughly distinguishes infrastructure-less and 

wireless infrastructure-less networks into two categories. On the one side there are 

the systems researchers who build real infrastructure-less on wireless 

infrastructure-less networks and on other side simulation based infrastructure-less 

nodes are the key research interest. Thus, WSN and Infrastructure-less 

cryptography scheme are broadly classified into one category. Quoting of the latest 

reference of white paper site "Wireless infrastructure-less network applications 

require wireless infrastructure-less networking techniques."[Latest Technology , 

Friday, September 4, 2009]. Based on the various literature surveys [78-87] the 

above wireless networks are broadly categorized into two sections: 

i. Physical or logical attack detecting schemes 

ii. Global node positioning schemes 

5.2.1 Wireless infrastructure-based cryptography: 

Physical or logical attack detecting schemes: 

Most attack detecting schemes use neighbors' cooperative technique to detect 

malicious nodes. G. Wang et al. in [78] has proposed a distributed cooperative 

failure detecting mechanism to let the neighbors of a faulty node cooperate to 

detect the failure. To achieve neighbors' communication efficiency, G. Wang et al. 
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developed a Tree-based Propagation-Collection (TPC) protocols to collect the 

information from all neighbors of the suspect with low delay, low message 

complexity, and low energy consumption. S. Marti et al. [79] have proposed the 

Watchdog, which also uses neighbors to identify misbehaving nodes, M. Ding et al. 

[80] reported another localized approach to detect the faulty nodes by using 

neighbors' data and processing them with the statistical method. Threshold 

approaches is a special type of neighbors' cooperative approach, proposed by B. 

Krishnamachari et al. [81]. Recently, Liu et al. [82] introduced a new neighbors' 

cooperative approach to detect insider attacks, The nice feature of their algorithm 

is that it requires no prior knowledge about normal or malicious nodes, which is 

important considering the dynamic attacking behaviors. Further, their algorithm can 

be ernployed to inspect any aspects of networking activities, with the multiple 

attributes evaluated simultaneously. A number of software's based code testing 

schemes has been proposed by A. Seshadri et al. [83], which rely on optimal 

program code and exact time measurements. Some hardware-based code testing 

schemes have been proposed by ft Sailer et al.[84], which are based on public-

key cryptography. This approach is not suitable for WSN's because it require 

extensive computational power, as well as the transmission of large messages. 

Krauss et al. [85] assumes that some cluster nodes posses much more resources 

than the majority of clusters and are equipped with a Trusted Platform Module in 

the hybrid WSN's. 

Global Node Positioning scheme: 

In some location systems, several infrastructure-less have a position system such 

as GPS to locate their positions. This type of infrastructure-less is known as 

beacon node. These location systems use location information from these beacon 

nodes to construct the whole location system by utilizing ultrasound and time-of-

flight techniques. A mechanism for position verification, called Verifiable 

Multilateration (VM), proposed by S. Capkun et al. [86], is based on Distance 

bounding techniques proposed by S. Brands et al, [87] that can prevent 

compromised nodes from reducing the measured distance. VM use the distance 
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bound measurements from three or more reference points (verifiers) to verify the 

position of the claimant. 

In 2005 Yang pointed out that Novikov and Kiselev scheme is insecure against the 

man-in-middle attack. Awasthi showed another evidence of man-in-middle attack, 

but did not suggest any improvement. 

5.2.2. Wireless infrastructure-less Sensor network (WSN) cryptography and 

Wireless infrastructure-less (Ad hoc) cryptography 

Physical or logical attack detecting schemes: 

A. Seshadari et al. [83] assumes that the attacker's hardware devices were not 

present in the node network for the duration of the repair process, which is 

different from many application scenarios. 

H. Song et al. [88] provide a method to detect node compromise by comparing the 

previous position of nodes with current position. The main idea of their mechanism 

is based on the assumption that a node compromise often consists of three 

stages: physically obtaining and compromising the nodes, redeploying the 

compromised nodes, and compromised nodes launching attacks after their 

rejoining the network. 

In some applications an attacker may not be able to precisely deploy the 

compromised nodes back into their original positions. Their mechanism can detect 

compromise events, when compromised nodes change positions or identities. 

Their mechanism can detect compromised nodes when attackers use the 

physically capturing and reprogramming method. But it cannot detect compromise 

nodes when attacks use soft attacks. 

Global Node Positioning scheme: 

L. Lazos et al. [89] propose a range overlapping method instead of using the 

expensive distance estimation method. Its main idea is as follows: each locator 

transmits different beacons with individual coordinates and coverage sector areas. 

After receiving enough sector information from different locators, the infrastructure-

less estimates its location as the center of gravity of the overlapping region of the 
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sectors that include it. Due to adversaries' attacks, the beacon nodes or normal 

nodes maybe compromised. 

Some location systems estimate location by combining deployment knowledge and 

probability theory without beacons node. Fang et al. [90] propose integrated pre-

deployment knowledge of infrastructure-lesss and the Maximum Likelihood 

Estimation method to estimate the infrastructure-lesss' locations. M. Tatebayashi 

et al. [91] propose the Key distribution Protocol (KDP) for resource-starved devices 

for mobile environment. Park et al. [92] point out weaknesses and improvements. 

M. Beller and Y. Yacobi [93] further develop key agreement and authentication 

protocols. C. Boyd and A. Mathuria [94] survey the previous work on key 

distribution and authentication for resource-starved devices in mobile 

environments. The majority of these approaches rely on asymmetric cryptography. 

P. Bergstrom et al. [95] consider the problem of secure remote control of resource-

starved devices in a home. 

A security protocol for infrastructure-less networks SPINS proposed by Adrain 

Perrig et al. [96] claims to have two secure building blocks: SNEP and pTESLA. 

SNEP includes: data confidentiality, two-party data authentication, and evidence of 

data freshness. pTESLA provides authenticated broadcast for severely resource-

constrained environments. The major drawbacks of SPINS are repudiation, non-

availability, non-interoperability and high-energy consumption require for overhead 

security protocol. 

GCA (Generic Cryptography algorithm) a asymmetric cryptography scheme, 

removes all the major drawbacks of the SPINS. 

Key distribution Protocol (KDP) is developed for resource-starved devices in a 

mobile environment [97]. Park et al. [92] point out weaknesses and improvements. 

Beller and Yacobi [93] further develop key agreement and authentication protocols, 

Boyd and Mathuria [94] survey the previous work on key distribution and 

authentication for resource-starved devices in mobile environments. The majority 

of these approaches rely on asymmetric cryptography. Bergstrom et al. [95] 
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consider the problem of secure remote control of resource-starved devices in a 

home. 

In Scheme 2, Shamir et al. [98] introduced the concept of identity-based (ID-

based) systems to simplify key management procedures of CA-based Public Key 

Infrastructure (PKI). Since then, several ID-based signature schemes have been 

proposed [99-101]. ID-based systems can be a good alternative for CA-based 

systems from the viewpoint of efficiency and convenience. ID-based systems have 

a property that a user's public key can be easily calculated from his identity by a 

publicly available function, while a trusted Key Generation Center (KGC) can 

calculate his private key. They enable any pair of users to communicate securely 

without exchanging public key certificates, without keeping a public key directory, 

and without using online service of a third party, as long as a trusted KGC issues a 

private key to each user when he first joins the network. 

Ever since threshold signature was first proposed by Desmedt and Frankel [102], 

several threshold signature schemes [103-107] from bilinear pairings have been 

proposed. A. Boldyreva et al. [103] proposed a robust and proactive threshold 

signature scheme, which works in any Gap Diffie-Hellman (GDH) group. Baek and 

Zheng [104] formalized the concept of identity-based threshold signature and gave 

the first provably secure scheme. Chen proposed an ID-based threshold signature 

scheme without a trusted KGC. Cheng et al. [106] proposed an ID-based signature 

from m-torsion groups of super-singular elliptic curves or hyper-elliptic curves. It is 

proved that the time of Tate pairing operations is a half of that of Weil pairings 

[107]. 

The present analysis has been carried out on development of GCA (Generic 

Cryptography Algorithm) and development steps for id-based (r,n) threshold 

signature scheme from Tate pairings. Scheme 1 describes the details of GCA and 

scheme 2 describes the threshold signature scheme from Tate pairings. 
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SCHEME : 1: GENERIC CRYPTOLOGY ALGORITHM (GCA) NODE MANAGEMENT SCHEME 

5.3 STEPS FOR DEVELOPMENT OF CRYPTOGRAPHY ALGORITHM 

GCA Node Description 

Generic Cryptology Algorithm's prototype node will consists of nodes, which are 

tiny, self-contained, battery-powered computers with radio links, which enable 

them to communicate and exchange data with one another, and to self-organize 

into infrastructure-less networks. The hardware and software description of 

prototype GCA nodes is described in tabular form in Table 5.1. Motes/ nodes form 

the building blocks of wireless infrastructure-less and infrastructure-less networks, 

developed by collaborative efforts of University of California Berkeley and the Intel 

Research Berkeley laboratory. 

CPU 16,32,64-bit; 4-866MHz 

Storage 8-64KB instruction flash 

512 bytes-1GB RAM 

512 bytes-1GB EEPROM 

OS Tiny-OS (for infrastructure-less only) 

OS code space 3500 bytes (for infrastructure-less only) 

Routing Protocol AODV, DSDV, DSR, TORA (for infrastructure-less nodes) 

LEACH (for wireless infrastructure-less nodes) 	4 

Table 5.1: Characteristics of prototype GCA nodes 

However, distributed programming abstractions, like Remote Procedure Calls 

(RPC), the Distributed Object Model (DOM), or Distributed Shared Memory (DSM) 

have traditionally simplified and enabled the implementation of complex distributed 

systems. Figure 5.1 describes the secure on-demand route discovery protocol 

without GCA. 
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Fig. 5.1 Secure on-demand route discovery protocol without GCA 

GCA mechanism provide protocol description in Figure 5.2, in which node send the 

message to its parent node (PROBE: a—*b : probe_prt). If parent hears the 

message then it gives a reply message, which tells if it could contact Backbone/ 

Cluster head(BACK_Y: p--+a: connected hopes). If the reply message is not sent 

then the node broadcasts a request message to neighbour node (ROST: 

NEIGHBOURS: request_parent). Any neighbour nodes who can connect to the 

radio range of Backbone/ Cluster head send reply message to the node which 

contains the 1D of parent node (RPLY: c---•a : connected II c_hopes c.parent). 

For the developed GCA for wireless infrastructure-less infrastructure-less network 

requires basic set of mechanism to support Cryptology for mobile infrastructure-

less nodes, includes the following: 

o GC Key Generation 

o GC Key Derivation 

The above mechanism is briefly described in sub-section Key Management and 

agreement for GCA. 
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Fig.5.2 GCA protocol description with finite state machine (FSM) 

Key Management and agreement for GCA 

For security, key management is very important and complex, especially in 

symmetric cryptography structures. Many current key management proposals, 
0 - 

such as [20-23], do not consider the node compromise distribution. They imply the 
%.1p 

probability of node compromise to be the same for every node. However, when 

their security system is deployed in a different environment from their supposition, 

the security performance will decrease greatly. Figure 5.3 describes the Symmetric 

Cipher historic Model for secure network. 

Fig.5.3 Symmetric Cipher historic Model for secure network 
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Key management security requires topology-specific and efficient key 

management system. Nodes must have to make a mutual agreement on a shared 

secret or exchanged public keys. Like in more dynamic environments the 

exchange of encryption keys may be addressed on-demand. In less dynamic 

environments, the keys are mutually agreed proactively or configured manually. 

Private keys are stored in the nodes confidentially to encrypt with the system key 

with proper hardware protection (smart cards). The infrastructure-less keying 

mechanism agreement is shown in Figure 5.4, which consists of ancestor sets and 

the arrow shows the distribution management. 

The security scheme proposed by H. Chan et al. [108] requires q common keys 

(q is a constant, q 	1) to establish secure communications between a pair of 

nodes. In their scheme, q is equal in each area. When this schemes is deployed in 

a gradient based environment, the security performance will decrease because: 

the system has the same ability to•tolerate or defend against node compromise in 

all areas, but adversaries attack the system with different strengths on different 

areas; thus making the system unable to provide enough security in some areas, 

and able to provides more security than needed in other areas. Of course, by 

increasing q to get enough security everywhere, but it will consume more 

resources. It looks difficult to get a high security performance with a low overhead; 

however, when it applies to a node compromise distribution model to this security 

mechanism, it conclude that this is the key in solving this issue. For example, if q 

to follow the same distribution as the node compromise distribution model, i.e.,, 

where (x, y) is the coordinates of node, the system may resolve the issue. In the 

modified security scheme GCA, the ratio between the strength of preventions and 

attacks can be kept the same in every area. In gradient-based application 

schemes [109, 110], uses threshold property A (when the number of compromised 

nodes is less than the threshold A, the probability that any nodes other than these 

compromised nodes are affected is close to zero), they need more resources to 

implement this desirable threshold, when they are deployed in a gradient-based 

application environment. Similarly, it also apply A to follow the same distribution as 
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the node compromise model of the given application environment to ease the 

issue. 

Besides improving the key pre-distribution step of key management, it can also 

apply our developed models to infrastructure-less network for node management, 

re-keying frequency, etc. with the similar modification method in order to improve 

system performance and security. 

VViretess Infrastructure-less Network Key Mechanism 

The infrastructure-less networks keying mechanisms are consist of: 

i. ID-based cryptography 

• Master public key/secret key is generated by private-key generation service 

(PKG) 

Fig. 5.4 Infrastructure-less keying mechanism agreement 

• Master keys known to everyone 

• Arbitrary identities are public keys 

• Identity: "Al" 

• Public key: "Master-Public-Key I Al" 
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• Private keys should be delivered to nodes by PKG 

ii. ID-based encryption schemes 

• Setup: input a security parameter, return master public/secret keys 

• Extract: input master secret key and identity, return the personal secret key 

corresponding to identity 

• Encrypt input master public key, the identity of the recipient and message, 

return cipher-text 

• Decrypt: input master public key, cipher-text and a personal secret key, 

return plaintext 

iii. 	Threshold cryptography 

• Allows operations to be "split" among multiple users 

• In t-out-of-n threshold scheme, any set of t users can compute function 

while any set of t-1 users cannot 

• If adversary compromises even t-1 users, he cannot perform crypto 

operation 

• Honest user who needs to perform crypto operation should contact t of 

users 

• Secure against Byzantine adversaries exist for t < n/2, secure against 

passive adversaries can support t < n 

5.4 DEVELOPMENT OF INFRASTRUCTURE-LESS NETWORK MECHANISM 

In the present analysis the emphasis has been given to develop a GCA 

infrastructure-less node for generating secure network mechanism.The 

GC_PRIME and GC_BASE attribute values are collectively the "Generic 

Cryptology parameters". Figure 5.5 gives clear picture of implementation of 

GC_KEY GEN and GC_KEY DERV, Figure 5.5 describes the Generic Cryptology 

Infrastructure-less networking mechanism for Secure Data Transfer. 

Depending on the token, there may be limits on the length of the key components. 
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Fig. 5.5 A Generic Cryptology Infrastructure-less networking mechanism for Secure Data Transfer 

The following program for creating a Generic Cryptology public key object in the 

infrastructure-less networks: 

GCA INFRASTRUCTURE-LESS NODE 

component AdhocNode : public Typell 
{ 

public: 
CBR app; 

net_component <app_packet_t> net; 
MEDIA <net_medium>phy/mac; 

MAC80211 <net_packetf> mac; 

// A transceiver that can transmit and receive at the same time (of course 
// a collision would occur in such cases) 

DuplexTransceiver < mac_packet_t > phy; 
// Transceiver —2.14 dBi Rubber duck antenna 

// Transmit Rate: Auto (1, 2, 5.5, or 11 Mbps), Channel: 2 (2417 MHz), Op. 

Frq.2.4GHz 

// Transmit Power :30 mW 

// Linear battery 

SimpleBattery battery; 

// PowerManagers manage the battery 
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PowerManager pm; 

// nodes are mobile 

mobile mob; 

// the queue used between network and mac 

FIFOACK3<net_packetf,ether_addr tunsigned int> queue; 

// 	 

// GCA class object described underneath 

GC_OBJECT_CLASS class = GCO_PUBLIC KEY; 

// generation of public key 

GC_KEY_TYPE keyType = GCK_DH; 

GC UTF8CHAR label[ ] = "A Generic Cryptology public key object"; 

GC BYTE prime[ = {...}; 

GC BYTE base[ = {...}; 

GC_BYTE value[ = {...}; 

GC BBOOL true = TRUE; 

GC ATTRIBUTE template[ = { 

{GCA_CLASS, &class, sizeof(class)}, 

// data confidentiality, two-party data authentication, and evidence of data 

freshness 

{GCA KEY TYPE, & keyType, sizeof(keyType)}, 

{GCA_TOKEN, &true, sizeof(true)}, 

{GCA LABEL, label, sizeof(label)-1}, 

{GCA PRIME, prime, sizeof(prime)}, 

{GCA BASE, base, sizeof(base)}, 

{GCA_VALUE, value, sizeof(value)) 

{GCA_ CONVERT, operatable value, sizeof(ope_value)} 

}; 

/1 availability, interoperability 

double MaxX, MaxY; coordinate boundaries 

ether_addr_t MyEtherAddr; // the ethernet address of this node 

int ID; // the identifier 
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non-repudiation 

virtual -AdhocNodeQ; 

void Start(); 

void Stop(); 

void Setup(); 

GCA public key objects 

GCA public key objects (object class GCO_PUBLIC_KEY, key type GCK_KEA) 

hold GCA public keys. 

Attribute Data type Meaning 

GCA_PRIME Big integer Prime p (512 to 1024 bits, in steps of 64 bits) 

GCA_SUBPRIME Big integer Subprime q (160 bits) 

GCA BASE Big integer Base g (512 to 1024 bits, in steps of 64 bits) 

GCA_VALUE Big integer Public value y 

The GCA_PRIME, GCA_SUBPRIME and GCA_BASE attribute values are 

collectively the "GCA parameters". The following is a sample template for creating 

a GCA public key object: 

GC OBJECT CLASS class = GOO PUBLIC KEY' _ 	, 

GC KEY TYPE keyType = GCK_GCA; 

GC UTF8CHAR label[ = "A GCA public key object"; 

GC_BYTE prime[ 	{...}; 

GC_BYTE subprime[ ] = {...}; 

GC_BYTE base[ j = {...}; 

GC_BYTE value[ ] {...}; 

GC_BBOOL true = TRUE; 

GC ATTRIBUTE template[ = { 
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{GCA_CLASS, &class, sizeof(class)}, 

{GCA_KEY_TYPE, &keyType, sizeogkeyType)}, 

{GCA TOKEN, &true, sizeof(true)}, 

{GCA_LABEL, label, sizeoglabel}-1}, 

{GCA_PRIME, prime, sizeof(prime)}, 

{0CA_SUBPRIME, subprime, sizeof(subprime)}, 

{GCA_BASE, base, sizeof(base)}, 

{GCA_VALUE, value, sizeogvalue)} 

{GCA_ CONVERT, operatable value, sizeogope_value)} 

1; 

Private Key objects 

Private Key objects (object class GCO_PRIVATE_KEY) hold private keys. List of 

common private key attributes are presented in Table 5.2. 

Table 5.21 Common Private Key Attributes 

Attribute Data Type Meaning 
GCA_SUBJECT Byte array DER-encoding of certificate subject name (default empty) 

GCA_SENSETIVE GC_BBOOL 

TRUE 

if key is sensitive 

GCA_SECONDARY_AUTH GC_BBOOL TRUE is the key requires a secondary authentication to take 

place before its use it allowed. (default FALSE) 

GCA_AUTH_PIN _FLAGS GC_FLAGS Mask 	indicating 	the 	current 	state 	of 	the 	secondary 

authentication 	PIN. 	If 	GCA_SECONDARY_AUTH 	is 

FALSE, then this attribute is zero. 

GCA_DECRYPT GC_BBOOL TRUE it key supports decryption 

GCA_SIGN GC_BBOOL TRUE if key supports signatures where the signature is an 

appendix to the data 

GCA_SIGN_RECOVER GC_BBOOL TRUE if key supports signatures where the data can be 
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recovered from the signature 

GCA_UNWRAP GC_BBOOL TRUE if key supports unwrapping (i.e., can be used to 

unwrap other keys) 

GCA_EXTRACTABLE GC_BBOOL TRUE if key is extractable 

GCA_ALWAYS_SENSITIVE GC_BBOOL TRUE if key has always had the GCA_SENSITIVE attribute 

set to TRUE 

GCA_NEVER_EXTRACTABLE GC_BBOOL TRUE if key has never had the GCA_EXTRACTABLE 

attribute set to TRUE 

Brief description of proposed GCA private key objects 

The different attributes used in the GCA as in Table 5.2 are briefly described for 

ready reference. When an object is created, the GCA_SENSITIVE attribute may 

be changed, but only to the value TRUE. Similarly, after an object is created, the 

GCA_EXTRACTABLE attribute may be changed, but only to the value FALSE. 

Attempts to make other changes to the values of these attributes should return the 

error code GCR ATTRIBUTE READ ONLY. 

If the GCA_SENSITIVE attribute is TRUE, or if the GCA_EXTRACTABLE attribute 

is FALSE, then certain attributes of the private key cannot be revealed in plaintext 

outside the token. Which attributes these are is specified for each type of private 

key in the attribute table in the section describing that type of key. 

If the GCA SECONDARY AUTH attribute is TRUE, then the GCA implementation 

will associate the new private key object with a PIN that is gathered using a 

mechanism that is transparent to the GCA client. The new PIN must be presented 

to the token each time the key is used for a cryptographic operation. If 

GCA_SECONDARY_AUTH is TRUE, then GCA_EXTRACTABLE must be FALSE 

and GCA PRIVATE must be TRUE. Attempts to copy private keys with 

GCA SECONDARY RUTH set to TRUE in a manner that would violate the above 

conditions must fail. An application can determine whether the setting the 

GCA SECONDARY AUTH attribute to TRUE is supported by checking to see if 
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the GCF_SECONDARY_AUTHENTICATION flag is set in the GC_TOKENINFO 

flags. 

The GCA_AUTH_PIN_FLAGS attribute indicates the current state of the 

secondary authentication PIN. This value is only valid if the 

GCA_SECONDARY_AUTH attribute is TRUE. The valid flags for this attribute are 

GCF USER PIN COUNT LOW, 	 GCF USER PIN FINAL TRY, 

GCF_USER_PIN_LOGCED, and GCF_USER_PIN_TO_BE_CHANGED defined 

for the GC TOKEN INFO Bags field. GCF _ USER_ PIN _COUNT_LOW and 

GCF_USER_PIN_FINAL_TRY may always be set to FALSE if the token does not 

support the functionality or will not reveal the information because of its security 

policy. Finally, the GCF_USER_PIN_TO_BE_CHANGED flag may always be 

FALSE if the token does not support the functionality. 

5.5 RESULTS AND RESPONSES WITH & WITHOUT GCA: 
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Fig.5.6 Response success rate of detection 
	

Fig. 5.7Response success rate of detection 

(without GCA) 
	

(with GCA) 

78 



SCHEME:2: (MATHEMATICAL MODELING OF COMBINED THRESHOLD & ID BASED CRYPTOGRAPHY) 

5.6 TATE PAIRING (See Appendix 1) 

Let E be an elliptic curve over a finite 	We write OE  for the point at infinity on E . 

Let / be a positive integer, which is co-prime toq. In most applications 1 is a 

prime and /1# E(FQ ). Let k be a positive integer such that the field Fe , contains 

the /th roots of unity (in other words, / I (qk  -1)). Let G = E(Frik ) and write G[1] for 

the subgroup of points of order / and G/IG for the quotient group (which is also a 

group of exponent 1). Then the Tate pairing is a mapping: 

t :G(11xG/IG 	/(P';‘ )' 

The Tate pairing satisfies the Bilinear, Non-degeneracy and Well-defined 

properties. (See Appendix 2) 

5.7 DEVELOPMENT STEPS FOR ID-BASED (t,n) THRESHOLD SIGNATURE 

SCHEME FROM TATE PAIRINGS 

In this section, it will present a new group-oriented threshold signature scheme. It 

consists of four algorithms: System setup, Private Key extraction, Signature 

generation and signature verification. The ID-based (t,n) threshold signature is 

described as follows: 

(1)System setup: Let P is the generator of G Our ID-based signature scheme is 

based on G. The trust KGC randomly chooses a0 ,a„a2 ,-••,a,_,Z , Ppo,=a0P. It 

constructs a polynomial of degree t -1: 

f(x)=(a0 +al x+a2 x 2  +•••+a,_I xe-1 ) mod q. 

For i =1,2,.. 	 j..S.t, it computes and publishes 131;:f:  = f(ID)P, where ID is 

the public identifier of each P . Before requesting his private share, each player 
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(2) Private key extraction and distribution MI The group secret key of P, can be 

set 	by 	f(0) = ao 	and 	the 	corresponding 	group 	public 	key 

Y. = f(0)Pmod/ = aoPmod/ . For the purpose of security, the KGC defines two one- 

way hash functions H:{0,1}* 	G.  and H :{0,1}' 	Z,,' and makes it public. Given 

an identity ID, the KGC plays the role of the trusted dealer. It computes a secret 

key publishes ,S1 j),)  = f(ID)Q,,, for each player P, , where Q,,, =11(1D) is the public 

key associated with the public identifier ID of P,... P, accepts S;;.P as his private 

key if t(P,S,I; ) )=t(Pp(:),, ),Q,0 ); otherwise, he shows his complains to the KGC. In 

summary, the parameters are those listed in Table 5.3. 

Table 5 3. The parameters of the proposed scheme 

Participants Secret Parameters Public Parameters 

KGC 

Signer 

Signer group 

f(x) 

4;" 

f(0) 

PIf i l 	PIn 	H H' pub . 	ch" 

!Dig!)  

Y, 

(3) Partial signature generation [98]: It assumes that B= 	Pc } is the set of 

the t players designated to join the signing. Each player /3,) 	t) randomly 

chooses ki  E Zq.  computes two values lid  and ri  as 

Id /  -=Ic i Pod, mod / 

r j =le j r, mod / 

Then each 1)1  transmits (upri ) to the other (t —1) signers via a secure channel. 
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Upon receiving all (u,, ), each P, computes u , r and v as follows: 

u=Eu j modl ,  
3.1 

r = E r j  mod I 
i ti 

h = 111 (u,r ,A4 ) 	(3) 

v ., 	1„ P p,( :f + 	;1'1 )  ) mod q • (4) 

The partial signature on message Ad given by player pi  is 0-1  = (u,, 

(4) Threshold signature generation [104-106J: Anyone in B = 	P } can be 

designated to reconstruct the partial signature. After having received the partial 

signatures, the designated player (DP) first verifies the validity of each partial 

signature. a j  is accepted if t(vi ,P)=t(P + 	. Without lose of generality, 

it assumes that the partial signatures are all valid. DP computes u = Eui  and 
J=1 

v = 	. Then a = (u,v) is the signature on message M . 
J=1 

(5)Threshold signature verification [106]: After receiving a = (u, v), the verifier 

computes h 	, u) and accepts the signature if 

t(v, P)=-- t(P + 11Q ID , p,„1,) 
	

(5) 

Correctness of the partial signature: 

t(vi , 	= t(L,J (Pj,( ;"„)  + 	P) 

t(L,,P;;,'„ ) , P)1(1„h4j )  , P) 

= t(L, f (11),i )P,P)41„,hf (1,0; )Q11) , 13 ) 
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t(L,, P, f (ID;  )P)t(L,J hQ11) ,f (ID, i )P) 

= t(L id P ,11,11, ) )t(L, jhQ ID Pperib) ) 

= t(Lii P + hQ „), 

= t(P + hQ , 	)1'1  

Correctness of the threshold signature: 

(L,,(1);,;‘ )  + hS ;,;'))) 
•1 	r. 

=ZL," +Z L, hS 1(1/; )  
J=I 	J=1 

= Pwh  + ha„ :Li  f (ID, j ) 
1=1 

t(v,P)=— t(Pc„,,, + hQ 	„f (ID,), P) 
i- 

=r(Pp„b,P)1(hQ,D E f 

= t(p,„1„ P)t(hQ ,D ,E f (ID )P) 
i±i 

= t(Pro , P)t(hQ ,Z Li  P p(  ) 
i=1 

= 	P)t(hQ,D, Ppuh) 

t(P + hQ„) ,P p yh  ) 

5.8 SECURITY ANALYSIS OF DEVELOPED THRESHOLD SCHEME 

The security of the proposed scheme is based on the well-known difficulty of 

computing the one-way hash function and the cryptographic assumption of 

discrete logarithms. In the following paragraphs, it considers some attacks against 

83 



our proposed scheme. It demonstrates that our scheme can successfully withstand 

those attacks. 

(i) Plaintext attacks 

An adversary tries to expose a signer's secret key 	from the corresponding 

public key Qin  . However, it is as difficult as breaking the discrete logarithms to 

obtain the user's secret key from the associated public key, the hardness of which 

depends on the hardness assumption of the discrete logarithm problem (DLP) in 

E(Fq 	
[111. Similarly, assume that the adversary attempts to get p 's group secret 

key /(0) from their corresponding group public key r, = f (0)P mod r . The 

adversary will also have to face the intractability of the same problems as, deriving 

P 's group secret key. 

(ii) Recovery equation attacks 

An intruder tries to derive the signer's secret key SV from the individual signature 

lc by Equation (4). Given a message M and a signature vi  , it is difficult to 

determine 4; )  because Equation (4) has two unknown parameters. The values 

S,(,'r are kept secret and the commitment values u and r are only known to the 

signers. Moreover, if one message with its related signature is added, the number 

of unknown parameters is also increased by one. The number of secret 

parameters is always greater than the number of equations available. 

Consequently, the intruder cannot succeed in recovering the equation and 

breaking the scheme. 

(iii) Conspiracy attacks 

Any (t -1) or less signers in B attempt to reconstruct the secret polynomial f(x) 

to reveal the other signers' secret keys 8;;;)  and the group secret key f (0). By 

using the Lagrange interpolating polynomial, with the knowledge of t or more 

signers' secret parameters f (ID) , the -1)th degree polynomial f(x) can be 

uniquely determined as 
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x - 	, 
f (x ) 	f (1" D , ) 

I ' 	 j.k 	ID 	ID, 

Therefore, any (t —1) or less malicious signers cannot conspire to derive the secret 

polynomial f (x). Then, they cannot obtain any other signer's secret key and the 

group secret key. Thus conspiracy attacks can be successful. 

(iv) Impersonation attacks 

Now let's discuss some possible impersonation attacks as below: 

(a) An adversary attempts to impersonate a signer P,,  . However, she/he cannot 

create a valid individual signature (u j  ) to satisfy Equation (4) because of the 

lack of the secret key 511;) . 

(b) An adversary tries to forge a valid threshold signature (u,v) of chosen 

message M to satisfy Equation (5). First, the adversary has to randomly Choose 

u and r and find v to satisfy Equation (5), which is as difficult as solving discrete 

logarithms. In another similar approach, given u , v, finding r to satisfy Equation 

(5) is as difficult as solving the one-way hash function and the discrete logarithms. 

Therefore, the adversary cannot successfully forge the valid threshold signature. 

(c)An adversary tries to collect a preciously valid threshold signature (u,v)' on the 

message M and the associated value r to forge the signature of an arbitrary 

message (1/11121. First, the adversary selects a random k l 'e Zo.  and calculates two 

values u' and r' as follows: 

uy= k Pinch  mod / , 

r j' = k j'Y, mod / . 

Then she/he computes 

u1'= 4 /1-1 1 (u,r,M )-1  11'01,e,M5mod 1 (6) 

v 	 H'(ucr',M 1 )mod q . 
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Finally, the adversary sends the signature (u'.1/1 ) for the message Al' to verifiers. 

The validity of the threshold signature can be checked by Equation (5). Since 

t(vi ,P)= t(P + HP(u1 ,t-',M 1 )Q,D ,Ping ) 

The threshold signature (u'. v') is valid for the message/1J'. However, it is hardly 

possible for the adversary to determine the value u' that satisfies Equation (6). 

Hence, the proposed scheme is secure against the impersonation attacks. 

5.9 PERFORMANCE ANALYSIS 

For developing GCA, each node is made intelligent as described in section 5.3, 

then object class has been created to accept public key. The GCA public key 

object generates and distributes the attribute values for the "GCA parameters". 

Then finally the distribution algorithm for private key generation and decryption has 

been developed keeping in the view of low overhead for energy efficiency and 

wireless infrastructure-less networking. The performance of the network has been 

analyzed after the implementation of GCA shown in figure 5.7. 

In the scheme 2, a new ID-Based (t,n) Threshold Signature Scheme from the Tate 

pairing has been developed. According to our discussions, none of the possible 

attacks including plaintext attack, equation attack, conspiracy attack and 

impersonation attack can break our scheme. Performance analysis shows that it is 

more efficient and is more applicable to systems where signatures are sent over a 

finite bandwidth channel and with low capability equipment. It is believed that 

1024-b RSA and 160-b elliptic curve cryptosystem are offering more or less the 

same level of security [13]. In this case, if our scheme pre-computes (u ) .,:,), the 

timing of signing will be much shorter for two scalar multiplication operations 

reduced. On the other hand, our scheme uses the Tate pairing instead of Weil 

pairing because the Weil pairing takes longer than twice the running time of the 

Tate pairing for the cryptographic applications. Obviously, our scheme has high 

performance. 
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5.10 CONCLUSION 

In Scheme 1, work reported is based on the work carried by Adrain Perrig et al. 

[96]. It claims to have data confidentiality, two-party data authentication, and 

evidence of data freshness. It provides authenticated broadcast for severely 

resource-constrained environments for infrastructure-less networks. It consider 

non-repudiation, availability, interoperability and energy efficient consumption, 

require for overhead security protocol, in addition to above parameters and 

developed a GCA, for Wireless infrastructure-less infrastructure -less network. The 

simulated responses shows that success rate of the detections described above. 

In scheme 2, the performance of partial signature is determined by those dominant 

cost operations. One of dominant operations in our scheme is scalar multiplication. 

Another dominant operation is the Tate pairing defined in section 5.6. Comparing 

with scalar multiplication or the Tate pairing, point addition and hash functions can 

be ignored. Performance estimations of our partial signature with reference to 

those corresponding popular signature schemes are shown in Table 5.4. 

Table 5.4 Performance Comparison 

PARTIAL 

SIGNING 

PARTIAL 

SIGNATURE 

VERIFICATION 

SIGNATURE .. 
VERIFICATION 

Beek and 
Zheng's 
schemem 

1 Well pairing 

1 scalar 
multiplication 

2 Weil pairing 

2t+1 integer 
exponentiations 

2t+1 scalar 
multiplications 

2 Weil pairings 

1 integer exponentiation 

1 scalar multiplication 
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Chang and Liu's 
(93 

4 scalar 

multiplications 

3 Weil pairings 

3 scalar 

multiplications 

2 Weil pairings 

1 scalar multiplication 

Developed 

scheme 

5 scalar 

multiplications 

2 Tate pairings 

2 scalar 

multiplications 

2 Tate pairings 

1 scalar multiplication 
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Chapter-6 

CONCLUSION AND SCOPE FOR FUTURE WORK 

6.1 INTRODUCTION 

This chapter reviewed the future scope for secure characteristics of energy 

efficient mobile devices that can use wireless Infrastructure-less networks {ad-hoc) 

almost anywhere and anytime by using one or more wireless network 

technologies. Currently, most computers communicate with each other by using 

wired networks. Wired networking is well suited for stationary computers, but it is 

not appropriate for mobile devices. These technologies enable the use of 

infrastructured networks (3Generation Partnership Protocol) and Infrastructure-less 

networks. The summary of the work done has been described below. 

6.2 BACKGROUND AND SUMMARY OF THE WORK 

6.2.1 Summary of existing popular energy efficient/ power aware routing algorithm 

On the basis of literature study [49-65] it is observed that: 

0 Several energy efficient/ power aware wireless infrastructure-less networks 

routing protocol have been designed to support energy saving by power 

control and energy efficient. 

(ii) Most of the energy efficient/ power [49-621 use a separate control channel, 

nodes have to be able to receive on the control channel while they are 

transmitting on the data channel and also transmit on data and control 

channels simultaneously and a node should be able to determine when 

probe responses from multiple senders collide. In spite of this, their spatial 

reuse is less than optimal. 

(iii) a node in an ad hoc network has to relay (and, hence route) messages for 

other nodes in the same network. 

(iv) At the MAC layer and above, this is often done by selectively putting the 

receiver into a sleep mode, or by using a transmitter with variable output 

power. 

(v) Recently, much work has been done with energy-aware routing protocols 

and applications, especially with the idea of vertical layer integration. 
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6.2.2 Summary of optimal path programming algorithm for energy efficient for 

wireless Infrastructure-less networks 

(i) Combining Dijkstra and Floyd algorithm with the graph theory yields a 

modified path programming algorithm using hypo-excellent route in mobile 

infrastructure-less node navigation system under complex environment. 

(ii) The time complexity of Dijkstra is 0 (N2), and the time complexity of Floyd 

is 0 (N3). Although there is a certain statistical error to do statistics with 

circulation and judgment, it is shown that the Dijkstra is better than Floyd in 

time. 

(iii) With the increase in the number of nodes, the time complexity of Dijkstra is 

increased by N2  and the time complexity of Floyd is increased by N3-  The 

time complexity of modified path programming algorithm is N, thus the 

circulation time increases linearly as the number of nodes. 

6.2.3 Summary of developed energy efficient wireless Infrastructure-less 

networking (EILN) protocol 

(i) The protocol has been analyzed in static and dynamic (mobility) 

scenario. 

(ii) The result of static topology for cumulative distribution of delivery rates 

across all links for each of the two packet sizes shows that about 50% of 

the links deliver no packets, while the best 20% of links deliver more 

than 95% of their packets. The delivery rates of the remaining 30% of 

links are approximately evenly distributed. 

(iii) The result of static topology for Packet delivery rate as a function of per-

CBR-flow bit rate under higher traffic load, EILN delivers more packets 

than 802.11 PSM, but slightly less than 802.11B. 

(iv)The result of dynamic (mobility) topology for Packet loss rate as a 

function of pause time shows that mobility does not affect EILN very 
much, and Geographic forwarding with EILN delivers more packets than 

with 802.11 PSM and 802.11 because it encounters fewer voids. 
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(v) The result of dynamic (mobility) topology for backbone density as a 

function of node density shows that the degree of mobility does not 

significantly affect routing with EILN backbones. EILN consistently 

performs better than 802.11 PSM, SPAN and 802.11. 

(vi)The result of dynamic (mobility) topology for cumulative distribution of 

delivery rates across all links for each of the two packet sizes shows that 

it is similar to static topology result. 

(vii) The result of dynamic (mobility) topology for energy saving as function 

of fup shows that EILN broadcast messages are expensive when density 

is high means the large number of broadcast messages per radio range 

keeps nodes awake for a longer period. 

6.2.4 Summary of developed security aspects mode! algorithm 

(0 Work reported in scheme 1 is based on the work carried by Adrain Perrig et 

al. [96). It claims to have data confidentiality, two-party data authentication, 

and evidence of data freshness. It provides authenticated broadcast for 

severely resource-constrained environments for infrastructure-less 

networks. 

(ii) The developed GCA considers non-repudiation, availability, interoperability 

and energy efficient consumption, require for overhead security protocol, in 

addition to above parameters. 

(iii) The simulated response shows that success rate of the detections. 

(iv)The developed scheme 2 is a five scalar multiplication partial signing 

scheme. 

(v) The partial signature verification has been done using two Tata pairing and 

two scalar multiplications. 

(vi) The signature verification has been done using two Tata pairing and one 

scalar multiplication. 
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6.3 SCOPE FOR FUTURE WORK 

The future of Infrastructure-less networks really appealing, given the vision of 

"anytime, anywhere" communications. Before those imagined scenarios come true, 

huge amount of work is to be done in both research and implementation. At 

present, the general trend is toward mesh architecture and large scale. New 

applications call for both bandwidth and capacity, which implies the need for a 

higher frequency and better spatial spectral reuse. Propagation, spectral reuse, 

and energy issues support a shift away from a single long wireless link (as in 

cellular) to a mesh of short links (as in ad hoc networks). Research on "multi-hop 

mesh-based" architecture showed it a promising solution to the implementation of 

ad hoc networks. As the evolvement goes on, especially the need of dense 

deployment such as battlefield and sensor networks, the nodes in ad hoc networks 

will be smaller, cheaper, more capable, and come in all forms. Large scale ad hoc 

networks are another hot issue in the near future which can be already foreseen. 

Ad hoc networks have indeed the potential to change how we see the 

communication and networking world today, from the indoor ad hoc networks that 

can connect smart appliances to the Internet, to the ultimate "anytime, anywhere" 

communications. In all, although the widespread deployment of Infrastructure-less 

networks is still year away, the research in this field will continue being very active 

and imaginative. Wireless Infrastructure-less networks will use mobile routers to 

provide Internet connectivity to mobile ad-hoc users. A mobile router will also allow 

mobility of an ad wireless Infrastructure-less network, where mobile users may use 

an Internet access within an ad-hoc network domain. Recently, organizations have 

begun to see potential for such dynamic networks. Mobile ad-hoc networks are of 

increasing interest for a distributed set of applications, such as distributed 

collaborative computing, distributed sensing networks, potential fourth generation 

wireless systems, and response to incidents that destroyed the existing 

communication structure. 

92 



There is current and future need for dynamic wireless Infrastructure-less networks 

networking technology. The emerging field of mobile computing, with its current 

focus on mobile IP operation, will expend gradually. In the future, mobile 

computing will require highly-adaptive networking technology to manage multi-hop 

clusters that can operate autonomously and possibly be able to attach at some 

point to the bigger network. 
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Appendix 
The Tate Pairing 

Elliptic Curves 

E(Fq) : y2  ,---- x3+Ax+B 

Elliptic curves are considered interesting primarily as an alternative group 

structure, with certain advantages when it comes to the implementation of common 

cryptographic protocols. The main advantage is that much smaller keys can be 

used, as there is no known polynomial-time algorithm for the discrete logarithm 

problem for the great majority of such curves. Given a point P on a curve E defined 
over a finite field Fq  where q = pm  (where p is a large prime) this is the problem of 

determining a given aP. In most circumstances the points on such a curve form a 

simple cyclic group. Each point on the curve has an order. This is the smallest 

positive integer r such that rP = 0, where 0 is the identity point of the group, the 

so-called point at infinity. The number of points on the curve, the order of the 

curve, is referred to as #E. Every valid r divides #E. We also need to know the 

important relationship #E = q+1-t, where I is the trace of the Frobenius, and t is 

relatively small - a constant for each curve. We note also the "twisted" curve 
: y2  = x3+ d2Ax+ d38 

Where d is any Quadratic Non Residue mod q. This curve has #Et  = q+1+t points 

on it. 

So far so good. A rather boring cyclic group. 

The Embedding Degree 
However something rather magical happens when a curve with the same equation 

is considered over the field Fqk for a certain value of k. The group structure 

undergoes a strange blossoming, and takes on a new, more exotic character. The 

smallest value of k for which this happens is referred to as the embedding degree. 

For a random curve the embedding degree will be very large. However it can be as 

small as k=1, and it is not in fact difficult to find curves for any positive value of k. 

Here for simplicity we concentrate on the particular case k=2 and q=p a prime. In 

the field F p2 (called the quadratic extension field) elements are represented as 
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(a,b) which is a+ib where i is the "square root" of a QNR. If p = 3 mod 4 one can 

conveniently choose the QNR as p-1. 

A k=2 curve E(Fp) has p+1-t points on it. Call this set of points S. It contains a 

subgroup of points of prime order r and a representative of these is a point P. The 

same curve over E(F2) will have #E(Fp2) = (p+1-0(p+1+t) points on it, as a 

consequence of Weil's Theorem. For a k=2 curve r exactly divides both p+1 and 

(p+1-t), and hence necessarily r divides f. And r2  divides #E. 

An example will be useful. The curve is 

E(F131): y2  = x3-3x+8 

with p =131, r =11, t=22, P(123,100), #E=110. There are points on the curve of 

order 110, and the group is cyclic. There is a subgroup of order r. The curve is not 

supersingular. 

The twisted curve is 

Et(F131 ) : y2  = x3-3x-8 

And #Et  = 154. 

This same curve taken over the extension field E(Fp2) has 16940=154.110 points 

on it. And there are no points on the curve of this order - it is not cyclic. We 

represent a point on this curve as Q[x,y]= Q[(a,b),(c,d)] 

Group Structure 

There are a couple of ways of considering all these points. But first some notation. 

The complete set of curve points is called G, of order #E. The set of all point;that 

are transformed to 0 by multiplication by r ("killed by r'') is called G[r]. These are 

the r-torsion points. Since r is prime, this is all the points of order r plus 0. There 

are r2  such points, and these r2  points can be organised as r+1 distinct cyclic 

subgroups of order r - they all share 0. Note that one of these subgroups is S[r] 

and consists of all those r-torsion points from the original curve E(Fp) - points of the 

form 0[(a,0),(c,0)), which are of course on both curves. 

Let h = #EIr2  . Then a random point on the curve can be mapped to a point in one 

of these sub-groups of order r by multiplying it by this co-factor h. For simplicity we 

assume that r does not divide h. 
For our example curve t=11 and h=140. 
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The set of distinct points generated by multiplying every element of G by r is called 

rG. The number of elements in rG is h. This is called a coset. 

Consider the partitioning of the #E points into distinct cosets. This can be done by 

adding a random point R to every element of rG. There are exactly r2  such distinct 

cosets, each with h elements. 

The original coset rG is the unique coset that contains 0. Every coset contains 

exactly one r-torsion point. Elements of these cosets are not all of the same order. 

They do not form a group. 

The quotient group G/rG is the group formed of all these cosets. 

Finally - the Tate Pairing 

The Tate Pairing operates on a pair of points, P of prime order r (a member of G[r]) 

and a point Q which is a representative member of one of the cosets. It is denoted 

er(P,Q). It evaluates as an element of the finite field E p2 of order r- observe that r 

divides p2-1. Its value is the same irrespective of which element of a particular 

coset is chosen. Recall that each coset has exactly one r-torsion point. For 

convenience we will choose P to be a member of S[r] - as it also lies on E(Fp), this 

makes the Tate Pairing calculation much faster. 

However the Tate pairing can evaluate as 1. This will occur if P is a multiple of Q, 

which will be the case if Q is chosen from a coset whose r-torsion point is also a 

member of SM. For a randomly chosen Q and for large r this is extremely unlikely 

- the odds are 1/r. 

The Tate Pairing is non-degenerate as for any given P not equal to 0, we can 

always find a Q such that er(P,Q) is not 1. Also er(P,P)=1 for P in S[t] (and k > 1). 

However probably the most important property of the Tate pairing is bitinearity 

er(aP,bQ) = er(13,Q)ab  

Note that P must be of order r, but Q need not be. 

Which coset to choose Q from? There are computational advantages in choosing 

points of the form Q[(a,0),(0,d)]. Call the set of points of this form T. It is not difficult 

to see that if there are p+14 points of the form Q[(a,0),(c,0)] then there will be 
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p+1+: points of the form QUa,0),(0,d)]. Substitute all a<p for x in the curve 

equation. Then if the RHS is a QR the point is Q[(a,0),(±c,0)], otherwise its 

Q[(a,0),(0,±d)]. There will always be a subgroup of order r, consisting of points of 

this form. Q can therefore be chosen as an element of T. Note that points of this 

form stay in this form under point multiplication, so such a Q will be in a coset 

supported by an element of 711. 

But wait. There are also p+1+t points on the twisted curve. Is there a connection 

between the group of points of the form QRa,0),(0,d)] and the group of points on 

the "twisted" curve? Yes there is - they are isomorphic. For every point of the form 

QRa,0),(0,d)] on the curve defined over the quadratic extension field Fp2, there is a 
point Q(-a,d) on the twisted curve defined over Fp. This is convenient as it means 
that multiplication of such points can be done on the twisted curve using regular 

E(Fp) methods. 

A diagram might help. The point-at-infinity is in the centre. Twelve subgroups of 

order 11 radiate out from it. Each of the points in each subgroup support a coset. 

The point-at-infinity supports the co-set rG. 

coset 

rtr] 

An alternative idea is to use a super-singular curve. For example 

E(Fp) : y2  = x3+x 

97 



with p =131, r =11, (=0, P(6,22), #E=132. There are points on the curve of order 

132, and the group is cyclic. There is a subgroup of order r. 

This same curve taken over the extension field E(Fp2) has 17424 (=132.132) 

points on it. As before there are no points on the curve of this order - it is not cyclic. 

In this case the sets S and T are of the same order. But more than that - every 

point in S can be mapped directly to a point in T of the same order via the 

automorphism f(x,y) = (-x,0),(0,y). For every point 01(a,0),(c,0)] in S, there is a 

point Qff-a,0),(0,c)] in T. This allows the introduction of the alternative function 

er(P,Q) = er(P,f(Q)), where P is a member of S[r] and Q is a member of S. Note 

that er(P,P) is not 1. 

nrj 

What about all those other subgroups of order r ? In fact they are of little interest 

Any general point P[x,y] = P[(a,b),(c,d)] of order r on the curve can be written as 

the sum of a point from S and a point from T using the Trace Map. 

P[x,Y]= Ps + PT 

Where Ps = Trace(P)Ik, and PT = P - Ps 

98 



In our case Ps = ((a+ib,c+ic0+(a-ib,c-id)).12 (an elliptic curve point addition followed 

by elliptic curve point division by 2) 

For a general point P[x,y] = PRa,b),(c,c1)] of order r, er(P,P) = er(Ps,Pr). er(PT,Ps) 

which is NOT equal to 1. 
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Appendix 2 
The Tate pairing satisfies the following properties: 

a. Bilinearity: 

V P, P2  E G[1]0 V 	, Q2 E G IIG , 

1(P, ± P2,0 =1(Pp Q)1( P2 ,Q) 

and t(P,Q, + 00= t(P ,Q,)t(P,Q2 ) 

V a,b e Z y  , we have 

t(c4P,b0= t(bP,aQ)= t(P,Q)s  

b. Non-degeneracy: 

If t(P,Q)=-- 1 V Q E G[1] , then P 	. Conversely, for each P 0 „ 3Q E G[1] so 

that t(P,Q)1 

c. Well-defined: 

(0 1_, Q) E (Fsk  )1  for all Q G and (P,Q) (F;‘ ) /  for all P e G[1] Q E 1G 
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