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ABSTRACT

Rainfall-runoff-sediment yield modeling is integral to water resources planning,
development and management, flood control, environmental impact assessment, erosion and
sediment control, water quality modeling and watershed management. A multitude of models
are available in hydrologic literature to address the issues related with the runoff and
sediment yield modeling. The Soil Conservation Service Curve Number (SCS-CN) method is
one of the popular event-based models widely used for estimation of direct runoff for a given
storm rainfall event from small watersheds. The method has witnessed myriad applications
incfuding those which were not originally intended. Similarly, the synthetic unit hydrograph
(SUH) methods are widely used for estimating design flood for ungauged catchments, and
for partial data availability conditions. The SUH methods are of paramount importance for
developing countries, for majority of the small basins are ungauged. The sediment graph
models are particularly used for estimation of time distributed sediment yield and play a
significant role in water quality modeling and effectiveness of watershed management
programmes. The increased awareness of environmental qﬁality and an efficient control of
non-point source pollution have further increased the need for sediment graph models. The
present study is undertaken to explore the new/modified or improved versions of SCS-CN
method, SUH methods, and sediment graph models on a more sound hydrological perception

and a stronger mathematical foundation to perform their prescribed tasks successfully and

efficiently.

Revised Soil Moisture Accounting Procedure in SCS-CN Methodology

Recent past has witnessed various improvements/modifications to the existing SCS-
CN methodology. Based on certain issues, however, a need of further improvement has been
felt for better results. The soil moisture accounting (SMA) procedure that lies behind the
SCS-CN methodology is one of them. Introduced by Williams and LaSeur (1976), SMA
procedure was employed by Mishra et al. (2004a) to address the variability due to antecedent
rainfall and associated soil moisture amount in terms of antecedent moisture condition
(AMC). Based on SMA procedure, Michel et al. (2005) proposed a renewed SCS-CN



methodology to overcome the inconsistencies associated with the existing SCS-CN method,
including the incorrect parameterization. However, the proposed methodology contains some- |
structural inconsistencies from SMA view point. Specifically, it relies on the existing SCS-
CN method, which lacks SMA accountability in the basic proportionality concept or C = S;
concept (Mishra and Singh, 2003a), where C is the runoff coefficent, S, is the degree of
saturation. Secondly, the methodology does not have any expression for estimation of initial
soil moisture V and threshold soil moisture or intrinsic parameter S,. Hence, the present
study revisits the existing SCS-CN method for its underlying SMA procedure and provides
simple expressions for Vo and S;. This revision led to the development of revised version of
the Michel et al. model, named as SMA inspired event-based SCS-CN model. Based on the
revised SMA procedure, the present study also proposes SMA inspired continuous SCS-CN
model parallel to continuous model of Michel et al.

The performance of SMA inspired event-based SCS-CN model, event model of
Michel et al., and the existing SCS-CN method has been evaluated by applying them to event
rainfall-runoff data of 35 small watersheds of United States. In these applications, the
proposed SMA inspired event-based model performs the best, and the existing SCS-CN
method performs poorest of all. Further, the performance of SMA inspired continuous SCS-
CN model and continuous model of Michel et al. is evaluated by applying both to daily
rainfall-runoff data of Hemavati watershed (India). Based on Nash and Sutcliffe (NS) (1970)
efficiency criterion, both the models perform equally well for continuous hydrologic
simulation; the proposed model however performs marginally better than the Michel et al.

model.

Extended Hybrid Model for Synthetic Unit Hydrograph (SUH) Derivation

The unavailablity or partial availability of the required rainfall-runoff data in quality
and quantity largely initiated the development of SUH methods. However, the efforts still
continue for development of new/improved models for synthetic unit hydrograph (SUH)
derivation. For example, Bhunya et al. (2005) proposed a hybrid model (HM) for SUH
derivation. Though the proposed HM model can be taken as an improvement over the widely

used Nash (1957) model, it also has few concerns, which require to be attended for a credible

ii



application. First it ignores the concept of translation, which is essential for describing a
dynamic system, and secondly it lacks in its generality. The present study proposes a
conceptually sound and theoretically improved extended hybrid model (EHM) by introducing
the concept of translation. The proposed EHM model explicitly considers the cascaded
approach of Nash (1957) and the hybrid approach of Bhunya et al. (2005) for SUH derivation.
The study also proposes a general expression for EHM model. Both EHM and HM models
are applied to the short-term data of five catchments (small to medium) ranging from 21 km®
to 452.25 km?”. It is fouﬁd that the quantitative performance of EHM model in terms of
standard error (STDER) and relative error (RE) enhances upon the HM model for the larger
catchments. The Nash model performs poorer than both EHM and HM models. Further, a
structural diagnosis of the general expression of EHM shows that HM and Nash models are

the only specific cases of the earlier one.
Chi-square and Fréchet Distributions for SUH derivation

The probability distribution functions (pdfs) as synthetic unit hydrograph (SUH) is a
well accepted technique among the hydrologists. Probably, the similarity between pdf of a
distribution with area under the pdf curve to be unity and a conventional unit hydrograph are
the two important features of a pdf useful for SUH derivation. The present study explores the
potential of one-parameter Chi-square and two-parameter Fréchet distributions “for SUH
derivation using Horton order ratios (Rodriguez-Iturbe and Valdes, 1979) in comparison to
widely used two-parameter Gamma distribution (2PGD) model (Rosso, 1984). Analytical
methods are proposed for parameter estimation of the two distributions. Using random
generation scheme, the suitability of proposed analytical methods is checked, and it is found
that the proposed analytical methods can be used successfully for their intended task. Further,
an attempt has been made to search for the possible similarity among the three pdfs, viz., one
parameter Chi-square distribution (CSD), two-parameter Fréchet distribution (2PFD), and
two-parameter Gamma distribution (2PGD). The three pdfs are applied to two Indian
catchments for limited data availability conditions. The results show that SUHs obtained by

one parameter CSD and 2PFD are well comparable with those obtained by 2PGD model.
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SCS-CN Method Based Sediment Graph Models

The conceptual sediment graph models are popular for estimation of time distribution
of sediment yield (sediment graph computation) as well as the total sediment yield due to a
particular storm event from a catchment. The present study attempts to develop new
conceptual sediment graph models based on three popular and extensively used
models/methods (here termed as sub-models), viz., Nash-based IUSG (Nash, 1957), SCS-CN
method, and Power law (Novotny and Olem, 1994). Four sediment graph models (SGM;-
SGM,), corresponding to four different cases are proposed. For SGM,, both the initial soil
moisture Vj and initial abstraction I, are assumed to be zero, i.e. Vo = 0 and I,= 0. For SGM,,
Vo= 0, but I # 0; For SGM3, Vo # 0 and [,=0; and for SGM., V¢ # 0 and I, # 0. The proposed
sediment graph models take due consideration to the major runoff and, in turn, the sediment
yield producing watershed characteristics such as soil type, land use, hydrologic condition,
antecedent moisture, and rainfall characteristics. On the basis of n.umber of parameters,
SGM, is the simplest one, and SGM4 the most complex sediment graph model. The proposed
sediment models are applied to the observed short-term sediment yield data of Nagwan
watershed. Goodness-of-fit (GOF) results show that the proposed sediment graph models
matched closely with the observed sediment grapﬁs and the total sediment yield computed by
them is in close agreement with the observed sediment yield for the three storm events. The
results indicate that both components of hydrologic cycle affect both the sediment graph
derivation and sediment yield computation, and the proposed models are most sensitive to the
exponent of the Power law, B, than the other parameters. The workability of simplest SGM;
model is further evaluated using the short-term sediment yield data of Ramganga catchment.
The resulting higher values of model efficiencies and lower values of RE of peak sediment
flow rate Qs and total sediment yield Qs further supports the suitability of the proposed
sediment graph model for computation of time distributed sediment yield and total sediment

yield as well.

Keywords: SCS-CN method, Soil moisture accounting, Synthetic unit hydrograph,

Probability distribution function, Sediment graph, Rainfall-runoff-sediment yield.
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CHAPTER-1
INTRODUCTION

“Water is the most abundant substance on the earth, the principal constituent of all
living things, and a major force constantly shaping the surface of earth. It is also a key factor
in air-conditioning the earth for human existence and in influencing the progress of
civilization” (Chbw et al., 1988). The supply of water available for our use is limited by
nature. Although there is plenty of water on earth, it is not always available at the right place,
at the right time and of the right quality. Hydrology has evolved as a science in response to
the need to understand the complex water systems of the earth and helps to solve water
problems. It is.a subject of great importance for people and their environment. Mishra and
Singh (2003a) defined hydrology as: “Hydrology is the science of water that deals with the
space-time-frequency characteristics of the quantity and quality of waters of the earth with
respect to their occurrence, distribution, movement, storage, and development”. It plays a
fundamental role in addressing a range of issues related to environmental and ecological
management and societal development. One of these issues of permanent importance is the
rainfall-runoff-sediment yield modeling, which, in particular, is used in water resources
assessment, flood control, evaluation of impact of climate change, environmental impact
assessment, water resources planning and management, erosion and sediment control, non

point source pollution, water quality modeling and watershed management.
1.1 RAINFALL-RUNOFF MODELING

Rainfall-runoff models are employed in a wide spectrum of areas ranging from
watershed management to engineering design (Singh, 1995). At the field scale, the runoff
models are used for planning and design soil conservation practices, irrigation water
management, wetland restoration, stream restoration, and water-table management. On the
other hand, at large scale, these are used for flood forecasting, flood protection projects,
floodplain management, and water-supply forecasting. The popular Soil Conservation
Service Curve Number (SCS-CN) method and the Synthetic Unit Hydrograph (SUH)

methods can be successfully employed to address the aforementioned assignments. Both the



models have attracted a great deal of attention of hydrologic research community in the

recent past, including potential for their improvement.
1.2 SEDIMENT YIELD MODELING

The quantitative analysis of sediment is essential for estimation of total sediment
outflow from a storm or its variation with time. Both being important in water quality
modeling, the time distributed sediment flow estimates (sediment graphs) are useful in
designing efficient sediment control structures for maximum trap efficiency. On the other
hand, the estimation of time distributed sediment is also essential if the sediment is
transporting the pollutants that are toxic at high concentrations as without sediment graphs,
only the average sediment rate for the storm can be determined. For this, the instantaneous
unit sediment graph (IUSG) or unit sediment graph (USG) based models are widely used.

The literature suggests scope for their advancement.
1.3 RESEARCH OBJECTIVES

Literature review shows possibility as well as necessity for improvements in SCS-
CN, SUH, and sediment graph models in rainfall-runoff-sediment yield study. This study is

undertaken with the following specific objectives:

1." To propose an event-based SMA-inspired SCS-CN procedure using the C = S,
concept for runoff estimation.

2. To propose a continuous hydrologic simulation model using SMA-inspired SCS-
CN procedure for runoff estimation.

3. To test both the models on a large set of field data.

4. To develop an extended hybrid model (EHM) for SUH derivation by representing
the basin system as series of hybrid units, where each hybrid unit consists of two
linear reservoirs (LR) connected by a linear channel (LC) in a specific order i.e.
(LR-LC-LR).



5. To evaluate the workability of EHM in comparison to hybrid model (HM)
(Bhunya et al., 2005) using field data.

6. To explore the potential of one-parameter Chi-square distribution and two-
parameter Fréchet distribution to describe the complete shape of SUH using
Horton order ratios of a catchment on the basis of a geomorphologic model of
catchment response.

7. To evaluate the workability of the above distribution-based approach used for
SUH derivation and compare it with the existing Gamma synthetic - method
(Rosso, 1984) for the limited data condition.

8. To propose new conceptual sediment graph models (SGMs) based on coupling of
popular and extensively used methods, viz., Nash model based IUSG, SCS-CN

method, and Power law.

9. To evaluate/compare the workability of the proposed SGMs using field data.

1.4 ORGANIZATION OF THESIS

The thesis is arranged in eight chapters as follows:

Chapter One: The first chapter introduces the problem, briefly describes the present state-

of- the-art knowledge, and outlines the research objectives.

Chapter Two: This chapter presents a critical review of literature available in the field of
runoff and sediment yield modeling related with the present study. To accomplish this, the
chapter is divided mainly into three sections dealing with SCS-CN method for runoff
modeling; synthetic unit hydrograph methods and conceptual models used for synthetic unit
hydrograph derivation; SCS-CN method and sediment graph models for estimation of

sediment yield.

Chapter Three: This chapter describes the study area considered for different studies as well
as the corresponding types of data used. The types of data are lumped, event rainfall-runoff

data; daily rainfall-runoff data; hyetographs and hydrographs; and sediment graphs.



Chapter Four: This chapter focuses on the short (event-based) and long-term (daily)
hydrologic modeling aspects of the SCS-CN methodology to propose an event-based SMA-
inspired SCS-CN procedure using the C = S, concept and a continuous hydrologic simulation
model using SMA-inspired SCS-CN procedure for runoff estimation, and to test both the

models on a large set of data derived from the catchments of United States and India.

Chapter Five: In this chapter, the hybrid model (HM) is extended by inserting a linear
channel between the two reservoirs to account for translation, to develop an extended hybrid
model (EHM) for SUH derivation by representing the basin system as series of hybrid units,
where each hybrid unit consists of two linear reservoirs (LR) connected by a linear channel
(LC) in a specific order i.e. (LR-LC-LR). Further, a generalized form of EHM is also
derived. Lastly, the EHM and HM models are compared for their performance on field data

of small to medium catchments.

Chapter Six: In this chapter, the potential of one-parameter Chi-square and two-parameter
Fréchet distributions for SUH derivation is explored. An analytical approach is used to
estimate the distribution parameters; and the UH parameters, viz., peak discharge, time to
peak etc. are estimated using Horton ratios given by Rodriguez-Iturbe and Valdes (1979).
Finally, the workability of these pdfs for SUH derivation is compared with the existing
Gamma synthetic method of Rosso (1984) using the data of two Indian catchments for

limited data availability condition.

Chapter Seven: In this chapter, four sediment graph models (SGM;, SGM,, SGM;3, and
SGMy) are developed based on popular and extensively methods viz. (i) Nash based IUSG;
(i1) SCS-CN method; and (iii) Power law. The suitability of models is checked using the field
data. Based on quantitative approach, the models are analyzed for their sensitivity to changes
in various parameters on the output. Further, the simplest sediment graph model SGM, is

applied to another set of the field data for its workability.

Chapter Eight: This chapter presents summary, important conclusions drawn from the

study, major research contributions of the study, and scope for future research work.



CHAPTER-2
REVIEW OF LITERATURE

This chapter is mainly divided into three sections. The first section deals with the Soil
Conservation Service Curve Number (SCS-CN) methodology; the second section with
synthetic unit hydrograph (SUH) methods and conceptual models; and the third with the
sediment yield modeling, particularly the sediment graph modeling approach.

21 SCS-CN METHOD

A multitude of methods/models are available in hydrologic literature to simulate the
complex process of rainfall-runoff in a watershed. One of the most widely used methods is
the SCS-CN method (SCS, 1956). It computes the volume of surface runoff for a given
rainfall event from small agricultural, forest, and urban watersheds (SCS, 1986). The method
is simple to use and requires basic descriptive inputs that are converted to numeric values for
estimation of watershed direct runoff volume (Bonta, 1997). A “curve number” that is
descriptive of runoff potential of watershed is required in the method. The method is widely
used by engineers and hydrologists and watershed managers as a simple watershed model,
and as the runoff estimating component in more complex watershed models. In words of
Ponce and Hawkins (1996) “The SCS-CN method is a conceptual model of hydrologic
abstraction of storm rainfall, supported by empirical data. Its objective is to estimate direct
runoff volume from storm rainfall depth, based on a curve number CN”. A review pertinent

to the methodology with respect to its origin and vast areas of applications is presented here,

as follows.

2.1.1 Historical Background

In year 1954, the United States Department of Agriculture, Soil Conservation Service
(now called the Natural Resources Conservation Service (NRCS)) developed a unique

procedure known as Soil Conservation Service Curve Number (SCS-CN) method for



estimating direct runoff from storm rainfall. The SCS-CN method (SCS, 1956, 1964, 1971,
1972, 1993) is a rainfall-runoff model widely used to estimate direct storm runoff from total

event rainfall (Mishra et al., 2005). The method has since witnessed myriad applications all

over the world. The method, which is basically empirical, was developed to provide a

rational basis for estimating the effects of land treatment/landuse changes upon runoff
resulting from storm rainfall. Because of its simplicity, it has been used through the spectrum

of the hydrology, even for the range of the problems not originally intended to solve.

According to Garen and Moore (2005) “.....the reason for the wide application of curve

number method includes its simplicity, ease of use, widespread acceptance, and the

significant infrastructure and institutional momentum for this procedure within NRCS. To the

date, there has been no alternative that possesses so many advantages, which is why it has

been and continues to be commonly used, whether or not it is, in an strict scientific sense,

appropriate....”.

The methodology is the result of more than 20 years of studies of rainfall-runoff
relationships carried out during the late 1930s and early 1940s for small rural watersheds,
and the works of several investigators including Mockus (1949), Sherman (1949), Andrews
(1954), and Ogrosky (1956). The passage of watershed protection and Flood Prevention Act
(Public Law 83-566) in August 1954 was the major catélyst for the origin of methodology
and it led to the recognition of methodology at the federal level. The data collected from
experimental watersheds were, however, found to be scant and covering only a marginal
fraction of the conditions affecting the rainfall-runoff process in watersheds (Andrews,
1954). Therefore, thousands of infiltrometer tests on field plots were conducted to develop a
rational method for estimating runoff under various cover conditions. Following Sherman
(1949) to plot direct runoff versus storm rainfall, Mockus (1949) proposed that the estimation
of direct runoff for ungauged watersheds depends on soils, landuse, antecedent rainfall,
duration of storm and rainfall amount associated, and average annual temperature and date of
storm. Mockus (1949) communed these factors into an empirical index value b and proposed

following relationship between storm rainfall depth P and direct runoff Q as (Mishra and
Singh, 1999a):

Q=P1-10"") @.1)



Further, Mockus realized that Eq. (2.1) gave better results for short storms than the larger
ones and for mixed-cover rather than the single cover watersheds. Andrews (1954)
independently grouped the infiltrometer data collected from Texas, Oklahoma, Arkansas, and
Louisiana, and developed a graphical rainfall-runoff procedure taking into account the soil
texture, type and amount of cover, and conservation practices, combined into what is referred
to as soil-cover complex or soil-vegetation-landuse (SVL) complex (Miller & Cronshey,
1989). According to Rallison and Miller (1982) the Mockus empirical P-Q rainfall-runoff
relationship and Andrews’s SVL complex were the building blocks of the existing SCS-CN
method documented in Section-4, National Engineering Handbook (NEH-4) (Hydrology,
1985).

2.1.2 Theoretical Background

The SCS-CN method is based on the water balance equation and two fundamental
hypotheses. The first hypothesis equates the ratio of actual amount of direct surface runoff Q
to the total rainfall P (or maximum potential surface runoff) to the ratio of actual infiltration
(F) to the amount of the potential maximum retention S. The second hypothesis relates the
initial abstraction (In) to the potential maximum retention (S), also described as the potential

post initial abstraction retention (McCuen, 2002). Expressed mathematically,
(a) Water balance equation
P=L+F+Q (2.2)

(b) Proportional equality (First hypothesis)

—_—
=

Q
P-I @3)
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(c) I-S relationship (Second hypothesis)



Ia = XS (2 4)

The values of P, Q, and S are given in depth dimensions, while the initial abstraction
coefficient A is dimensionless. Though the original method was developed in U.S. customary
units (in.), an appropriate conversion to SI units (cm) is possible (Ponce, 1989). In a typical
case, a certain amount of rainfall is initially abstracted as interception, infiltration, and
surface storage before runoff begins, and a sum of these is termed as ‘initial abstraction’.

The first (or fundamental) hypothesis (Eq. 2.3) is primarily a proportionality concept (Mishra
and Singh, 2003a). Fig. 2.1 graphically represents this proportionality concept. Apparently,
as Q—(P-1,), F—S. This proportionality enables dividing (P-I,) into two components: surface

water Q and sub-surface water F for given watershed characteristics.

P-1,

A
i AN
3

Fig. 2.1. Proporﬁonality concept of the existing SCS-CN method

The parameter S of the SCS-CN method depends on soil type, land use, hydrologic
condition, and antecedent moisture condition (AMC). The initial abstraction coefficient A is
frequently viewed as a regional parameter depending on geologic and climatic factors
(Boszany, 1989; Ramasastry and Seth, 1985). The existing SCS-CN method assumes A to be
equal to 0.2 for practical applications. Many other studies carried out in the United States and
other countries (SCD, 1972; Springer et al., 1980; Cazier and Hawkins, 1984; Ramasastri and
Seth, 1985; Bosznay, 1989) report A to vary in the range of (0, 0.3). However, as the initial

abstraction component accounts for the short-term losses such as interception, surface



storage, and infiltration before runoff begins, A can take any value ranging from 0 to
(Mishra and Singh, 1999a). A study of Hawkins et al. (2001) suggested that value of A = 0.05
gives a better fit to data and would be more appropriate for use in runoff calculations.

The second hypothesis (Eq. 2.4) is a linear relationship between initial abstraction I, and
potential maximum retention S. Coupling Eqs. (2.2) and (2.3), the expression for Q can be

written as:

_(P-Ly
P-L+S

Q (2.5)

Eq. (2.5) is the general form of the popular SCS-CN method and is valid for P > 1,; Q =0
otherwise. For A = 0.2, the coupling of Egs. (2.4) and (2.5) results

_(P-0.28)
Q= pr08s ' G

Eq. (2.6) is the popular form of existing SCS-CN method. Thus, the existing SCS-CN
method with A = 0.2 is a one-parameter model for computing surface runoff from datly storm
rainfall.

Since parameter S can vary in the range of 0 € S < w, it is mapped onto a dimensionless

curve number CN, varying in a more appealing range 0 < CN < 100, as:

g =200, 13 Q2.7)
CN

where S is in inches. The difference between S and CN is that the former is a dimensional
quantity (L) whereas the later is non-dimensional. CN = 100 represents a condition of zero
potential maximum retention (S = 0), that is, an impermeable watershed. Conversely, CN =0
represents a theoretical upper bound to potential maximum retention (S = o), that is an
infinitely abstracting watershed. However, the practical design values validated by

experience lie in the range (40, 98) (Van  Mullem, 1989). It is to explicitly mention here



that CN has no intrinsic meaning; it is only a convenient transformation of S to establish a 0-

100 scale (Hawkins, 1978).
2.1.3 Advantages and Limitations

The Soil Conservation Service Curve number (SCS-CN) method (SCS, 1956) is one
of the most popular techniques for computing direct surface runoff from a rainstorm event
(Ponce and Hawkins, 1996; Mishra and Singh, 2003b; Mishra et al., 2006a,b; Michel et al.,
2005; and Sahu et al., 2007). Well established in hydrologic, agriculture, and environmental
engineering, its popularity is rooted in its convenience, simplicity, authoritative origins, and
responsiveness to four readily available catchment properties: soil type, land use/treatment,
surface condition, and antecedent moisture condition. .

The method though appealing to many practicing hydrologists by its overwhelming
simplicity, contains some unknowns and inconsistencies (Chen, 1982). Due to its origin and
evolution as agency methodology, which effectively isolated it from rigors of peer review,
other than the information contained in NEH-4, which was not intended to be exhaustive no
complete account of the methods foundation is available to date. Ponce and Hawkins (1996)
critically examined this method, clarified its conceptual and empirical basis, delineated its
capabilities, limitations, uses, and identified areas of research in the SCS-CN methodology.

Following are the major advantages associated with the existing SCS-CN methodology.

1. Itis simple, predictable, stable, and lumped conceptual model.

[t relies on only one parameter CN.

Well suited for ungauged catchments.

Well established in hydrologic, agriculture, and envitonmental engineering.

Simple enough in application to handle the real world problems.

I

The only agency methodology that features readily grasped and reasonably well
documented environmental inputs.
7. Perhaps it is the single methodology available, which is used widely in majority

of the computer based hydrologic simulation models used currently (Singh, 1995).
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Its responsiveness to four readily grasped catchment properties: soil type, land
use/treatment, surface condition, and antecedent moisture condition.
It requires only a few basic descriptive inputs that are convertible to numeric

values for estimation of direct surface runoff.

10. The method does best in agricultural sites, for which it was originally intended,

and extended to urban sites.

The disadvantages associated with the existing methodology are summarized below.

Lack of clear guidance on how to vary antecedent moisture condition.
The discrete relationship between CN and AMC classes permits sudden jump in

CN, and hence corresponding quantum jump in calculated runoff.

3. Lack of assumptions in development of NEH-4 table.

10.

1.

Application of the method to the catchments with area greater than 250 km?
should be viewed with caution.

Since the method was developed for United States using regional data, some
caution is recommended for its use in other geographic or climatic regions.

The method has no explicit provisions for spatial scale effects on the CN.

The method is not suitable for long-term hydrologic simulation.

Choice of fixing the initial abstraction coefficient A = 0.2. Thus preempting the
regionalization based on geologic and climatic conditions.

The method does not have any expression of time and ignores the impact of
rainfall intensity and its temporal distribution.

The method does not have any expression for antecedent moisture which plays a
significant role in runoff generation process. Rather adjustments are made for it
using the empirical mapping relationship.

The method performs poorly on the forest sites.

11



2.1.4 Watershed Characteristics Affecting CN Estimation

Before dealing with the watershed characteristics which affect the curve number
estimation or in turn the storm runoff, it is appropriate here to quote the following (Hawkins,
1975): “.....that errors in CN may have much more consequences on runoff estimation than
errors of similar magnitude in storm rainfall P....”. This says enough about the importance of
accurate CN estimation. Major watershed characteristics such as soil type, land use/treatment
classes, hydrologic soil group, hydrologic condition, and the most important one antecedent
moisture condition play a significant role in accurate CN estimation.

The Soil Conservation Service classified the soils into four hydrologic soil groups as A, B, C,
and D on the basis of their infiltration and transmission rates (Mishra and Singh, 2003a). The
soils in group A have high infiltration rates, even when thoroughly wetted and consisting
chiefly of well to excessive drained sands or gravels. These soils have high rate of water
transmission and low runoff potential. The soils in group B have moderate infiltration rates,
when thoroughly wetted and exhibit a moderate rate of water transmission. The soil with
moderate deep to deep, moderate well to well drained, e.g. shallow loess and sandy loam
soils fall in group B. The soils in group C have low infiltration rates when thoroughly wetted
and consisting chiefly of soils with a layer that impedes downward movement of water. The
soils in group D have very low infiltration rates when thoroughly wetted, consisting of
chiefly clay soils with high swelling potential. These soils exhibit a very slow rate of water
transmission. NEH-4 provides a list of more than 4000 soils of the United States of America.
Thus the hydrologic soil group of a watershed significantly affects the CN or the runoff
potential of the watershed, and it increases as the soil group changes from group A to group
D, and vice versa.

The hydrologic condition of an agricultural watershed is defined to be Poor, Fair, and Good
on the basis of percent area of grass cover. A watershed having larger acreage of grass cover
is said to be in good hydrologic condition and vice versa. A Good hydrologic condition is an
indicative of lesser runoff potential and more infiltration than does the Poor hydrologic
condition. Correspondingly, the curve number will be the highest for the Poor, average for

the Fair, and lowest for the Good hydrologic condition.
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In words of Hawkins et al. (1985) that “......the antecedent moisture condition (AMC) is one
of the most influential watershed characteristics in determining curve number (CN)”..... The
Soil Conservation Service defines antecedent moisture condition (AMC) as an index of the
watershed wetness (Hjelmfelt, 1991). Mishra et al. (2003a, 2004a) defined the AMC as the
initial moisture condition of the soil prior to occurrence of rainstorm. As a result, three
concepts are presented in hydrologic literature to identify AMC: (i) the antecedent
precipitation index (API); (ii) antecedent base flow index (ABFI); and (iii) the soil-moisture-
index (SMI). The API concept is based on the amount of antecedent rainfall, where the term
antecedent ranges from 5 to 30 days. The National Engineering Handbook (SCS, 1971) uses
the antecedent 5-day rainfall as API for three AMCs as AMC I through AMC III. AMC I
refers to dry condition of watershed with antecedent 5-day rainfall of less than 1.3 cm and 3.6
cm, respectively for dormant and growing seasons. Similarly AMC II represents normal or
average condition of watershed with antecedent 5-day rainfall varying from 1.3 to 2.8 cm and
3.6 t0 5.3 cm, respectively, for dormant and growing seasons. For AMC 111, which refers to
wet condition of the watershed, the antecedent 5-day rainfall is more than 2.8 mm and 5.3
mm, respectively, for dormant and growing seasons. These three dry, wet, and normal
conditions of the watershed statistically correspond to respective 90%, 10%, and 50%
cumulative probability of exceedance of runoff depth for a given rainfall (Hjelmfelt et al.,
1982). In AMC II description, it is however not clear if this is a quantitative or a qualitative
definition, and if quantitative, what should be averaged (Hjelmfelt-, 1991). The eoncept of
ABFI is based on the amount of antecedent base flow, which is seldom used in practice.
Furthermore, the antecedent base flow, which is a delayed response, may not be
representative of the soil moisture due to the antecedent precipitation. The concept of soil
moisture index (SMI) is generally used in long-term hydrologic simulation, where soil
moisture is accounted for water balance (Gosain et al., 2006). Such simulations utilize
evapotranspiration, and thus, incorporate other climatic factors, such as daily temperature,
solar radiation, etc. Sarkar and Singh (2007) studied the soil moisture index variation with

evapotranspiration.
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2.1.5 CN Estimation Methods

Despite widespread use of SCS-CN methodology, the accurate estimation of
parameter CN is a topic of discussion among hydrologists and water resources community
(Hawkins, 1978; Hawkins, 1979; Hjelmfelt, 1980; Hawkins, 1984; McCuen, 2002; Springer
et al., 1980; Hjelmfelt, 1991; Simanton et al., 1996; Steenhuis et al., 1995; Bonta, 1997,
Chen, 1982; Pone and Hawkins, 1996; Mishra and Singh, 1999a; Mishra and Singh, 2002a;
Sahu et al., 2005; and Mishra and Singh, 2006). Originally CNs were developed using daily
rainfall-runoff records corresponding to the maximum annual flows from gauged watersheds
for which information on their soils, cover, and hydrologic condition was available (SCS,
1972). The rainfall (P)-runoff (Q) data were plotted on the arithmetic paper having a grid of

plotted curve number, as shown in Fig. 2.2.
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Fig.2.2. Determination of CN for AMC I through AMC III using existing SCS-CN
method

The CN corresponding to the curve that separated half of the plotted data from the other half
was taken as the median curve number for the watershed. Thus the developed cure numbers

represented the averages or median site values for soil groups, cover, and hydrologic
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condition and corresponds to AMC II (CNy). The upper enveloping curve was taken to
correspond to AMC III (CNyy;) and the lower curve to AMC I (CN)). The average condition
was taken to mean average response, which was later extended to imply average soil
moisture condition (Miller and Cronshey, 1989). Depending on 5-day antecedent rainfall,
CNy is convertible to CN; and CNy; using the relationships given by Sobhani (1975);
Hawkins et al. (1985); Chow et al. (1988); Neitsch et al. (2002) (Table 2.1); and directly
from the NEH-4 tables (SCS, 1972; McCuen, 1982, 1989; Ponce, 1989, Singh, 1992; and
Mishra and Singh, 2003a), and these are applicable to ungauged watersheds.

Table 2.1 Popular AMC dependent CN conversion formulae

Method AMCI1 AMC III
Sobhant CNI = CN" o, = CN,
(1975) 2.334-0.01334CN,, 0.4036 + 0.005964CN,,
Hawkins et CN, = CN, [ ] oN,
al. (1985) 2.281-0.0128ICN,, 0.427+0.00573CN,
Ch t al. 42CN

a¥ e 2t low, = CN, Ny = BN

(1988) 10-0.058CN,, 10+0.13CN,,
Neitsch et CN, =CN, - 20(100-CN,)
Thew2) {100 - CN,, +exp[2.533~0.0636(100- CN,)J| ¢N,, = CN,exp {0.0067 3(100-CN, )}

However, to estimate the average CN values (CN;) mathematically from the rainfall (P)-
runoff (Q) data of a gauged watershed, Hawkins (1993) suggested S (or CN) computation

using the expression

S =3[P +2Q-/QM@Q+5P)| ' 2.8)

Eqg. (2.8) can be easily derived from Eq. (2.6).
Another approach to estimate CN from rainfall (P)-runoff (Q) data is the rank-order method

(Hjelmfelt, 1980), where the P-Q data are sorted out and rearranged on rank-order basis to
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have equal return periods. However, the individual runoff values are not necessarily
associated with the causative rainfall values (Hawkins, 1993). Bonta (1997) evaluated the )
potential of derived distributions to determine curve numbers from measured P-Q data,
treating them as separate distributions. The derived distribution method resulted in fewer
variable estimates of CN for a wide range of sample sizes than the methods of Hawkins
(1993) and Hjelmfelt (1980). The derived-distribution method also identifies watershed as
‘standard’, ‘violent,” and ‘complacent’ similar to Hawkins (1993). The derived-distribution
method has potential even when data availability is limited. Schneider & McCuen (2005)
developed a new Log-normal frequency method to estimate curve numbers from measured P-
Q data. The developed method was found to be more accurate than the rank-order method
and by Eq. (2.8). Recently, Mishra and Singh (2006) investigated the variation of CN with
AMC and developed a new power relationship between the S (or CN) and the 5-day
antecedent rainfall. The developed CN-AMC relationship is applicable to gauged as well as
ungauged watershed and eliminates the problem of sudden jump from one AMC level to

other.
2.1.6 Applications

Since its inception the method has witnessed myriad and variety of applications to the
fields not originally intended, due to the reason of its simplicity, stability and accountability
for most runoff producing watershed characteristics: Soil type, land use treatment, surface
condition, and antecedent moisture condition. Recently Singh and Frevert (2002) edited a
book titled “Mathematical Models of Small Watershed Hydrology and Applications”, in
which at least 6 of the 22 chapters have mathematical models of watershed hydrology based
on SCS-CN approach. This reflects the robustness and lasting popularity of SCS-CN
methodology.

A considerable amount of literature on the method has been published and the method has
undergone through various stages of critical reviews several times (Rallison, 1980; Chen,
1982; Ponce and Hawkins, 1996; and Mishra and Singh, 2003a). Rallison (1980) provided
detailed information about the origin and evaluation of the methodology and highlighted

major concerns to its application to the hydrology and water resources problems it was
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designed to solve and suggested future research areas. Chen (1982) evaluated the
mathematical and physical significance of methodology for estimating the runoff volume. A
sensitivity analysis shows that the errors in CN have more serious consequences on runoff
estimates than the errors of similar magnitude in initial abstraction or rainfall.

Though primarily intended for event-based rainfall-runoff modeling of the ungauged
watersheds, the SCS-CN method has been applied successfully in the realm of hydrology and
watershed management and environmental engineering, such as long-term hydrologic
simuiation (Huber et al., 1976; Williams and LaSeur, 1976; Hawkins, 1978; Knisel, 1980;
Woodward and Gburek, 1992; Pandit and Gopalakrishnan, 1996; Choi et al., 2002; and
Mishra and Singh, 2004a; and Geetha et al., 2007); prediction of infiltration ahd rainfall-
excess rates (Aron et al., 1977; Mishra and Singh, 2002a, 2004b); metal partitioning (Mishra
et al., 2004b,c); sediment yield modeling (Mishra and Singh, 2003a; Mishra et al., 2006a);
and determination of sub-surface flow (Yuan et al.,, 2001). The method has also been
successfully applied to distributed watershed modeling (White, 1988; Moglen, 2000; and
-Mishra and Singh, 2003a). Thus the vast applicability reflects the method’s status among the
hierarchy of hydrologic models.

Yu (1998) examined one of the most critical assumptions of the SCS-CN method, ‘The
proportionality concept or the ratio of the actual retention to the potential maximum retention
is equal to the ratio of actual runoff to potential runoff,” and developed relationship‘g_between
rainfall and runoff exactly similar to the SCS-CN method based on two simple but ;éasonable
assumptions that the spatial variation of infiltration capacity has an exponential distribution
and the lumped variation of rainfall follows an exponential distribution. A theoretical
justification based on the frequency distribution also allows an independent validation of the
SCS-CN method. Grove et al. (1998) studied the feasibility of distributed curve number
approach compared to composite approach for estimation of runoff depths using SCS-CN
method. The distributed approach may have an advantage for analysis of urbanizing
watersheds with the proliferation of remote sensing and geographic information systems.
Mishra & Singh (1999a) discussed the origin and heritage of the existing SCS-CN
methodology in a sound analytical environment. They derived analytically the existing SCS-

CN method from the empirical method of Mockus (1949) and proposed a modified SCS-CN
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method along with a general form of the modified SCS-CN method. The expressions of Q for

modified as well as general form of modified SCS-CN method are given as:

(i) Modified Form of SCS-CN method

PZ
e ———— 2.9
? (S+0.5P) )
(ii) General Form of Modified SCS-CN method
P3
"8 (S +aP) 2.10)

where a= % —%+ J i— +% . Subsequently, a modification to the S-CN mapping was also

developed by introducing a new parameter Sp in order to maintain range of CN values from

50 -100. The new S-CN relation is expressed as:

_S_zJPQ_ (2.11)
S, CN

where S, is the absolute potential maximum retention. S and Sy are in inches and S varies

from O to Sy.

Williams & LaSeur (1976) were probably the first to introduce the concept of Soil Moisture
Accounting (SMA) procedure to develop a Water Yield Model (WYM) based on the existing
SCS-CN methodology. The model was based on the notion that CN varied continuously with
soil moisture, and thus considering many values of CN instead of only three (CN,;, CNy,
CNpj). The model computes a soil moisture index depletion parameter that forces an
agreement between the measured and predicted average annual runoff. The developed model

has following advantages:

18



It is a one-parameter mode! and uses a 1-day time interval.

It eliminates sudden jump in the CN-values while changing from one AMC to the
other.

It requires simple inputs as: (i) CNj estimate for the study watershed; (ii)
measured monthly runoff; (iii) daily rainfall, and (iv) average monthly lake
evaporation, and only outputs runoff volume.

It can be applied to the nearby ungauged watershed by adjusting the curve number
for the ungauged watershed in proportion to ratio of the AMC II curve number to

the average predicted curve number for the gauged watershed.

The model however has some perceived limitations and disadvantages:

1.

The model utilizes an arbitrary assigned value of 20 inches for absolute potential
maximum retention Sy,

The model assumes a physically unrealizable decay of soil moisture with the lake
evaporation.

In spite of utilizing soil moisture accounting (SMA) concept in model
formulation, the model still relies on the existing SCS-CN method for runoff
calculation, which itself needs to be addressed for the issues related with the
proportionality concept.

The iterative procedure required for the adjustment of the soil moisture index
depletion parameter to match the measured and predicted average annual runoff-
and thus, looses the physical soundness.

Due to faulty assumption of decay of soil moisture with the lake evaporation, the
model describes the variation of direct runoff Q with P analogous to F, and thus,

contrasts the existing SCS-CN methodology (Mishra and Singh, 2003a).

Hawkins (1978) outlined serious flaws associated with the CN and AMC relationship as

given in NEH-4 table, some of them are: (i) the discrete relationship between CNs and AMC

class leads to sudden jump in CN and corresponding quantum jump in calculated runoff; (ii)

the lack of assumptions in development of NEH-4 table, and thus, no physical reasoning or

reconciliation with reality. Keeping in view, he developed a daily flow simulation model
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based on SCS-CN method by accounting for the site moisture using the volumetric concept.
- A brief description of the model is given here, as follows:

Expressing the existing SCS-CN method (Eq. 2.6) in the form:

S
Q=P—S(1.2—P+Ogsj (2.12)

It can be observed that the maximum possible difference (as P—o0) between P and Qis 1.2 S.

Let us denote it by St as:
Sr=1.28 (2.13)

An analysis of Eq. (2.13) results in: St = §+0.2 S = S+I,. Hence, the general expression for

St can be given as:
St = (S +1,) (2.14)

For any time t, the coupling of Eq. (2.7) and (2.13) results

' 1000
S¢y =12} ——-10
0 [CN ) 215)

t

For next one time step i.e. (t+At), Stq+ay can be expressed as:
ST(HA() = ST(t) +[ET”(P"Q)](t,:+m) (2-16)

Similar to Eq. (2.15), an expression for St+an with CNar) can be expressed as:

1000
Stitay = 1.2( —10] 2.17)

t+At
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Equating the right hand side terms of Eqs. (2.16) and (2.17), an expression for CN:a; can be

derived as:

1200
[ET - (P - Q)](t,t+At)

CNt+At =

1200 (218)

—_—t
CN,

Hence, if (i) CN, for the first time step and (ii) P, Q, and ET for the next time step (At) are
known, then Eq. (2.18) can be used to compute CNy.p, for the next time step and sequentially,
the daily Q from Eq. (2.6). The model has following advantages:

1. The model accounts for the site moisture on continuous basis and thus eliminates
the problem of sudden jump in CN,

2, The model is easier to apply than is WYM (William and LaSeur, 1976),

3. The SMA procedure followed in model development is hydrologically sounder
than WYM.

However, the model has following disadvantages of concern:

1. The foundation of model lies on the existing SCS-CN method which does not
consider the initial soil moisture in the basic proportional equality.

2. The model assumes that the SCS-CN method is based on the (I,+S) scheme,
whereas I, is separate from S.

3. Though the developed model eliminates the unwanted sudden jump in CN
estimation, the model still uses the conventional empirical S-CN mapping
relationship for computing the CN for the various time Steps.

4, According to conceptual soil-water-air system of a soil profile (Mishra and Singh,
2003a), the general expression for the maximum possible difference (or absolute
potential maximum retention) between P and Q should be (S, = S+[,+V;) (Michel
et al., 2005), rather than (St = S+[,). This clearly indicates the negligence of initial

soil moisture in the model formulation.

Pandit and Gopalakrishnan (1996) developed a continuous simulation model using existing

SCS-CN method for computing annual pollutant loads based on annual storm runoff
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coefficient (ASRC) and degree of perviousness/ imperviousness of watershed. The model is .-
very simple and specifically useful for small urban watersheds characterized by the percent
imperviousness. However, it allows sudden jumps in CN values, ignores evapotranspiration,

drainage contribution, and watershed routing.

Mishra et al. (2004a) discussed the inherent sources of variability associated with the curve
number procedure such as spatial and temporal variation of rainfall and variation of CNs with
the antecedent moisture. The variability due to antecedent moisture is widely recognized in
terms of AMCs and employs the concepts of antecedent precipitation index (API); antecedent
base flow index (ABFI); and soil-moisture index (SMI) to identify the antecedent moisture
condition. The antecedent moisture is the leading factor for the CN variability and has led to
statistical (Hjelmfelt, 1980; Hawkins, 1993, 1996; Bonta, 1997, McCuen, 2002) and
stochastic (Hjelmfelt, 1982; Bhunya et al.,, 2003a) considerations of the curve number.
Furthermore, the incorporation of antecedent moisture in the existing SCS-CN method in
terms of three AMC levels permits unreasonable sudden jumps in the CN-variation. To
circumvent the aforementioned variability due to antecedent moisture, a modified form of
Mishra-Singh (MS) (2002b) model using the C = S, concept was developed by incorporating
the antecedent moisture or initial soil moisture (Vo) in the basic proportionality of the

existing SCS-CN method as:

Q F+Vo
= 2.19
P-L S+Vo 2.))
which upon substituting into Eq. (2.2) leads to
P-L)P-I1 +V
Q s ( a)( a + 0) (2.20)

(P-I,+S+V,)

f
Here, Vj is computed as:
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v - (B -028)s,

" =P, +08S,) (2.21)

where Ps is the antecedent 5-d precipitation amount, and S; is the potential maximum
retention corresponding to AMC 1. Eq. (2.21) assumes the watershed to be dry § days before

the onset of the rain storm. Putting S; =S + Vy in Eq. (2.21) and solving for Vresults

\A =0.5[—1.2S+\/0.64S2 +4PSS] (2.22)

Here, + sign before the square root is retained for Vy to be greater than or equal to zero. A

generalized form of Eq, (2.22) can be given as:

\'A =0.5[—(1+?»S)+\/(1—?»)2S2 +4PSSl (2.23)

where A= 0.2. Egs. (2.23), (2.22), & (2.20) constitute the modified MS model.

A comparison between the existing SCS-CN method and modified MS model shows
that the latter one performs better and it can be recommended for real world applications. The
modified version of MS model has only one-parameter similar to existing SCS-CN method
and obviates the sudden jump in CN corresponding to change in the antecedent moisture
condition. Further a catchment area based evaluation of MS model and its modified version
(Mishra et al., 2005) shows that the modified version performed better than the existing
method. However, the developed model has few points of concern as: (i) the model is based
on the (.Ia+S) scheme, whereas I, is separate from S; (ii) no explicit relationship between I,
and V), it is of common experience that I relies on interception, surface storage, and
infiltration (Ponce and Hawkins, 1996) and all these factors are highly dependent on initial
soil moisture; (iii) the relationship S; =S + Vg is valid only for I, = 0 (Chen, 1982), and needs

further attention; and (iii) the mode] is not suitable for longl term hydrologic simulation.

Mishra et al. (2003b) addressed various issues pertaining to the SCS-CN method such as: (i)

partial-area contributing concept; (ii) estimation of CNs from the recorded rainfall and runoff
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data; (iii) the CNs variability associated with antecedent moisture; and (iv) variability due to
temporal and spatial variation of rainfall. Accordingly they suggested a modified SCS-CN
method based on C = S; concept accounting for the static portion of infiltration and the
antecedent moisture and provided a simple spread sheet estimation of the potential maximum
retention S from P and Q data, and 5-day antecedent precipitation (Ps). The modified SCS-

CN method is expressed as:

(P-L—FfP-L-F.+V,)

Q= P L-FetV, S for P> [+F, (2.24)
ol otherwise |
and V, is computed by the expression
vV, = M (2.25)

L N

where F is the static portion of infiltration. The method was found to perform well on the
same data sets as used in the National Engineering Handbook (SCS, 1971). However, the
model has following limitations as: (i) it requires a prior knowledge of minimum infiltration

rate; (i1) more complex than the existing SCS-CN method.

Mishra & Singh (2004a) provided a brief review of the long term hydrologic simulation
models such as Hydrologic Simulation Package Fortran (HSPF), United States Department of
Hydrograph Laboratory (USDAHL) (Holtan and Lopez, 1971), Water Yield Model (WYM)
(William and LaSeur, 1976), models of Hawkins (1978) and Pandit and Gopalakrishnan
(1996), Systeme Hydrologique European (SHE) (Abbott et al., 1986a,b), and Hydrologic
Engineering Centre-Hydrologic Modeling System (HEC-HMS) (HEC, 2000) in terms of
their architecture and structure, degree of complexity of inputs, time interval use‘d in
simulation, and their applicability particularly in the context of developing countries. They

developed a four parameter “Versatile SCS-CN Model” to remove the inconsistencies and
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complexities associated with the existing models of long term hydrologic simulation. The
model obviates the sudden jumps in CN values, exclusively considers the soil moisture
budgeting on continuous basis, evapotranspiration, and watershed routing procedures. These
characteristics make the model versatile. However, the versatile model contains higher
number of parameters and does not distinguish between the intrinsic parameter and initial

condition of watershed.

Mishra & Singh (2004b) established the critetion for the applicability of SCS-CN method
and extended the SCS-CN concept to derivation of a time distributed runoff model,

expressible as:

1 ;
Q(t) = {1 = m}leAw (226)

where Q(t) is the rainfall-excess rate (L*T™"); i is the effective rainfall intensity (LT ); Ay, is
the catchment area (L*); and k and X are the infiltration decay constant and initial abstraction
coefficient, respectively. The rainfall-excess rates obtained through Eq. (2.26) are routed
through the single linear reservoir mechanism to compute the outflow at the basin outlet.
Mishra and Singh (2004b) also derived SCS-CN based infiltration model, expressed as:

i0 _fc
@27)

f=f +—0
/ (1= +kt)?

c

where f is the infiltration rate (LT™) at any time t ; f, is the final infiltration rate (LT™); ig is
the uniform rainfall intensity; A is the initial abstraction coefficient; and k is the decay

parameter (T").

Michel et al. (2005) highlighted the major inconsistencies associated with age-old but most
popular SCS-CN methodology, some of them are: (i) it ignores the initial soil moisture, i.e.
the moisture storage at the beginning of the storm event in its formulation,; (ii) it is applicable

only for the end of the storm event, i.e. it is silent in-between the storm event; (iii) there
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exists confusion between intrinsic parameter and initial condition of watershed; and (iv) the
relationship between the initial abstraction I; and the potential maximum retention S is not )
justifiable, although presenting uniqueness in terms of parameter i.e. one parameter model
characteristics. To tackle these inconsistencies they introduced a renewed SCS-CN procedure
based on soil moisture accounting (SMA) procedure, while keeping the acknowledged
efficiency of the original methodology as follows:

(i) Hypothesis: that the SCS-CN method is valid not only at the end of storm point but also at

any instant during a storm. Thus, P and Q can be differentiated with time t as (% , gﬁ—} .
(ii) Formulation of SMA store: which would absorb that part of the rainfall not transformed
into runoff by the SCS-CN water balance equation (Eq. 2.2) (this part of the rainfall = (F+I,)

in the original method) as:
V=Vo+(P-Q) (2.28)

where Vj is the soil moisture storage level at the beginning of the storm event, V is the
moisture storage at any time t during the storm event, and P is the accumulated rainfall up to
the time t, and Q is the corresponding runoff. Interestingly, Vo was ignored in the original
SCS-CN methodology, but at the end of storm event the quantity (V-Vy) corresponds to
(Ia+F) of the original methodology (for P > I,). However, this SMA procedure is based on the
notion that the higher the moisture store level, the higher the fraction of rainfall that is
converted into runoff, i.e. if moisture store is full, all the rainfall will transform into runoff.
(iif) On the basis of first hypothesis and SMA procedure, they clarified the confusion
between intrinsic parameter and initial condition and conceptualized a new intrinsic
parameter S, = Vytl,, independent of the initial condition, and renamed as threshold
moisture.

(iv) On the basis of the SMA procedure and changed parameterization, they formulated a

coherent and hydrologically sound procedure for the three different cases as follows:

for Vo< Sa—P Q=0 (2.29)
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_(P+Vo-Si)

for Ss=P < Vo <Sa = 2.30
o ' Q= b VoS5 (239)
2
for Se<Vo<So Q=P/1- 2(3""V°) (2.31)
S? + P{Sb— Vo)

where Sy = (S+V+la) = (S+S,). It is quite interesting to note that Eq. (2.31) corresponds to
1a< 0, the case not included in the original SCS-CN method.
Michel et al (2005) further proposed a continuous sub-model based on their SMA

procedure as:

q =p(v ;Sa J(z— A ;SJ for V=S, (2.32)

=0 otherwise (2.33)

In an endeavor to simplify, the threshold moisture S, was taken as a set fraction of S (=
0.33S), and antecedent conditions tentatively taken into account by replacing V, by a fraction
of Si.e. 0.33S, 0.61S, and 0.87 S to accommodate the three AMCs i.e. AMC ], AMC I, and
AMC II1, respectively. On substituting the designated values of Vg and S, into Eq (2.31), the

resulting expressions are given as:

P

for AMC I (Vo = 0.33S) O =Rt (2.34)
P+8S
for AMC I (Vo = 0.618) Q=P (0.485 +0.72P) (2.35)
(S+0.72pP)
0.79S+0.46P)
for AMC I1I (Vo = 0.87S _p! 2.36
Vo ) Q (S+0.46P) (236)
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These event-based SCS-CN-inspired models were found to be specifically sound for the
condition, Vo >Sa, the condition not encountered in the original method. However, the
procedure ignores the case V(<S,, with probability of less than 0.1, which corresponds to the
existing SCS-CN method (Eq. 2.30). Though the above renewed SCS-CN procedure is
founded on a sounder perception of SMA procedure, there exists some inconsistencies as
below:

1. the whole procedure is based on the existing SCS-CN methodology, which in
itself does not account for the initial soil moisture (V) in its basic proportionality
(C = S)) concept, which forms the basis of the methodology.

2. the continuous SMA model yields ‘zero’ runoff for the condition V < S,, where S,
is the threshold moisture, and it may not be justifiable as the flow may still appear
in the form of interflow.

3. the choice of fixing S, = S/3 or 0.33S, which can be expressed as S, =
(0.2S+0.13S) or I, = 0.2S and Vy = 0.13 S. Here, S = potential maximum
retention. This shows that relationship S, = S/3 will not always be valid, it rather
holds only for Vo = 0.13 S, which does not fall into any of their AMC description.

4. a tentative replacement of V, by a set fraction of S to accommodate the three

AMCs seems to be a forced assumption and is not mathematically supported.

2.1.7 Remarks

Within the tremendous literature available on applications of SCS-CN methodology
in surface water hydrology, a relevant review dealing with its origin, theoretical and
historical background, nature, advantages and limitations, issues pertaining to structural
foundation, including the CN vs AMC description and SMA procedure, and advanced
applications of methodology including the areas other than originally intended have been
presented and discussed for their merits and demerits. Some of its critics suggest it to be
obsolete, a remnant of outdated technology, and needs overhaul or outright replacement
(Smith and Eggert, 1978; Van-Mullem, 1989). Yuan et al. (2001) applied the methodology
for sub-surface drainage study. On the other hand, Mishra and Singh (2004a,b), and Mishra
et al. (2006a) extended the methodology to long term hydrologic simulation, time distributed
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runoff modeling, and event based sediment yield modeling, respectively. Recently Michel et
al. (2005) highlighted the structural inconsistencies associated with the methodology and
proposed a renewed SCS-CN procedure that retains its simplicity and, in all likelihood, the
potential efficiency of the original model. However, there still exist some inconsistencies,

further reflecting the need of improvement.
2.2 SYNTHETIC UNIT HYDROGRAPH (SUH) METHODS

The SUH methods are of great significance in determination of flood peak and runoff
volume, especially from ungauged watersheds. The qualifier “synthetic denotes that UH is
obtained without using watershed’s rainfall-runoff data (Bhunya et al., 2003b). These
synthetic or artificial unit hydrographs are characterized by their simplicity and ease in
construction. They require less amount of data and yield a smooth and single-valued shape

corresponding to unit runoff volume, which is essential for UH derivation.
2.2.1 Background

The unit hydrograph concept proposed by Sherman (1932) for estimating the storm
runoff hydrograph at the gauging site in a watershed corresponding to a rainfall hyetograph is
still a widely accepted and admired tool in hydrologic 7analysis and synthesis. This was one of
the first tools available to hydrologic community to determine the complete shape of the
hydrographs rather than the peak discharges only (Todini, 1988). As the unit hydrograph
concept needed the observed rainfall-runoff data at the gauging site for hydrograph
generation, the paucity of these data sparkled the idea of synthetic unit hydrograph (SUH)
concept. The beginning of SUH concept can be traced back to the model (distribution graph)
proposed by Bernard (1935) to synthesize the UH from watershed characteristics, rather than
the rainfall-runoff data (Singh, 1988). The methods used for derivation of unit hydrographs
in catchments where there is a limited amount of data and for catchments with no data i.e.
ungauged catchments will be discussed here under four sections: (i) Popular Synthetic Unit

Hydrograph methods; (ii) Conceptual methods of Synthetic Unit Hydrograph; (iii)
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Geomorphologic Unit Hydrograph (GIUH) based synthetic Unit Hydrograph methods; and
(iv) Probability Distribution Function based Synthetic Unit Hydrograph methods.

2.2.2 Popular Synthetic Unit Hydrograph Methods

In practice, a SUH is derived from a few salient points of the UH by manually fitting
a smooth curve. The methods of Snyder (1938), Taylor and Schwarz (1952), Soil
Conservation Service (SCS, 1957), Gray (1961), and Espey and Winslow (1974) are a few
examples among others, which utilize empirical equations to estimate salient points of the
hydrograph, such as peak flow (Qy), lag time (t_), time base (tg), and UH widths at 0.5Q, and
0.75Q,. Thus, a great degree of subjectivity is involved in such manual fittings. In addition,
these fitted curves require simultaneous adjustments for the area under SUH to represent unit
runoff volume. In spite of their limitations, these methods are widely used for SUH
derivations in ungauged watersheds. In this chapter some of the commonly used popular
SUH methods e.g., Snyder’s method (Snyder, 1938), Scil Conservation Service method
(SCS, 1957), and Gray method (Gray, 1961) will be discussed.

(a) Snyder’s Method

For the first time Snyder (1938) established a set of empirical relationships, which
reléte the watershed characteristics, such as Ay, = area of the watershed (square miles); L =
length of main stream (miles); and Lca = the distance from the watershed outlet to a point on
the main stream nearest to the center of the area of the watershed (miles) with the three basic
parameters of the UH (i.e. t, = lag time to peak (hr); Qp = peak flow rate (ft*/s); and t3 = base
time (days), to describe the shape of the UH, expressed as:

t, =C,(LL )" (2.37)
Q, = 640[ s j (2.38)
L
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t =3+3(tt/24) (2.39)

where Cr and Cp are nondimentional constants, varying from 1.8 to 2.2 and 0.56 to 0.69,
respectively. Egs. (2.37) to (2.39) hold good for rainfall-excess duration (or unit duration =
Tp (hr)) as:

t
Tp =—- 2.40
0<% (2.40)

If the duration of rainfall-excess, say D (hr), is different from Tp, a revised lag time t g (hr) is

estimated from

(2.41)

These relationships (Egs. 2.37 to 2.41) provide a complete shape of SUH. Since one can
sketch many SUHs through the three known characteristic points (i.e. 1., Qp, and tg), with its
specific criteria i.e. area under the SUH to be unity. To overcome with this ambiguity
associated with the Snyder’s method, the U;S. Army Corps of Engineers (USACE,, 1940)
developed empirical equations between widths of SUH at 50% and 75% of Qp i.e.'Wso and

Was respectively as a function of (Qp/Ayw) = gp, expressible as:

830

Wy, = M (2.42)
dp
470

W, = = (2.43)
dp

where Wsg and W5 are in units of hour. Thus one can sketch a smooth curve through the

seven points (t,, ts, Qp, Wsp, and Wss) relatively in an easier way with less degree of
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ambiguity and to have the area under the SUH unity. However, this procedure is also tedious
and involves great degree of subjectivity and errors due to manual fitting of the points and
simultaneous adjustments for the area under the SUH. In summary, the major inconsistencies
associated with the method are:
1. the manual fitting of the characteristic points involves great degree of subjectivity
and trial and error, and may involve error.
2. the constants Cr and Cp vary over wide range and from region to region, and may
not be equally suitable for all the regions.
3. the time base tg (Eq. 2.39) is always greater than three days (Raudkivi, 1979),
which reflects the method’s applicability for fairly large watersheds only
(Langbein, 1947; Taylor and Schwarz, 1952; Gray 1961).

(b) SCS Method

The SCS method (SCS, 1957, 1972) of the United States Department of Agriculture
(USDA) uses a specific average dimensionless unit hydrograph derived from the analysis of
large number of natural UHs for the watersheds of varying size and geographic locations, to
synthesize the UH (Singh, 1988). The method assumes the triangular shape of dimensionless
unit hydrograph in order to define time base, tg, in terms of time to peak, t,, and time to

recession, tr, and to compute runoff volume (Vg) and peak discharge g, as:

q.ts) 1
VR=( : )=5qp(tp+tr); t=1.671, (2.44)
\Y
q, =0.749(—ti) (2.45)
p

where qp is in mm/hr/mm (or inch/hr/inch) and can be related to Qp as equal to Qp/A,, per
unit depth of rainfall-excess; Vg is in mm (or inch); t, and t, are in hrs. To determine the
complete shape of SUH from the nondimensional (q/q, vs t/ty) hydrograph, the time to peak

and peak flow rate are computed as:
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t,=t,_+ (2] (2.46)
2

Q= 484(&) (2.47)
tD

where t, = lag time from centroid of excess-rainfall to peak discharge (Q,) (hour); D = the
excess-rainfall duration (unit duration) (hour); Q, = peak discharge in ft*/ s; and A, = area in

square miles. The lag time (t.) can be estimated from the watershed characteristics using

curve number (CN) procedure as:

_ L"*(2540-22.86CN)"
e 07gq 05
14104CN°"Sa

(2.48)

where t, = in hours; L = hydraulic length of watershed (m); CN = curve number (50 < 95);
and S,y = average catchment slope in (m/m). Thus with known Qp, tp, and specified
dimensionless UH, the SUH can be developed smoothly. However, the inconsistencies
associated with the method can be enumerated as follows:

1. since the SCS method fixes the ratio of time base to time to peak (tg/tp) for
triangular UH equal to 2.67 (or 8/3), ratios other than this may lead te the other
shapes of the UH. In particular, the larger ratio implies the greater catchment
storage. Therefore, since the SCS method fixes the ratio (tg/tp), it should be
limited to midsize watersheds in the lower end of the spectrum (Ponce, 1989).

2. the SCS method is one of the popular methods for synthesizing the UH for only
small watersheds of less than 500 square miles (Wu, 1969, Wang and Wu, 1972;
and McCuen and Bondelid, 1983).

(¢) Gray’s Method
Gray (1961) developed a dimensionless graph (empirical in nature) procedure based

on two-parameter gamma distribution function and watershed characteristics to derive a

SUH. The geometry of dimensionless graph is expressed as:
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where Q % = % flow/0.25 Py at any given t/Pr value; Pg = the time from beginning of
pR

surface runoff to the occurrence of peak discharge (minutes); v’ = a dimensionless parameter
=1y Pg; A = shape parameter = 1+ y’; y = scale parameter; I = gamma function.

In words of Gray (1961), “Each graph was adjusted with the ordinate values expressed in
percentage flow based on a time increment equal to % the period of rise, Pr. The empirical
graphs described in this manner were referred to as dimensionless graphs”. He defined the
ratio 1/y = Pr/y’ as the storage factor, a measure of the storage property of watershed or the
travel time required for water to pass through a given reach, and related it with the watershed

characteristics in the form of a power equation as;

b
P—R=a{ = ] (2.50a)

where a and b are the coefficient and exponent of the power equation. Eq. (2.50a) was
applied to 33 watersheds comprising of three regional groups: (i) Nebraska-Western Iowa;
(it) Central Jowa-Missouri-Illinois and Wisconsin; and (iii) Ohio, to estimate a and b. Finally,

for each group Eq. (2.50a) is expressed as:

' VSu

0.498 _
For Nebraska-Western [owa: - Pe - 7.40£L] (2.50b)

0.562 .
P
For Central lowa-Missouri-1llinois and Wisconsin: - —‘f = 9.27[ L J (2.50¢)

AR
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P

For Ohio: - —RT
Y

0.531
=1 1.40[ L J (2.50d)

where the ratio Pr/y’ is in minutes; L= length of main stream in miles; Sy is the slope of
main stream in %. Finally, Gray developed a regression relationship between the period of

rise Pr and dimensionless parameter y’ as

T 2.676 (2.51)

Thus, Egs. (2.49) to (2.51) are used to develop the dimensionless UH, and consequently the
SUH. One of the best finding of the study is that the two-parameter gamma distribution can
be used successfully to describe the synthetic unit hydrograph. However, the empirical
relationships (Eqs. 2.50-2.51) are watershed size specific, and should be used with in the area

limits for which these are developed (Gray, 1961).

2.2.3 Conceptual Synthetic Unit Hydrograph Methods
In this section the popular conceptual models of Clark (1945); Nash (1958, 1959);
and Hybrid model (HM) of Bhunya et al. (2005) are discussed.

(a) Clark’s Model

The Clark IUH model is based on the concept that IUH can be derived by routing unit
excess-rainfall in the form of a time area diagram through a single linear reservoir. For
derivation of IUH the Clark model uses two parameters viz. time of concentration (T) in
hours and storage coefficient (K) in hours of a single linear reservoit in addition to the time-

area diagram. The governing equation of the Clark IUH model is expressed as (Kumar et al.,
2002):
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u, =CI, +(1-Cu,, (2.52)

where u; = i ordinate of [UH; C and (1-C) = the routing coefficients; and C = At/(K+0.5At);
At = computational interval in hours; I; = i™ ordinate of time-area diagram. Finally a unit

hydrograph of desired duration (D) can be derived using the following equation
U, =%}—(o.5i_N +U,_y,, et Umpt0.50, ) (2.53)

where U= i" ordinate of unit hydrograph of D-hour duration and computational interval At
hours; N = number of computational intervals in D-hours=D/At. Eq. (2.53) can also be used
to derive flood hydrograph in ungauged catchments. One of the approaches popularly used
by field engineers is through regionalization of Clark parameters K and C. For example,
HEC-1 (1990) evaluates the two parameters of Clark’s model for determining the
representative UH for a catchment. The computed parameters are given in the form of
K/(T¢+K), which can be used for developing a regional relationship by relating it to physical
characteristics of different catchments in a homogeneous region. This regional relationship
can then be used to compute the Clark model parameters for an ungauged catchment which is
than used to derive the UH. Alternatively, data of gauged catchments in a region can be used
to develop regional relationship that yields either of the parameters for an ungauged
catchment in the region. However, some of the inconsistencies associated with Clark’s model
are of concern such as (i) the entire hydrograph recession is represented by a single recession
constant, while a recession constant that varies with time is implicitly incorporated into Nash
model (Nash, 1958). HEC-1 uses Snyder’s Cp and tp to optimize the parameters (T, and K) of
Clark’s UH. In addition to this, it requires for application. This is a limitation of Clark’s UH
to be used as an SUH.

(b) Nash Model

In a series of publications, Nash (1957, 1958, 1959, and 1960) developed a

conceptual model based on a cascade of n equal linear reservoirs with equal storage



coefficient K for derivation of the IUH for a natural watershed. The analytical form of the

model is expressed as:

t

t n-1 _K
(t)—KI“( )( ] e (2.54)

where q (t) is the depth of runoff per unit time per unit effective rainfall and K is the storage
coefficient of the reservoirs in units of hours. The parameters n and K are often termed,
respectively, as the shape and scale parameters. It is noteworthy that parameter n is
dimensionless and K has the unit of time. The area under the curve defined by Eq. (2.54) is
unity. Thus the rainfall-excess and direct surface runoff depths are equal to unity. The IUH
(Eq. 2.54) is used to derive the resultant flood hydrograph for a given input rainfall. To
estimate n and K, Nash (1960) related the first and the second moments of the I[UH with

important physical characteristics for some English catchments as follows:

n-1
1 %t -
=27.6Aw" 380" = = K(t}dt=nK 7
6 : KF(n)(;[(K) e X (t)dt=n (2.55a)

=02
m, =1.0m, 8! =

o n-1
_[( j eK 2Yt=n (n+1) K2 (2.55b)

where my and m, are the first and the second moments of the JUH about the origin, A,, is the
catchment area in square miles, and Sy is the overland slope. Egs. (2.55) can be used to
compute the parameters of Eq. (2.54). Once the parameters are evaluated from available A,
and So, the complete IUH can be derived using Eq. (2.54). Thus, this is one of the approaches
for deriving IUH for ungauged catchments. It may be noted here that IUH can be extended to
a UH for the catchment using existing conventional procedures (Ponce, 1989; Bras, 1990;
Singh, 1992). It is observed that Eq. (2.54) is nothing but the two-parameter gamma
distribution (2PGD). Use of two-parameter gamma distribution for representing the SUH has
long hydrologic history that started with Edson (1951), and subsequently followed by Croley
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(1980), Aron and White (1982), Haan et al. (1994), and Bhunya et al. (2003b, 2004, 2007a). -
A detail review of these studies on gamma distribution along with some popular probability

distributions as SUH is discussed in the forthcoming section.
(c) Hybrid Model (HM)

To overcome the inconsistencies associated with the Nash model such as: (i) the
number of linear reservoirs ‘n’ should desirably be an integer value, generally comes out to
be a fractional value when derived from observed data (Singh, 1988); and (ii) a single linear
reservoir of Nash model (n=1) yields an IUH that follows extreme Poisson distribution
without a rising limb, or t, = 0. Hence, to simulate a complete [UH with rising limb (or t,>0)
the Nash model requires a minimum of two reservoirs connected in series. Building on this
idea, Bhunya et al. (2005) developed a hybrid model for derivation of synthetic unit
hydrograph by splitting Nash single linear reservoir into two serially connected reservoirs of
unequal storage coefficient (one hybrid unit) to have a physically realistic response. The
hybrid wnit concept is similar to one generally used in chemical engineering for defining a
unit of chemical system (Kafarov, 1976). The analytical form of the model for two hybrids

units in series is expressed as;

o Gk = | e

where Q,(t) = the output from the second hybrid unit (mm/ /hr/mm); and K, and K,= the
storage coefficient of first and second reservoirs (hr), respectively, of each hybrid unit. From
Eq. (2.56) one can get easily the expression for time to peak flow rate (t,) for the condition at
t = tp, Qa(t) = Qp or dQy(t)/dt = 0. Eq. (2.56) is nothing but the output response function for
the second hybrid unit due to a unit impulse perturbation at the inlet of first hybrid unit, and
defines the complete shape of IUH. Eq. (2.56) has two parameters, i.e., K| and K,. They
developed empirical relationships to estimate K, and K, from known peak flow rate (qp) and

time to peak (t,). However, for ungauged conditions, qp and t, were estimated through Snyder
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method (Snyder, 1938) and SCS method (SCS, 1957). The hybrid model was found to work
significantly better than the most widely used methods such as Snyder, SCS, and Nash model
(two-parameter gamma distribution function) when tested on the data of Indian and Turkey

catchments for partial (known g, and t,) and no data availability (ungauged) conditions.

2.2.4 Geomorphologic Instantaneous Unit Hydrograph (GIUH) Based
SUH Methods

Linking quantitative geomorphology with basin “hydrologic characteristics can
provide a simple way to understand the hydrologic behavior of different basins, particularly
the ungauged ones. The quantitative study of channel networks was originated by
Horton (1945). He developed a system for ordering streams networks and derived law§
relating the stream numbers, stream lengths, and catchment area associated witp streams of
different order. The quantitative expressions of Horton’s laws are (Rodrigué:;-hurbe and |

Valdes, 1979):

Law of stream number

N, /N.. =R, (2.57)
Law of stream length

Lo/Lui =R, (2.58)
Law of stream areas

Aw/Awa =R, (2.59)

where Ny, is the number of streams of the order w, Ly is the mean length of stream of order

w, and A is the mean area of basin of order w. Rg, Ry, and Ry represent the bifurcation
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ratio, length ratio, and area ratio whose values in nature are normally between 3 and 5 for R,
between 1.5 and 3.5 for R, and between 3 and 6 for Ra.

Several attempts have been made to establish relationships between the parameters of
the models for ungauged catchments, and the physically measurable watershed
characteristics (Bernard, 1935; Snyder, 1938; Taylor and Schwarz, 1952; Gray, 1961; and
Boyd et al., 1979 & 1987). In this regard, the pioneering works of Rodriguez-Iturbe and
Valdes (1979), Valdes et al. (1979), and Rodriguez-Iturbe et al. (1979), which explicitly
integrate the geomorphology details and the climatological characteristics of a basin, in the
framework of travel time distribution, are a boon for stream flow synthesis in ungauged
basins or partial information on storm event data. Gupta et al. (1980) examined the above
approach and reformulated, simplified and generalized it. Rosso (1984) parameterized the
Nash model in terms of Horton order ratios of a catchment based on the geomorphologic
model of a catchment. Rinaldo and Rodriguez- Iturbe (1996) and Ro‘driguez-lturbe and
Rinaldo (1997) expressed the pdf of travel times as a function of the basin forms
characterized by the stream networks and other landscape features. Chutha and Dooge (1990)
reformulated the GIUH on a deterministic platform rather than on Markov and statistical
mechanics approaches. Kirshen and Bras (1983) studied the effect of linear channel on
GIUH. Al-Wagdany and Rao (1997) investigated the dependency of average velocity of
GIUH on climatic and basin geomorphologic parameters and found that the average velocity
of varies inversely with effective rainfall depth. Cudennec et al. (2004) provided the
geomorphological explanation of the UH concept based on the statistical physics reasoning
(similar to Maxwell’s reasoning) that consideres a hydraulic length symbolic space, built on
self similar lengths of the components, and derived the theoretical expressions of the
probability density functions of the hydraulic length and of the lengths of all the components
in form of gamma pdf in terms of geomorphological parameters. Allam and Balkhair (1987)
discussed several issues related to the probabilistic and hydraulic structure of the GIUH
concept. Jain et al. (2000), Jain and Sinha (2003), Sahoo et al. (2006), and Kumar et al.
(2007) applied geographic information system (GIS) supported GIUH approach for f
estimation of design flood. Similarly the works of Bérod et al. (1995), Sorman (1995),‘
Bhaskar et al. (1997), Yen and Lee (1997), Hall et al. (2001), and Fleurant et al. (2006) based

on GIUH approach for estimation of design flood from gauged as well as ungauged basins

40



are noteworthy. Some of the pertinent works related with GIUH approach are discussed here

as follows.

Rodriguez-Iturbe and Valdes (1979) expressed the initial state probability of one
droplet of rainfall in terms of geomorphological parameters as well as the transition
state probability matrix. The final probability density function of droplets leaving the
highest order stream into the trapping state is nothing but the GIUH. An exponential holding
time mechanism, equivalent to that of a linear reservoir, was assumed. The expression
derived by Rodriguez-Iturbe and Valdes (1979) yields full  analytical, but complicated
expressions for the instantaneous unit hydrograph (IUH). They suggested that it is
adequate to assume a triangular instantaneous unit hydrograph and only specify the
expressions for the time to peak and peak value of the IUH. These expressions are obtained
by regression of the peak aswell as time to peak of IUH derived from the analytic
solutions for a wide range of parameters with that of the geomorphologic characteristics and
flow velocities. The model was parameterized in terms of Horton’s order laws (Horton
1945) of drainage network composition and Strahler’s stream ordering scheme (Strahler

1957). The expressions for peak flow (qp) and time to peak (t,) of the IUH are given as:

q, = (E)RLMV (2.60)
Th
and
t, =0 44(5}1 R, R (2.61)
P . v B A L .

where L is the length of main channel or length of highest order stream in kilometers, v is the
average peak flow velocity or characteristic velocity in m/s, g, and t, are in units of hr”' and
hr, respectively. Rodriguez-Iturbe and Valdes (1979) defined a non-dimensional term B as the
product of q, (Eq. 2.60) and t, (Eq. 2.61) as:

R 0.55 ’
B= 0.584(-R—1J R, " (2.62)

A
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It is observed from Eq. (2.62) that B is independent of velocity v and length of highest order .

stream or scale variable L, thereby, on the storm characteristics and hence is a function of
only the catchment characteristics. Alternatively, Eqgs. (2.60) and (2.61) can be expressed as
(Rosso, 1984):

q, =0.364R ““VL" (2.63)
and

t =1.584(R,/R,)\"°R,**vIL (2.64)

P B A .

where ¢p, tp, L and v must be in coherent units. The UH parameters given by Egs. (2.60) and
(2.61) can be used in Snyder’s method, SCS method or Gray’s method to develop a SUH in
ungauged catchments as discussed in earlier sections. The following text describes the
Geomorphologic UH based 2PGD Model (Nash Model).

The possibility of preserving the form of the SUH throngh a two-parameter gamma
pdf was analyzed by Rosso (1984), where Nash model parameters were related to Horton’s
order ratios using Eq. (2.62). For this, the problem has been approached by equating the
dimensionless products of the peak and time to peak resulting from the two formulations.

The mean and variances of two-parameter gamma pdf (Eq. 2.54) are described as:
Mean (p) = n K; variance (c°) = n K? (2.65)

where K is the scale parameter [T], n is the shape parameter, and I () is the gamma function.
Chow (1964) relates n and K as:

K=t,/(n-1) (2.66)

From Eq. (2.54) one can easily get the expression relating K and n for the condition at t = t,,
q(t) = gp or dq(t)/dt = 0.
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On substituting K from Eq. (2.66) into Eq. (2.54) one gets the expression for q;, as:

n—1)""e- N
q, = ( r) | (2.67)
t,I'(n-1)
Alternatively, the product g t; can be combined into the following simpler form:
(n _1)(!1-!) e-(n-l)
B=q,t, = (2.68)

I'(n-1)

Rosso used an iterative computing scheme and proposed the following equations for n and K

by equating the expressions of f§ (Egs. 2.62 and 2.68) as:

n=3.29R, /R ,)*™R L“f” (2.69)
and

K. =0.70[R, /(RgR )]*® (_2;’.‘70)

where K+ = KvL' is a dimensionless scale parameter. Thus, for an observed v, the parameters
of the 2GPD and the shape of the UH can be computed from the geomorphological
parameters of the catchment. Further the author tested the capability of Eqs. (2.69) and (2.70)
on five Italian catchments to predict the parameters of the Nash model against some
traditional regression formulae such as Nash (1960), Wu (1963), and De Vito (1975). It was
found that the present approach improves substantially the capability of predicting the
parameters of the Nash model with respect to the others. Some of the important findings
associated with the study can be summarized as:

1. the form of the IUH derived from the GUH model of catchment response can be

satisfactorily preserved by a two-parameter gamma pdf, and the gamma pdf can
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be successfully parameterized in terms of Horton’s order ratios, i.e., physically
meaningful and easily determined quantities.

2. for the Nash model of catchment response the shape parameter of the JUH only
depends on the Horton’s order ratios and can therefore be predicted from
catchment geomorphology. This notion indicates the applicability of the proposed
approach to the ungauged catchments as well.

3. for the Nash model the scale parameter of catchment response depends both on
geomorphology and on stream flow velocity.

From the above study it seems that under the same framework a similar approach can also be

applied to other suitable probability distribution functions for ungauged catchments.
2.2.5 Probability Distribution Function Based SUH Methods

Due to similarity in the shape of the statistical distributions and a conventional unit
hydrograph, several attempts have been made in the past to use their probability density
functions (pdfs) for derivation of the SUH. For example, Gray (1961), Sokolov et al. (1976),
Croley (1980), Aron and White (1982), Haktanir and Sezen (1990), Yue et al. (2002), and
Nadarajah (2007) are to name but are only a few of them. Singh (2000) transmuted the
popular SUHs, such as those of Snyder, the SCS, and Gray into the Gamma distribution.
Bhunya et al. (2003b & 2004) utilized two-parameter Gamma distribution (2PGD) and three-
parameter Beta distribution function (3PBD) in deriving SUH for Indian as well as Turkey
catchments, More recently, Bhunya et al. (2007a) explored the potential of four popular pdfs,
i.e., two-parameter Gamma, three-parameter Beta, two-parameter Weibull, and one-
parameter Chi-square distribution to derive SUH. Some of the recent research work related

with the use of distribution functions as SUH is discussed here as follows.

Croley (1980) developed synthetic hydrograph by fitting two-parameter gamma
distribution for different set of boundary conditions: (t,, qp), (tp, ti) Or (qp, ti). These boundary
conditions are used to estimate the parameters n and K of the distribution. The general

expression for the synthetic hydrograph is expressed as:
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Ve [t -%
Q(t)-mn—)(ij e (2.71)

where Vg is defined as:

o

Ja(tht = V= 2.72)

0

where t; is the point of inflection [T], g, is the peak discharge per unit area per unit effective
rainfall [T"'], and t, is the time to peak [T]. It is interesting to note that if Vg corresponds to
the volume of runoff produced by a unit depth of rainfall excess uniformly applied both
spatially over the watershed area and temporarily over the storm duration, then q(t) (Eq.
2.71) is by definition, the "unit hydrograph" for that area and for that storm duration. It can
be converted easily into hydrographs corresponding to other rainfall excess depths and storm
durations by using the available linear superposition techniques (Linsley et al., 1975; Croley,
1977). The methodology provides a line of initiation to work with probability distribution

functions for synthetic unit hydrograph derivation for ungauged catchments.

Haktanir and Sezen (1990) explored the suitability of two-parameter gamma and three-
parameter beta distributions as synthetic unit hydrographs for Anatolia catchments in Turkey.

The analytical expressions for scale-adjusted gamma and beta distributions as SUH are

expressed as:

(i) Gamma Synthetic Unit Hydrograph
v 1 A -
t) = (Aw/0.36)——— (t/K )" e* 2.73
QY =(Ar/036) s (/%) (2.73)
where Q(t) = the flow rate of the gamma SUH at time t in m%s/cm; A,, = watershed area in

kmz; t = time in hours; and n and K are same as discussed above.
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(ii) Beta Synthetic Unit Hydrograph

Q) = (Av/0.36)|™ (b -t} [Bbe] 2.74)

where B is given as

B =[r(t)r(p-r))T(p) (2.75)

where Q(t) = the flow rate of Beta SUH at time t in m®/s/cm; r and p = the shape parameters;
b = scale parameter in hours. The parameters of both distributions were estimated by using
classical Newton iterative algorithm. They found both the distributions to fit reasonably well

to observed unit hydrographs.

Bhunya et al. (2003b) introduced a simplified version of two-parameter gamma distribution
to derive a synthetic unit hydrograph more conveniently and accurately than the popular
Snyder, SCS, and Gray methods. The analytical form of the distribution is represented by Eq.
(2.54). They also defined a non-dimensional term B = q,t, (Eq. 2.68) same as to Rosso (1984)
to relate n and f. Since the exact solution of n in terms of B from Eq. (2.68) is not possible,
they developed simpler relationships between n and B to obtain the simplified versions of

gamma distribution. The developed relationships are given as:
n=553p"" +1.04 for 0.01<p<0.35; COD =1 (2.76a)

and

n =6.298"" +1.157 for £>0.35;COD =1 (2.76b)
Thus, for known values of B, n can be estimated from Eq. (2.76) and K from Eq. (2.66). In
addition, it eliminates the cumbersome trial and error solution of Eq. (2.68) to estimate n and
K. One thousand sets of (n, f§) values with n ranging from 1 to 40.0 and f ranging from 0.01

to 2.5 were considered for developing the relationships (Egs. 2.76a,b). The major findings
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are: (i) n can be expressed mathematically in terms of P in a simple but accurate form, (ii) the
parameter n and dimensionless term B are dependent not only on the physical characteristics
of the watershed, but also on its storage characteristics; and (iii) The present approach

worked better than the Snyder, SCS, and Gray methods.

Bhunya et al. (2007a) explored the potential of four popular pdfs, viz., two-parameter
Gamma, three-parameter Beta, two-parameter Weibull, and one-parameter Chi-square
distribution to derive SUH. They developed simple analytical and numerical relationships to
compute the distribution parameters, and checked their validity using simulation and field
data. Some of the important conclusions drawn from the study were:

1. given two points on the UH, e.g., time to peak and peak flow, these pdfs can be
used to describe the shape of the unit hydrograph, and they perform better than
the existing synthetic methods, i.e. methods suggested by Snyder (1938), SCS
(1957), and Gray (1961).

2. the propoSed analytical solutions for parameter estimations are simple to use, and
gives accurate results of the actual pdf parameters.

3. among the four pdfs analyzed in the study, the Beta and Weibull distributions are
more flexible in description of SUH shape as they skew on both sides similar to a

UH, and on the basis of their application to field data.

2.2.6 Remarks

The synthetic unit hydrograph (SUH) approach is a powerful tool to estimate flood
peak, time to peak, and the complete shape of unit hydrograph for ungauged catchments. The
SUH methods developed so far can be categorized as (i) the empirical methods of Snyder,
SCS, and Taylor and Schwartz methods; (ii) the conceptual models of Clark and Nash, and
Bhunya et al. (2005); (iii) the GIUH based methods of Rodriguez-Iturbe and Valdes (1979),
Gupta et al. (1980), Rosso (1984), etc.; and (iv) the probability distribution functions based
methods of Gray, (1961), Sokolov et al., (1976), and Croley (1980), Haktanir and Sezen
(1990), Bhunya et al. (2003b, 2004, 2007a), and Nadarajah (2007), etc. Though the empirical

methods of Snyder and SCS are widely used for SUH derivation, but have several
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inconsistencies with them. The conceptual model of Nash defines the standard shape of UH
using the minimum number of parameters. However, there exists not many improvements
over these conceptual models in recent past and their applications to prediction of design
flood in ungauged catchments are limited. Recently Bhunya et al. (2005) proposed a Hybrid
model (HM), which can be taken as an improvement over the Nash model. However, the HM
model also lacks the concept of translation, which is essential for describing a dynamic
system, Various researchers like Gray (1961), Sokolov et al. (1976), and Croley (1980),
Haktanir and Sezen (1990), Singh (2000), and Bhunya et al. (2004, 2005, 2007a) used the
statistical properties of gamma and other probability distributions to derive the complete
shape of UH for ungauged catchments. This approach avoids subjective sketching of UH
shape in order to satisfy the constraint of unit volume. With GIUH techniques, it has become
possible to- compute - some salient parameters of an ungauged catchment from
geomorphological catchment characteristics. This can be used to get the complete shape of

SUH using the methods, such as those due to Rosso (1984).

2.3 SEDIMENT GRAPH BASED SEDIMENT YIELD MODELING

Sediment yield is defined as the total sediment outflow from a watershed or a
drainage basin, measurable at a point of reference and in a specific period of time (ASCE,
1970). Sediment yield from a watershed is the output form of an erosion process, and is
difficult to estimate as it arises from a complex interaction of various hydro-geological
processes, and the knowledge of the actual process and extent of suspended material is far
less detailed (Juyal and Shastry, 1991; Sharda et al., 2002). Since the present study deals
mainly with the sediment graph based sediment yield modeling, a detailed review on the
available sediment graph models is presented here. However, before this, a brief introduction

about the basic concepts and theories associated with the sediment yield modeling is in order.

2.3.1 Background

Estimates of sediment yield are required for solution of number of problems such as

design of dams and reservoirs, transport of pollutants, river morphology, design and planning
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reflect watershed sediment yield processes. The process of sediment yield generally involves: |
(i) detachment and transportation of soil particles by rainfall, (ii) the detachment and
transport of soil particles by runoff, and (iii) eventually deposition of soil particles. The
sediment yield process may be considered to consist of two phases: (i) the upland phase and

(ii) the lowland stream or the channel phase (Bennet, 1974).

(a) Upland Phase

The upland phase occurs on an upland area, which is the area within a watershed
where runoff is predominantly overland flow (Foster and Meyer, 1975). The rainfall
characteristics play an important role in determining sediment yield in the upland phase.
Major factors affecting the sediment yield in this phase are (Singh, 1989):. (i) soil
characteristics, (ii) climate, (iii) vegetation, (iv) topography, and (v) human activities. The
upland phase is further divided mainly into three stages, i.e. sheet, rill, and gully erosion,
which are followed by one another in time and to some extent in space, and collectively these

stages are called as the source of erosion.
(b) Channel Phase

The channel phase receives sediment from the upland phase. A channel is defined as
a well-defined watercourse flowing through a valley in which the matetial composing of the
valley has been deposited by the stream in the past (Bennett, 1974). Factors like velocity and
depth of flow, channel slope, wash load, water temperature, hydraulic roughness, discharge,

and cross-sectional area are some of the pertinent variables affecting sediment yield in the

channel phase.

2.3.3 Approaches of Sediment Yield Modeling

The various approaches of sediment-yield modeling have been recently discussed by
a number of researchers. For example, Woolhiser and Renard (1980) and Singh et al. (1988)
addressed the stochastic aspects of modelling sediment yield, and Moore and Clarke (1983)
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of soil conservation practices, design of stable channels, determination of the effects of basin
management, and non-point source pollution estimates. Increased awareness of
environmentél quality and desire to control non-point-source pollution has significantly
increased the need of sediment yield estimates (Singh, 1989).

A number of sediment yield models have been develox;ed to address the wide-ranging
soil and water resources problems. Williams (1981) classified the models on the basis of the
problem intended to be solved, like (i) erosion-control planning, (ii) water resources planning
and design, and (ii) water quality planning. The complexity of the model in terms of the
formulation is usually dictated by the nature of the problem. For example, erosion-control
planning for agricultural field, construction sites, reclaimed mines, and forest management
requires the simplest models. The only estimate needed in such applications is the average
annual soil loss for various erosion-control systems. On the other hand, sediment yield
estimates required for designing structures ranging from temporary sediment basins at
construction sites to large dams and for evaluating the effects of hydraulic works on flood
plain and channel degradation and deposition need to be sufficiently accurate, and hence
need more complex models. Similarly, sediment yield models required to determine water
quality depend on the water quality parameter to be modeled. For example, the sediment
carrying highly toxic chemicals, high concentrations of pesticides and fertilizer, needed a
short time step to define changes in the concentration during rainfall-runoff events.

alyo70
2.3.2 Sediment Yield Process

The suspended sediment loads in a stream are the result of processes of erosion and
transport within the drainage basin area (Einstein, 1964). Supply and removal of suspended
solids depends upon the form and structure of the drainage area, vegetative cover as well as
upon the climatic conditions (Nippes, 1971; Juyal and Katiyar, 1991). The sediment
transported in a stream is sub-divided into two categories, according to dominant mode of
transport, suspended sediment load, and bed load (Kumar and Rastogi, 1987). Several
authors (Chow, 1964; Graf, 1971; Shen, 1971) have estimated that bed load contributions to
the total sediment yield is usually small and may in some cases be neglected from total yield

calculations. Therefore, in many areas suspended sediment yields may be considered to
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the probabilistic approach. Moore (1984) proposed a dynamic model of sediment yield, and
Renard (1980) discussed erosion and sediment yield modeling from rangeland. Wischmeier
and Smith (1978) developed an empirical model (USLE) to estimate average annual soil loss
from small watersheds. The model has since been the subject of exhaustive research and a
number of modifications, viz., MUSLE (Williams, 1975); USLE-M (Kinnell and Risse,
1988); and RUSLE (Renard et al., 1994). Anderson (1954, 1962) developed regression
equations relating sediment yield to watershed and climatic characteristics, and Giildal and
Miiftiioglu (2001) developed a non-linear functional model “2D Unit Sediment Graph” to
predict the suspended sediment yield. Kothyari et al. (1994, 1996) utilized time-area concept
coupled with sediment delivery ratio (DR) to estimate the sediment yield. Kothyari et al.
(1997) utilized kinematic method to estimate the temporal variation of sediment yield. Tayfur
et al. (2003) and Kisi et al. (2006) applied fuzzy logic approach for suspended sediment yield
modeling. Raghuwanshi et al. (2006) utilized artificial neural network (ANN) technique to
model sediment yield from small agricultural watersheds. Further there are plenty of models
available in literature, which are based on the solution of fundamental equations describing
stream flow and sediment transport and associated nutrient generation in a catchment. These
models utilize cell or grid based discretization of catchments, e.g., CREAMS (Knisel, 1980);
ANSWERS (Beasley et al., 1980); SEDIMOT (Wilson et al., 1984); KINEROS (Woolhiser
et al., 1990); SWAT (Amold et al., 1998); and WEHY (Kavvas et al., 2004, 2006) are a few
of them. Rendon-Herrero (1978); Williams (1978); Singh et al. (1982), Singh (1989, 1992);
Chen and Kuo (1986); Kumar and Rastogi (1987); Das and Agarwal (1990); Raghuwanshi et
al. (1994, 1996); and Sharma and Murthy (1996) utilized the unit sediment graph
(USG)/instantaneous unit sediment graph (IUSG) concepts to model the suspended sediment
from a watershed. Recently Mishra et al. (2006a) developed SCS-CN based sediment yield
models.

Thus, a wide range of models (concepts) exist for modeling sediment yield and associated
pollutants. However, these models differ in terms of complexity, processes considered, and
the data required for model calibration and its use. In general there is no ‘best’ model valid
for all applications. The most appropriate model will depend on the intended use and the
characteristics of the catchment being considered. Other factors affecting the choice of a

model for an application include:
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1. Data requirements of the model including the spatial and temporal variation of
model inputs and outputs;

2. The accuracy and validity of the model including its underlying assumptions;

3. The components of the model, reflecting the model capabilities;

4. The objectives of the model user(s), including the ease of use of the model, the

scales at which model outputs are required and their form;

2.3.4 Selection of an Appropriate Model

Since each model type serves a particular purpose, and has suitability for specific
conditions in terms of (i) input availability; (ii) quality of output desired; and (iii) availability
of computational facilities. For example, if the average annual sediment yield or sediment
transport is to be estimated, empirical models are better. On the other hand, if the sediment is
carrying highly toxic pollutants, or in other words, the water quality is to be assessed, then
conceptual models or sediment graph models have no alternative. If one desires to identify
the erosion-prone areas within the watershed and process-oriented output, and sufficient
computational facilities and modern techniques like Remote Sensing and GIS are available,
then one has no choice except to adopt the process-based models (Park et al., 2004; Eldho et
al., 2006). Thus, the choice of a particular type of model mainly depends on the user, the
problem to be addressed, and the facilities available. However, simpler models tend to be
more robust, thus providing more stable performance than the more complicated models. The
complicated models with large numbers of processes considered and associated parameters
inherit the risk of having a high degree of uncertainty associated with the model inputs which
are translated through to the model outputs (Chaves and Kojiri, 2007). These uncertainties
may negate the benefit of having a more realistic representation of the processes. However,
the ultimate factor determining a model’s value is its simplicity relative to its explanatory

power (Steefel and Van Cappellan, 1998).
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2.3.5 Popular Sediment Graph Models

The sediment graphs are needed to predict pollutant concentrations in streams and
reservoirs. This need was not generally recognized until the recent development of water
quality models. Previously, sediment prediction techniques were designed to estimate
sediment yield for individual storms, average annual sediment yield or sediment transport.
The sediment graphs were not essential because the prediction techniques were primarily for
reservoir design. The time distribution of the sediment transport rate within a storm provides
useful information for solving variety of problems. It can be used for water-quality modeling,
design of efficient sediment-control structures, study of transport of pollutants attached to the
sediment, and also in the development of sediment-routing procedures (similar to flood
routing hydrographs) besides the total sediment yield (Raghuwanshi et al., 1994). Without a
sediment graph, only the average sediment rate for the storm can be determined. The average
sediment yield is not adequate for estimating dynamic sediment load and pollutants load
during the storm.

According to Bennett (1974), a small portion (less than one-fourth) of the eroded sediment is
delivered to the receiving bodies (e.g. sea, inland lakes, streams, etc.) while the remaining is
deposited in their way. The major part of the annual sediment discharge is transported in a
short period of time by a few storms during which the discharge of the stream is contiriigously
changing. Therefore tempofal variations of the stream sediment discharge (se&iment graph)
studies are very important. It indicates the importance of sediment graph based studies in the
area of sedimentation. The first attempt at applying a linear model in sedimentation was
made by Johnson (1943) for derivation of distribution graphs of suspended sediment
concentrations. Since then, the topic has been at the forefront of the hydrology and water
resources research activities (Rendon-Herrero, 1974, 1978; Renard and Laursen, 1975; Bruce
et al., 1975; Williams, 1978; Singh et al., 1982; Chen and Kuo, 1986; Singh and Woolhiser,
2002; Merritt et al., 2003; Aksoy and Kavvas, 2006). A detailed review on the available

models of sediment graph is in order.

Rendon-Herrero (1974, 1978) developed a method for the estimation of total sediment

discharge from a storm or its variation with time or both. For that he defined the unit
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sediment graph (USG) analogous to the unit hydrograph (UH) as “the sediment graph

resulting due to 1.0 ton distributed uniformly over the watershed area for a given duration”. )
In order to develop sediment graphs with this USG for a particular storm event, one has to
estimate the mobilized sediment during the event. For this he developed the regression
relationships between the effective rainfall and mobilized sediment to get the mobilized
sediment for a known effective rainfall corresponding to an event. The developed
methodology depends on (i) the amount of excess rainfall per storm and (ii) the assumption
that the sediment graph and hydrograph for a given excess rainfall resembles a parallel
nature. The unit sediment graph ordinates are determined through the relationship expressible

as:

(2.77)

where qy(t) is the unit sediment graph ordinate in km?/hr, Qy(t) is the ordinate of direct
sediment graph in tons/hr, and Y is the amount of mobilized sediment in tons/km>.

The methodology is advantageous in the sense that it is easy to apply, is based on stronger
conceptual and theoretical bases, and lays the foundation for further research based on USG
concept. However, it has certain limitations too as: (i) it is not applicable to ungauged
watersheds; (ii) the method does not explicitly accounts for the major runoff and sediment
producing characteristics of watersheds in their mathematical formulation, rather than

depends fully on the observed runoff and sediment graph data.

Bruce et al. (1975) developed a sediment graph model based on erosion and transport
capacity, but several parameters must be optimized by using gauged data. However, if these
parameters could be replaced by physical descriptors, the model might be quite useful for
ungauged watershed. Renard and Laursen (1975) computed sediment graphs by multiplying
the storm hydrograph flow rates by concentrations predicted using a sediment transport
model. The approach may be adequate for areas where the transport model is applicable, if

the parameters can be determined successfully. However, the model neglects the watershed
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cover, land slope, and conservation practices. This limits the applicability of model for field
uses as well as on ungauged watersheds.

Williams (1978) discussed the applicability and limitations of the available conceptual
models such as those due to Rendon- Herrero (1974, 1978), Renard and Laursen (1975), and
Bruce et al. (1975) for computing sediment graphs and developed a sediment graph model
based on instantancous unit sediment graph (IUSG) useful for ungauged watersheds.
However, the method has following limitations of concern: (i) the assumption that IUSG
varies linearly with source runoff volume is questionable, (ii) the dimensions are found to be
inconsistent when the sediment graphs are predicted by convoluting the IUSG with source
runoff, (iii) the curve numbers estimated through the Water Yield Model (WMY) may not be
true representative of watershed curve numbers as discussed above, and (iv) the large number
model parameters pose further difficulties in practical applications (Kumar and Rastogi,
1987).

Chen and Kuo (1986) developed a “new rigorous synthetic procedure” to generate synthetic
sediment graphs for ungauged watersheds. The procedure is based on a one-hour unit
sediment graph (USG) concept which was defined as “the direct sediment graph (DSG)
resulting from one unit of effective sediment (mobilized sediment) of a storm of one-hour
duration generated uniformly over the basin at a uniform rate. Well known to the fact that
linearity and time invariance are the bases for the development of the unit hydrograph; the
same was used to derive the unit sediment graphs for ungauged watersheds. Once the one
hour unit sediment graph is developed, the one hour sediment graph of a storm for a specific
watershed can be generated by convoluting the one hour unit sediment graph with the
mobilized sediment of one hour duration provided that the rainfall records and characteristics
of soil and watershed are known. The steps involved in the model development are

summarized below:
1. Develop regression relationships between effective rainfall (ER) (mm/km?),
mobilized sediment (Y) (tons/km?), effective rainfall intensity (ERI) (mm/hr), and

effective sediment erosion intensity (ESEI) (tons/hr) of the form

Y =a(ER)® (2.78)
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and

ESEI = o(ERI)’ (2.79)

where a, b, o, and B are the regression coefficients, which are estimated using the
observed hourly rainfall, stream flow and suspended sediment data. However, for
one-hour duration of the storm, ER = ERI and Y = ESEI. These regression
relationships are based on the assumptions that (i) the sediment erosion intensities
are directly related to the rainfall intensities, (ii) the duration of rainfall and of soil
erosion due to rainfall is the same, (iii) the high rainfall intensities yield high
sediment erosion intensities, (iv) the effective sediment erosion occurs during the
same period of effective rainfall, and (v) there is no sediment erosion if there is no
rainfall.

2. Estimate the average one hour USG from the observed sediment graph data and
estimate peak sediment discharge (qps) (hr'™"), base time (t;) (hr), and time to peak
sediment discharge (t,s) (hr).

3. Correlate the known quantities (dependent variable) gy, ts, and tps with the soil

properties and watershed characteristics (independent variable) as:

qps
t. +=f(A,,L,S,E,SE) (2.80)

ps

t

s

where Sg = soil erodibility; A,, L, S, and E = watershed area, main channel
length, main channel slope, mean basin elevation, respectively.
4. Lastly, the regression relationships developed at step (1)-(3) are utilized to get the
synthetic sediment graph for the ungauged watershed.
The developed procedure is advantageous in the sense that it (i) is easy to apply, (ii) rests on
the fundamental principles of system hydrology, and (iii) is well applicable to the ungauged

watersheds. However, there are some inconsistencies such as: (i) entire procedure depends
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upon the regressional equations, which are not the analytical functions, and therefore, may

lead to erroneous results, and (iii) ignores the routing concept.

Kumar and Rastogi (1987) developed a conceptual model of an IUSG for predicting
sediment graphs from a watershed. The IUSG was defined as the distribution of sediment
from an instantaneous burst of rainfall producing one unit of mobilized sediment. A
regression relationship was developed between the mobilized sediment and effective rainfall
to estimate the mobilized sediment for the event the sediment graph is desited. The

developed regression relationship is expressible as:
Y =117ER"*  r*=0.6701 (2.81)

where Y is the mobilized sediment in tons/km?, ER is the effective rainfall in mm/km?, and r*
is the coefficient of determination. This equation entails the estimation of mobilized sediment
on the basis of known effective rainfall. Finally the sediment graphs were predicted by
convolution of an JUSG with mobilized sediment. The distinguished features of the model
are: (i) it has less number of parameters, (ii) it is based on a stronger conceptual base, and
(iii) it is easy to apply to real world problems. The most striking feature of the model is that it
paves the way for applicability of various probability distribution functions (pdfs) to the
sediment graph based studies. However, the model possesses various inbuilt inconsistencies,
some of them are: (i) it does not explicitly consider the major runoff and sediment producing
characteristics of watershed, viz., soil, land use, vegetation, and hydrologic condition in their
mathematical formulation; (ii) it utilizes the regression relationship between effective rainfall
and mobilized sediment to estimate the mobilized sediment for the storm the sediment graph
is desired, it does not always produce the satisfactory results (Raghuwanshi et al., 1994); and

(iii) it is not applicable to predict sediment graphs from ungauged watersheds.

Raghuwanshi et al. (1994) extended the linear time-invariant (LTI) system model of an JTUH
based on translation and attenuation functions of rainfall excess as outlined by Clark (1945)
to model the catchment response in terms of an IUSG. The mobilized sediment was taken as

input to get the sediment graph as the output from the model. For each storm event, for which
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the sediment graph is desired, the mobilized sediment was determined by the same procedure
as followed by Chen and Kuo (1986) and Kumar and Rastogi (1987). Finally, [USG model
was developed by routing the time-area histogram of the mobilized sediment through a linear
reservoir using the Muskingum routing procedure. The model has a strong conceptual
foundation as it relies on the popular time-area concept (Clark, 1945) and uses Muskingum
routing procedure to compute the sediment graph. However, the model has some limitations
and inconsistencies of concern, some of them are: (i) model does not explicitly account for
the watershed’s geomorphological characteristics, hydrological and meteorological
characteristics; (ii) mathematically, the model formulation does not consider the factors
which can show the effects of soil conservation practices on the sediment yield from the
watersheds; and (iii) the model can not be applied to the limited data condition availability or

to ungauged watersheds.

Raghuvanshi et al. (1996) applied the basic principles of linearity and time-invariance to
develop the unit sediment graph (USG) and series graph (SG) for predicting temporal
distribution of wash load (sediment graph) from a hilly watershed. They defined the unit
sediment graph as the sediment graph resulting from one ton of sediment distributed
uniformly over the catchment area for an effective duration, The ordinates of the individual
USG were determined using Eq. (2.77). Finally, the sediment graphs were obtained by
convolving mobilized sediment and effective rainfall with unit sediment graph and series
graph ordinates, respectively, for a given storm event. Further, a regression relationship
between the effective rainfall and mobilized sediment were developed to estimate the

mobilized sediment for the storm event the sediment graph is needed.

Sharma and Murthy (1996) developed a conceptual [USG-based catchment model, similar to
Kumar and Rastogi (1987) for sediment graph prediction from arid upland basins by routing
mobilized sediments through a series of linear reservoirs. In the model, the effective rainfall
was related to sediment transport through the linear reservoir concept, similar to that
originally outlined by Nash (1957). The model parameters were determined from storm
sediment graphs (instead of storm runoff hydrographs) and were used to characterize the

shape of IUSG. The mobilized sediment was related with the effective rainfall through a
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regression relationship similar to Eq. (2.81) to get the amount of mobilized sediment during a

storm event for which the sediment graph is desired.

Kothyari et al. (1996) discussed the advantages and limitations of distributed and empirical
models of sediment yield, such as the distributed models are based on the grid-based
subdivision of catchments and these'provide an appropriate means of representing spatial
diversity across a catchment and are well suited to recent developments in GIS analysis and
automated procedures for calculating morphometric characteristics based on digital elevation
models (DEM). However, they require the coordinated use of various sub-models related to
meteorology, hydrology, hydraulics, and soil and as a result the number of parameters may
be as high as 50, e.g., in the case of WEPP model (Bradford, unpublished lecture notes,
1988), which makes the limited applicability of the models. Secondly, the lumped empirical
models such as USLE (Wischmeier and Smith, 1978), MUSLE (Williams, 1975) or RUSLE
(Renard et al., 1991) combined erosion from all processes over a catchment into one
equation. Though these models are in frequent use in many parts of world but are found not
to produce satisfaétory results. To enhance the prediction capability of sediment yield
models, they developed a sediment delivery ratio (DR) coupled time-area curve procedure
for modeling temporal variation of sediment yield as well as the total yield. The model was

based on the assumption that the time-area curve of a catchment can be used to obtain the

catchment response to an input.

Lee and Singh (1999) enumerated the possible sources of errors in the sediment yield
models, some of them are: (i) inadequacy of the model itself, (ii) parameter uncertainty, (iii)
errors in data utilized for parameter estimation, and (iii) inadequate understanding of the
watershed sediment yield process to the long extent. Building on the idea that the errors in
the prediction of sediment yield due to uncertainty caused by the physical processes
involved, the model, and the input data are reduced if the model is coupled with the Kalman
filter, they developed a sediment graph model by coupling TUSG model with it. The Kalman
filter technique is based on the state space-time domain formulation of the process involved
and uses the observation system to measure the state estimator. The state space formulation

exclusively permits the physical, conceptual, and black box models to be cast within the
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mathematical framework of two equations: (i) a system equation and (ii) a measurement
equation. The process of filtering is a mathematical operation which utilizes the past data or
measurement of a dynamic system in order to make more accurate statements about the
present, future or past state of the system that could have been made using information from
a single direct measurement. The Kalman filter determines the state vector of the process
model using two ways: (i) the observation data and (ii) the model parameters. A comparative
study between the observed sediment graphs and the sediment graphs estimated by IUSG
model and IUSG model coupled Kalman filter shows that sediment graphs estimated by the
latter model are in close agreement with the observed sediment graphs than the former
model. In summary, the Kalman filter allows the IUSG to vary in time, increases the
accuracy of the IUSG model, and reduces the physical uncertainty of the sediment yield
processes. From application view point, however, the Kalman filter based ITUSG model has
some limitations: (i) it requires the formidable computations and (ii) the Kalman filter

assumes that the dynamic system’s noise properties are known exactly.,

Lee and Singh (2005) proposed a tank model of sediment yield consisting of three tanks to
estimate the sediment graphs and hydrographs from the watershed. In the tank model each
tank represents a specific runoff component e.g. the first tank represents the surface runoff
component, the second tank represents the intermediate runoff (or inter flow) component and
the third tank represents the ground water runoff component (base flow component). The
model is based on the conceptualization that the sediment of the first tank infiltrates into the
second tank and the sediment of the second tank infiltrates into the third tank. Thus, the
sediment yield due to intermediate runoff and groundwater runoff results when the water due
to interflow and groundwater flow appears on the soil surface. The sediment yield of each
tank is computed by multiplying the total sediment yield by the sediment yield coefficients
and the total sediment yield is obtained by the product of the runoff of each tank and the
sediment concentration in that tank. The sediment concentration of the first tank is computed
from its storage and sediment concentration distribution, the sediment concentration of the
next lower tank is obtained by its storage and the sediment infiltration of the upper tank, and
so on. The sediment concentration distribution within each tank caused by the incremental

source runoff (or effective-runoff) is obtained by IUSG and a sediment routing function. An
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application of the tank model of sediment yield and IUSG model to an upland watershed in
northwestern Mississippi shows that sediment graphs computed by the tank model are in
good agreement with the observed sediment graphs than those computed by IUSG model.
The developed model explicitly gives due considerations to the sediment yield due to
intermediate flow and ground water flow., However, the model does not account for the
runoff and sediment producing watershed characteristics such as soil type, land use,

hydrologic condition, etc. in its formulation.

Mishra et al. (2006a) coupled the popular SCS-CN method with USLE for modeling rainfall
generated sediment yield from a watershed. The coupling is based on the following
hypotheses: (i) the runoff coefficient C is equal to the degree of saturation S;, (ii) the
potential maximum retention S can be expressed in terms of USLE parameters, and (iii) the
sediment delivery ratio DR is equal to the runoff coefficient C. Based on the above

hypotheses, they developed a generalized sediment yield model expressed as:

Y=[0_K0W—XS+VM+XJA (2.82)

P+(1-A)S+V,

where Y = sediment yield, A = the potential maximum erosion, P = total rainfall, S =
potential maximum retention, Vo = initial soil moisture, and A,is the initial flush gbefﬁcient.
An application of the developed models to large set of rainfall-runoff-sediment yield data
shows that the computed sediment yield is in good agreement with the observed values. The
important inferences drawn from the study are: (i) the models, being conceptual in nature,
enjoy all the simplicity in applications than the rigorous physical models do, (ii) the popular
SCS-CN methodology is equally useful for sediment yield modeling with the same spirit and
efficiency as that in runoff applications, (ii) it is possible to determine the potential erodible
depth of a watershed using USLE and NEH-4 tables, (iii) the sediment yield -depends on the
amount of infiltration, and (iv) the initial soil moisture, similar to SCS-CN based runoff
applications, play a significant role in case of sediment yield modeling. Despite of having a
hydrologically sound procedure and a firm mathematical base, the models are not applicable

for modeling time-distributed suspended sediment yield or sediment graph applications.
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2.3.6 Remarks

The sediment graph models are powerful tools for modeling time-distributed
sediment yield in streams and reservoirs. These models are particularly important if the
sediment carries pollutants that are toxic at high concentrations. The sediment graph models
provide useful information for solving variety of problems such as in (i) water-quality
modeling, (i) design of efficient sediment-control structures, (iii) study of transport of
pollutants attached to the sediment, and (iv) the development of sediment-routing procedures
(similar to flood routing hydrographs) besides the total sediment yield. This reflects the
significance of sediment graph models in the realm of sedimentation. The sediment graph
models developed so far are éither (1) based on regression foundations (Chen and Kuo, 1986;
Kumar and Rastogi, 1987; Raghuwanshi et al., 1994), which make their specific or limited
applicability, or (ii) based on lengthy and complicated procedure, which uses two or more
models to simulate each component individually (Williams, 1978). However, the conceptual
model of Kumar and Rastogi (1987) follows a well established procedure of Nash (1957).
Recently Mishra et al. (2006a) developed SCS-CN based sediment yield models, which are
not applicable for sediment graph based applications. Their model accounts for most of the

watershed characteristics, which may affect the yield.
24 SUMMARY

The literature available on the origin, theoretical and historical background, nature,
advantages and limitations, and advanced appl'ications of SCS-CN method was critically
reviewed. Issues pertaining to structural foundation of the method, including SMA procedure
and CN vs AMC description were discussed. The renewed SCS-CN procedure of Michel et
al. (2005) still possesses certain structural inconsistencies. These are needed to be attended
on C = §; concept for an enhanced performance of the SCS-CN methodology. The SUH
methods, viz., the empirical methods, the conceptual models, the GIUH based methods, and
the pdf based models were reviewed critically for their advantages and limitations. The
methods of Snyder and SCS involve great subjectivity in SUH derivation. The conceptual

HM model ignores the concept of translation essential for describing a dynamic system. The
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use of pdfs for SUH derivation is getting wider acceptability as it avoids subjective sketching
of UH shape in order to satisfy the constraint of unit volume and GIUH technique facilitates
to compute salient points of UH from catchment geomorphology. This facilitates to get the
complete shape of SUH. Sediment yield generation and modeling approaches were
discussed. Popular sediment graph models were reviewed critically for their advantages and
limitations. Majority of them either utilize the regression foundations (which make their
specific/limited applicability) or the lengthy and complicated procedures using two or more
models to simulate each component individually. Secondly they ignore the sediment
producing watershed characteristics such as soil type, land use, hydrologic condition, and
antecedent moisture.

Given the present status of the works carried out for estimation of runoff using SCS-
CN method, derivation of SUHs for estimation of flood from ungauged catchments, and

conceptual models of sediment graph, the following can be attempted:

1. To further revisit the renewed SCS-CN methodology of Michel et al. (2005) for
its inconsistencies on a stronger mathematical platform and hydrologically
sounder perception and compare both with the existing SCS-CN methodology
using a large data set.

2. To extend the Hybrid Model (HM) of Bhunya et al. (2005) for SUH derivation to
account for concept of translation, which is essential for describing a dynamic
system (Ponce, 1989), and develop a generalized form of the extended hybrid
model (EHM) similar to Dooge (1959) and Nash (1959). Further check the
suitability of EHM and HM using storm data.

3. To explore the suitability of Chi-square and Fréchet distributions combined with
Horton’s order ratios to develop SUH. Further check their suitability against the
2PGD method of Rosso (Rosso, 1984) using field data.

4. To develop sediment graph models based on popular [USG concept similar to
IUH concept of Nash (1957) and popular SCS-CN method, and apply these
models to field data.
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CHAPTER-3
STUDY AREA AND DATA USED

Three types of data are used in the present study as follows:
(1) Event and daily rainfall-runoff data
(1) Short-term time distributed rainfall-runoff data

(ii1)Short-term time distributed sediment yield data

The event based rainfall runoff data are used for testing the the workability of SMA based
event-based SCS-CN inspired models; daily data used for testing the workability of SMA
inspired continuous SCS-CN models; the short-term time distibuted rainfall-runoff data
comprising of hourly (or fraction) event based unit hydrograph data for testing the suitability
of synthetic unit hydrograph methods; and the short-term time distributed sediment yield
data, mainly sediment graph data, for evaluation of the suitability of the proposed sediment

graph models for sediment graph and total sediment yield computations.

3.1 EVENT RAINFALL-RUNOFF DATA

A large event rainfall-runoff data set is derived from the United States Department of -
Agriculture-Agricultural Research Service (USDA-ARS) data base, which is a collection of
rainfall and stream flow data from small agricultural watersheds of the United States of

America (Fig. 3.1). The data base is available on http://www.ars.usda.gov/arsdb.html as well

as on http://hydrolab.arsusda.gov/arswater.html. In the present study, rainfall-runoff data of

9197 events from 35 watersheds of areas varying from 0.17 to 53.42 ha are used to test the
workablity of the SCS-CN inspired models. Table 3.1 shows the watershed no., area,
location, latitute and longitude, and the no. of events available for each watershed. Appendix

A shows the typical rainfall-runoff and antecedent precipitation (Ps) data set for a US
watershed (no. 9004).
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ARS Expenmental Watersheds

Fig. 31 Map of USDA-ARS experimental  watersheds  (Source:
hitp://hydrolab.arsusda.gov/arswater.html)
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Table 3.1 Summary of US watersheds and their characteristics

Sl. | Watershed | Area Location Latitude Longitude | No. of
No. No. (ha) Events
1 9004 | 23.96 | Americus/Georgia 32°13°08°° | 84721748 | 94
Klingerstown/Pennsy - -
2 16010 40.47 | lvania 325
3 17001 11.02 | Edwardsville/Illinois | 3852’45 | 89°54°14” 586
4 17002 20.21 | Edwardsville/Illinois | 3852’45 | 89°54°24>° | 546
5 17003 5.08 | Edwardsville/Illinois | 38°52°27° | 89°54°08° 137
6 | 26010 0.55 | Coshocton/Ohio 40°22°23> | 81°47°20” | 879
7 26013 0.68 | Coshocton/Ohio 4022’11 | 81%47°39> 572
8 26014 0.26 | Coshocton/Ohio 40%21°56”* | 81%47°49 | 495
9 26016 0.59 | Coshocton/Ohio 40"22°04> | 81%46°50” 358
10 | 26018 0.48 | Coshocton/Ohio 40°22°04>° | 81%46°56 | 106
11 | 26031 | 49.37 | Coshocton/Ohio 40°23'29” | 81°48°40° | 77
12 26863 0.17 | Coshocton/Ohio 40°22°15> | 81°47°49” 197
13 | 34002 1.95 | Cherokee/Oklahoma | 36°44°0" | 98°23°06* | 247
14 34006 0.71 | Cherokee/Oklahoma 36°44°0"° | 98%23°06” 275
15 1 34007 0.81 | Cherokee/Oklahoma | 36°44°0 | 98"23°06*° | 262
16 | 34008 1.91 | Cherokee/Oklahoma | 367440 | 98°23°06°" | 231
17 35001 13.52 | Guthrie/ Oklahoma 35°49°12”° | 97°23'18” 158
18 | 35002 1.3 | Guthrie/ Oklahoma 35°49°12° | 97°23°18” | 151
191 35003 1.27 | Guthrie/ Oklahoma 35%49°12*° | 9723’18 | 107
20 | 35008 3.68 | Guthrie/ Oklahoma 3574912 | 97°23°18> | 129
21 | 35010 6.35 | Guthrie/ Oklahoma | 35°49°12** | 97°23°18 | 113
2 1 35011 38.36 | Guthrie/ Oklahoma 35°49°12°* | 97°23°18” 99
23 | 37001 6.76 | Stillwater/ Oklahoma | 36°21°0 | 97°04°0" 195
24 | 37002 | 37.23 | Stillwater/ Oklahoma | 36°21°0°* | 97°04°0° | 338
25 | 42010 7.97 | Riesel/Texas 3127127 | 96°53°0” | 224
26 | 42012 53.42 | Riesel/Texas 31928°30°* | 96°52°'46° | 277
27 | 42013 | 32.33 | Riesel/Texas 31°28°30”° | 96°52°54 | 36
28 | 42014 6.6 | Riesel/Texas 31°28°26” | 9653’09 | 273
29 | 42015 16.19 | Riesel/Texas 31728°08 | 96°52°49° | 128
30 42016 8.42 | Riesel/Texas 3192822 | 96°52°54" 293
31 | 42017 7.53 | Riesel/Texas 31928°31”° | 96°53°10° | 237
32 42037 . 4.57 | Riesel/Texas 31°28°36° | 96°52°39” 181
33 42038 2.27 | Riesel/Texas 3172811 | 96°52°55” 158
34 42039 4.01 | Riesel/Texas 3192756 | 96°53°07" 237
35 42040 4.57 | Riesel/Texas 3127’57 | 96°53°08” 226
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3.2 DAILY RAINFALL-RUNOFF DATA

In the present study, the daily ranfall-runoff data of Hemawati catchment are used for
testing the workability of SMA inspired continuous SCS-CN models. The daily rainfall-
runoff data from January 1, 1975, to December 31, 1979, were available for use. The
Hemavati catchment (area = 600 km®) up to Sakleshpur is a sub-catchment of River Cauvery
(Fig. 3.2). It lies between 12°55" and 13°11' North latitudes and 75°29' and 75°51' East
longitudes in the southwest part of Karnataka State in India. The upper part of the catchment
is hilly with an average elevation of 1240 m above the mean sea level (msl) and the lower
part forms a plain terrain with an average elevation of 890 m above msl. It traverses a total
length of about 55.13 km up to Sakleshpur. Its topography can be broadly divided into three
parts: (i) low land (valley lands), (ii) semi-hilly (gently sloping lands), and (iii) hilly (hill
ranges of steep to moderate slopes). The average rainfall of the basin for the period 1942-71
is 2972 mm. Appendix B shows the typical rainfall-runoff and evaporation data for the year
1975.

3.3 SHORT-TERM RAINFALL-RUNOFF DATA

In the present study, the short-term rainfall-runoff data (comprising of UH data and

watershed characteristics) of the following watersheds is used.

3.3.1 Chaukhutia Catchment

The Chaukhutia catchment (area = 452.25 km?) (Fig. 3.3) is located in the Pauri
Garhwal district of Uttarakhand state, lies between 79° 31’ to 79° 46’ 15” East longitude and
29° 127 15” to 30° 6 N latitude. The storm data were taken from Verma and Rastogi (2002)
for the analysis. These data were collected from the Divisional Forest Office Ranikhet
(India). The average annual precipitation is 1467 mm, which varies from 1208 mm to 1744

mm at different locations. The elevation of the catchment ranges from 929 to 3144 m above
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mean sea level. The details of catchment and unit hydrograph chracteristics are given in

Table 3.2.

SAKLESHPUR

13°11°N

12°55°N

—

|
75°29°E

)

75°51’E

Fig. 3.2 Map of River Hemavati up to Sakleshpur (Source: Mishra and Singh,

2004a)
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Fig. 3.3 Location of Chaukhutia watershed in Ramganga reservoir catchment
(Source: Kumar and Rastogi, 1987; Raghuwanshi et al. 1994)
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3.3.2 Gormel Ermenek Creek Catchment

The storm data for the analysis were taken from Haktanir and Sazen (1990) of
Gormel Ermenek Creek catchment (area = 141.5 km?) in Anatolia (Turkey). The study
catchment is situated in the south east of Turkey. Data were collected from the reports of the
office of General Directorate of Electric Works Planning (1985), which is a State Office set
up for the evaluation of characteristics of the Turkish rivers, mainly for their hydroelectric

potential. The details of catchment and unit hydrograph chracteristics are given in Table 3.2.

3.3.3 Bridge Catchment no. 253

The storm data for the analysis were taken from Bhunya et al. (2005) of Bridge
catchment no. 253 (area = 114.22 km?) is a railway bridge on the Tyria stream of Narmada
River at Gondia-Jabalpur railway line (Fig. 3.4). For UH derivation using Collins (1939)
method in the present study, the direct surface runoff hydrograph for the.catchment was
computed using linear base flow separation technique (Singh, 1988). The details of

catchment and unit hydrograph chracteristics are given in Table 3.2.
3.3.4 Kothuwatari Catchment

The Kothuwatari catchment (area = 27.93 km?) is a sub-catchment of Tilaiya dam
catchment of upper Damodar Valley Corporation (DVC), Hazaribagh, India. The catchment
is situated at the South-Eastern part of the Tilaiya dam catchment between 24° 12’ 27" and
24° 16’ 54" North latitudes and 85° 24‘ 18" and 85 °28’ 10” East longitudes. In the year 1991,
the catchment was selected for ‘Watershed Management’ under the “Indo-German Bilateral
Project (IGBP)” for assessing the effects of soil conservation measures on runoff and wash
load. The storm data were obtained from the Soil Conservation Department (SCD) of
Damodar Valley Corporation (DVC), Hazaribagh, India. The UH data for the catchment
were taken from Singh (2003). The details of catchment and unit hydrograph chracteristics

are given in Table 3.2.
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3.3.5 Shanchuan Catchment

The Shanchuan catchment (area = 21 km®) is located in Loess Plateau and Sichan
Province China. The data for the present study were taken from Wang et al. (1992). The

details of catchment and unit hydrograph chracteristics are given in Table 3.2.
3.3.6 Myntdu-Leska Catchment

The Myntdu-Leska river catchment (Fig. 3.5) is located in Jaintia hills district of
Meghalaya, in the northeastern part of India, in the southern slope of the State adjoining
Bangladesh. Its geographic location extends from 92°15' to 92° 30' E longitude and 25° 10' to
25° 17' N latitude. The area is narrow and steep, lying between central upland falls of the
hills of Meghalaya. The catchment area is about 350 km? and elevations range from about
1372 m to 595 m above mean sea level. The UH data for the catchment were taken from
Bhunya (2005). The details of catchment and unit hydrograph chracteristics are given in
Table 3.2.

Based on the availability of catchments geomorphological data, the Bridge catchment no. 253
and Myntdu-Leska catchments are utilized to test the suitability of Fréchet and Chi-square
distributions combined with Horton’s order ratios to derive a synthetic unit hydrograph.

Table 3.3 shows the catchment’s relevant geomorphological data and UH characteristics.
3.4 SHORT-TERM SEDIMENT YIELD DATA

In the present study, the short-term sediment yield data of the following watersheds

are used.

3.4.1 Nagwan Watershed

The Nagwan watershed (area = 92.46 km?) is located in the Upper Damodar Valley of
Hazaribagh district in Jharkhand (India). The watershed lies between 85° 16’ 41” and 85° 23"
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Fig. 3.4 Index map Bridge no. 253 of Tyria stream catchment, Narmada River,
India (Source: Bhunya, 2005)
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Fig. 3.5 Index Map of Myntdu-Leska catchment (Source: Bhunya, 2005)
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Table 3.2 Summary of unit hydrographs and catchment characteristics used for EHM
and HM models

Catchments Flood Event Area Qp ty
km?) | (m%s) | (br)
Chaukhutia (India) 29-8-1985 45225 | 51.13 | 2.00

Gorme!l Ermenek Creek | Haktanir & Sazen | 141.50 5.48 6.00
(Turkey) (1990)

Bridge catchment no. 253 | 03-08-1996 114.22 5.46 5.00
(India)

Kothuwatari (India) 23/24-08-1994 27.93 4.34 1.00
Shanchuan (China) 15-8-1966 21.00 15.05 | 0.25

Table 3.3 Suminary of unit hydrographs and catchment geomorphologic characteristics

used for 2PFD and one parameter CSD

Catchments Catchment characteristics UH
characteristics
Ay L Ra |Rs |RL P tp
(km?>) | (km) (m’/s) | (hr)
Bridge catchment no. 253 11422 | 354 555 14.28 | 1.91 5.46 5
Myntdu-Leska 350 52.0 4.61 {427 | 2.12 11.8 5
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Table 3.4 Summary of sediment graph characteristics of Nagwan watershed

S1. No. Date of storm Qs Qps tps
(kN) | (kN/hr) | (hr)
1 July 6, 1989 21315 | 4621 3.5
2 July 20, 1989 70075 | 11069 | 4.5
3 July 28, 1989 31833 | 5459 4.5

50" E longitudes and between 23° 59 33" and 24° 05’ 37" N latitudes. The major soil type is
silty clay but sandy loam, clay loam, loam and loamy sand soils are also found in the
watershed. The watershed was gauged under a collaborative project ‘Indo-German Bilateral
Project (IGBP)’ by Damodar Valley Corporation (DVC) and a German agency, namely,
Deutsche Gessllschaft fiir Technische Zusammenarabeit (GTZ) (SWC&D, 1991-1996).The
sediment graph data corresponding to three storm events were derived for the present study
as shown in Table 3.4. The base sediment flow of the sediment graphs was separated in a

manner similar to the separation of the base flow of the runoff hydrographs used by Chow
(1964).

3.4.2 Chaukhutia Catchment

The physiographic characteristics of the catchment have been discussed iﬁ section
3.3.1. The sediment samples were taken at Chaukhutia flow gauging station using a one liter
bottle sampler at an interval of 2-4 h, during the rising and falling limbs, at peak, and also
during the recession of the events. Sample collection in the midstream and at different depths
was not possible during the torrential flow. Therefore, these were collected, as far as it was
possible to move in the stream from the river bank. The sediment graph data corresponding
to six storm events were derived for the present study as shown in Table 3.5. The base
sediment flow of the sediment graph was separated in a manner similar to that discussed in
section 3.4.1. For the present study, the sediment graph data were taken from Kumar and
Rastogi (1987) and Raghuwanshi et al. (1994, 1996). |
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Table 3.5 Summary of sediment graph characteristics of Chaukhutia catchment

SI. No. | Date of storm Qs Qps tps
(tons) (tons/hr) | (hr)
1 July 17, 1983 2698 1025 2
2 August 21/22, 1983 2070 875 2
3 July 15, 1984 3145 1250 2
4 August 18/19, 1984 2105 850 2
5 September 1/2, 1984 1205 475 2
6 September 17/18, 1984 963 392 2
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CHAPTER-4
PROCEDURE FOR ACCOUNTING SOIL MOISTURE IN SCS-CN
METHODOLOGY

41 BACKGROUND

Modelling of the event-based rainfall-runoff process has significant importance in
Hydrology. It has been fundamental to a range of applications in hydrological practices
since the first documentation of hydrology by P. Perreault in 1674 (Linsley; 1982). One
of the most commonly used methods to estimate the volume of surface runoff for a given
rainfall event is the Soil Conservation Service Curve Number (SCS-CN) method (SCS,
1956, 1964, 1971, 1993), which has now been renamed as Natural Resource Conservation
Service Curve Number (NRCS-CN) method. The method is simple, easy to understand,
and useful for ungauged watersheds. It accounts for the major runoff producing watershed
characteristics, viz., soil type, land use/treatment, surface condition, and antecedent
moisture conditions (AMCs). The methodology has been a topic of much discussion in
hydrologic community. Owing to spatial and temporal variability of rainfall, quality of
measured rainfall-runoff data, and the variability of antecedent rainfall and the associated
soil moisture amount, the SCS-CN method however exhibits variability in runoff
computation. The most cognizant source of variability is commonly recognized as the
AMC (Ponce and Hawkins, 1996; Mishra et al., 2006b).

The existing SCS-CN method consists of two external components (Mishra and
Singh, 2003a): (i) initial soil moisture before the start of rainfall and (ii) initial
abstractions. The existing SCS-CN method ignores the initial soil moisture storage. Much
more the assumption of initial soil moisture storage equal to zero in computation of
potential maximum retention ‘S’ from the rainfall-runoff data of a gauged watershed
exhibits contradicting features in respect of the SCS-CN application to gauged and
ungauged watersheds. It has led to the development of the concepts of (i) statistical error
bands; (ii) ordering of rainfall-runoff data (Hjelmfelt, 1980; Hawkins, 1993; McCuen,
2002); and (iii) derived distribution (Bonta, 1997).

The runoff prediction using SCS-CN method can be improved considerably by
incorporating Soil Moisture Accounting (SMA) procedure (Williams and LaSeur, 1976).

The SMA concept is based on the notion that the higher the initial moisture storage level,
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the higher the fraction of rainfall converted into runoff. Building on this idea, Michel et
al. (2005) proposed a renewed SCS-CN procedure to overcome the inconsistencies
associated with the existing SCS-CN method. They also introduced a continuous
hydrologic simulation model based on the new procedure. However, the renewed
procedure also has voids of concern as discussed in section 2.1.6.

Thus, it may be inferred that the original method‘ as well as the renewed procedure
of Michel et al. needs to be further examined on a sounder perception of the SMA
procedure, and formulated to explain the issues related with AMCs, S, and S. The present
work therefore focuses on both event-based and long-term hydrologic modeling aspects
of the SCS-CN methodology with the following objectives: (&) to develop an event-based
SMA-inspired SCS-CN model, (b) to develop a long-term SMA-inspired SCS-CN model,
and (c) to test both the models on a large set of data from the catchments of United States

and India.

42 MATHEMATICAL FORMULATION
4.2.1 SMA Inspired Event Based SCS-CN Model

The original SCS-CN method (SCS, 1956) is applicable only at the end point of
the storm, or indirectly time independent, but it has long been applied to the cumulative
rainfall at a number of points within the cumulative rainfall hyetograph to yield the
rainfall-excess hyetograph (ASCE, 1996). However, if the SCS-CN method is to be used
within a continuous watershed model, the application of the method cannot be restricted
to the total storm runoff depth-only. Therefore, it 1s quite reasonable to hypothesize that
the SCS-CN method is valid not only at the end of storm point but also at any instant

during a storm. Thus, P and Q can be differentiated with time t as (%13 %Q)
t

Mathematically, since the existing SCS-CN method (Eq. 2.5) does not yield a zero

value of Q for P< I, its derivative may exhibit a mathematical problem and may be

treated by imposing a similar condition, as shown later. Furthermore, the basic SCS-CN

hypothesis (Eq. 2.3) does not explicitly account for the initial soil moisture i.e. the soil

moisture storage level at the beginning of the storm event (Mishra and Singh, 2003a&b,
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2004a). Therefore, to account for the initial soil moisture storage, the basic hypothesis
(Eq. 2.3) can be modified as (Mishra & Singh, 2002b, 2003a&b):

Q F+Votl
P-Lh S+Vo+1la

4.1)

where V, is the initial soil moisture storage level. Combining Egs. (2.2) and (4.1) one gets

Q= (P-}-VOXP“—Ia)
P+S+ Vo

ifP>1, (4.2)

=0 Otherwise

Eq. (4.2) is the modified form of the existing SCS-CN method and is derived after
incorporating the initial soil moisture storage in the basic hypothesis (Eq. 2.3) or C = S,
concept. Mathematically, equation (4.2) is an improved form of the existing SCS-CN
method (Eq. 2.5). However, since the condition P < I, yields a negative runoff, it can be
safely taken as zero.

Now, before proceeding to develop continuous sub-model similar to Michel et al.,
it is necessary here to understand the conceptual soil-water-air system of a soil ggpﬁle to
have sounder perception of SMA and intrinsic nature of parameters. If V, is‘. fhe soil
moisture storage level at the beginning of the storm event, V is the moisture storage at
any time t during the storm event, and P is the accumulated rainfall up to the time t, and Q
is the corresponding runoff. Consistent with the derivation of Michel et al., an expression
for V can be derived as follows:

Differentiation of Eq. (2.2) with time‘t’ yields

£=EQ_+§£+£ 4.3)
dt dt dt dt

Defining dP/dt = p, dQ/dt = q, for I,= constant, and dI,/dt = 0, Eq. (4.3) can be written

as

79



_dF

= 4.4
fr (4.4)

P—q
where dF/dt is similar to dV/dt. Replacing dF/dt with dV/dt in Eq. (4.4) one gets

—=p-q (4.5)

Integration of Eq. (4.5) with the limitsatt=0, V=Vg, andatt=t, V="V, yields
V=Vo+(P-Q) (4.6)

Eq. (4.6) is same as Eq. (2.28). Initially, Eq. (4.6) was given by Michel et ai., now we
have its complete mathematical description derived from water balance equation (Eq.
2.2), but on considering the initial soil moisture.

Consistent with Michel et al., Vy was ignored in the original SCS-CN method, and its
effect on S can be described by taking I, = 0 and assuming Vj as shown in Fig. 4.1. In this
figure the sum of volume of air (V,) and volume of water (V, = Vj) represents the

volume of voids, expressed mathematically as:

V,=V.+V, 4.7
In such a situation, V, in Eq. (4.7) represents the SCS-CN parameter, the potential
maximum retention, S, and V, represents the absolute potential maximum retention, Sp,

which is a constant for a particular watershed (Mishra and Singh, 1999a).

For [, #0 Eq. (4.7) can be rewritten as:

Vy=Va+ Vo +1) (4.8)

Replacing different terms of Eq. (4.8) by their suitable notations, viz., Vy = Sp, Vo= 8§, S,
= (V¢+la) results into the following:

Sp=S+8S, 4.9)

80



S/Sy

k3
Air Va=8
V=35 v
A
Water Vw =V,
y
. 2
\Y%
Solids B
Y

Fig. 4.1 Conceptual soil-water-air system of a soil profile
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Fig. 4.2 Feasible limits of V-variation for ¢ >0
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Eq. (4.9) shows the dependency of S on both S, and S, This further strengthens the

intrinsic nature of the parameters. Putting the value of Q from Eq. (4.2) into Eq. (4.6), the

moisture storage level at any time t can be expressed as:

V=Vo+P- [(P + VeP - I”)} (4.10)
P+S+ Vo

Eq. (4.10) will be used to present Eq. (4.2) in the form of continuous soil moisture

accounting (SMA) sub-model i.e. rate of runoff (q) as a function of rate of rainfall, p,

moisture storage level, V, and basin parameters.

Substituting Q from Eq. (4.2) into q =§d$— , as above, and differentiating gives,

fli= D

P can be obtained from Eq. (4.10) as:

(P+Vo+SY2P + Vo—1L) = (P + Vo)P - L)
; (4.11)
(P +S+ Vo)
_ [Vol - (Vo + SYV - Vo)) .12

(V-Vo)-(S+1L)

Substitution of P into Eq. (4.11) leads to defining different terms of equation as follows:

(P+Vo+S):%, (4.13a)
(2P +Vo-1,)=YO +ssl)s_a ?‘“SJ’S") : (4.13b)
(P+Vo)= S+2—V—v (4.13¢)
(P-1L)= (8+8.(V -8:) (4.13d)

S+S.-V
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and

2 2
(P+S+ Vo) =—S£’ﬂ7 (4.13¢)
(S +S.-V)
Putting these terms into Eq. (4.11) and then simplifying finally results into
qu[v3+(v ;Ss:)(sb—v)} “.14)

where all S, S, and S, are constant for a given watershed and storm. Eq. (4.14) contains
three terms in numerator viz., VS, (V-S,) and (S,-V). If all these terms are positive, the
equation yields a non-negative runoff ‘q’. As seen, VS and (Sy-V) are always non-
negative. The second term (V-S;) may however take any value, positive or negative,
depending on V > S, or V < S,. From hydrologic view point, only two extreme conditions
for runoff ‘q” are possible, viz., g2 0 andq <p, and therefore, are worth analyzing, as

follows.

First Condition (g 20)

On putting q from Eq. (4.14) into the first condition, q = 0 , one obtains

p[VS+(V —sﬂ)(sa,-v)]2 s @.15)
SSe
or
V2 —2VSh+8aSs <0 (4.16)

The solution of which can be given as:
[ Sa
VsSb[l- 1——-—} (4.17)
Se

83



It follows that V < Sy and since V can not be less than zero, it can range (0, Sy) as shown

in Fig. 4.2, which is a physically realizable condition.
Second Condition (q<p)

On putting q from Eq. (4.14) into the second condition, q < p, one obtains

. VS+(v—sa)(sb—v)}Sp 4.18)
SSs

or

2VSe> - V? =S* <0 (4.19)
or

Sb2 + V2 =2VSp 20 (4.20)
The solution of Eq. (4.20) can be given as:

[So-V] >0 (4.21)

It yields V.<Sv, which is a feasible solution. Thus, Eq. (4.14) can be re-written as

follows:

SSe b

/q:p{ver(v-sa)(sb-v)} vssbll- 1_%} 42

=0 otherwise

Now, four explicit conditions viz., V < S, V = 8§, V> S, and V = §;, can be

distinguished from Soil Moisture Accounting (SMA) view point, as shown in Fig. 4.3.
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In order to physically interpret the first two conditions i.e. V < S,, V = §,, Eq. (4.22) is

further expressed in non-dimensional form as

CUNA A1) P I PR 4.23)
P 9 S, Sy Sy Sy .

Eq. (4.23) is represented graphically (Fig.4.4) for the feasible variation of g/p with V/S,
and Sy/Sp. It is observed that even when V<8§,, q is not zero. Similarly for the condition V
=S, Eq. (4.23) reduces to:

_ (S} a_(Se
q‘p(sl,)‘”p (SJ (4.24)

Eq. (4.24) describes a proportionality of direct surface runoff rate and rainfall intensity
(Fig. 4.5), similar to the basic proportionality of the existing SCS-CN method (Eq. 2.5). It
follows that when V = S, and S,— Sy, (i.e. soil is fully saturated initially), ¢ — p, which is
close to reality. However, the proportionality condition (Eq. 4.24) was not encountered in
the Michel et al. model due to conmsidering the existing SCS-CN method in the
development of continuous sub-model i.e. ignoring the concept of SMA in the basic
proportionality concept. Equations (4.23) and (4.24) hydrologically represents the
presence of some runoff (though in fractions) in the form of interflow, when the moisture )
storage is equal to or less than the threshold value, i.e. S,.

For V >'S,, q can be computed from Eq. (4.22), and for V = S, (maximum capacity of

moisture storage), Eq. (4.22) yieldsq = p. At this stage no more rainfall can enter the soil
moisture storage, or -(L—Y =0 from Eq. (4.6). Table 4.1 compares these expressions with

those of Michel et al. for all the four conditions encountered (i.e., V<S,, V=S, V> S,
and V = Sp). To this end, we have developed the continuous sub-model (Eq. 4.22),
expressed in terms of rainfall and runoff rates, i.e., variables p and q, not P and Q as in the
original SCS-CN method (Eq. 2.5). However, this situation can be tackled by coupling
Eq. (4.6) with Eq. (4.22). But before this, one must check the consistency of Eq. (4.2) for
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Fig. 4.5 Proportionality between direct surface runoff rate and rainfall intensity

Table 4.1 Summary of continuous sub-models of runoff q for different values of

moisture storage V

Soil moisture storage Proposed Michel et al.
V)

[ VS = (V=S S6—-V =

V<Sa q= (V=S)Se )} q=0
i SSs

Sa
V=S =p| — =0
’ 1 Sb) a
S <V < Q=5 VS+(v-sﬂ)(sb-v)J qﬂ{v-saj(z_v Ss

L SSo S

V=8, q= q=p
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its SMA foundation, as it considers Vj in proportionality (C = S;) concept or basic

hypothesis (Eq. 2.3). This can be accomplished by replacing I, from Eq. (4.2) by V4 and

Sa, as follows:

(P+Vo)P+Vo-Sa)

Q=5 s+vs

for P+V,> S, (4.25)

=0 otherwise

If soil is fully saturated before the start of a storm event, ie., Vo = Sy, then Q should be
equal to P. Thus, putting Vo = Sy in Eq. (4.25), one gets:

_(P+8,)P+S,-S:)

4,26
Q P+S+S, {4.20)
Alternatively, Eq. (4.26) can be expressed as
SSe
—p AL 427
Q P+S+Ss ( )

It can be inferred from Eq. (4.27) that Q is greater than P for the condition, Vo = Sy. This
indicates towards the mathematical inconsistency in the modified form of existing SCS-
CN method (Eq. 4.2), and needs to be addressed on complete SMA foundation. For this,
the only way to obtain the mathematically consistent formulation is to recalculate the
formula for cumulative runoff (Q) and cumulative rainfall (P) by coupling Eq. (4.6) with
Eq. (4.22), similar to Michel et al., as indicated above. However, three cases, illustrated in

Fig.4.6, arise from the presence of Vo and S,, as follows:

First case: when Vo<S.—P or P<]; ie. rainfall P is not large enough to meet I,

requirement then Q =0

Second case: whenVo<Sa, but(P+Vo)>S. ie. Sa—~P<Vo<Sa, then the generated
runoff (Q) can be computed using Eq. (4.2).
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Third Case: when V) is greater than S, but less than Sy i.e.Ss < Vo £ Sp, then substituting
q from Eq. (4.22) into Eq. (4.2) one gets

av _ I:VS+(V—Sa)(Sb—V)j| @28)
dt SSl\ .

or
av . p[l VS +(V=8a)Ss -v)] 4.29)
dt SSo

After re-arranging, Eq. (4.29) is expressible as:

av _ {hl{l_s_a](l_l)/[l_iaﬂ (4.30)
dt S5 sl Syt S, S, S,

or

dv (So - VY !
dt 'p[ 55 ] i

Again, re-arranging Eq. (4.31) and applying appropriate lower and upper limits of

integration, one gets:

Vj v _ ]-pdt

(4.32)
V=V0 (Sb - V)2 1=0 SSb

On integrating Eq. (4.32), we get

1 1 _P
(Ss-V) (Sv-Vo) SS

(4.33)

Now, substituting V from Eq. (4.6) into Eq. (4.33) and rearranging leads to

N



(P-Q) N
[(Ss—Vo)=(P-Q)fSo- Vo)  SSs (4.34)

Eq. (4.34) can be further simplified as:

B (Sb - Vo)2
Q= P[l 88y + P(Se - Vo) (4.35)

It is observed from Eq. (4.35) that if Vy = S, then Q = P, consistent both mathematically
and physically.
Finally, the event-based models corresponding to the three cases can be summarized

below as:

Vo<Sa—P Q=0 (4.36)

(P + Vo)P + Vo—S:)
P+S+ Vo

Sa—P < Vo<Sa Q= (4.37)

2
S: < Vo<Sh Q=p[1- (82— Vo) (4.38)
SSe + P(Sb - Vo)

Here, it is to be noted that the third case, i.e., Vo>Sa corresponds tola <0, was not
included in the original SCS-CN method. Thus, the set of equations (Eqgs. 4.36 to 4.38),
framed under the three cases, represents a hydrologically more rational and sound
procedure, which should replace the existing SCS-CN method, and is an improvement
over Michel et al. model. Table 4.2 summarizes the proposed SCS-CN model, Michel et
al. model, and the existing SCS-CN method for the three conditions.

4.2.2 SMA Inspired Continuous SCS-CN Model

As discussed above, Eq. (4.22) describes only a part of the SMA based continuous
model since it lacks the component of soil moisture depletion (i.e. the

evapotranspiration), which occurs during the inter-storm periods. Accordingly, a
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Table 4.2 Comparison of event-aggregated SMA procedure based SCS-CN model for

various antecedent moisture levels

S1. No. Case Proposed model Michel et al. model
Vo < Sa —P .
1 Q=0 Q=0
Sa—P <Vo<Sa Q_(P+V0XP+V0—Sa) (P +Vo—Say
. P48+ Vo Q=3 Ve s.+s
Sa<Vo<Se OLH1 (Sb__vo)2 Q=pl1- (Sb—V0)2
o SSs+P(Ss— Vo) S7 + P(So - Vo)

complete SMA based continuous model would essentially comprise of Eq. (4.22) along
with an expression for evapotranspiration. In the present study, similar to the ‘Versatile

SCS-CN model’ proposed by Mishra and Singh (2004a), the potential evapotranspiration

was computed as:
PET =PANC*E 4.39)

where PANC is the pan coefficient and E is the pan evaporation during At period or time
interval (=1-day in present case). Pan evaporation depends on several meteorological
factors, such as temperature, humidity, wind speed, and solar radiation. PANC however
depends on vegetative cover and season and is thus a function of the time of the year and

varies between 0 and 1. Accordingly the dynamic relationship for V (Eq. 4.5) can be
modified as:

%\t’- =p-q-PET (4.40)

Thus, Eqs. (4.22), (4.39) & (4.40) constitute the proposed SMA inspired continuous SCS-
CN model. Similarly, Egs. (2.32), (4.39) & (4.40) constitute the continuous SCS-CN
model developed by Michel et al.
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4.3 APPLICATION

4.3.1 SMA Based Event-Aggregated and Existing SCS-CN Models

The proposed event-based SCS-CN model (Egs. 4.36-4.38), Michel et al. model
(Egs. 2.29-2.31), and existing SCS-CN method (Eq. 2.6) were applied to a large rainfall-
runoff data set derived from the U.S. Department of Agriculture-Agricultural Research
Service (USDA-ARS) data base, as discussed in Chapter 3. In the present study, rainfall-
runoff data of 9359 events from 35 watersheds having area varying from 0.71 to 53.42 ha
are used (Table 3.1).

4.3.2 Procedure Adopted for Models Application

The proposed as well as Michel et al. event-based SCS-CN models have three
parameters, viz., Vo, S, and S,. For proposed model, parameter V, was estimated by a

simple but efficient and hydrologically rational relationship (Mishra et al. 2006b):

V, =0 /P,S (4.41)

where o is a coefficient, and Ps is the 5-day antecedent rainfall amount. The advantage of
such an expression is that it relates physically Vjto Ps and S, in the sense that a higher Ps
or S will have a higher value of V. Moreover, it obviates the sudden jump of V¢ with S
or CN. Since Michel et al. model does not have any expression for V, estimation, the
same expression (Eq. 4.41) is used for V estimation.

Similarly, the parameter S, of proposed model was estimated by a linear relationship

between S, and S, given as

S, =BS (4.42)

where § is a coefficient. However, for Michel et al model S, is taken as a set fraction of S
(= 0.33S). For existing SCS-CN method (SCS, 1956; McCuen, 1982; Ponce and
Hawkins, 1996; and Mishra and Singh, 1999a), which is based on I-A relationship and
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three AMC conditions (NEH-4 procedure), A was taken as 0.2 (a standard value). Finally,
Marquardt (Marquardt, 1963) constrained least-square approach was utilized to estimate

the coefficients a, B, and parameter S.
4.3.3 Marquardt Constrained Least Square Approach

Marquardt (1963) provided an elegant and improved version of the non-linear
method originally proposed by Levenberg (1944). The method primarily provides a
smooth variation between the two extremes of the inverse-Hessian method and the
steepest descent method. The later is used when the trial solution is far from the minimum
and it tends continuously towards the former as the minimum is approached. The details

of the approach are given in Mishra and Singh (2003a).
4.3.4 Goodness of Fit

The goodness-of-fit of the models was evaluated using the Nash and Sutcliffe
(NS) (1970) efficiency criterion as:

Z(Qobs &, (ﬁ)z % 100 (4.43)

Z (Q obs ~ Qobs

NS=1-

where Qqps 1s the observed runoff, Qcom and Q  stand for computed and the mean of the

observed runoff, respectively. The efficiency varies on the scale of 0-100. It can also

assume a negative value if Z Qu=-Q...) >Z (Qobs - Q. % )2 , implying that the
variance in the observed and computed runoff values is greater than the model variance.
In such a case, the mean of the observed data fits better than does the proposed model.
The efficiency of 100 implies that the computed values are in perfect agreement with the
observed data. Recently, McCuen et al. (2006) found that NS efficiency is a very good

criterion for assessing the comparative performance of hydrologic models.
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4.3.5 Performance Evaluation of SMA Based Event-Aggregated and
Existing SCS-CN Models

As discussed above, the NS efficiencies resulting from the application of SMA
based event-aggregated SCS-CN models, viz., the proposed SCS-CN model, Michel et al.
model, and existing SCS-CN method (Eq. 2.6) are shown in Table 4.3. For convenience
sake, the proposed event-aggregated SCS-CN model is designated as Model 1, Michel et
al. model as Model 2, and existing SCS-CN method as Model 3. The performance was
evaluated by assigning ranks (i — iii) to the above three models in the order of their NS
efficiency-based merit in applications to the data set of a watersheds. The rank i
corresponds to the maximum efficiency, and rank iii to the minimum. For evaluating the
overall performance of these models in all applications, each rank was assigned a grade 2-
0 (at an interval of 1, i.e., 2-1-0), respectively, and the assigned grades were added to rank
these models in the order of their overall performance. Such type of ranking and grading
system has been applied successfully by Mishra and Singh (1999a). Based on NS
efficiencies shown in Table 4.3, the ranks of Models in each application and assigned
overall ranks (I-III) from the overall score obtained by each mode! are shown in Table
4.4. Tt is observed from the table that Model 1 scores the highest marks 65 followed by
Model 2 with 41, and Model 3 with 0 mark out of the maximum 70. Accordingly Models
1, 2, and 3 can be ranked as I through III, respectively. Alternatively Model 1 performs
the best, followed by Model 2, and Model 3. Thus, the results show that the performance
of Model 1 (proposed model) is much better than Model 2 (Michel et al. model), and
Model 3 (existing SCS-CN method) performs poorest in the present application. Similar

inferences can be drawn from the results shown graphically in Appendix G.

4.3.6 SMA Based Continuous SCS-CN Models

The proposed SMA inspired continuous SCS-CN model (Egs. (4.22), (4.39) &
(4.40)) and the continuous SCS-CN model of Michel et al. (Eqgs. (2.32), (4.39) & (4.40))
were applied to five year daily rainfall-runoff and evaporation data set of the Hemavati
watershed. It is noteworthy here that the threshold value of soil moisture (S,) was taken as
0.33S in Michel et al. application, whereas in application of the proposed model it was

estimated using Eq. (4.42).
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Table 4.3 Statistic of Goodness of fit

NS efficiency of SMA inspired Event-

aggregated and Existing SCS-CN Models

1. No. | Watershed No. ‘z‘ﬁg‘ Model 1 | Model2 | Model3
1 9004 23.96 76.63 74.88 46.83
2 16010 40.47 41.71 31.00 7.94
3 17001 11.02 78.71 78.15 3.56
4 17002 20.21 78.90 78.12 1.48
5 17003 5.08 74.83 75.15 -2.45
6 26010 0.55 63.26 57.63 -17.26
7 26013 0.68 34.57 23.20 -10.14
8 26014 0.26 65.24 62.40 -6.99
9 26016 0.59 54.59 47.57 -4.56
10 26018 0.48 77.77 71.60 -5.08
11 26031 49.37 27.41 11.71 -85.98
12 26863 0.17 85.94 85.37 -26.66
13 34002 1.95 65.86 62.83 1.96
14 34006 0.71 60.42 57.31 -5.99
15 34007 0.81 66.90 65.15 -2.52
16 34008 1.91 54.83 52.26 -3.00
17 35001 13.52 81.70 81.19 -16.96
18 35002 1.3 74.89 67.60 -27.24
19 35003 1.27 83.18 83.38 -16.19
20 35008 3.68 79.92 77.19 19.80
21 35010 6.35 79.41 78.39 7.44
22 35011 38.36 46.28 45.52 -6.39
23 37001 6.76 59.81 59.15 -11.85
24 37002 37.23 62.40 62.30 6.17
25 42010 7.97 75.01 72.08 -27.00
26 42012 53.42 73.35 72.43 -14.02
27 42013 32.33 83.14 82.88 -53.69
28 42014 6.6 70.53 67.31 -15.70
29 42015 16.19 | 72.60 72.10 -9.68
30 42016 8.42 74.32 72.66 -11.84
31 42017 7.53 76.65 76.14 -14.03
32 42037 4.57 75.58 76.13 0.21
33 42038 2.27 69.87 69.62 -25.42
34 42039 4.01 68.45 68.56 -12.54
35 42040 4.57 63.09 63.51 -15.82
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Table 4.4 Performance Evaluation of Models

98

Rank and Score based on NS efficiency
S1. No. | Watershed No. ?lf:)a Model 1| Model 2 | Model 3
NN I
2 16010 40.47 é) (?) (1(1)1)
3 17001 11.02 ( é) (;) (1(1)1)
4 17002 20.21 (;) (1!1) (1(1)1)
5 17003 5.08 (‘!‘) (%) (1(1)1)
6 26010 0.55 é) (?) (1(1)1)
7 26013 0.68 (%) (1;) (,(,),)
8 26014 0.26 (1?‘) (é) (1(1)1)
9 26016 0.59 é) (?) (161)
10 26018 0.48 (%) | (?) (1(1)1)
11 26031 49.37 (%) (?) (1(1)1)
12 26863 0.17 (%) (?) (1(1)1)
13 34002 1.95 ( %) (?) (1(1)1)
14 34006 0.71 é) (Tlf) (1(1)1)
15 34007 0.81 (é) (?) (1(1)1)
16 34008 1.91 (%) (f;) (1(1)1)
17 35001 13.52 ( %) (?) (1(1)1)
18 35002 1.3 (%) (1!1) zg)
19 35003 1.27 (‘!‘) ( ; ) (lg)
- 2 >0 <é> (111) o
(continued. ..




Table 4.4 Performance Evaluation of Models

21 35010 6.35 (%) (?) (1(1)1)
22 35011 38.36 (é) (flf) (1(1;)
23 37001 6.76 (%) (?) | (1(1)1)
24 37002 37.23 é) (?) (1(1)1)
25 42010 797 (%) (?) (1(1)1)
26 42012 53.42 (%) (?) (1(1)1)
27 42013 32.33 é) (?) (1(1)1)
28 42014 6.6 (%) (?) (1(1)1)
29 42015 16.19 (é) (?) (1(1)1)
30 42016 8.42 é) (?) (1(1)1)
31 42017 7.53 ( %) (l?l) (1(1)1)
32 42037 4.57 (‘!‘) (%) (1(1)1)
33 42038 227 (%) ('1.1) {‘?)
34 42039 4.01 d) (%) (1(1)1)
35 42040 4,57 glll) (é) (1(1)1)
g:;:cle 65 41 0
Oﬁ,:xriu I II 111

*(No. in bracket indicates the grade (2-0 scale) assigned to the models on rank basis)

4.3.7 Performance Evaluation of SMA Based Continuous SCS-CN
Models

Consistent with the work of Mishra and Singh (2004a), the daily rainfall- excess

rates computed by the proposed and Michel et al. continuous SCS-CN models were
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routed through the watershed using single linear reservoir scheme to obtain the direct
surface runoff at the outlet. Here, it is noted that for V<S, condition, q is taken as zero.
Finally, the application results are shown in Figs. 4.7 through 4.11. The figures show that
the computed peaks of the hydrographs, in general, fairly match the observed ones.
Further, the models performance was evaluated using Eq. (4.41), and the averaged NS
efficiency was found to be 82.56% and 81.87%, respectively, for proposed and Michel et
al. models. The efficiency statistic indicates that both the models perform equally well for
continuous hydrologic simulation; the proposed model however performs marginally

better than the Michel et al. model.
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Fig. 4.7 Fitting of SMA based Proposed and Michel et al. models for continuous
hydrologic simulation to the data of Hemavati watershed for the year-1975 (Jan.1*
to Dec. 30, 1975)
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Fig. 4.8 Fitting of SMA based Proposed and Michel et al. models for continuous
hydrologic simulation to the data of Hemavati watershed for the year-1976 (Jan.1*
to Dec. 30, 1976)
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Fig. 4.9 Fitting of SMA based Proposed and Michel et al. models for continuous
hydrologic simulation to the data of Hemavati watershed for the year-1977 (Jan.1*
to Dec. 30, 1977)
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Fig. 4.11 Fitting of SMA based Proposed and Michel et al. models for continuous
hydrologic simulation to the data of Hemavati watershed for the year-1979 (Jan.1*
to Dec. 30, 1979)
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44 SUMMARY

A revisit to the SCS-CN method for its underlying SMA procedure led to a
revised version of Michel et al. model. The revision based on a stronger mathematical
platform and hydrologically sounder perception. Using the data of 35 watersheds of
United States, the event-aggregated proposed model, Michel et al. model, and the original
SCS-CN method were compared for their performance. In these applications the proposed
procedure was found to be more accurate than the others, and the original SCS-CN
method poorest of all. The results obtained herein reflected the appropriateness of
inclusion of initial soil moisture in the C = S; concept in particular and in SCS-CN’s
proportionality hypothesis in general. The study also proposed a continuous hydrologic
simulation mode] parallel to the Michel et al. model, and the results indicated that both
performed equally well, when applied to daily rainfall-runoff data of Hemavati
watershed; the proposed model however performed marginally better than the Michel et
al. model.
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CHAPTETR-5
EXTENDED HYBRID MODEL FOR SYNTHETIC UNIT
HYDROGRAPH DERIVATION

51 BACKGROUND

The need for a synthetic method to develop unit hydrograph has inspired many
studies (Kulland Hil“gé%) For deriving the SUH analytically, the two parameter gamma
distribution is most commonly used in various forms depending on the values of peak
flow rate and time to peak. Furthermore, the instantaneous unit hydrograph (IUH) is
better suited for mathematically expressing the ERH and DRH relationship in a catchment
(Jeng and Coon, 2003).

Based on the concept of [UH, Nash (1957) developed a conceptual model of a
drainage basin as series of n number of identical linear reservoirs in series. Later Dooge
\ (1959) improved the Nash (1957) model by introducing translation time into the cascades
that was ignored earlier. However, the model was not amenable to practical applicaiions
(Chow 1964). To overcome this difficulty Singh (1964) derived the [UH using a
nonlinear model considering the overland and channel flow components separately. More
recently, Bhunya et al. (2005) highlighted the major inconsisténcies (Chapter 2)
associated with the Nash model and developed a hybrid model (HM) to address these
i;l;:(ﬂgzgrg'es. However, the model has few points of concern, as discussed in Chapter 1

Thus, to overcome the inconsistencies associated with the hybrid model (HM), the
present study extends the HM by inserting a linear channel between the two reservoirs fo
account for translation. While simulating the process of rainfall-runoff in the proposed
model, the storage effects of the channel are ignored or, in other words, only the pure
translational effects of channel are considered. Thus, the objectives of the present chapter
are: (i) to develop an extended hybrid model (EHM) for SUH derivation by representing
the basin system as series of hybrid units, where each hybrid unit consists of two linear
reservoirs (LR) connected by a linear channel (LC) in a specific order i.e. (LR-LC-LR);
(ii) to derive a generalized form of EHM and to show analytically that the HM and Nash
models are the specific forms of the earlier one; and (iii) check workability of EHM in
comparison to HM and Nash models using field data of catchments ranging from small to

medium range to check the workability.
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5.2 EXTENDED HYBRID MODEL (EHM) FORMULATION

Assuming K; and K; in the units of hours to be the storage coefficients of the first
and second linear reservoirs, respectively, and T [hr] as the translation time of linear
channel, the outflow due to an unit input is deduced as follows.

For an instantaneous unit excitation of rainfall [§ (t)] at the inlet of the first hybrid unit,
let the response at the outlet of the first unit be Q; (t) (Fig$l). It is noted that the time is
reckoned since the appearance of the input at the inlet boundary of the first unit. Using
the concept that the output of the preceding unit forms variable input to the succeeding

unit, the unit response function for any given input is derived as follows:

First hybrid unit

The mass balance in the first reservoir for an infinitely small time can be employed as:

5@)_Q(t)=9§&xt@ - (5.1)

where 3(t)= a unit impulse input at the inlet of the first reservoir, defined as: 8(t)= 1for t

=(; and S(t) =0 for t > 0; Q (t) = variable outputs from the first reservoir; and S, (t) =

storage for the first reservoir.
As storage of the linear reservoir is defined as S (t) = K; Q (1), its substitution in Eq. (5.1)
yields

Kl% +Q(t) = 8(t) (5.2)

By utilizing the operator notation, D = d/dt, alternatively Eq. (5.2) can be expressed as
(Singh, 1992):
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1
- 5.3
Q) (1+KiD) o) 3

Thus, Eq. (5.3) acts as the inflow for the linear channel. As the process of converting
rainfall-excess into runoff is a mixture of storage and translation actions in the catchment,
a linear channel is introduced for accounting the translational effects similar to Dooge
(1959) as it translates the inflow hydrograph without changing the shape. Thus, the linear
channel shifts the scale equal to its translation time and therefore the outflow from the
channel incorporates the channel effects, i.e. delay time or translation time, and can be

expressed as:

- s
QW = e 86D (5.4)

Here, the outflow from the linear channel (Eq. 5.4) forms an input to the second reservoir
of storage coefficient K. Using the mass balance equation, the expression for the second

reservoir can be given as:

1)~ Q1) = dsdzt(t) (5.5)

where Q)(t) = output from the first hybrid umit; I (t) = variable input to the second
reservoir = Q (t) = output from the channel; and S, (t) is the storage for the second
reservoir, defined as S, (t) = Ky Q) (1).

Substituting S; (1) = K> Qi(t) and I (t) = Q (t) in Eq. (5.5) gives

Ka d%‘t(t) + Q] = [Q ()] (5.6)

The Laplace transform of Eq. (5.6) gives

e-Ts

Q) = 1+ Kis)(1 + Kas) (5.7)
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where s = Laplace transform coefficient and Q,(s) is the Laplace transform of Q, (t).

The inverse Laplace transform of Eq. (5.7) gives

3 1 T_—_t _ T-t
Qn(t)———(Kl_Kz) l:exp( < ] exp( < H fort2T (5.8)

= otherwise

It may be noted here that Eq. (5.8) holds good forK:>Ki, otherwise Q(t)
becomes a negative quantity, which is not practical. The routing of flow downstream
causes attenuation leading to reduction of magnitude of peak flow and, in turn, wave
celerity and, therefore, K, has to be greater than K; (Mishra and Singh, 1999b). The
response at the outlet of the first hybrid unit due to unit impulse excitation at its inlet is
represented by Eq. (5.8). Further, if (i) Ky =0, T =0 and K, = K, Eq. (5.8) converts to the
solution of the Nash’s single linear reservoir (n = 1) (Singh, 1988), and (ii) for T = 0, Eq.
(5.8) converts to the hybrid model (Bhunya et al., 2005) for a single hybrid. unit. For
given K, K; and T, the distribution of Eq. (5.8) describes time to peak, peak value, and
distinct rising and falling limbs, fundamental to the description of an [UH. Egs. (5.7) and
(5.8) are similar to the model proposed by Singh (1964).

Thus, Eq. (5.8) is an improved version of the Nash (1959, 1960) and Bhunya et al. (2005)
models and its time to peak (t,) is given by:

KiK2
=T+ 5.9
{ (K2+K1j (59)

The peak flow rate can be expressed as:

1 Kzlng—l Klln—Ilg
cexpl- K2l _expl 2 5.10
W= )| ™ k) K-k .10

Second hybrid unit
For extension to the second hybrid unit, consider two serially connected hybrid units,

where the output from the first hybrid unit forms the variable input to the second hybrid
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unit. The output from the second unit Q, (t) can be derived using convolution of variable
output from the first unit with the unit impulse response function of the second unit using

convolution theorem (Singh, 1988) as follows:
t
Q= [I(t)Q,(t-)r (5.11)
0

where I(T) = variable inputs to the second unit or variable outputs from the first unit;
Ql(t——r) = unit impulse response function for variable‘t’ or unit impulse response

function of the first unit, which equals Q, (t-7 )} if storage coefficients are identical; and t
= a dummy time variable. The Laplace transform of Eq. (5.11) can be expressed as
(Singh, 1988):

Q2(s) = I(s) Qi(s) (5.12)

where I (s) is Laplace transform of the variable input to the second unit. The output from

the second hybrid unit can be given as:

Qz(t)z_._l__?_ e K, '[—2[T+—-K—II-(-E—-—] e K, t"2[T——-I-<—I—K—2——'—j
(Ki—Kao) (Ki-K) Ki-K2)
for t 22T (5.13)
=4 : otherwise

Mathematically Eq. (5.13) is an improved version of both Nash (1957, 1958) and Bhunya
et al. (2005) models for two equal linear reservoirs and two hybrid units in series

respectively, as shown below.

Nash Model [Eq. (5.13)]
On substituting K; =0, K; =K, and T = 0 in Eq. (5.13) results

Qat)= %e"é (t) (5.14)
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Alternatively Eq. (5.14) can be expressed as:

()
Qz(t)=m(z) e K (5.15)

Eq. (5.15) is the Nash model for n = 2. Similarly, putting T = 0 in Eq. (5.13) and after

little simplification, one obtains

QJt):@Hte““T +te'<7]— (Iif(_‘llz)(e_ﬁ _e K ]] (5.16)

where Eq. (5.16) is the expression of hybrid model (HM) (Eq. 2.56) for two hybrid units

in series (n = 2). A more generalized form of the extended hubrid model (EHM) is

presented here and its equivalence with the Nash model is discussed in Appendices C and
D.

Eg. (5.13) represents the output response function for the second unit due to a unit

impulse excitation at the inlet of the first unit. Its time to peak (tp()) is given by

(KIKZXK.]. "'Kz)(K] "Kz)z
K e

by =2T + (5.17)

A similar expression for Qu)(t) in terms of K, and K; can be obtained by coupling Egs.
(5.13) and (5.17).

53 APPLICATION

The extended hybrid model (EHM) is applied to derive SUH taking data of five
catchments (Table 3.2 ). The five catchments (small to medium) range from 21 km? to
452.25 km®. Box and Jenkins (1970) and Quimpo (1967) stated that a second order model
is often considered adequate to model the catchment behavior. Following Bhunya et al.
(2005), It is conceptually more rational to use more than one hybrid unit (preferably two)

than a fractional value for simulation of real data. Thus, consistent with the work of
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Bhunya et al. (2005), during the course of analysis each catchment is simulated by two
hybrid units.

5.3.1 Parameter Estimation

EHM consists of the parameters K, K5, and T. In the present study, the values of
first two parameters are evaluated first and then these are used to evaluate T using a trial

and error approach. The detail procedure is given as follows:

Step(I)

The first step is based on the Buckingham w theorem and random number
generation procedure. It provides fairly accurate estimates of the parameters. The three
nondimentional groups a, B, and A are formed, taking qp, t,, Ki, and Ky, as variables, and

|
L and T as repeating variables, as follows:

o= % (5.18)

B =pto (5.19)
G

=2 | (5.20)

where B is the form factor that quantifies the hydrograph peakedness or, in turn, the index
showing the shape of the hydrograph, a, is related with the storage index; and A reflects
the positive and negative skewedness of the hydrograph. Finally, the empirical

relationships for K, and K; estimation are given by (Bhunya et al., 2005):

K= Py
9.4452(B) -8.2173(B)" + 4.306(8) - 0.4466

(5.21)
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K2
Ki= 5.22
" 0.2073(v) +1.772(0) - 5.2535(1) + 7.1051 22

Thus, from the known values of g, [1/hr] and t, [hr] corresponding to an observed UH for
a catchment, the parameters ‘K,” and ‘K’ can be estimated by Egs. (5.18)- (5.22).
Further, the estimated values of K; and K; were substituted into Eq. (5.17) to get an
approximated value of ‘T’ for the study catchments due to a particular storm event

considered.
Step (1)

The Ky, Ky, and T parameters estimated in the first step were substituted into the
extended hybrid mode] (EHM) (Eq. 5.13) and hybrid model (HM) (Eq. 5.16) to obtain
UH. Here, the ordinates of EHM for the condition t<nT were always negative. Similar
to Singh (1964), first of all a trial and error T-value was selected to derive the oréinates of
the proposed model. Since ‘q,” and ‘t,” are salient points of UH, the time to iijeak and
peak flow rate due to both the models were matched by trial and error, and the results are
given in Table 5.1. Furthermore, the estimated values of T, K, and K; are considered to
be satisfactory if (i) the peak flow rate, q,, of the observed UH approximates the
computed value; (ii) the times to peak, t,, of the observed and estimated UHs are more or
less the same; and (iii) the fit of the observed and estimated UHs is satisfactory (Singh,
1964). It is observed from Table 5.1 that the empirical method proposed by Bhunya et al.
(2005) for estimating the parameters (K; and Kz) of HM is equally applicable for
estimating parameters of EHM, and provides a unique base for selecting the most
appropriate values of K, Kz, and T for both the models. It may be argued that another set
of T, K, and K; values might yield a comparable fit of the UHs.

5.4 DISCUSSION OF RESULTS

First of all, the parameters of EHM and HM were estimated using both the
approaches and using the data of five catchments (Table 3.2). Then the estimated unit
hydrographs were compared with the observed ones. The performances of the models

were judged on the basis of visual appraisal and goodness of fit in terms of standard error
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(STDER) and relative error (RE). A sensitivity analysis of EHM is then performed, in
order to assess the dependability of the peak flow rate (Qp) on the parameters T, K;, and

K; as discussed in the following sections.

Table 5.1 Estimation of K;, K; and T parameters

Method of Bhunya et al. | Trial & Error method
& Eq. (5.16) [Step I] [Step II]

SI. | Catchment K (hr) | Ky (hr) | T (hr)y | Ky (hr) | K; (hr) | T (hr)
No.

1 Chaukhutia 0.374 |0.601 |0.462 |0.252 |0.599 |0.119
2 Gormel Ermenek Creek | 1.120 | 1.720 [0.905 | 1.250 | 1.650 | 0.500
3 Bridge catchment no.253 | 0.947 |} 1.35 0442 | 1.15 .} 1.36 0.110
4 Kothuwatari 0.250 |0.540 | 0.450 |0.275 |0.480 |0.050
5 Shanchuan 0.0585 | 0.110 | 0.116 | 0.063 | 0.099 | 0.005

5.4.1 Performance of the Models

The model performance was assessed on the basis of (i) visual agreement among
the various hydrographic components i.e. rising segment, time to peak, peak flow rates,
and recession segment of the unit hydrographs, and (ii) the goodness of fit between the
unit hydrographs, in terms of standard error (STDER) and relative error (RE).

For visual assessment, the resulting UHs of both the models were compared with the
observed UHs as illustrated in Figs. 5.2-5.6. These figures represent the agreement
between the UHs in order of largest to smallest catchment areas. Fig. (5.2) shows the
EHM to exhibit a closer agreement in the rising segment and peak flow rate of the UH
than does the HM, but works poorly for the recession segment. However, as the
catchment area decreases the HM closely matches the rising segment than the EHM does,

and vice versa, for the recession segment (Figs. 5.3-5.6).
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Fig. 5.2 Agreement between observed and estimated one-hour-unit hydrograﬁhs for

Chaukhutia catchment
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Fig: 8.3 Agreement between observed and estimated two-hour-unit hydvographs for

Gormel Ermenek Creek catchment
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Fig. 5.6 Agreement between observed and estimated unit hydrographs for

Shanchuan catchment

The goodness of fit in terms of standard error (STDER) (USACE, 1990) can be expressed

as:

Z( 0i — Qei ) wi
STDER =| 1 (5.23)
wi =(Q—2(;L) (5.24)

where w; = weighted value of the i UH ordinate, Qy; = i ordinate of the observed UH;
Q= i" ordinate of the computed UH, and N = total number of UH ordinates. However,
STDER is used only to compare the performance of two or more methods, and it does not
indicate a good or bad/poor fit (Bhunya et al., 2005). Table 5.2 shows the STDER due to
EHM and HM along with the variation of the difference in standard error (DSTDER)

with the catchment area.
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Table 5.2 Goodness of fit in terms of STDER

Area STDER ‘

S1. No. Catchment 5 DSTDER
(km®) EHM HM

1 Chaukhutia 452.25 3.56 3.95 -0.39

2 Gorme! Ermenek Creek 142.00 0.42 0.46 -0.04

3 Bridge catchment n0.253 | 114.22 0.34 0.35 -0.01

4 Kothuwatari 27.93 0.35 0.25 0.10

5 Shanchuan 21.00 0.44 0.82 0.06

It can be inferred from Table 5.2 that the STDER for EHM is less than that due to HM as
the catchment area increases, and vice versa. This trend shows that EHM performs better
than HM as the catchment area increases and vice versa, indcating the significnce of
Incorporating translation in the EHM. However, EHM as well as HM results in higher
STDER for the largest and the smallest catchments, e.g. for the Chaukhutia catchment
(area = 452.25 km2), STDER = 3.56 and 3.95, respectively; and for Shanchuan catchment
(area = 21 km?), STDER = 0.88 and 0.82 respectively. The variation of DSTDERs with
the catchment area due to both the models is shown in Fig. (5.7) to further assess the
variation in the model performance with catchment area, where DSTDERS ranges from -
0.39 (for Chaukhutia catchment, area = 452.25 km?) to 0.06 (for Shanchuan catchment,
area = 21 km®). It is observed from Fig. (5.7) that the DSTDER increases negatively with
an increase in catchment area. This reflects that (i) as the catchment area increases,
STDER due to both the models will be higher; and (ii) the STDER due to the EHM will
be lower than the HM, showing performance of the EHM better than the HM.
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Fig. 5.7 Variation of DSTDER with catchment area

Further, the relative error (RE) can be expressed as:

Q =0
RE (%) =—19881 _"PIOOMI 19 (5.25)
QP[OBS]

where Quops; = peak flow rate of the observed unit hydrograph (m*/s), Qpicom; (Qpiermy
or Qpumy) = peak flow rate of the estimated unit hydrograph (m%/s). Table 5.3 shows the
observed, estimated peak flow rates and corresponding RE in peak flow rates for the two
methods, and Fig. 5.8 compares the estimated and observed peak flow rates. It is observed
from Table 5.3 that the relative error in peak flow rate due to EHM (RE = -0.491) is less
than the relative error due to HM (RE = -2.948) for the largest catchment (Chaukhutia
catchment, area = 452.25 km?), showing EHM estimates the peak flow rate better than
HM. However, both the models have negative REs, i.e. both models overestimate the
peak flow rates. Similarly, for the smallest catchment (Shanchuan catchment, area = 21

kmz), RE due to HM is less than RE due to EHM, showing HM performs better than
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EHM. However, in this case, both the models underestimate the peak flow rates. Fig. 5.9

shows the variation of relative errors in peak flow rates due to both models with the

catchment area. It is observed that with increase in catchment area beyond 150 kmz, RE

due to EHM is less than RE due to HM. This shows that EHM underestimates lesser than

HM with the increase in catchment area, and vice versa.

Table 5.3. Goodness of fit in terms of RE (%)

Fig. 5.8 Agreement between observed and estimated peak flow rates
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SL Area | Qposs) | Qpienvy | Qpiimy | REEnM) | REHM)
Catchment , L ! y
No. (km”) | (m’/s) | (m’/s) | (m’/s)
1 | Chaukhutia 452.25 | 51.13 51.38 | 52.64 | -0.491 | -2.948
2 | Gormel Ermenek Creek | 142.00 | 5.48 5.48 5.56 0.00 | -1.530
3 | Bridge catchment no.253 | 114.22 | 5.46 5.39 5.46 1.163 | 0.000
4 | Kothuwatari 2793 | 4.34 433 4.52 | 0.357 | -3.929
5 | Shanchuan 21.00 | 15.05 1435 | 1470 | 4.651 | 2.326
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Fig. 5.9 Variation of relative error in peak flow rates with catchment area

5.4.2 Sensitivity Analysis

A sensitivity analysis was carried out for the parameters influencing the Q,
estimation, viz.,, T, K, and K;. While performing the sensitivity analysis, all the
parameters were varied in a definite ratio (i.e. decreasing the parameters by 10%, 20%,
30%, and 40% to its estimated values). This percent variation is randomly chosen and any
other variation could have been opted.” The results of sensitivity analysis for the
parameters T, K; and K; vs Q, are listed in Tables 5.4 to 5.6. Where T, T, T3, and Ta;
Kii, Ki2, Kj3, and Ky4; and K3, K32, K3, and Ko4 are the values of the parameters T, K
and K, corresponding to 10%, 20%, 30% and 40% decrease in their estimated values,
respectively. It is observed from Table 5.4 that Q,-T plot falls sharply for catchments with
smaller area rather than the large catchments. This may be attributed to the fact that
translational component adds to the channel routing which was not considered in the
Nash model. Thus the channel routing decreases the peak value or flattens the unit
hydrograph. It appears that the channel routing is more effective in smaller catchments,

and vice versa. It is observed from Tables 5.4 & 5.5 that for the same percent of variation
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in the parameters T and K;, the percent variation in Qp is more sensitive to K; Similarly,
it can be inferred from Tables 5.4, 5.5 & 5. 6 that Q, is sensitive to K, more than K; and
T. Keeping K, and K; constant when T is increased, Q, decreases up to a specific point in
the graph (Fig. 5.10), and after the flat q,-T line, it suddenly falls. It may also be inferred
from Tables 5.5 & 5.6 that the estimated UHs become higher peaked as the values of K,
and K, are decreased, conSistent with the work of Singh (1964) that the UHs become
higher peaked with decreasing K.

Further, to justify the practical use of EHM and HM, these were compared with
the Nash model (Eq. 2.54) for given q, and t, of a flood event. The Nash model
parameters K and n were estimated by Eq. (2.66) and Eq. (2.76), respectively. When
employed to the data of Gormel Ermenek Creek catchment, the Nash model
underestimated the peak flow rates more than those due to EHM and HM, as seen in Fig.
5.11 depicting the resulting unit hydrographs. Based on the goodness-of-fit criteria of
STDER and RE, for the Gormel Ermenek Creek application resulted, STDER equal to
0.42, 0.46, and 0.71, and RE equal to 0.00%, -1.53%, and 9.35% for EHM, HM and Nash
models, respectively, indicating the EHM and HM to perform much better than the Nash
model in UH derivation. In application to all other test catchments, similar results were

obtained.

Table 5.4 Sensitivity of peak flow rate to translation

SI. Catchments

No. | Item Chaukhutia G. Ermenek B. C. no. 253 Kothuwatari | Shanchuan

1 (T, Qp) | (0.119,51.38) | (0.50, 5.48)| (0.10, 5.39) | (0.050, 4.33) | (0.005, 14.35)
2 (T, Qu) | (0.107,51.76) | (0.45,5.42)] (0.09, 5.39) | (0.045, 4.35) (0.004, 14.70)
3 (T2, Qp2) | (0.095,52.01) | (0.40, 5.56)| (0.08, 5.39) | (0.040, 4.38) | (0.0036, 14.7)
4 | (T3, Qp3) | (0.083,52.26) | (0.35,5.60)| (0.07,5.39) | (0.035, 4.40) | (0.0031, 14.7)
5 (Ta, Qpa) | (0.071,52.51) | (0.30, 5.64)| (0.06, 5.43) | (0.030, 4.42) | (0.0027, 14.7)
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Table 5.5 Sensitivity of peak flow rate to K,

SL Catchments

No. | Item Chaukhutia G. Ermenek | B. C. no. 253 | Kothuwatari | Shanchuan

1 (K, Qp) |[(0.252,51.38) | (1.250, 5.48) | (1.150, 5.39) | (0.275, 4.33) | (0.063, 14.35)
2 | K, Qpi)} (0227, 52.76) | (1.125,5.76) | (1.035, 5.68) | (0.248, 4.58) | (0.056, 15.40)
3 | (Kiz, Q)| (0.202, 54.02) | (1.000, 6.03) | (0.920, 6.03) | (0.220, 4.83) | (0.05, 16.10)
4 | (K3, Qpa)| (0.176, 55.15) | (0.875, 6.27) | (0.805, 6.31) | (0.193, 5.05) | (0.044, 16.80)
5 | (Kig, Qpa)| (0.151, 56.15) | (0.750, 6.43) | (0.690, 6.54) | (0.165,5.23) | (0.038, 17.50)

Table 5.6 Sensitivity of peak flow rate to K,

SI. Catchments

No. | Item Chaukhutia G. Ermenek | B. C. No. 253| Kothuwatari | Shanchuan

1 (K2,Qp) |(0.559,51.38) | (1.65,5.48) | (1.355,5.39)| (0.480, 4.33) | (0.099, 14.35)
2 | (Kar, Qpi)f (0.5031, 56.66)| (1.485,5.88) | (1.2195, 5.74] (0.432, 4.76) | (0.089, 15.75)
3 (K22, Qp2)| (0.4472,57.41)| (1.320, 6.23) | (1.084, 6.16) | (0.384, 5.21) | (0.079, 17.15)
4 1 (Kas, Qpa)| (0.3913, 62.69)| (1.115, 6.59) | (0.9485, 6.50} (0.336, 5.68) | (0.070, 18.55)
5 | (Kag, Qpa)| (0.3354, 65.45)| (0.990, 6.86) | (0.813, 6.82) | (0.288, 6.14) | (0.060, 19.95)
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55 SUMMARY

In the present chapter, a conceptually sound and theoretically improved extended
hybrid model (EHM) was proposed. The model considered (i) the cascaded approach of
Nash (1957) and (ii) the hybrid approach of Bhunya et al. (2005). EHM is a generalized
form of the Cascaded (Nash, 1957) and Hybrid (Bhunya et al., 2005) models. This shows
that EHM is an improvement over the existing models such as Nash (1957) and Bhunya
et al. (2005). The study generally revealed that the quantitative performance of the
extended hybrid model (EHM) in terms of STDER and RE enhanced the hybrid model
(HM) as the size of the catchments increased. However, regarding the peak flow rates
(Qp), both the models performed well. The study also revealed that the Nash model
performed poorer than both EHM and HM. In sensitivity analysis, the peak flow rate was
more sensitive to K than either K, or T. In general, Qp was less sensitive to translation
for the smaller area, but more sensitive for the larger area; and more sensitive to both K

and Ky than T (or Q, (K3) > Qu(K1) > Qp (T)) for both smaller as well as larger areas.
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CHAPTETR-6 _
CHI-SQUARE AND FRECHET DISTRIBUTIONS FOR SUH
DERIVATION

6.1 BACKGROUND

Various attempts have been made in the past to derive synthetic unit hydrograph
(SUH) using the probability distribution functions (pdfs), as evident from chapter 2. In SUH
derivation, one of the important steps is the estimation of one or twb key points on UH (or
IUH), through which the hydrograph is fitted. To achieve this objective, relationships are
sought from the salient points of UH and selected catchment characteristics which can be
measured from a topographic map, and generalized rainfall statistics. Further, linking of the
salient points of the UH to the catchment characteristics provides a scientific basis for the
hydrograph fitting to yield a smooth and single valued shape corresponding to unit runoff
volume (Bhunya et al., 2007b).

The preferred technique for developing such relationships has invariably been
multiple linear regression analysis (Hall et al., 2001). As discussed in chapter 2, Rosso
(1984) parameterized the Nash model, which is a two-parameter gamma distribution (2PGD),
using Horton order ratios. This chapter presents an extension of the earlier works in two
ways: (i) it explores the potential of one-parameter Chi-square and the two-parameter Fréchet
distributions for fitting UH, which has not been attempted in the past, where an analytical
approach is followed to estimaté the distribution parameters; (ii) the UH parameters, viz.,
peak discharge, time to peak, etc. are accomplished using Horton order ratios given by
Rodriguez-Iturbe and Valdes (1979);‘ (1i1) it examines the similarity in behavior of parameters
between the three distributions as SUH; and (iv) the workability of this approach in SUH
derivation is demonstrated using data of two Indian catchments; and the results are compared

with the existing Gamma synthetic method of Rosso (1984).
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6.2 STATISTICAL DISTRIBUTIONS

6.2.1 One-Parameter Chi-Square Distribution

The one-parameter Chi-square distribution (CSD) (Fig. 6.1) is a special case of
gamma distribution, and the pdf is given as (Montgomery and Runger, 1994):

1 b2-1_ -t/2
h(t) = ——t"*'e for b>0, t >0 6.1
® 2" T(b/2) ©1)

The mean and variance are given by
pn=band ¢* =2b (6.2)

The salient properties of the Chi-square distribution are:
(i) It is skewed to the right and its random variate is non-negative (Fig.1); as b tends
to infinity, it approaches the normal distribution.

(i) h(t)=0att=0and h(t) =0 ast — .
(iii) c]‘h(t)dt =l

which makes this distribution fit for describing a UH shape.

In spite of its resemblance to the gamma pdf, the distribution was considered in this
study because estimating a single parameter of the Chi-square distribution is simple and
should involve less error compared to estimates of two parameters of the gamma distribution
(Bhunya et al., 2007a).

Taking t = b/2, the form of the Chi-square distribution of Eq. (6.1) can be written as:

t

— 1 -1,
q(t)-—-—ztm)t e (6.3)
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Fig. 6.1 pdf shapes for of One-parameter Chi-square distribution (CSD) (z = 3) and

Two-parameter Fréchet distribution (2PFD) (¢ = 2, o= 5), and Two parameter Gamma

distribution (2PGD) (n =3, K =2)

Simplification of Eq. (6.3) at peak condition yields

_1\? -(r-\)
LTDE (6.42)

tp=2(t-1); q,t, = r@

A substitution of m = 1-1 yields
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m+]_ -

m ¢

- 6.4b
T(m +1) (6.40)

Aol

Further, simplification to Eq. (6.4b) yields

m __-m

~m"e
B ['(m)

q,t, (6.4c)

Defining the non dimensional term B = qpt,, Eq. (6.4¢) reduces to

mme-m

k= ['(m)

(6.4d)

Solution of this can be approximately given as (Appendix E):

manIiB\/inzﬁz—}-n/ﬂ (6.4¢)
Taking +ve sign only, Eq. (6.4¢€) reduces to

m=7tB2+[3«/i7r2B2+n/3$ (6.5)

For given g, and t,, Eqs. (6.1) - (6.5) describe the complete shape of the SUH.
6.2.2 Two-Parameter Fréchet Distribution

The pdf of two-parameter Fréchet distribution (2PFD) (Fig. 6.1) is given as (Ayyub
and McCuen, 1997):

f(x)=(c/a)a/x) " e @) for x >0 (6.6)
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The location parameter, o > 0, and the shape parameter, c > 0.

The mean (i) and variance (o) for the distribution are, respectively, given by
w=al(l-1/c); o> =a?[C(1-2/c)-T2(1-1/c)] 6.7)

and the cumulative distribution function (cdf) is given as:
F(x)=e @) (6.8)

Asx = o, F(x) = 1. This condition meets the criterion for UH description (Sherman, 1932).
Taking Fréchet distribution pdf (Eq. 6.6) as the discharge ordinates q (t) of UH and x as time

t, one gets

q(t)=(c/a)o/t) ' e for t>0 (6.9)

Now applying the condition at time to peak (t = t,), dq (t)/dt = 0, one gets from Eq. (6.9) the

following:

i
, =ale/c+ D] ;G=tp(—cil-)c;and q, =(c/a)1+1/c)! g
v

(6.10 3, b, ¢)

Hence the nondimensional term B can simply be expressed as:

B=(1 +c)e—(1+1/c) (6.11)

Since, for a given UH, the dimensionless factor B is always positive, the shape parameter of
the Fréchet distribution is always greater than zero i.e. ¢ > 0. On expanding the exponential

term up to second order in Eq. (6.11), it simplifies to the following form:

¢’ +(1—eple’ - (eBle—(eB)/2=0 (6.12)
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Following Abramowitz and Stegun (1964), the solution of Eq. (6.12) can be expressed as:
c=(u, +v,)-A,/3 (6.13)

where Ay, u;, and v; are the functions of § and are defined as follows:

1

1
1 U
A= (1-eB); Bi=-eB; C,=-ep/2,and u, ={rI +{p,3 +r12)2} s :{r, —-(p|3 le)z}

(6.14)

where p, =B, /3—A;’/9; 1, =(A,B, -3C,)/6 - A,*/27. Thus, parameter ¢ of the 2PFD

can be estimated using Eq. (6.13), and corresponding to this o parameter can be estimated
from Eq. (6.10b) for a known value of t,. Estimated parameters are substituted in Eq. (6.9) to
get the complete shape of UH.

6.3 VALIDITY OF ANALYTICAL ESTIMATION METHODS

The validity of the analytical parameter estimation methods for the one-parameter

CSD and 2PFD was further checked as follows.
6.3.1 One-Parameter Chi-square Distribution

For one parameter CSD the validation test procedure is as follows:

(i) Using random number generation scheme the parameter m was generated and
corresponding 7 is calculated as =m+1.

(i1) Corresponding P for the value of m (or 1) obtained at (i) was estimated by Eq,
(6.4d). These values of t and B are the actual values. .

(iii)The B-values estimated at (ii) are used in Eq. (6.5) to get the corresponding values

of m and then 1. These are the estimated values of t.
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For this experiment, m was generated using random number generation such that the
corresponding B does not exceed 1.25 (as B varies from 0.35 to 1.25 (Singh, 2000)). Further,
it is noted here that B-values less than 0.01 are seldom experienced in field and the maximum
value is rarely found to be greater than one (Bhunya et al., 2004). The results of actual and
computed values of 7 are given in Table 6.1 and plotted in Fig. 6.2a, and a best-fit-line is
fitted to the scatter plot to test the degree of resemblance. The regression coefficient, R* =

0.9982 indicates the high accuracy of the analytical parameter estimation method.
6.3.2 Two-Parameter Fréchet Distribution

In a similar way, for the 2PFD, the parameter ¢ was generated using random number
scheme and the corresponding  from Eq. (6.11). Corresponding to this B, the parameter ¢
was computed analytically using Eq. (6.13) and the results are given in Table 6.2 and plotted
in Figure 6.2b for which R* = 0.999. Since the value of t, is a pre-requisite to compute a, its
validity is checked taking arbitrarily t, =1 hour from Eq. (6.10b). The results are reported in
Table 6.2, and plotted in Fig. 6.2¢. The best fit line yields, R* = 0.9980, inferring that the

proposed analytical method for 2PFD is quite suitable for parameter estimation.
6.4 SENSITIVITY OF DISTRIBUTION PARAMETERS

Since the dimensionless parameter B (= qpt,) is one of the most important
characteristics of a given UH, as it bears two most important flood characteristics, i.e. q, and
t, of the UH. Hence, the sensitivity of B was examined with respect to the distribution

paratneters of CSD and 2PFD by evaluating the partial derivatives of B, i.e. d8/0m, or
0B/ or, OB/ dc, 8B/ oo, for CSD and 2PFD, respectively, as follows.

6.4.1 One-Parameter Chi-square Distribution

Expression of 0p/dm for the CSD can be derived as:
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Table 6.1 Validity of Analytical method for computing m or 7 of one parameter Chi-

square distribution

Actual m | Actual 1 B Estimated m | Estimatedt | Errorinm | Errorin=t

(%) (%)
0.916 1.916 0.35 0.91 1.91 0.87 0.42
1.288 2.288 0.43 1.28 2.28 0.54 0.31
1.428 2.428 0.45 1.42 2.42 0.49 0.29
2.065 3.065 0.55 2.06 3.06 0.24 0.16
3.245 4.245 0.70 3.24 4,24 0.15 0.12
4,705 5.705 0.85 4.70 5.70 0.09 0.07
6.445 7.445 1.00 6.44 7.44 0.08 0.07

Note: Error (%) = [(Actual value-Estimated Value)/Actual value]*100

g - B R

4.50 A

4003 R’ = 0.9982

3.50 1 Line of Perfect fit

3.00 -

1 (estimated)

2.50 A

2.00

1.50

T T T T T T

1.50 2.00 2.50 3.00 3.50 4.00 4.50 5.

1 (actual)

- ———_—_—— .

Fig. 6.2a. Best-fit-line between estimated and actual 7 of one parameter CSD
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Table 6.2 Validity of Analytical method for computing ¢ and a of two parameter
Fréchet distribution

Actual ¢ | Actuala B Estimated ¢ | Estimated o | Errorinc | Errorina

(%) (%)
1.25 1.60 0.372 1.20 1.65 3.84 -3.40
1.40 1.47 0.432 136 1.50 2.98 -2.14
1.60 1.35 0.512 1.57 1.37 2.19 -1.23
1.80 1.28 0.591 1.77 1.29 1.65 -0.75
2.05 1.21 0.689 2.03 1.22 1.20 -0.43
2.40 1.16 0.825 238 1.16 0.81 -0.22
2.60 1.13 0.900 2.58 1.14 0.66 -0.15
3.00 1.10 1.050 2.99 1.10 0.47 -0.08

Note: Error (%) = [(Actual value-Estimated Value)/Actual value]*100

R2=0.999

&
1

o Line of Perfect fit

L7 ]
]

¢ {estimated)

¢ (actual)

Fig. 6.2b Best-fit-line between estimated and actual ¢ of 2PFD
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Fig. 6.2¢ Best-fit-line between estimated and actual a of 2PFD
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Fig. 6.3a Sensitivity to parameter m of one parameter CSD
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mrn+mn/3

,/‘2nm+n/3;

OB/ Om = (6.15)

Fig. 6.3a shows the variation of 0B/0m versus m. It can be observed from Fig. 6.3a that any

increase in m (or 1) increases the rate of change of B, and vice versa.
6.4.2 Two-Parameter Fréchet Distribution

For 2PFD, the expressions for 03 /Jc and 0B/ 6o can be expressed as:
B/ dc=e "2 +c+1)/c?] (6.16)

8B/ 8o = (6B/ c)(Bc/ b)) = —[(c* +c+1)e /(1 +1/c)"[1 /(1 +c)+1n(1+1/¢)]
(6.17)

Figs. 6.3b & 6.3c show the variation of B with respect to ¢ and a. Since a can be expressed in
terms of ¢ (Eq. 6.10b), the expression for 63/dw is also expressed in terms of ¢ for

simplicity reasons. As observed from Figs 6.3b & 6.3c, the non-dimensional parameter B is

more sensitive to o than c.
6.5 SIMILARITY BETWEEN THE THREE DISTRIBUTIONS

Gamma distribution tends to a Chi-square distribution when K = 2 and n is equal to
172, 1, 3/2, etc. In spite of resemblance to the Gamma distribution, the Chi-square
distribution was considered in this study to compare its workability vis-a-vis Gamma
method, when K and n differ from this special condition, i.e. K # 2 and n # 1/2, 1, 3/2. etc.
Now comparing the 2PGD and 2PFD for peak flow condition i.e. when (qp) 2p60= (qp) 2¢FD,
where (qp)2pcp and (qp) 2prp are the peak flow rates of 2PGD and 2PFD, respectively.
For 2PGD, the expression for (q) can be derived from Eq. (2.67) by coupling it with Eq.
(2.66), as below:
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_ (l’l _ 1)(n-l)e-(n-l)

(qp)zmo = KI"(n) (6.18)

Now applying the condition, i.e. (qp) 2p60= (qp) 2¢FD), We get
(n=-1)""e "V /KI'(n) = (c/a)((c +1)/c){c ) g le+a (6.19)

Substituting (c+1)/c =n—1on the right hand side of Eq. (6.19) yieldsK =a/cI'(n). Thus

the parameters of the two distributions are mapped as
(c+1l)/c=n-lorn=2+1/¢c;and K=a/cl(n). (6.20)

To check the validity of the above mapping relationship, the catchment data given in Rosso
(1984) were applied, and the results are given in Table 6.3. The dimensionless product B for
each catchment was estimated by Eq. (2.62), and corresponding parameters of 2PFD were
estimated by Egs. (6.10) and (6.13) for a specific value of t,. Since the location parameter a
of 2PFD depends on both t, and ¢, more than one values of a may be obtained for a given c,
when t, is changed. It can be inferred from Table 6.3 that the mapping of parameters is quite
satisfactory. The workability of the proposed methods for deriving SUHs for limited data

conditions is checked using real data, as discussed below.
6.6 APPLICATION OF MODELS

The workability of the proposed methods, i.e, one parameter CSD, and 2PFD for
deriving a SUH for limited data conditions is checked in comparison with 2PGD model
(Rosso, 1984), using real data, as discussed below. For this, the data of Bridge catchment No.
253 and Myntdu-Leska catchments are used here. These data were used by Bhunya et al.
(2003, 2004). The characteristics of the catchments and the unit hydrographs are given in
Table 3.3. The main aphorism of this application is to parameterize the one parameter CSD

and 2PFD in Horton order ratio, and check their suitability in SUHs derivation in comparison
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Table 6.3 Mapped Parameters of 2PGD for the data reported by Rosso (1984)

Catchment Parameters of Mapped Parameters of 2PGD
(Eq. 6.20)
2PFD 2PGD
c o n K n K
Ilice Creek 1.33 1.14 2.3 0.52 2.75 0.53
Virginio Creek 1.69 7.91 2.6 3.24 2.59 3.3
Bisenzio 1.71 14.4 1.6 6.02 2.58 5.98
Elsa 1.83 6.35 3.1 2.5 2.55 252
Sieve 1.87 8.81 3.9 3.49 2.54 345

with 2PGD model of Rosso (1984). The detailed steps followed in the procedure are listed

below.
6.6.1 For Bridge Catchment

To derive SUHs for Bridge catchment, g, is considered to be known, t,, B, and the
parameters of models are derived as follows:

(i) At first step use Eq. (2.63) and substitute the value of g, and Ry (from Table 3.3)
to get the value of vL™ as:
q = Qp/Ay = (5.46x1000x3600)/(114.22x10% = 0.172 mm/hr/mm = 0.364
(1.907)*® v L. Hence, v L™ =0.172 / [0.364 (1.907)"*] = 0.358 hr'!;

(i1) Now substitute the values of vL™ (step 1) and Ra, Rg, and Ry, (from Table 3.3)
into Eq. (2.64) to get tp as:
t,=1.584 (4.282/5.553)%% 1,907 v'L = 3.0 hrs;

(i11)Get the dimensionless product f = qpxt, = 0.172 x 3.0 = 0.516.

(iv)Taking these values (at steps i-iii), estimate the parameters of the one parameter
CSD, 2PFD, and 2PGD (Rosso, 1984). For one parameter CSD, use Eq. (6.5) for
m or 1, Egs. (6.13) and (6.10) for ¢ and «, and Eqs. (2.69) and (2.70) for n and K,
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respectively for 2PFD and 2PGD models. The estimated parameters values are
given in Table 6.4.

(v) Finally, derive the SUHs using the above three methods, viz., Eq. (6.3) for one
parameter CSD, Eq. (6.9) for 2PFD, and Eq. (2.54) for 2PGD. The derived SUHs

are shown in Fig. 6.4.
6.6.2 For Myntdu-Leska Catchment

Following the same procedure, as above, for the Myntdu-Leska catchment, the steps
involved in SUHs derivation are given below.

(1) At first step use Eq. (2.63) and substitute the value of g, and Ry (from Table 3.3)
to get the value of v as: |
gp = Qp/Aw = (11.8x1000x3600)/(350x10%) = 0.122 mm/hr/mm = 0.364 (2.12)*4
v L Hence, v L' =0.122/[0.364 (2.12)>*] = 0.243 hr";

(ii) Now substitute the values of vL™! (step i) and Ra, Rg, and R, (from Table 3.3)
into Eq. (2.64) to get t, as
t,=1.584 (4.27/4.61)*% 2.12%® v''L=4.72 hrrs;

(iii)Get the dimensionless product p = gextp = 0.122 x 4.72 = 0.574.

(iv)Taking these values (at steps i-iii), estimate the parameters of the one parameter
CSD, 2PFD, and 2PGD (Rosso, 1984). For one parameter CSD, use Eq. (6°5) for
m or 7, Eqs. (6.13) and (6.10) for ¢ and o, and Egs. (2.69) and (2.70) for n and K,
respectively for 2PFD and 2PGD models. The estimated parameters values are
given in Table 6.4.

(v) Finally, derive the SUHs using the above three methods, viz., Eq. (6.3) for one
parameter CSD, Eq. (6.9) for 2PFD, and Eq. (2.54) for 2PGD. The derived SUHs

are shown in Fig. 6.5.
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Table 6.4 Parameters of the three distributions for the partial data condition for the

study areas

Catchments Parameter estimates of
2PFD CSD 2PGD
c o 1 n K
Bridge Catch.No-253 1.58 | 4.10 2.82 2.81 1.62
Myntdu-Leska 1.73 | 6.15 3.22 3.27 2.09
6 -
-=- OBSERVED UH
5 -.
——2PFD UH 0.67)
—A— One Parameter CSD UH  (0.63)
4 -
—6- 2PGD UH [Rosso] (0.67)

Discharge (m3/s)
(S

S S
VTP O—0—0—0—6—5

Fig. 6.4 Comparison of observed and computed UHs using three different pdfs for

Bridge catchment no. 253. The figures in bracket give the corresponding STDER.
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S 61
2

35
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Fig 6.5 Comparison of observed and computed UHs using three different pdfs for
Myntdu-Leska catchment. The figures in bracket give the corresponding STDER.

6.7 PERFORMANCE OF MODELS

To check the performance of the above three methods, the goodness-of-fit is further
evaluated using the ratio (STDER) (Eqs. 5.23, 5.24) of the absolute sum of non-matching
areas to the total hydrogréph area. A low value of STDER-value represents a good-fit, and
vice versa; and STDER equal to zero represents a perfect fit. It is observed from Fig. 6.4 that
for the Bridge catchment no. 253 the STDERs due to three pdfs, i.e. one parameter CSD,
2PFD, and 2PGD are found to be 0.63, 0.67, and 0.67, respectively. It means that SUH
derived by using one parameter CSD performs marginally better than 2PGD (Rosso, 1984),
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and 2PFD. Similarly, for Myntdu-Leska catchment (Fig. 6.5) using one parameter CSD,
2PFD, and 2PGD, STDERS are found to be 1.84, 1.74, and 1.80, respectively. It means that
SUH derived by using 2PFD performs marginally better than 2PGD, and better than one
parameter CSD.

6.8 SUMMARY

In this chapter, the potential of one-parameter Chi-square distribution and two-parameter
Fréchet distribution was explored for deriving an SUH. For this, an analytical procedure was
developed to estimate the distribution parameters. For limited data conditions, SUH
parameters, viz., peak discharge, time to peak, etc. were computed using Horton order ratios
given by Rodriguez-Iturbe and Valdes (1979). Finally, the results of two pdfs were compared
with the existing Gamma synthetic method of Rosso (1984). It was found that the two pdfs
compared well with the popular 2PGD, indicating equal potential of both the considered

distributions for SUH derivation.
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CHAPTER-7
SCS-CN METHOD BASED SEDIMENT GRAPH MODELS

71 BACKGROUND

The sediment flow rate plotted as a function of time during a storm at a given location
is known as a sediment graph. To determine these sediment graphs, simple conceptual
models are used, which are based on spatially lumped form of continuity and linear storage-
discharge equations. As discussed in sub-section 2.3.5, the simple conceptual models based
on IUSG or (USG) concepts are placed on high priority to model the time distributed
sediment yield from a watershed, as these are founded on a strong conceptual basis.
Moreover, if simple but efficient time distributed sediment yield models are to be developed,
then one has no choice other than the conceptual sediment graph models. As discussed in
sub-section 2.3.5, the available sediment graph models have several incomsistencies.
Similarly, the sediment yield models proposed by Mishra et al. (2006a) using SCS-CN
method, DR concept, and USLE take care of various elements of rainfall-runoff process such
as initial abstraction, initial soil moisture, and initial flush. However, these models are not
suitable for sediment graph based applications.

Thus, this chapter proposes new conceptual sediment g.raph models based on the
popular JUSG, SCS-CN method, and Power law. Briefly, the methodology comprises of the
mobilized sediment estimation by SCS-CN method and Power law, The proposed approach
is advantageous in the sense that it considers the rainfall intensity, soil type, land use,
hydrologic condition, and antecedent moisture, and thus, physically more appreciable than
the common and less accurate regression type relations. The mobilized sediment is routed
through cascade of linear reservoirs similar to Nash (1957). Finally, sediment graphs are
derived by convolution of IUSG with mobilized sediment. The workability of the proposed
sediment graph models is checked using the sediment graph data of two real catchments. It is
noteworthy here that the model does not explicitly account for the geometric configuration of

a given watershed.
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72 MATHEMATICAL FORMULATION

For formulating the sediment graph models, three popular existing methods are used:
(i) Nash-based TUSG model, (ii) SCS-CN method, and (iii) Power law. The proposed
sediment graph models are based on the following assumptions:

(i) the bed load contributions to the total sediment yield are neglected since they are
usually small; therefore the suspended sediment yield is considered as the total
sediment yield of the watershed,

(ii) the rainfall, P, grows linearly with time t, i.e. P = ig t, where iy is the uniform
rainfall intensity;

(iii)the inflow is assumed to be instantaneous and it occurs uniformly over the entire
watershed producing a unit of mobilized sediment; and

(iv)the process is linear and time invariant.

The three sub-models used for the formulation of the sediment graph models are discussed as

follows:

7.2.1 Sub-models

7.2.1.1Nash Based IUSG

The suspended sediment dynamics for a linear time-invariant watershed is
represented by a spatially lumped form of continuity equation and a linear-storage discharge
relationship. The schematic representation of this sub-model is given in Fig. 7.1 and

described mathematically below:

The first linear reservoir is represented by

Isi(t) = Qui(t) = dSa(t)/ dt (7.1)
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Fig. 7.1. Schematic representation of Nash-based IUSG sub-model
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Sai(t) = K«Qi(t) (7.2)

where Isi(t) is the sediment input to the first reservoir (kN/hr), Qsi(t) is the sediment outflow
from the reservoir (kN/hr), Ssi(t)is the sediment storage within the reservoir (kN), and Ks 1s
sediment storage coefficient (hr).
For an instantaneous inflow, i.e. la(t) =0, which, on substituting into Eq. (7.1) yields
0—Qu(t) =dSa(t)/dt (7.3)
Substituting the value of Ss(t) from Eq. (7.2) into Eq. (7.3) we get
0—Qs(t) =d(KsQsi(t))/ dt (7.4)
On rearranging Eq. (7.4) and performing integration operation, one gets
[dQai(t)/Qu(t) = —(1/Ks) [dt (7.5)
Simplification of Eq. (7.5) yields

~t/Ks+Ci=InQu(t) (7.6)

where C, is the constant of integration, which can be estimated by putting t = 0 in Eq. (7.6) to

get Ci=-InQs«(0) , which, on substituting into Eq. (7.6) and on rearranging, gives

Qui(t) = Qu(0)e /K ' (1.7)
For t=0, Eq. (7.2) can be expressed as:

Ss1(0) = KsQs1(0) (7.8)
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If A, is the watershed area (kml), and Y is the mobilized sediment per storm per unit area
(KN/km?), then the total amount of mobilized sediment Y1 = A,Y (kN)_ If this occurs
instantaneously and is one unit, i.e. at t = 0, Sa(0) = AwY =1(kN). Substituting this into Eq.

(7.8), we have
1= Kstl(O) (7'9)

Using Egs. (7.7) and (7.9), a simpler form is deduced as:
Qe =(1/Ke)e t/Ks (1.10)

Eq. (7.10) gives the rate of sediment output from the first reservoir. This output forms the
input to second reservoir and if it goes on up to nsth reservoir, the resultant output from the

n,™ reservoir can be derived as [Appendix FJ:

1

<ol (t/ Ky~ L t/Ks (1.11)

Qune(t) =

where F( )is the Gamma function. Eq. (7.11) represents the IUSG ordinates (hr'") at time t.
For the condition, dQs.(t)/dt=0 at t = t,, where t, is the time to peak sediment flow rate.

Therefore,

Ks = tps /(ns 1) (7.12)
The coupling of Egs. (7.11) & (7.12) yields

Qult) = (s = 1) /L (s)[(t/ trs)e™ Y s~ (1.13)

Eq. (7.13) is simplified form of IUSG (Eq. 7.11) and has only one parameter n;.
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7.2.1.2SCS-CN Method

Following Mishra et al. (2002) and Mishra and Singh (2003a, 2004b) for the

condition, f= 0, the Horton’s method (Horton, 1938) can be expressed mathematically as:
f=fe™ (7.14)

where f is the infiltration rate (L T™') at time t, f; is the initial infiltration rate (LT™') at time

t=0, k is the decay constant (T™"), and f; is the final infiltration rate (LT™). It is to note that

Eq. (7.14) is valid for t that is the time past ponding. An integration of Eq. (7.14) leads to

deriving cumulative infiltration rate F at time t as:

F=%°(1—c'k‘) (7.15)

Thus, it can be inferred from Eq. (7.15) that as t—o0, F>fy/k. Similarly, from Eq. (2.3), as Q

— (P-1,), F—S, which is valid for time t approaching infinity. Therefore, the similarity yields
S=2o | (7.16)

From the experience on infiltration tests (Mein and Larson, 1971) f= i,, where i, is-the

uniform rainfall intensity at time t = 0. Therefore, substituting this into Eq. (7.16) yields

f, =1, =kS (7.17)
Eq. (7.17) describes the relationship among the three parameters f,, k, and S and defines
Horton parameter k to be equal to the ratio of the uniform rainfall intensity, io, to the

potential maximum retention, S, implying that k increases as i, increases and decreases as S

increases or CN decreases, and vice versa also holds. Thus, k depends on the magnitude of
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the rainfall intensity and soil type, land use, hydrologic condition, antecedent moisture that
affect S and it is consistent with the description of Mein and Larson (1971).

An assumption of rainfall P growing linearly with time t leads to
P=igt (7.18)

which is a valid and reasonable assumption for usually derived infiltration rates from
field/laboratory tests (Mishra et al., 2002). It also asserts the general notion that P grows
unbounded (Ponce and Hawkins, 1996). Now putting the value of iy from Eq. (7.17) into Eq.
(7.18) gives -

P = kSt (7.19)

Such an analogy between Horton model and SCS-CN method can be found in detail in
Mishra and Singh (2003 a).

7.2.1.3Power Law

Novotny and Olem (1994) used the Power law for deriving the relationship between

runoff coefficient C and sediment delivery ratio DR as:
DR =aCP (7.20)

where o and B are, respectively, the coefficient and exponent of power relationship; and DR

is a dimensionless ratio of the sediment yield Y to the potential maximum erosion A:
DR = XY (7.21)
A

The runoff coefficient, C, is a dimensionless ratio of actual runoff, Q, to total rainfall, P:
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C= Q (7.22)
P
On substituting the expressions of DR and C into Eq. (7.20), one gets
Q p
Y= aA(~I—;) (7.23)

7.2.2 Case Specific Formulations

The sub-models described above are used to develop the proposed sediment graph
models (SGM) for four different cases, depending on the number of model parameters, and
these are designated as SGM, through SGM,, respectively. For SGM,, both the initial soil
moisture Vg and initial abstraction I, are assumed to be zero, i.e. Vo = 0 and I, = 0. For
SGM,, Vo =0, but [, # 0. For SGM;3, Vo # 0 and I, = 0. Finally, for SGM,, Vo # 0 and I, # 0.
Here, a brief description of these conditions for their realization in field is in order. Vo =0
represents that the watershed is initially fully dry which can be realized in field if the
antecedent precipitation (for 5 or more preceding no. of days) is zero. On the other hand, the
condition I; = 0 indicates an initially ponded situation (Chen, 1982), which implies that the
storm under consideration has initially created a pond like situation, when the initial
abstraction requirements are zero. Since both the conditions are separate from each other, i.e.
one depends on the antecedent amount of precipitation and the other on the storm under
consideration, any of the conditions, leading to the formulation of the following SGM;

through SGM4 models, can be realized in field.
7.2.2.1SGM;: Initial soil moisture (V,) = 0 and Initial abstractions (I,) = 0
Equating Eq. (2.3) with Eq. (2.5) for the condition I, = 0, one gets

Q/P=P/(P+S)=F/S (7.24)
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Coupling Egs. (7.23) & (7.24) yields the expression for Y as:

Y =aA[P/(P +S)]’ (7.25)
Substituting the value of P from Eq. (7.19) into Eq. (7.25), one gets

Y = atA[kt /(1 + kt)] ' (7.26)

Eq. (7.26) gives the amount of mobilised sediment per unit area due to an isolated storm
event occurring uniformly over the watershed. The total amount of mobilized sediment is

expressible as:
Yr=aAAWkt /(1 + kt)]P (7.27)

Coupling Eqgs. (7.13) and (7.27) results in the following expression:
Qilt)= [aAAw[kt I+ KOP (s~ )P /L (@) [(¢/ trs)e™ L 0705~ 1] (7.28)

where Q(t) represents the ordinates of sediment graph model. Eq. (7.28) is the simplest

expression of sediment graph model with parametersa, B, k, and n.

7.2.2.2 SGM;: Initial soil moisture (Vo) = 0 and Initial abstractions I, # 0

For the condition, when [,# 0, Eq. (7.25) can be expressed as:
Y =0A[(P-1)/(P-L+S)P, (7.29)

Substituting the value of [, = A S from Eq. (2.4) into Eq. (7.29) yields
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Y = aA[(P-2S) /(P -AS+8)]? (7.30)
Coupling Egs. (7.19) and (7.30) yields
Y =aA[(kt—A) /(1+kt-1)]° (7.31)

Eq. (7.31) estimates the amount of mobilized sediment for the condition of initial

abstractions (I, # 0). The total amount of mobilized sediment is expressed as:
Yr=aAA, [(kt-2)/1+kt-A)J (7.32)

The coupling of Eq. (7.13) with Eq. (7.32) results

Qlt)

[aAAw[(kt SO K= )P (= )P /T ()2 tpr)e (T B P8 ”1} (7.33)

Eq. (7.33) is the expression of sediment graph model with parameterso., B, k, A, and ns.

7.2.2.3SGM3: Initial Soil moisture (Vo) # 0 and Initial abstractions (I,) =0

For the condition I,= 0, incorporating the initial soil moisture (V,) in the basic
proportionality concept (Eq. 2.3), the expression for mobilized sediment (Eq. 7.25) reduces

to the following form:
Y = aA[(P + V) (P +S+ V)]’ (7.34)
A substitution of the expression of P from Eg. (7.19) into Eq. (7.34) reduces to

Y =aA[(kSt+ V,) /(kSt+ V, +9)]* | (7.35)
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Alternatively, Eq. (7.35) can be expressed as:

Y = aA[(kt+V, /S)/(1+kt+V, /S)]° (7.36)
From Eq. (7.36), the total amount of mobilized sediment can be expressed as:

Y1 =0AA[(kt+V,/S)/(1+kt +V,/S)] (7.37)

Coupling Eq. (7.13) with Eq. (7.37) one gets

Qilt)= [aAAw[(kt +Vo/S) I+t + Vo S)P (s =)™ / tol(ma) (1 / tpr)e (L 90— 1]

(7.38)
For a given watershed and storm event, the ratio of V¢ and S (let 8} is constant and varies in
the range of 0 and 1 (Michel et al.,, 2005). Hence putting 6 = V/S, Eq. (7.38) can be re-

written as:
Qlt)= [a,AAw[(kt +0)/(1+ Kt +0)]*(ns = )™ / tuL(ne) (1 / ty)e P70 ‘1] (139)

Eq. (7.39) is the expression for sediment graph model with parametersa.,p, k, A, 8, and n;.

7.2.2.4SGMy4: Initial soil meisture (Vo) # 0 and Initial abstractions (I,) # 0
For the condition I, # 0, and incorporating the initial soil moisture (Vo) in the basic

proportionality concept (Eq. 2.3), the expression for mobilized sediment (Eq. 7.34) reduces

to

Y =aA[(P-1, + V) /(P-1, +V, +9)I° (7.40)
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On substituting the expressions of I, and P from Eqs. (2.4) & (7.19), respectively, Eq. (7.40)

simplifies to the following form as:

Y = aA[(kSt = AS+V,) /(kSt—=AS+V, + )] (7.41)
- Alternatively, Eq. (7.41) can be expressed as:

Y =aA[(kt—=A+V, /S)/(1+kt-L+V, /S)]° (7.42)
Hence, the total amount of mobilized sediment can be expressed as:

Yr=aAA, [(kt—A+V,/S)/(1+kt =\ +V,/S)P (7.43)

Coupling Egs. (7.13) & (7.43), one gets

Qilt)= [ocAAw[(kt— A+ Vo/ S) K1+ kt = A+ Vo/S)P(ns = ) / tol (0)[(t / o)V ) }“5‘1}

(7.44)
Similar to Eq. (7.39), replacing 6 = V/S, Eq. (7.44) simplifies to

Q)= [ocAAw[(kt A+ 0) L+ KE— D+ )P (0 — )™/ ol (me)[(t/ o) )0 ‘1} (7.45)

Eq. (7.45) is the expression of sediment graph model with parametersa,3, k, A, 6, and n;.

7.3 MODEL APPLICATION AND TESTING

The applicability of the proposed sediment graph models is tested using the sediment
graph data of three storm events of Nagwan watershed (Tables 3.4 & 7.1). The model SGM,

excludes the initial abstraction and initial soil moisture components, SGM, accounts only for
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initial abstraction, SGM; accounts for initial soil moisture and excludes I, and SGM,
accounts for both initial soil moisture and initial abstraction. The model SGM, is the simplest

and SGMy is the most complex based on the criteria of the number of parameters involved in

the model formulation.
7.3.1 Parameter Estimation

The shape parameter ns of IUSG sub-model was estimated by the relationship given
by Bhunya et al. (2003b) as:

n, =5.538,'" +1.04 for 0.01<pB,<0.35

n, =6.296. """ +1.157 for Bs > 0.35 (7.46)

where fJ; is a non dimensional parameter defined as the product of peak sediment flow rate
(gps) (kN/hr/kN) and time to peak sediment flow rate (t,s) (hr). The estimated values of n; are
given in Table 7.1. The rest of the parameters, whose numbers vary with the different
models, were estimated using the non-linear Marquardt (1963) algorithm of the least squares.
As discussed earlier, SGM; model (Eq. 7.28) is the simplest one with least numbers of
parameters while SGM,4 (Eq. 7.45) has the maximum number of parameters. In the present
application, the potential maximum erosion A was also taken as a parameter. However, if
sufficient information regarding rainfall and watershed characteristics is available, it could be

estimated by MUSLE (Williams, 1975). The estimated values of the parameters are given in
Table 7.2.

7.3.2 Performance Analysis

The performance of the proposed sediment graph models was evaluated on the basis

of (i) visual closeness of the observed and computed sediment graphs and (ii) goodness of fit
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(GOF) in terms of Nash and Sutcliffe (NS) (1970) efficiency and relative error (RE) of the

results defined as:

NS Efficiency = (1~ D, /D, )x 100 (1.47)

where D; is the sum of the squares of deviations between computed and observed total

sediment outflow, given as:

D, =) (Qs—Qx)’ (7.48)

and D, is the model variance which is the sum of the squares of deviations of the observed

total sediment outflow about mean of the total observed sediment outflow, given as:

Do= 3 (Q:-Q)’ (7.49)

and relative errors (RE) are defined as:

RE(qs)= Qe=Qs 100 : (7.50)
RE (@ = 2= 100 ; (7.51)
Qps
tps(c) - tps
RE(ps] = x 100 (7.52)
tps(c)
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where Qs and Q) = observed and computed total sediment outflow, respectively; and Qps
and Qpg(c) = observed and computed peak sediment outflow rate, respectively; tps and tpgc) =
observed and computed time to peak sediment flow rates; and RE|qs), RE(qps), and REjs) =
relative errors in total sediment outflow, peak sediment flow rates, and time to peak sediment

flow rates, respectively.

7.3.3 Sensitivity Analysis

To evaluate the dependence of the computed total sediment outflow and peak
sediment flow rate on the various parameters of each model, the sensitivity analysis was
carried out. Parameters were varied in a definite ratio, i.e. by increasing the parameters by
10%, 20%, and 30% to their estimated values. This percent variation was however chosen
arbitrarily, and any other variation could have been opted. For each model the sensitivity
analysis was carried out by comparing the percentage change in computed values of Qs and

Qps corresponding to percent increase in the estimated parameter value.
7.4 RESULTS AND DISCUSSION
7.4.1 Parameter Estimation

It is observed from Table 7.2 that the parameter o varies from 0.411 to 1.000, from
0.232 to 0.520, from 0.198 to 0.597, and from 0.226 to 0.579 for SGM,-SGM.,, respectively.
Similarly, B ranges from 0.451 to 1.000, from 0.325 to 0.450, from 0.336 to 0.972, and from
0.336 to 0.688 for respective models. k respectively varies from 0.012 to 0.021 h”', from
0.007 to 0.017 h™', from 0.01 to 0.027 h”', and from 0.01 to 0.012h™". Similarly, 8 of SGM;
varies from 0.0001 to 0.034, and 6 of SGM4 from 0.004 to 0.039. These values are in close
agreement with the results obtained by Mishra et al. (2006a), and 6-values are also consistent
with those due to Michel et al. (2005). Similarly, A of SGM; was observed to vary from 0.01
to 0.018, and of SGM, from 0.01 to 0.027, close to recommendation of Hawkins et al.
(2001),1.e. 0 <A <0.05.
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Table 7.1 Unit sediment graph characteristics of the storm events of Nagwan watershed

Watershed | Date of storm Qps ty Bs ng
(kN/hr/kN) | (hr)

Nagwan | July 6, 1989 0.22 3.5 10.770 | 4.89
July 20, 1989 0.16 45 10720 | 4.42
July 28, 1989 0.17 45 10.765| 4.84

Table 7.2 Optimized parameter values for Nagwan watershed

Date of storm Model Model Parameters
a B k 0 A | AN/km?)

.SGM, |0.417]0.707 | 0.021 i 2905
SGM, |0.332(0.325(0.012] - |0.018 1983

July 6, 1989

e SGM; | 0.198 | 0.336 | 0.012 | 0.0001 | - 2963
SGM, |0.226 | 0.336 | 0.012 | 0.009 |0.627 3042
SGM, |1.000|1.000 {0.016]| - ! 8464

July 20, 1989 SGM, |0.520 | 0.450 | 0.007| - ]0.017 7648
SGM; |0.597 | 0.972 | 0.027 | 0.0001 | - 8960
SGM, 10.579 | 0.571 1 0.011 | 0.004 |0.026 7779
SGM; |0411]0.451(0.012| - L 2867

July 28, 1989 SGM, |0233(0.345/0.017| - |0.010 3474
SGM; | 0375|0736 | 0.010 | 0.034 | - 5615

SGM,4 [ 0.372 | 0.688 | 0.010 | 0.039 | 0.010 5021

7.4.2 Comparative Performance of Models

For visual appraisal, the computed sediment graphs are compared with the observed
sediment graphs and shown in Figs. 7.2-7.4. It can be inferred from the figures that the

computed sediment graphs are close to the observed sediment graphs, except for peak
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sediment flow rates which are underestimated. All models appear to have performed
similarly.

The results were further tested with GOF criteria given by Eq. (7.47) and Egs. (7.50-
7.52) and the models NS efficiency (%) and RE (%) are shown in Table 7.3. The results
indicate SGM, to give higher efficiency compared to others, except for the storm event of
28™ July 1989, where SGM; has the highest efficiency, though the difference is negligible
(0.44% to 2.69%). In general, the higher model efficiencies (more than 90%) due to all
model applications support their credibility and workability. Table 7.3 also shows the models
performance in terms of their RE in total sediment outﬂ(;w, Qs, peak sediment flow rates,

Qys, and time to peak sediment flow rate, tps.

5000
o | —0— Observed Sediment Graph
= -8 Computed Sediment Graph [SGM1]
—&— Computed Sediment Graph [SGM2]
=y 3500
é -6~ Computed Sediment Graph [SGM3]
8 3000 -
| —¥- Computed Sediment Graph [SGM4]
& 2500 -
3
§ 2000 -
£
2
@ 1500 4
1000 -
500 -
0
0 5 10 15 20
Time (h)

Fig. 7.2, Comparison of observed and computed sediment graphs for the storm of July
6,1989

159

25



12000 1

—— Observed Sediment Graph

10000 -5 Computed Sediment Graph [SGMI]
i \ —— Computed Sediment Graph [SGM2]
3000 - ‘ —6—Computed Sediment Graph [SGM3]

—%— Computed Sediment Graph [SGM4]

Sediment outflow rate (kN/h)

Fig. 7.3. Comparison of observed and computed sediment graphs for the storm of July
20, 1989 '
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6000 1
—o- Observed Sediment Graph

5000 4 —8- Computed Sediment Graph [SGM1]
-~ Computed Sediment Graph [SGM2]
4000 - -6~ Computed Sediment Graph [SGM3]

—%- Computed Sediment Graph [SGM4]
3000 -

2000 -

Sediment outflow rate (kN/h)

1000 -

Time (h)

Fig. 7.4. Comparison of observed and computed sediment graphs for the storm of July
28,1989
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Table 7.3 Goodness of fit of models in terms of Model efficiency and Relative error

Date | Model Total REqs Peak REqps | Timeto | REy NS
of sedimentout | (%) | sedimentout | (%) peak (%) | Efficiency
storm flow (kN) flow rate sediment (%)
(kIN/h) outflow
(h)
Qs Qsc st stc tps tpsc

July 6, | SGM; | 21315 | 19227 | 9.80 | 4621 | 3947|1459 |3.5| 4.0 | -1429| 95.16

1989 | SGM, | 21315 | 18555 | 12.95 | 4621 | 4083 | 11.65 | 3.5| 4.0 | -14.29 | 95.83

SGM; | 21315 | 19453 | 8.74 | 4621 | 4103 | 11.21 | 3.5 | 4.0 | -1429| 93.14

SGM, | 21315 | 18610 | 12.69 | 4621 | 4090 | 11.49 | 35| 4.0 | -1429 | 93.84

July | SGM; | 70075 | 64915 | 7.36 | 11069 | 9326 | 15.75 | 45| 5.5 | -22.22 | 95.10

20, [SGM, | 70075 | 61303 | 12.52 | 11069 | 9765 | 11.78 | 4.5 | 5.5 | -22.22 | 95.68

1989 "sGM; | 70075 [ 68096 | 2.82 | 11069 | 9920 | 10.38 | 4.5 | 5.5 | 22.22| 94.52

SGMy | 70075 | 62560 | 10.72 | 11069 | 9632 | 12.99 | 4.5 | 5.5 | -22.22| 95.53

- July | SGM; | 31833 | 30643 | 3.74 | 5459 | 4978 | 8.81 |4.5| 5.0 | -11.11 97.55

28, 1SGM, | 31833 (30320 ! 4.75 | 5459 [4990 | 859 {4.5] 5.0 [-11.11| 97.39

1989 "SGM; | 31833 | 30870 | 3.03 | 5459 | 4936 | 9.58 | 4.5 5.0 |-11.11| 97.83

SGM, | 31833 | 30640 | 3.75 | 5459 | 4910 | 10.06 {4.5] 5.0 | -11.11 97.79

It is observed from Table 7.3 that SGM; yields lower values of REqs than the others. This
may be attributed to incorporation of initial scil moisture in model formulation. Similar
results were obtained for REqps), except for the storm event of July, 28, 1989, where SGM,
has a lower RE value than the others, though the difference is negligible (0.22% to 5.37%).
Albeit, the RE values in case of t, estimation is on higher side (-11 to -22%), however, the
accuracy obtained is fair because even the more elaborate process-based soil erosion models
are found to produce results with still larger errors (Vanoni 1975; Foster 1982; Hadley et al.
1985; Wu et al., 1993; Wicks and Bathurst 1996; and Jain et al., 2005). The results of total
sediment yield computations using models SGM;-SGMy for the three storm events are also
depicted graphically in Fig. 7.5. Both the observed and computed data points falling close to
the line of perfect fit indicate satisfactory performance of all models.

[n brief, the proposed sediment graph models (SGM;-SGM,) compute sediment

graphs and total sediment outflow reasonably well with efficiency greater than 90% and
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relative error less than 12.95% and 15.75% for total sediment outflow and peak sediment
flow rate, respectively. A close investigation of the results indicates that the GOF (Table 7.3)
in terms of NS efficiency increases with incorporation of I, in model formulation (SGM,)
and, on the other hand, REs for Q and Q, decrease with incorporation of Vy (SGM3). It
follows that both components of hydrologic cycle do affect the sediment graph derivation.

The following section tests the sensitivity of different model parameters.
7.4.3 Sensitivity of Parameters

The effect of variation in parameter « on Q, and Qs due to all the models SGM;-
SGM; is shown in Fig. 7.6. All the models appear to show similar trends in variation of Qs
and Qp with variation in . A similar percent variation in the values of Q and Qp, was
anaIyzed for B, and the results are depicted in Fig. 7.7, which shows that both Q, and Qy tend
to decrease (up to 130%) as P increases. Furthermore, SGM; is seen to be the most sensitive
to parameter B followed by SGM;, SGM4, and SGM,; and B is more sensitive than a A
similar analysis was carried out for parameter k and the results are shown in Fig. 7.8. SGM;
appears to be most sensitive to k variation, followed by SGM,, SGM,4, and SGM;. The
percent variation is however less than that due to B, and is of the order of a. The sensitivity
results (Fig. 7.9) of 8-inclusion in SGMj3 and SGM, indicate SGM, to be more sensitive to 8
than SGM;. Similarly, A is more sensitive (Fig.7. 10) in SGM4 than SGM,. The seri'é‘itivity of
shape parameter ng (Fig. 7.11) indicates that the variation in Qs is negative and less in
magnitude than Qs for any variation in n,. The variation in Qs is however positive. Fig. 7.11
also indicates that all models (SGM;-SGM,) have a similar response for Qs to any variation
in ng. Furthermore, the percent variation in this case is less than B, followed by a, and k. In
brief, the results indicate that the variation in Qs and Qs is most sensitive to B, followed by «,
k, 6, A, and n, for SGM,-SGM4. A similar trend in parameter sensitivity was observed (not
shown) with the other two events. The results also show a higher percent variation in Qp

than Q;, indicating Qp to be more parameter sensitive than Q.
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7.5 FURTHER APPLICATION OF SGM,

Since SGM, is the simplest of the four proposed sediment graph models, this model is
further evaluated for its capability of sediment graph computations using the published data
of Chaukhutia watershed of Ramganga reservoir catchment (Kumar and Rastogi, 1987;
Raghuwanshi et al., 1994, 1996) . For application of SGM, model, six storm events were
taken from the published data of Chaukhutia watershed of Ramganga reservoir catchment.
The basic characteristics of sediment graph data are given in Table 3.5. Unit sediment graph
data derived from Table 3.5 are given in Table 7.4. The SGM; model (Eq. 7.28) has the
parameterso, B, k, and n,. Eq. (7.46) was utilized to estimate the shape parameter (n;) of
[USG sub-model for the selected events as given in Table 7.4. The rest of the parameterso.,
B, k, and A were estimated by using the non-linear Marquardt algorithm. The estimated
optimum parameters values for Chaukhutia watershed are given in Table 7.5.

Similar to the above, the performance of SGM; model was evaluated on the basis of
the (i) visual clbseness of the observed and computed sediment graphs visually and (ii)
goodness of fit (GOF) in terms of NS efficiency (Eq. 7.47) and relative error (RE) (Egs. 7.50-
7.52). For visual appraisal, the sediment graphs computed using SGM, mode! were compared
with the observed sediment graphs as shown in Figs. (7.12)- (7.17). From these figures, it is
observed that the computed sediment graph exhibits fair agreement with the observed graph.
The results of total sediment yield computations for the six storm events are also depicted
graphically in Fig. 7.18. Both the observed and computed data points falling close to the line
of perfect fit indicate satisfactory model performance.

Further, the results of GOF criteria given by Eqs. (7.47) and (7.50)-(7.52) for all the
events are shown in Table 7.6. The results indicate that RE for total sediment outflow and
peak sediment flow rate estimates vary from 2.49 to 10.04% and 12.59 to 16.56%,
respectively. Though, the error in peak sediment flow rate estimation is on higher side, it may
be safely accepted because even the more elaborate process-based soil erosion models are
found to produce results with still larger errors (Jain et al., 2005). Table 7.6 also shows the
GOF in terms of NS efficiency for the considered storm events. NS efficiency varies from

90.52 to 95.41%, indicating a satisfactory performance of the model for sediment graph

computations.
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Table 7.4 Unit sediment graph characteristics of storm events of Chaukhutia watershed

Date of storm Ops tps Bs ns
(tons/hr/tons) | (hr)
July 17, 1983 0.380 2 0.760 | 4.79
August 21/22, 1983 0.418 2 | 0.836 | 5.55
July 15, 1984 0.397 2 0.794 | 5.12
August 18/19, 1984 0.404 2 0.810 [ 5.27
September 1/2, 1984 0.390 2 0.780 | 4.99
September 17/18, 1984 0.410 2 | 0.820 |5.39

Table 7.5 Optimized parameter values for Chaukhutia watershed

Date of storm Model Parameters
a B k A (tons/km")

July 17, 1983 0.530 1 0.351 | 0.029 | 26.66
August 21/22, 1983 0.727 1 0.701 | 0.030 | 40.78
July 15, 1984 0.73510.721 | 0.030 | 62.69
August 18/19, 1984 0.714 |1 0.663 | 0.030 | 38.14
September 1/2, 1984 0.388 | 0.425 1 0.030 | 19.64
September 17/18, 1984 | 0.587 | 0.781 | 0.030 | 29.34

Table 7.6 Goodness of fit statistics

Date of storm Total RE(qs | Peak sediment | RE(qps) NS
Sediment (%) out flow rate (%) | Efficiency
out flow (tons/hr) (%)

(tons)
Qs Qsc st stc

July 17, 1983 2698 | 2481 | 8.04 | 1025 893 12.88 92.91

August 21/22, 1983 2070 [ 1992 | 3.77 875 748 14.51 93.48

July 15, 1984 3145 {2970 | 5.56 | 1250 | 1043 | 16.56 90.52

August 18/19, 1984 2105 | 2041 | 3.04 850 743 12.59 95.34

September 1/2, 1984 1205 | 1084 | 10.04 | 475 397 16.42 93.65

September 17/18, 1984 963 | 939 | 2.49 392 339 13.52 95.41
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Fig. 7.12 Comparison of observed and computed sediment graphs for the storm of July
17, 1983.
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Fig. 7.13 Comparison of observed and computed sediment graphs for the storm of
August 21/22, 1983. |
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Fig. 7.14 Comparison of observed and computed sediment graphs for the storm of July
15, 1984
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Fig. 7.15 Comparison of observed and computed sediment graphs for the storm of
August 18/19, 1984,
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Fig. 7.16 Comparison of observed and computed sediment graphs for the storm of
September 1/2, 1984
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Fig. 7.17 Comparison of observed and computed sediment graphs for the storm of
September 17-18, 1984
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7.6 SUMMARY

In the present study, conceptually sound and hydrologically improved sediment graph
models were proposed based on (i) Nash model-based IUSG, (ii) SCS-CN method, and (iii)
Power law. The proposed procedure eliminated the routine regression procedure to estimate
the mobilized sediment. The proposed models explicitly considered the changes in soil type,
land use, hydrologic condition, antecedent moisture in their formulation. The study revealed
that the proposed models could be used for computing sediment graphs as well as the total
sediment yield. Higher values of model’s efficiencies and low relative errors further
indicated the suitability of the proposed models for computation of sediment graphs and total
sediment outflow from Nagwan watershed (India). These models also accounted for the
initial soil moisture and initial abstraction coefficient, and the results indicated their
significance in sediment graph based analysis in particular and sediment yield modeling in
general. These models were however quite sensitive to parameter B. Further application of
SGM, model showed its enhanced performance (REqs < 10%, REqps < 17%, NS efficiency >
91%). Higher values of model efficiency and low relative error further strengthened the

suitability of model for computation of sediment graphs and total sediment outflow.

174



CHAPTER-8
SUMMARY AND CONCLUSIONS

Rainfail-runoff modeling is integral to water resources planning, development, and
management; and a multitude of models are available in hydrologic literature to address the
related issues. Among the popular event-based models, the SCS-CN method has experienced
myriad applications in estimation of direct runoff for a given storm rainfall event. This is
perhaps the only methodology available in hydrologic literature which considers the major
runoff producing watershed characteristics in runoff computations. A literature review
indicates that the methodology has been applied successfully to address various hydrologic
problems including those which were not originally intended. Similarly, the SUH methods
are placed at the apex among the hydrologic models available for estimation of flood
hydrograph with limited data availability conditions, and for ungauged catchments. In a
similar vein, the sediment graph models are widely used for estimation of time distributed
sediment yield. These models play a significant role in water quality modeling. Further, these
are useful in evaluation of the effectiveness of watershed management programs and study of
depletion of lakes and reservoirs and non-point source pollution. The increased awareness of
environmental quality and the desire to control non-point source pollution have significantly
increased the need for time distributed sediment yield estimates, for sediment is not only a
pollutant but also a carrier of pollutants, such as radioactive material, pesticides, and
nutrients. . |

This study was undertaken to explore the new/modified or improved versions of SCS-
CN methodology, SUH rethods, and sediment graph models based on a stronger
mathematical background and hydrologically more rational approach to perform their
prescribed tasks successfully and efficiently. In this  chapter, each of these

methodologies/models is summarized and concluded briefly.
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8.1 REVISED SOIL MOISTURE ACCOUNTING PROCEDURE IN
SCS-CN METHODOLOGY

Various improvements/modifications to the existing SCS-CN methodology have been
suggested in literature in the recent past. However, there are still some issues that need to be
explored for better results. The accounting of soil moisture in the SCS-CN methodology is
one of them. Though it was addressed earlier by Williams and LaSeur (1976) and Mishra et
al. (2004a) to account for the variability of antecedent rainfall and associated soil moisture
amount in terms of antecedent moisture condition (AMC), a concrete mathematical
formulation and its inclusion in the existing SCS-CN methodology was provided by Michel
et al. (2005) only. This work addresses not only the soil moisture accounting (SMA)
procedure but also cotrects the SCS-CN method for its parameterization. To overcome the
inconsistencies associated