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ABSTRACT 

Soil erosion is a serious environmental problem in Nepal where more than 80 percent of the 

land area is mountainous and tectonically active. Anthropogenic causes such as deforestation, 

overgrazing and intensive farming have accelerated the erosion problem. Unscientific 

cultivation, haphazard construction and intensive monsoon have further aggravated the 

situation. Thus, it is very important to understand the erosion process and assess the 

magnitude of the problem so that effective counter measures and appropriate sediment 

management method can be implemented. 

The rapid growth in population, urbanization and industrialization, and economic and social 

changes during last few years has resulted in an increased and diversified demand of water. 

At the same time, quantity of available water from surface and ground water sources has 

remained constant. So water has progressively emerged to become one of the most pressing 

national issues of present time on the development and environment. 

Thus there is need to use recent advancement in technology and modeling tool to develop 

optimal water resources system and manage sediment problems. Rainfall-runoff and sediment 

yield models are the key components of the overall modeling framework for sustainable 

watershed development and Management. The process of runoff and sediment erosion is 

influenced by the spatial controls exerted by the land surface such as elevation, slope, 

drainage network and vegetation cover. So the knowledge of geomorphology and vegetation 

of watershed can enhance one's understanding and capability to model the processes. 

The present study has been taken up in the above background to develop rainfall-runoff and 

sediment yield models to predict runoff and sediment yield from Kankaimai watershed in 

eastern Nepal. Geomorphologic and vegetational analysis was carried out using remote 

sensing and geographic information system. The study has revealed that the Kankaimai 

watershed is fairly good with moderately high peak flow of shorter duration giving quick 
response of sediment yield and runoff. 
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With this knowledge of watershed characteristic and statistical analysis, eight different 

combinations of daily rainfall, runoff and temperature for runoff models and four 

combinations of daily runoff and sediment yield for sediment yield prediction models were 

selected as input data. Artificial Neural Network (ANN) models were developed using 

selected combinations of data as input to a three layered back-propagation feed-forward 

neural network. The regression models were also developed using all above combinations of 

input data and compared with the results obtained from ANN models. Nash coefficient (R2), 

coefficient of correlation (CC), root mean square error (RMSE) and recovery ratio (RR) were 

. estimated to assertion the model performance. ANN model validation statistics resulted in R2  

values ranging from 0.35 to 0.82, CC values from 0.60 to 0.91, RMSE values from 192.29 

m3/s to 103.67 m3/s and RR from 0.59 to 0.96 for runoff prediction and R2  values from 0.80 

to 0.93, CC values from 0.90 to 0.97, RMSE values from 19058 t/day to 34345 t/day and RR 

values from 0.93 to 1.18 for sediment yield prediction. Using regression models, R2  values 

for the same data set varied from 0.10 to 0.60 (0.81>CC>0.384, 226.33>RMSE>157.45, 

0.758>RR> 0.614) for runoff prediction and -0.85 to -0.16 (CC-0.97, 106607>RMSE>83770, 

1.65>RR>1.46) for sediment yield prediction. Performance evaluation of different models 

suggests that antecedent runoffs of time step ' t-1 and 't-2` as an additional inputs variable 

alongwith concurrent rainfall improve the performance of runoff model for this watershed. 

Similarly the concurrent runoff has very high correlation with sediment yield. Use of 

antecedent runoff and sediment yield as additional input variables to concurrent runoff does 

not improve the model performance. Furthermore ANN model performed better than the 

regression equations. 
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CHAPTER- 1 

INTRODUCTION 

1.1 Background 

A watershed is a land area which drains into a stream system, upstream from its mouth or 

other designated point of interest. Surface characteristic, soil depth, geological structures, 

topography and climate of the watershed play an interrelated role in the behavior of water, 

which flows over or through it. Watersheds are subjected to many types of modifications by 

human and natural activities. Such changes can be distinguished as point changes and non-

point changes and affect virtually all elements of hydrologic cycle. Structural changes such as 

dam construction, channel improvement, detention storage etc. are examples of point 

changes. Forestry, agriculture, mining, urbanization etc. are non-point land use changes. 

There has been a growing need to study, understand and quantify the impact of major land 

use changes on hydrologic regime, both water quantity and quality. 

Hydrological modelling is a powerful technique for investigation of hydrologic system for 

both hydrologists and the practising water resources engineers involved in the planning, 

deVelopment and management of water resources. These models are used for, varied 

purposes such as planning and designing soil conservation practices, irrigation water 

management, wetland restoration and water table management .On a large scale, models are 

used for flood protection projects, rehabilitation of aging dams, flood plain management, 

water quality evaluation, and water supply forecasting. 

1.2 Brief Review 

The early history of hydrology and hydraulic structures begins thousands of years ago when 

archeological evidence suggests that a dam was built across the Nile as early as 4000 B.C. 

Later a canal to transport fresh water was constructed between Cairo and Suez (Bedient and 

Huber, 1992). In the seventeenth century, Perrault made the first recorded measurements of 

rainfall and surface flow (Ryan, 1999). 
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It was not until relatively recently that attempts were made to model rainfall-runoff thus 

predicting runoff hydrographs, peak flow rates, and times to peak. Early models based on 

empirical equations predicted peak discharge and time to peak. In 1932, Sherman proposed 

the "unitgraph" or unit hydrograph technique. It was one of the first attempts to predict an 

entire hydrograph instead of just the peak flow and time to peak (Kilgore, 1997). Many 

researchers followed with increasingly complex models to improve the unit hydrograph 

shape. Although these techniques produced mathematically correct hydrographs, Todini 

(1988) states that their connections with the "real world" were lost. During the 1960's and 

1970's, researchers focused their efforts on developing models with parameters having a 

physical interpretation. Due to limitations in the amount of available data and computing 

power, these physically based parameters were aggregated or lumped together, thus greatly 

decreasing the amount of data to be processed. These models with aggregated parameters are 

termed conceptual lumped prameter models. The rapid increase in computing power of the 

1980's and 1990's has brought more complex physically based distributed models. 

Parameters no longer need to be lumped together because of computing limitations. 

Physically based Distributed parameter models are capable of incorporating information 

about the spatial variability of soils, land use, topography, or any other parameter in the 

modeling scenario. The improved availability of geographic information systems (GISs) aids 

in managing the large amounts of data required for distributed parameter models. GIS 

software can be combined with digital data such as soil type, vegetative cover, land use, and 

digital elevation models (DEMs) to create hydrologic models or input to hydrologic models. 

Physically based distributed parameter models / conceptual lumped prameter models attempts 

to capture the charecteristic of underlying physical processes through the use of equations of 

mass , momentum, and energy in the case of deterministic models and their simplified forms 

in the case of conceptual models. Though physically based deterministic hydrological models 

have proved to be very useful for simulation of various processes related to the management 

of water such as hydrodynamic, morphological, ecological, water quality, sediment yield, 

groundwater flow etc., implementation and calibration of such a models can typically present 

various difficulties, requiring sophisticated mathematical tools (Sorooshian et al, 1993), 

significant amounts of calibration data (Yapo et al, 1996), some degree of expertise and 

experience with models (Kisi, 2005). 
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Thus there is a need to investigate an alternative approaches to model the hydrologic 

responses of a watershed. Soft computing technique is one the alternative approaches to deal 

with such problems. Artificial neural network (ANN) is one of the soft computing techniques 

which is composed of densely interconnected processing nodes and has the ability to extract 
and store the information from the few patterns (data) in training through learning. The model 

is easy to develop; yields satisfactory results when applied to complex systems. Hydrologic 
applications of ANN include the modeling of rainfall-runoff forecasting, sediment yield 

process, snow-rainfall process, assessment of stream's ecological and hydrological responses 

to climate change, and ground water quality prediction and ground water remediation. 

In the hydrological forecasting context, recent experiment has reported that ANNs may offer 

a promising alternative for Rainall- Runoff modeling (Tokar and Johnson, 1999). Similarly 

neural network (NN) approaches to model the streamflow—suspended sediment relationship 

were investigated by Kisi (2005) and Agrawal ( 2005). In many or most occasions it was 

shown that the neural networks tend to give better result than the deterministic models, 

provided that the process under consideration is not changed in time. 

1.3 Sediment yield 

Soil degradation by accelerated water and wind-induced erosion is a serious problem and will 

remain so during the 21st century, especially in developing countries of tropics and 

subtropics. Erosion is a natural geomorphic process occurring continually over the earth's 

surface. However, the acceleration of this process through anthropogenic perturbations can 

have severe impacts on soil and environmental quality. 

Soil erosion and it off-site downstream damages are major concern around the world causing 

loses in soil productivity and degradation of landscape. It has been estimated that human 

induced soil degradation affected 15% of world arable land surface. Estimate of global soil 

erosion rates ranges from .88 mm/yr to .30mm /year from land surface that is carried 

downstream to lakes, reservoirs and estuaries leading to reduction in their storage capacities 

and affecting water quality, navigation, and biological productivity. 
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The total land area subjected to human-induced soil degradation is estimated at about 2 

billion ha (Lal, 2001). Of this, the land area affected by soil degradation due to erosion is 

estimated at 1100 Mha by water erosion and 550 Mha by wind erosion. South Asia is one of 

the regions in the world where soil erosion by water and wind is a severe problem. 

In Nepal, over the last century, the proportion of the erosion induced by growing population 

pressures on a limited land base has increased considerably. Human factors such as 

unscientific cultivation, destruction of natural vegetation, improper land use and haphazard 

construction, together with natural factors such as fragile geology, steep slopes, and intensive 

monsoon rains has exacerbated erosion and resulted in the environmental degradation of the 

country. It has been estimated that as much as 1.63 mm of topsoil are displaced from the total 

land surface of Nepal every year. Hence there is a need to understand the soil erosion process 

and quantify its magnitude so that soil erosion management plan in the watershed and 

sediment control measures in the downstream reach could be developed. 

In such a situation it becomes necessary to understand the behaviour of watershed in terms of 

it's runoff and sediment yield process and develop suitable models which can yield 

sufficiently accurate results with shorter length of data . In the present study also, attempt has 

been made to simulate the runoff and sediment yield process of Kankaimai watershed in the 

eastern Nepal by using Artificial Neural Networks. 

1.4 Objectives 

In the light of above review related to rainfall-runoff and sediment yield models, the 

following objectives were considred in the present study . 

a. Formulation of rainfall-runoff models for Kankaimai watershed in eastern Nepal 

using ANN. 

b. Establishment of correlation between river discharge and sediment yield at a 

Mainachuli station of Kankaimai river in eastern Nepal using ANN. 
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1.5 Scope of works 

The scopes of proposed research are as follows: 

• Review of past studies and literature relating to the proposed research . 

• Geomorphologic studies of the watershed 

• Vegetational analysis of the watershed 

• Selection of different input data through statistical procedure 

• Investifation of different ANN models for runoff prediction . 

• Investigation of different ANN models for sediment yield prediction . 

• Evaluation of results and selection of appropriate models. 

• Comparison of ANN models with linear regression models. 



CHAPTER-2 

LITERATURE REVIEW 

2.1 Watershed geomorphology 

The impotance of geomorphology for hydrological purposes has been increasingly 

appreciated among hydrologists in the last few decades when they became engaged in the 

development of water resources in developing and other countries where the available 

hydrological data were found to be inadequate for their aims. Observation on discharge, 

sediment load, etc, over a sufficient period of time, are often few in number or totally absent. 

Thus hydrologist was obliged to use different unconventional approaches to evaluate the 

charactaristics of rivers and drainage basins and to get a proper idea of the order of magnitude 

of various aspects of the water problems (Kuiper). 

The study of fluvial geomorphology and morphometrical and environmental 

geomorphologiocal analysis of drainage basin have become increasingly important. In fact 

geomorphology was found to have very close links with both surface and sub 'surface water 

condition. Schumm(1964), emphasized the role of geomorphology and mentioned that a 

general relationship exists between hydrological geomorphological variables. Once these 

relation are established, the probable hydrological characteristics of other areas, which are 

geomorphologically similar, can be estimated (Verstappen,1983). 

The drainage basin, or watershed, is the fundamental unit in geomorphology within which 

may be studied the relations between landforms and the processes that modify them. The 

study of basin morphometry attempts to relate basin and stream network geometries to the 

transmission of water and sediment through the basin. The size of a drainage basin influences 

the amount of water yield; the length, shape, and relief affect the rate at which water is 

discharged from the basin and the total yield of sediment; the length and character of the 

streams channels affect the availability of sediment for stream transport and the rate at which 

water and sediment are discharged. Drainage density, constant of channel Maintenance, 

stream order, elongation ratio, circulatory ratio, form factor, bifurcation ratio, relief ratio and 

relative ratio are some of the important parameters that need to be computed so that 
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chaecteristics of rivers and drainage basin could be evaluated . Details of these parameters are 

discussed in chapter 4 of section 4.2. 

2.2 Normalized Difference Vegetation Index (NDVI) 

The normalized difference of the vegetation index [NDVI] is a non-linear transformation of 
the visible (red) and near-infrared bands of satellite information. NDVI is defined as the 
difference between the visible (VIS) and near-infrared (NIR) bands, over their sum (Jensen, 

2000). Written mathematically as 

NDVI = (NM — VIS)/(NIR + VIS) 
	 (2.1) 

500 	 1000 	 1500 	 2000 	 2500 
Wavelength in nanometres 

Fig 2.1 Reflectance characteristrics of various objects with wavelength 

Nearly all satellite Vegetation Indices employ this difference formula to quantify the density 

of plant growth on the Earth. The NDVI is an alternative measure of vegetation amount and 
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condition. It is associated with vegetation canopy characteristics such as biomass, leaf area 

index and percentage of vegetation cover. 

When sunlight strikes objects, certain wavelengths of this spectrum are absorbed and other 

wavelengths are reflected. The pigment in plant leaves, chlorophyll, strongly absorbs visible 

light (from 0.4 to 0.7 p,m) for use in photosynthesis. The cell structure of the leaves, on the 

other hand, strongly reflects near-infrared light (from 0.7 to 1.1 gm). The more leaves a plant 

has, the more these wavelengths of light are affected. Fig. 2.1 gives reflectance 

characteristrics of various objects with wavelength. Vegetation appears very different at 

visible and near-infrared wavelengths. In visible light, vegetated areas are very dark, almost 

black, while desert regions (like the Sahara) are light (see Fig. 2.1). At near-infrared 

wavelengths, the vegetation is brighter and deserts are about the same. By comparing visible 

and infrared light, scientists measure the relative amount of vegetation. In general, if there is 

much more reflected radiation in near-infrared wavelengths than in visible wavelengths, then 

the vegetation in that pixel is likely to be dense and may contain some type of forest. If there 

is very little difference in the intensity of visible and near-infrared wavelengths reflected, 

then the vegetation is probably sparse and may consist of grassland, tundra, or desert. 

Calculations of NDVI for a given pixel always result in a number that ranges from minus one 

(-1) to plus one (+1). A zero means no vegetation and close to +1 (0.8 - 0.9) indicates the 

highest possible density of green leaves. Normally for vegetation NDVI values typically 

range between 0.1 and 0.7. Higher index values are associated with higher levels of healthy 

vegetation cover, whereas clouds and snow will cause index values near zero, making it 

appear that the vegetation is less green. 

2.3 Hydrologic Modeling 

Renschler (1996) defines a model as a simplification of processes and their interactions with 
the aim of extracting, evaluating and simulating the relevant processes. The different types of 

hydrologic response models were proposed, ranging from purely empirical simple models to 

highly sophisticated distributed physical process models. Based on the degree of 

representation of the physical processes, the models are classfied with the increasing degree 
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of representation, as Empirical models, physically based lumped and distributed model and 

Neuromorphic models. 

2.3.1 Empirical models 

They are based primarily on observbation and seek to characterise system response from 

those data. An empirical model does not attempt in any way to represent the process 

occurring within the catchment, not even in a simplified manner. But in many situation in 

practice empirical models are used. However these simpler models normally fail to respresent 

the non-linear dynamics, which are inherent in the process of rainfall —runoff transformation 

and sediment yield process. 

(a) Rainfall -Runoff Models 

The origin of empirical hydraulic modeling dates back to the rational method developed by 

Mulvany (1850) and an 'event model by Imbeau (1890) for relating storm runoff peak to 

rainfall intensity. Other previous investigators who peoposed empirical or semi-empirical . 

relationship for runoff and rainfall are Sherman (1932), Horton (1930, 1939), Izart (1944), 

Horton (1945) and soil conservation services (SCS) (1956) (Singh, V.P., et. al 2002). 

Khosla analysed the rainfall runoff and temperature data for various catchments in India and 

USA and derived an empirical equation for calculating monthly runoff. Based on analysis of 

data from small sub-catchments of different rivers basin in India (Subramanya, 1994), 

Kothyari (1995) proposed an empirical relationship for estimation of monthly runoff 

considering concurrent and antecedent monthly rainfall as inputs. 

Jacob (1995) developed a regional regression equation for predicting monthly runoff which is 

applicable over the whole country of Nepal. While deriving this equation monthly data was 

used in a multiple regression analysis involving up to 14 catchment parameters such as basin 

area, main stream length, area of catchment below 5000 m in elevation etc. A set of 12 

regression equations were derived which can be used to predict the mean flow in each month 

of the year.The general form of such equation is 
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Qmean (month) (m3/s) = Coefficient C x (Basin Area)ai x (Basin area below 5000m + 1)a2 
x (Mean monsoon Precipitation)a3 	 (2.2) 

Where al, a2 and a3  are constanst and are different for different months. Basin area is 

measured in square kilometers and the mean monsoon precipitation is given in millimeters. 

Sarangi et. al (2005) have developed a regression model for St. Esprit watershed, Quebec, 

Canada using watershed-scale geomorphologic parameters to predict surface runoff and 

sediment losses. Morphological parameters such as bifurcation ratio RB, area ratio RA, 

channel length ratio RL, drainage factor DF and relief ratio RR were selected using the 

Multivariate Adaptive Regression Splines tool, based on their relative importance in 

prediction of runoff Q ( in m3/s). The form of equation they obtained is as follows: 

Q = 0.13 R 	— 0.87 R4IT.  — 0.02 R 	+ 4.631 e;  — 48.15 1? 111' + 45.5 	(2.3) 

Where R is event based rainfall in mm 

(b) Sediment Yield Models 

Most of the models used in soil erosion studies are empirical models. The most widely used 

empirical model is the universal soil loss equation (USLE). Others include revised universal 

soil loss equation (RUSLE), modified universal soil loss equation (MUSLE) etc, which are 

based on modifications made on USLE. The USLE (Wishmeier and Smith, 1978) is the most 

widely used model in predicting soil erosion. Since the model was developed based on 

simulation in the East of the Rocky Mountains, its validity in areas outside the USA is 

regularly questioned (Roo, 1993). The USLE model estimates average annual soil loss by 

sheet and rill erosion on those portions of landscape profiles where erosion but not deposition 

is occurring. The model does neither predict single storm event nor does it predict gully 

erosion (Foster, 1982; Keneth et al., 1991). The model is also one-dimensional and static with 

limited possibilities for analysis of phenomenon dynamics (Jaroslav et al., 1996). 
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MUSLE is one of the modified versions of the USLE. In MUSLE, the rainfall energy factor 

was replaced with runoff. The runoff factor includes both total storm runoff volume and peak 

runoff rate. Compared to USLE, this model is applicable to individual storms, and eliminates 

the need for sediment delivery ratios, because the runoff factor represents energy used in 

detaching and transporting sediment. The main limitation is that it does not provide 

information on time distribution of sediment yield during a runoff event: It is strictly a 

sediment yield equation and should not be used where detachment controls sediment yield 

(Roo, 1993). 

RUSLE is a revised version of USLE, intended to provide more accurate estimates of erosion 

(Renard et al., 1997). It contains the same factors as USLE, but all equations used to obtain 

factor values have been revised. It updates the content and incorporates new material that has 

been available informally or from scattered research reports and professional journals. The 

major revisions occur in the cover management factor (C), support practice factor (P), and 

slope length gradient factor (LS) factors. The C is now the product of four sub factors: prior 

land use, canopy cover, soil surface cover and surface roughness (Yazidhi, 2003). 

The Morgan, Morgan and Finney (MMF) model is another empirical model for predicting 

annual soil loss from field-sized area on hill slopes (Morgan et al., 1984). The model 

separates the soil erosion process into two phases i.e. the water phase and the sediment phase. 

In the water phase annual rainfall is used to determine the energy of the rainfall for splash 

detachment and the volume of runoff, assuming that runoff occurs whenever the daily rainfall 

exceeds a critical value representing moisture storage capacity of the soil-crop complex and 

that the daily rainfall amounts approximate an exponential frequency distribution. In the 

sediment phase, splash detachment is modeled using a power relationship with rainfall energy 

modified to allow for the rainfall interception effect of the crop. The model has been revised 

with new changes incorporated owing to the rise in data availability and difficulties in 

estimating certain parameters as in the original version. In the revised version, changes have 

been made to the way soil particle detachment by raindrop impact is simulated, which now 

takes account of plant canopy height and leaf drainage, and a component has been added for 

soil particle detachment by flow .For the estimation of soil loss by this method following 

relation is used. 
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Soil loss = minimum value of the two: transport capacity of overland flow (G) and the 
estimated rate of soil detachment (F). 

G = C* Q 2  * sin S* 10 -3 	 (2.4) 

F = K (E exp -aP)b.10-3 	 (2.5) 

Where C, Q, S, K, E, and P are cover management facto , overland flow, sine of slope 
radient, soil detachability index, kinetic energy of rainfall, percentage rainfall intercepted by 
crop respectively. 

Shrestha(1997) has applied MMF approach in Likhu Khola valley of middile mountain in 

Nepal and could reasonably assess the soil loss from different categories of land use pattern. 

2.3.2 Physically based model 

(a) Lumped parameter conceptual model 

The lumped conceptual model occupies intermediate position between fully physically based 

distributed approach and empirical black box approach. In conceptual type model the internal 

description of the various sub process are modeled attempting to represent in a simplified 

way the known physical process. Even if not applying the exact differential laws of 

coservation, conceptual models attempts to describe large spatial and temporal scale 

conservation and response laws that are in accordance with the observed large scale 

behaviour of water in hydrologic drainage basin. Conceptual approaches improve the 

hydrological response of a basin in comparison to empirical equations. Conceptual models 

are developed assuming watershed to be fairly homogeneous, i.e. the spatial variability of 

input, transfer function and outputs are not explicitly taken into account. Because the inputs 

are averged,or lumped, the model have come to be called "lumed " model. 

(b) Distributed Parameter Models 

The physically based distributed models are based on our understanding of the physics of the 

hydrological processes, which control the catchment response, and use physically based 

equations to describe these processes. Also, these models are spatially distributed since the 
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equations from which they are formed generally involve one or more space coordinates. A 

discretization of spatial and temporal coordinates is made and the solution is obtained at the 

nodal points of this discretized representation. This implies that these models can be used for 

forecasting the spatial as well temporal pattern of more than one hydrological variable. Such 
models require much of computational time and also require advance computers as well as a 

broad data base. In these models transfer of mass, momentum and energy are calculated 

directly from the governing partial differential equations which are solved using numerical 
methods, for example the St. Venant equations for surface flow, the Richards equation for 

unsaturated zone flow and the Boussinesq equation for ground water flow. 

Though physically based hydrological models have proved to be very useful for simulation of 

various processes related to the management of water such as hydrodynamic, morphological, 

ecological, water quality, groundwater flow etc. implementation and calibration of such a 

models can typically present various difficulties (Duan et al, 1992), requiring sophisticated 

mathematical tools (Sorooshian et al, 1993), significant amounts of calibration data (Yapo et 

al, 1996), some degree of expertise and experience with models (Hsu et al, 1995). 

Stanford Watershed Model —SWM (now HSPF) by Crawford and Linsley (1966) was 

probably the first physically based model to model virtually the entire Hydrologic cycle. 

Simultaneously a number of somewhat less comprehensive models were developed. 

Examples of such models that become popular are the watershed models of Dawly and 

O'Donnell (1965) and HEC-1 (Hydrologic Engineering Center 1968). Also number of semi 

distributed models capable of accounting for the spatial variability of hydrologic process 

within the watershed were developed as illustrated by Tank model developed by Sugawara 

(1967) (Singh, V.P., et. al 2002). 

Indeed there has been a proliferation of watershed hydrology models since the development 

of Satanford watershed model (SWM), with emphasis of physically based models. Example 

of such Watershed hydrologic Models are storm water management model (SWMM) 

(Metcalf and eddy 1971), national weather service (NWS) river forecast system (Burnash 

1973), streamflow synthesis and reservoir regulation (SSARR) (Rockwood 1982), System 

Hydrologique European (SHE) (Abbott 1986), TOPMODEL (Bevven and Kirkby 1979), 

institute of hydrology distributed model (IIIDM) (Morris 1980) and so on .All of these 

models have since been significantly improved, SWM, now called hydrologic simulation 
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package-fortran (HSPF), is far more comprehensive than its original version. TOPMODEL 

has been extended to contain increased catchments information more physically based 

processes and improved parameter estimation ((Singh, V.P., et. al 2002). 

Chemical, Runoff, and Erosion from Agricultural Management system (CREAMS ) was 

developed by U.S. department of agriculture (USDA) in 1980 fro simulating agricultural 

runoff and water quality. WEPP (Nearing et al., 1994) was developed for use in soil and 

water conservation and environmental planning and assessment. The Water Erosion Prediction 

Project (WEPP) erosion model computes estimates of net detachment and deposition using a 

steady state sediment continuity equation. Agriculture Non —Point Source Model (ANGPS) 

(Yang et. at 1989,1995) is an example of distributed parameter event based model which can 

be used to simulate water quality and quantity ((Singh, V.P., et. al 2002). 

2.3.3 Nuromorphic models 

This is the soft computing approach of modeling the system .Soft computing referes to a 

consortium of computational methodologies. Some of its principal components include 

Arificial Neural Netwok (ANN), Fuzzy Logic (FL) and Genetic algorithm (GA), all having 

their roots in Arificial Intelligence (AI). Of these three components ANN and Fuzzy Logic 

approache are discussed in brief. 

(a) Artificial Neural Network 

Artificial neural network (ANN) is a new soft computing technique composed of densely 

interconnected processing nodes, which has the ability to extract and store the information 

from the few patterns (data) in training through learning. ANN architecture parallels in 

processing with that designed to process the information in neuron computing . The model is 

easy to develop; yields satisfactory results when applied to complex systems poorly defined 

or implicitly understood; and more tolerant to variable, incomplete or ambiguous input data. 

Hydrologic applications of ANN include the modeling of rainfall-runoff forecasting, 

sediment yield process, snow-rainfall process, assessment of stream's ecological and 

14 



hydrological responses to climate change, and ground water quality prediction and ground 

water remediation. 

Neural network (NN) plays big role in the field of water sector where complex natural 

processes dominate. The high degree of empiricism and approximation in the analysis of 

hydrologic response of watershed make the use of neural network highly suitable. In other 

words, when the possibility of representing the complex relationships between various 

aspects of the processes in terms of physical or conceptual modeling is very remote, the 

neural network plays an important role. 

Previous works by Karunanithi et al. (1994), Dawson and Wilby (1998), Campolo et al. 

(1999), Zealand et al. (1999) and Imrie et al. (2000), have demonstrated the capability of 

ANN in streamflow forecasting. The ANNs, they used performed much better than_ the 

convensional models. The application of ANN for modeling the rainfall- runoff process 

started with preliminary work by Halff et al. (1993) who used a three layer feedforward ANN 

for the prediction of hydrograph. Since then, many studies in the context of rainfall- runoff 

modeling using ANNs have been carried out (Smith and Eli, 1995; Shamseldin, 1997; Tokar 

and Johnson, 1999). Similarly neural network (NN) approaches to model the streamflow-

suspended sediment relationship were investigated by Kisi (2005) and Agrawal ( 2005). In 

many or most occasions it was shown that the neural networks tend to give better result than 

the deterministic models, provided that the process under consideration is not changed in 

time. The following paragraphs give the brief description of some of the sediment yield and 

Rainfall-Runoff ANN models. 

Kisi (2005) evaluated the performace of ANN in estimating suspended sediment load at Rio 

Valenciano station operated by US Geological survey. He investigated four different 

scenarios with different combinations of runoff (Q) and sediment discharge(Q,). The input 

combinations used in this application to estimate suspended sediment values for Rio 

Valenciano station were (i) Qt; (ii) Qt and Qt-i; 	Qt and Qst-t; and (iv) Qt, Qt_i and Qst-i 
.The node number in the hidden layer was found to vary between 1 and 2. Accordingly, an 

ANN structure ANN(3,2,1) consists of 3 inputs, 2 hidden and one output nodes. In this case 

the input layer covers the current and one antecedent flow and one antecedent sediment (Qt, 

Qst-i) and the output layer consists of the unique sediment concentration value at day t. 

The feedforward error back propagation algorithms was adopted for training the neural 
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network and the sigmoid and linear functions were used for the activation functions of the 

hidden and output nodes, respectively.On validation, the R2  value for above mentioned four 

scenarios were 0.867, 0.874, 0.702 and 0.876, respectively. This implies that ANN can 

perform well in forecasting suspended sediment yield. 

Sajikumar and Thandaveswara (1998) applied the concept of ANN in rainfall —runoff 

modeling by utilizing the data of River Lee, UK and the Thuthapuzha River, India. Feed-
forward multilayer perceptron (MLP) network with temporal back propagartiOn algotithm 

was adopted in their study. The network architecture was designed consisting of single 

hidden layer with five neurons. Non linear sigmoid function was used as transfer function 

in all layers. The R 2  value for this particular case was o.799. 

Jha and Jain (2005) also investigated use of ANNs in rainfall-runoff modeling in. Kentucky 

River basin, USA. ANN model in this study consisted of three layers .The neurons input layer 

consisted of the total rainfall at times t, t-1, t-2 and observed discharges at times t-1, and t-2. 

The only neuron in the output layer represented the flow at time t. The sigmoid activation 

fuction was used as the transfer function at both hidden and output layer. Standard back-

propagation training algorithm with generalized delta rule was employed to train the neural 

networks. The result obtained in this study indicates that the single-hidden layer feed-forward 

ANN consisting of five input neurons, four hidden neurons, and one output neuron was best 

ANN model for the data set considered. The performance of the ANN rainfall-runoff models 

was excellent in terms of correlation coefficient, Nash-Suteliffe efficiency and root mean 

square error (RMSE). 

(b) Fuzzy Logic System 

There are having lot of uncertain information, which are used to estimate and understand 

many complex problems. But to represent them mathematically is very difficult because 

computers or processors cannot understand what one perceive. To make these devices 

compatible with ones thinking, one needs to represent these uncertain information 

mathematically. For this purpose, to handle the concept of "partial truth", Dr. Lofti Zadeh in 

1965 propos&I a new theory called "Fuzzy Sets" (Zadeh, 1965). The logical processing using 

fuzzy sets, is known as "Fuzzy Logic".. 
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Many researchers have applied the fuzzy approach to various engineering problems 

(Mamdani 1974; Pappis and Mamdani 1977; Sugeno 1985; Sen 1998; Sen 2001). The basis 

of fuzzy logic is to consider hydrological variables in a linguistically uncertain manner, in 

the forms of subgroups, each of which is labeled with successive fuzzy word attachments 

such as "low", "medium", "high", etc. In this way, the variable is considered not as a global 
and numerical quantity but in partial groups which provide better room for the justification 

of sub-relationships between two or more variables on the basis of fuzzy words. 

Sen and Altunkaynak (2003) endeavoured to evaluate the performance of Fuzzy Logic 
approach in rainfall-runoff modeling for two different drainage basins on the European and .  

Asian sides of Istanbul. In that study it was attempted to compare regreesion and fuzzy logic 

approach. It was investigated that fuzzy logic model prediction yields less relative error as 

compared to the regression method. 
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CHAPTER —3 

DESCRIPTION OF THE STUDY AREA 

3.1 General 

The Kankaimai watershed, located in eastern Nepal, has been selected for the present study. 

Kankaimai river, the main river of basin, is a spring fed perennial river that originates from 

the Mahabharat range with name Mai Khola at an elevation of about 3300 m above mean sea 

level (msl). The highest altitude of the basin is 3,636 m above mean sea level (msl) where a 

village called Sattapur is located. The river flows north to south and takes the name of 

Kankaimai downstream of its confluence with Deumai Khola. From this reach onwards, the 

nature of the river changes from "confined bed rock type" to alluvial with flood plains. The 

Kankaimai becomes Kankai as it enters Jhapa District and downstream from this reach it is 

completely alluvial in nature with significant flood plains. 

For the purpose of this study, the catchment area upstream of the Kankai Mai River at 

Mainachuli has been considered. The entire catchment area of 1180 km2  lies within the 

district of Ilam. In terms of latitudes and longitudes, the overall catchment boundaries are 

87°35' to 88°10' (latitude) and 26°37' to 27°05' (longitude). 

The major tributaries of Kankaimai are Mai, Lodhiya Khola, Deumai Khola, Puwa Khola 

and Jogmai Khola. The total length of the river from Mainachuli to the source is about 90 

km. 

The Mai Khola meets Deumai Khola at Laramba, about 23 kin upstream of Chepti. In this 

stretch, the river is relatively flatter having average gradient of about 1:235 compared to steep 

gradient in the upstream reach. 
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3.2 River Characteristics 

The confluence of Puwa Khola and Mai Khola is about 49 km upstream of Chepti (i.e., 26 km 

upstream form the confluence of Mai Khola and Deumai Khola). The river gradient between 

the confluence of Puwa Khola and Mai Khola to Deumai Khola and Mai Khola is about 1:75. 

The confluence of Jogmai Khola and Mai Khola is about 9 km upstream from the Puwa 

Khola and Mai Khola confluence (i.e., 58 km upstream from Chepti) and the river gradient 

along this stretch is about 1:75. Up to 30 km upstream of the confluence of Jogmai Khola 

and Mai Khola, the river gradient is steeper than 1:23 and the remaining stretch lies in the 

Mahabharat range. 

3.3 Hydrological and Meteorological Data 

(a) Climate 

The catchment of Mai Khola lies in the Lesser Himalayas and Sub-Himalayas regions. The 

physiographic characteristics of Mai Khola and especially the variation in altitude influence 

the climate of the basin. Therefore, the climate of the catchment area varies from subtropical 

climate in the lower region to temperate climate in the upper region. As in other parts of 

Nepal, the catchment area of the river experiences southeast monsoon, which on average lasts 

from June to the end of the September. The average daily temperature recorded at the Ilam 

Tea State staion, Kanyam Station and Soktim Station are taken in the preent study. Mean 

monthly evaporation data, as well as mean temperatures, relative humidity and sunshine 

hours of Kankaimai basin are presented in Table 3.1. The average daily temperatures (1995-

1999) recorded at Ilam Tea State, Soktim and Kanyam are given in Appendix A 

Table 3.1: Mean Monthly Temperature, Relative Humidity and Sunshine Hours 

of Kankaimai Basin 

Basin / Sub-Basin 
Months 

Jan Feb Mar Apr May Jun Jul. Aug Sept Oct Nov Dec 

Mean Temperature (°C) 12.6 14.0 18.3 20.7 21.2 22.2 22.1 22.5 21.7 20.2 17.1 14.1 

Relative Humidity (%) 77 73 67 71 82 90 92 91 90 84 .76 74 

Sunshine Hours (hrs) 7.2 6.4 6.3 7.6 5.9 2.9 1.3 2.7 2.9 6.7 6.7 8.7 

Evaporation (mm/day) 2.86 3.94 5.92 6.58 5.96 5.20 4.20 4.39 4.11 4.27 3.31 2.92 
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(b) Rainfall 

The rainfall station at Ilam Tea State, Kanyam and Soktim established by Department of 

Hydrology and Meteorology (DHM) Nepal which are located in the basin and its periphery 

are selected for runoff analysis. The mean monthly rainfall at different stations in and around 

Kankaimai basin are given in table 3.2 and daily rainfall recorded at three stations are given 

in Appenddix B. 

Table 3.2: Mean Monthly Rainfall of Stations in and around Kankaimai Basin (mm) 

Staion 
Index 

number 

Location Jan Feb Mar Apr May June July Aug Sept Oct Nov Dec Total 

1406 
Memeng 

Ghat 
18.7 20.9 48.5 120.9 226.4 331.8 481.9 406.8 282.4 105.9 17.5 12.5 2074.2 

1407 
Ilam Tea 

Estate 
12.4 13 22.6 60.8 136.9 299.8 432 318.3 233.1 66.5 11.1 6.7 1613.2 

1408 Damak 13.4 13.5 22 64.4 182.6 431.8 706.8 555.6 357.5 131.4 15.5 6.3 2500.8 

1410 
Himali 

Gaon 
14.7 19.7 30.1 80.7 166.5 429.6 638.5 450.2 347.7 86.1 18.5 12.4 2294.7 

1415 
Sanischar 

e 
12.4 17.8 25.7 66.1 210.9 530.8 803.1 550.5 415 114.7 22.1 8.5 2777.6 

1419 Phidim 13.9 17.5 34.3 77:8 150.2 179.4 346.8 249.4 152 36.9 13.4 14.6 1286.2 

Average 14.3 17.1 30.5 78.5 178.9 367.2 568.2 421.8 298 90.3 16.4 10.2 2091.1 

As can be seen form the above data, significant portion of the total rainfall in the catchment 

area occurs during the four months of monsoon, i.e. June to September. In fact, the monsoon 

contributes almost 79 percent of the total annual rainfall. On the other hand, only about 3 

percent of the total annual rainfall occurs during the dry / lean season (November to 

February). The entire hydro-meteorological characteristics of the basin are strongly 

characterised by the high precipitation generating peak monsoon flows and low precipitation 

during the dry season resulting in low flows. Water availability, occurrences of extreme 

events - both low and high and other related aspects in the river basin are governed by these 

factors to a large extent. 
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( c ) Runoff 

DHM has installed three stream gauging stations (hydrometric station) on the Kankaimai 

basin. The details of these stations are reported in Table 3.3. 

Table 3.3: Stream Gauge Stations at and around the Kankaimai Basin 

Station 

Index 

No. 

River Name and 

Location 

Elevation 

(m) 
Lat./Long. 

Years of 

Records 

Drainage 

Area (km2) 

728 Mai Khola at Rajduwali 609 26°52'45"/87°55'45" 1983-1999 377 

730 Puwa Khola at Sajbote 802 26°55'00"/87u54'40" 1965-2000 107 

795 
Kankai 	Mai 	River 	at 

Mainachuli 
125 26°4P12"/87°52'44" 1971-1999 1180 

Hydrologic response studes i.e. water and sediment yield pediction of Kankaimai basin is 

based on the gauging station No. 795 at Mainachuli. The daily runoff data from the year 

1995 to 1999 have been used for daily runoff prediction and that from 2001 to 2003 has 

been used for the sediment yield prediction. 

The summaries of long-term mean monthly runoff of Kankaimai basin is given in the Table 

3.4 and daily runoff data at mainachuli in the year 1995 to 1999 has been presented in 

Appendix C. 

Table 3.4: Mean Monthly Runoff of Kankaimai Basin and Sub-basins 

Basin and 
Sub-Basin 

Index No. 
(Station) 

Month /Discharge (m3/s) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Mai Khola 795 12.10 9.90 8.86 10.74 19.43 62.96 
179.2 

4 
165.5 

1 
129.7 

3 
55.51 26.45 17.67 

Puwa Khola 730 2.84 2.44 1.98 2.20 3.38 7.04 12.72 13.22 11.96 9.21 5.67 3.84 
Mai Khola 728 5.89 4.46 4.48 6.27 10.47 31.92 63.87 71.51 55.47 22.53 8.87 5.64 
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(d) Sediment Yield Data 

The department of hydrology and meteorology has recently established a gauging station for 

the mesurement of suspended sediment in Kankaimai river at Mainachuli. At present data 

only in wet season from 2001 to 2003 are vailable and same has been adopted for the 

simulation purpose.The average monthly suspended sediment yield is shown in table 3.5 and 

daily data alongwith corresponding daily runoff is presented in Appendix D. 

Table 3.5 Monthly Suspended Sediment Yield (t/day) 

Months/Year July Aug Sep Oct Nov Dec 

2001 4000 6166 6021 17837 167 52 

2002 127189 11151 1723 - - - 

2003 39831 10361 3307 3813 - - 

3.4 Land Resources 

In terms of land resources, the Kankaimai basin is covered with forest, cultivated land, tea 

gardens, settlements, water bodies, grazing land, sand bars, barren land and swampy areas. 

These are broadly categorised into five groups namely; forest land, cultivated land, grazing 

land, shrub land and others. Details of this broadly classified land utilisation are discussed in 

the following subsections. 

Forest land: Forests in the Kankaimai basin consist of coniferous, hardwood and several 

other combinations of tree species. In addition, all range of crown densities of trees including 

protected and non-protected forests exist. The forest cover of the Kankaimai basin is about 

37% of total basin area considered in this study. 

Cultivated land: Cultivated land in the basin consists of Hill-slope cultivation, Level-

terrace cultivation and Valley cultivation. In valley cultivation land type, cultivation valley 

floor, tars (large flat areas along river banks), foot-slopes and alluvial fans are incorporated. 

In addition, tea gardens are also included in the slope cultivation category. The percentage of 

cultivated land area is about 35% of the total Kankaimai basin considered in this study. 

24 



Grazing land: Grazing lands exist in all temperate zones, namely; Sub-tropical, warm 

temperate, temperate and cool temperate zones. 2% of the total Kankaimai basin considered 

in this study is covered by grazing land. 

Shrubs: Shrub land includes shrubs and shrub vegetation as well as hardwood regeneration. 

The percentage of shrub area is 13% of the total Kankaimai basin considered in this study. 

Other land types: Settlement areas (including rural and urban), barren land, land covered 

by water bodies, sandbars and other wasteland are classified under 'other land'. The total area 

covered by the Other Land category is about 14,508 hectare, which is about 13% of the total 

basin area of Mai Khola. Within the Other Land, the barren land comprises about 2.5% and 

settlement area comprises less than 0.1% of total basin area. 

3.5 Existing Water Resources Utilization 

The Water Resources of the Kankaimai basin are currently being used mainly for three 

purposes, namely irrigation, power generation and piped water (i.e., drinking water) supply. 

Irrigation: Irrigation is the largest water resources utilisation sector in the Ilam District. 

According to updated inventories based on Mechi Hill Project (MHP), Divisional Office of 

Department of Irrigation (DOI) at Ilam/Jhapa and Water Inventory Report of Water Energy 

Commission Secretariate (WECS), there are about 489 irrigation systems within Ilam 

District. Out of these only 24 are implemented under Irrigation Sector Project (ISP) and 

Second Irrigation Sector Project (SISP) programs and the rest are Farmers Managed 

Irrigation System (FMIS). Khola Basin There are about 364 irrigation systems that use the 

surface water from Kankaimai and its tributaries. Out of these, 348 systems are farmer 

managed and 16 are government-assisted systems implemented under various programs. 

Drinkiing water: Apart from irrigation, drinking water is largest consumptive use of the 

water resources in the basin. A significant population of the Ilam municipality has access to 

drinking water supply. The municipality abstracts water from Bhadi Khola and Bhalu Base 

spring sources for all its drinking water needs. Furthermore, there are 38 Village 

Development Committes. 

(VDCs) in the Kankaimai basin that have access to drinking water systems. The water 

resources used are mostly small springs and the systems are mostly small and scattered. 
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Hydropower: The largest hydropower plant in Kankaimai basin is the Nepal Electricity 

Authority (NEA) owned 6 MW Puwa Small Hydropower Plant Besides the NEA Puwa Khola 

Small Hydropower Plant, 15 micro-hydro plants have been constructed in the Ilam district, 

out of which 14 are in the Kankaimai basin. In addition to the micro-hydropower plants, there 

are numerous Peltric sets in Ilam District. These are hydropower plants with installed 

capacity limited to 3 kW. 

Other usage: Water mills ("Ghatta") are one of the indigenous technologies used in Nepal 

for grinding grains such as maize, millet and wheat.. In Kankaimai basin, there are about 12 

water mills. As reported by Namsaling Community Development Centre (NCDC), all of 

these 12 water mills divert nominal flows (30-40 fps). 

Many of the ceremonies of both Hindu and Buddhist religions are performed on the banks of 

rivers. Besides, people also bathe in the river during certain auspicious days of the year for 

religious purpose. The devotees offer prayers after a holy dip in the river. For these activities, 

substantial river discharge is needed.Besides utilisation of water resources for religious 

purpose, other usages are livestock watering and fishing.. 

Overall, not a single basin transfer case was reported for micro hydropower schemes, Peltric 

Sets and water mills. The only significant inter basin water transfer case is due to the Puwa 

Khola Plant. 
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CHAPTER-4 

GEOMORPHOLOGIC & VEGETATIONAL ANALYSES 

4.1 Background 

Morphological characteristics like stream order, drainage density, watershed length and 

width, channel length, channel slope and relief aspects of watershed are important in 
understanding the hydrological response of the watershed. Runoff response of the watershed 

is different for different slopes, shapes, lengths, widths and areas of watershed. Response is 

also affected by the factors like drainage density, length of overland flow, stream frequency, 

relative relief and relief ratios. Computation of watershed morphological characteristics is 

prerequisite to further detailed hydrological analysis of the watershed. Hydrologists have 

attempted to relate the hydrologic response of watersheds to watershed morphologic 
characteristics. 

Similarly status of vegetation affects the response of watershed. Erosion and runoff reduces 

with increase in vegetation density. If the vegetation on the watershed is sparse, then there 

will be more chances of developing drainage channel thereby increasing drainage density and 

bifurcation ratio which have direct impact on the response of watershed. 

4.2 Geomorphologic Analysis 

In the present study Geographical Information System (GIS) has been used for the 

computation of morphological characteristics of the watershed. Topographical map of 

1:250000 scales were used as a base map for extracting various parameter required for the 

morphological analysis. The map was first scanned and georelerenced in UTM map 

projection system using four Ground Control Points (GCP). The ERDAS Imagine 8.3.1 

software was used for registration purpose .Then on-screen digitization of watershed 

boundary, drainage network and contour line was carried out using ARC GIS 8.3 software. 
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Before scanning of topographical map watershed area was delineated with pencil with the 

help of contour lines and same was digitized to extract drainage basin layer. The Kankaimai 

watershed has fifth order stream system. The Horton-Strahler classification system was used 

for ordering of streams. The digitization work was started from the lower order stream and 

was sequentially proceed towards higher order streams. Fig. 4.1 shows the drainage network 
of the basin indicating stream of different ordering system. Finally data base was created for 

the different layers by adding respective attributes. Then by using clean and build command 

different geometrical parameter like length of streams of different orders, perimeter and area 

of drainage basin were computed. 

(a) 	Stream Lengths and Orders 

The most commonly used classification of stream network is the Horton —Strahler 

classification system. Accordingly, a first order stream is the smallest unbranched stream. 

The first order stream originates at the source. Two first order stream joins to form a second 

order stream. Likewise when two streams of order w5  join, a stream of order m/s-El is created. 

On the other hand, when two streams of different orders, say w, and ws+1, join the stream 

segment immediately downstream retains the higher of the orders of the two combining 

streams and consequently have the order ws-F1 (Singh,V.P., 1989). 

The length of streams of different orders which was calculated using GIS tool is summarized 

in Table 4.1. The Table also includes mean length of each river order streams and their 

respective percentage to the total stream length. Using these data following relationships 

were established (Fig 4.2.) between stream orders, w and number of stream, N and between 

stream order, w and length of streams, L, (Fig 4.3) respectively. 

N = 581e-'34w-' ; R2  = 0.985 
	

(4.1) 

L = 8.8x105  a-° 	; R2  = 0.960 
	

(4.2) 

The above relationships are also shown through Fig. 4.2 and Fig. 4.3. 
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Proposd 
equation 

II 	Data 

Table 4.1 Details of Streams of Different Orders and Their Length 

Stream Order No. of Stream 

Segment 

Stream Length 

(m) 

Mean Stream 

Length (m) 

Percent to Total 

Stream Length 

1 185 623348 3369 63.45 

2 38 176637 4648 17.98 

3 9 91844 10204 9.35 

4 2 60166 30083 6.12 

5 1 30424 30424 3.10 

Total 235 982422 100 

Fig. 4.2 Relationship between Stream Order and Stream Number 
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Fig. 4.3 Relationship between. Stream Order and Stream Length 

(b) Bifurcation Ratio 

It is the ratio of the streams of lower order to the number of streams of the next higher order. 

This is a dimensionless quantity and shows only a small variation from one region to another. 

Bifurcation ratio is normally between 3 and 5 for the watershed where the influence of 

geological structure on drainage network is negligible. High bifurcation ratios are common 

where the effect of geological structure is dominant, but the shape of the basins also has an 

important effect. Abnormal bifurcation ratio usually has a marked effect on maximum flood 

discharge. Similarly higher bifurcation ration between first and second order stream is the 

indicative for a state of accelerated erosion. If ground water table is deep and infiltration is 

high, surface runoff will be relatively low and less channel and a lower bifurcation ratio. 

Bifurcation Ratio, Rb  =N„, / 

(4.3) 

Where N„ is the number of streams of wsth  order and N„ is the number of streams of 

(n+1)th  order . 

First order to second order, 	Rb = N1 / N2 = 185/38 	= 4.87 
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Second order to third order, Rb = N2 / N3 = 38/9 = 4.22 

Third order to fourth order, Rb = N3 / N4 = 9/2 = 4.5 

Fourth order to fifth order, Rb = N4 / N5 = 2/1 =2.0 

Average bifurcation ratio = 3.9 

(c) Drainage Density 

Drainage density, which is defined as total stream length per unit area represents the degree 

of fluvial dissection. It is a valuable indicator of the relation between climate, vegetation, and 

the resistance of rock and soil to erosion. Under similar climate conditions, impervious rocks 

support a higher drainage density compared with permeable rock. Semi-arid areas have 

higher drainage densities than arid and humid areas with the same geology because of the 

rapid runoff and sparse vegetation. It is an index of the relative proportion of overland and 

channel flow. It also exerts a strong influence upon sediment yield and runoff response. 

Drainage density can be expressed as: 

Dd = Total length of all steams/ Total watershed area 

w Ni 
Dd = EE Lij  /A, 

1=1 
(4.4) 

Dd = 982 .421/ 1180.00 = .832 km-I  

(d) Constant of Channel Maintenance 

As per the Schumm (1956) constant of channel maintenance can be expressed as the ratio of 

the drainage basin area to the total length of streams . 

Mathematically, 
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Ni 
= EELy 

1.1 j=1 
(4.5) 

Cc= 1180/982.421 = 1.20 

This implies that to maintain one km of stream 1.2 km2  land area is required. 

(e) Elongation Ratio 

It is defined as the diameter of a circle with the same area as that of the basin to the maximum 

basin length. The elongation ratio is equal to one for a circular basin and approaches zero for 

a straight line. The more elongated basin has a dampened response, compared to the 'flashier' 

hydrograph of the circular shaped basin. This pattern results because of the first basin has a 

much broader distribution of flow path lengths, and therefore, a wide range of travel times. 

Elongation ratio can be mathematically expressed as : 

Re 	= D/Lb = 38772/49817 = 0.778 	 (4.6) 

Diameter of circle, D having area of 1180 km2 = 3 8772 m 

Longest length of basin, Lb  = 49817 m 

(f) Circularity Ratio 

It is the ratio of drainage area Aw, and area of a circle Ac, possessing the same perimeter of the 
basin, LP, i.e., 

Re= Aw/A, = A,, *4111 Lp2  = 1180*4x / 153.1182  = .63 	 (4.7) 

(g) Channel segment frequency 

.Horton (1945) defined the channel -segment or stream frequency as the number of streams 

per unit area. This parameter is useful in determining hydrologic response of a basin. It can 

determine the length of overland flow and, in turn, the time of concentration. 
Mathematically, it can be expressed as 
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C f  = 	r I 	= 235 /1180 =.199 km2 
	

(4.8) 

(h) The Relief Ratio: 

It can be defined as the maximum relief divided by the longest flow-path, It indicates the 

overall steepness of a basin and can be related to the hydrologic characteristics. 

(Hm  —Hm;n  )1 Lb  = (3636-125)/49817 = 0 .0705 	 (4.9) 

Where Hmax  and Ham, are the maximum elevation of most distant ridge and elevation of basin 

outlet respectively. 

(i) The Relative Relief 

Melton defined relative relief as the ratio of basin relief to the length of perimeter .It is an 

indicator of general steepness of a basin from summit to mouth. It has an advantage over 

relief ratio in that it does not depend on basin length, which is questionable parameter in 

oddly shaped basin. 

It can also be written in mathematical form as : 

R p  = H max  — H 	)1 L p= (3636-125)/153118 = .023 	 (4.10) 

(j) Form Factor 

It is defined as the ratio of basin area to the square of basin length. Form factor is influenced 

by basin shape. 

Mathematically, 

Rf = A„ I L = 1180/49.187 2  =.487 	 (4.11) 
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(k) Time of Concentration 

This is the time it takes for water to travel from the most distance point of a watershed to the 

watershed outlet. 

Using Kirpich formula (Subramanya, K., 1994). 

I', =0.01947(4'177  Si y3" ) 	 (4.12) 

= 0.01947 * {90000037  43511/90000)385} 

=443 minutes 

= 7.38 hours 

Where 

= Length of drainage line 

Sw= Slope of watershed 

4.3 Vegetational Analysis 

The Normalized Difference Vegetation Index (NDVI) has been used to categorize the 

different types of vegetation on the watershed. The georefrenced LANDSAT TM satellite 

image of 30 m resolution was acquired from the forestry department, Nepal government, for 

this analysis. The study area of interest was masked with the help of watershed boundary 

which has been delineated as discussed in section 4.2. The complete NDVI analysis was 

carried in ERDAS Imagine 8.6 (image processing software) environment. 

In LANDSAT TM image, NIR is represented by band 4 and VIS is represented by band 3. 

Hence from Equation (2.1), 

NDVI = (BAND 4 — BAND3)/(BAND 4 + BAND3) 	 (4.13) 

NDVI values have been assigned for the different types of land covers as shown in Table 4.2 
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Table 4.2 Land Coverage and NDVI Values 
S.N. Land Covers NDVI Values 

1 Water Body and moist river bed -0.0058 to - 1 
2 Barren land and grass covered area 0 .00093 to 0.123 
3 Sparse vegetation 0.124 to 0.30 
4 Medium vegetation 0.31 to 0.45 
5 Dense Vegetation 0.46 to 0.74 

The percentage coverage of above mentioned land covers classes is presented in table 4.3 and 

Fig 4.4 shows distribution of different categories of vegetation and other land cover types 
within the watershed area. 

Table 4.3 Land Coverage in Percentage 
S.N. Land Cover Type Percentage(Coverage) 

1 Water Body and moist river bed 5.0 
2 Barren land and grass covered area 9.0 
3 Sparse vegetation 34 
4 Medium vegetation 36 

5 Dense vegetation 16 

37 



CHAPTER — 5 

ANN MODEL DEVELOPMENT 

5.1 Introduction of Artificial Neural Network 

5.1.1 General 

An Artificial Neural Network (ANN) is an information processing paradigm which is 

inspired by the way biological nervous system, such as the brain process information. The 

key element of this paradigm is the novel structure of the information processing system. It is 

composed of large number of highly interconnected processing elements (neurons) working 

in union to solve specific problems. An ANN is configured for specific application, such as 

pattern recognition or data classification, through learning process. Learning in biological 

systems involves adjustments to the synaptic connection that exist between the neurons. 

ANNs too imitate the way a human brain works. 

A neural network is a massively parallel —distributed processor that has a natural propensity 

or storing experimental knowledge and making it available or use .It resembles the brain in 

two respects (Sajikumar et al. 1999): 

(a) Knowledge is acquired by the network through a learning process and 

(b) Inter-neuron connection strength known as synaptic weight are used to store the 

knowledge. 

ANNs have been developed as generalization of mathematical models of human cognition or 

neural biology. Their development is based on the following (Govindaraju et al. 1999). 

1. Information processing occurs at many single elements called nodes, also referred as 

units, cells or neurons 

2. Signals are passed between nodes through connection links. 

3. Each connection link has as associated weight that represents its connection strength. 

4. Each node typically applies a linear or non linear transformation called activation 

function to its net input to determine its output signal. 
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A neural network is characterized by its architecture that represents the pattern of connection 

between nodes, its methods of determining the connection weights and the activation function 

(Fausett, 1994). A typical ANN consists of a number of nodes that are organized according to 

a particular arrangement. One way of classifying neural networks is by the number of layers: 

single (Hopfield nets), bi-layer (Carpenter /Grossberg Adaptive Resonance works), and 

multi-layer (back propagation network). ANNs can also be categorized based on the direction 

of information flow and processing. In a feed forward network, nodes are generally arranged 

in layers, starting from first input layer and ending at the final output layer. There can be 

several hidden layers, with each layer having one or more nodes. Information passes from the 

input to the output side. The node in one layer is connected to those in the next, but not to 

those in the same layer. Thus, the output of a node in a layer is only dependent on the inputs 

it receives from previous layers and the corresponding weights. On the other hand, in a 

recurrent ANN, information flows through the nodes in both directions, from input to the 

output side and vice-versa. This is generally achieved by recycling previous network outputs 

as current inputs, thus allowing for feedback. Sometimes, lateral connections are used where 

nodes within layer are also connected. In the present study, feed forward networks were used. 

In most networks, the input layer receives the input variables for the problem at hand. This 

consists of all quantities that can influence the output .The input layer is thus transparent and 

is a means of providing information to the network. The last or output layer consists of values 

predicted by the network, and thus represents model output. The number of hidden layers and 

the number of nodes in each hidden layer are usually determined by a trial and error 

procedure. The nodes within neighbouring layers of the network are fully connected by links. 

A synaptic weight is assigned to each link to represent the relative connection strength of two 

nodes at both ends in predicting the input — output relationship. Figure 5.1 shows the 

configuration of a feed forward three layer ANN. In this figure, X is a system input vector 

composed of a number of causal variables that influence system behaviour, Y is the output 

vector composed of a number of resulting variables that represent the system behaviours. 

Network 
Input 

X 

Network 
Output 

Y 

Fig. 5.1 A Typical Configuration of feed forward three layers ANN 
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5.1.2 Mathematical Aspects 

A schematic diagram of a typical j th  node is displayed in Figure 5.2. The input to such a node 

may come from system causal variables or outputs of other nodes, depending on the layer that 

node are located in. These inputs form an input vector X= (xi 	The sequence of 
weights leading to the node form a weight vector WI  = 	...will), where 	represents 
the connection weight from ith  node in the preceding layer to this node. 

The output of node j, yi is obtained by computing the value of function f with respect to the 

inner product of vector X and Wi minus 	where bb is the threshold value, also called the 
bias, associated with this node. The following equation defines the operation : 

y = f (X W - bb) 	 (5.1) 

Xi 

Xi 

Xn 

Fig. 5.2 A Schematic Diagram of a Typical j-th Node 

The function f is called an activation function. Its functional form determines the response 

of a node to the total input signal it receives. The most commonly used form of activation 

function is the sigmoid function given as: 

f (x) =  1 _or 	 (5.2) 
1+ e 

This function is a continuous function that varies gradually between asymptotic values 0 and 
1. 
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Where, p is the slope parameter, which adjusts the abruptness of the function as it changes 

between the two asymptotic values. Sigmoid functions are differentiable, which is an 

important feature of neural network theory. The sigmoid function is abounded, monotonic, 

non —decreasing function that provides a graded, nonlinear response. This function enables a 

network to map any nonlinear process. The popularity of the sigmoid function is partially 

attributed to the simplicity of its derivative that will be used during the training process. 

5.1.2 Network Learning/Training 

In order for an ANN to generate an output vector Y = (y1 	y, 	y„ ) that is as close as 

possible to the target vector f .(5), 	) , a training process called learning, is 

employed to find optimal weight matrices W and bias vectors B , that minimize a 

predetermined error function that usually has the form : 

Ef= 	 )2 
	

(5.3) 
P p 

Here j), is the component of desired output f7  , y, is the corresponding ANN output, p is the 

number of output nodes, and P is the number of training patterns. The training is a process by 

which the connection weights of an ANN are adopted through a continuous process of 

stimulation by the environment in which the network is embedded. There are primarily two 

types of training — supervised and unsupervised. A supervised training algorithm requires an 

external teacher to guide the training processes. This typically implies that a large number of 

examples (or patterns) of inputs are required for training. 

The inputs are cause variables of a system and outputs are the effect variables. This training 

procedure involves the iterative adjustment and optimization of connection weights and 

threshold values for each of the nodes. The primary goal of training is to minimize the error 

function by searching for a set of connection strengths and threshold values that cause the 

ANN to produce outputs that are equal or close to targets . After training has been 

accomplished, it is hoped that the ANN is then capable of generating reasonable results given 
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new inputs. In contrast, an unsupervised training algorithm does not involve a teacher. During 

training, only an input data set is provided to the ANN that automatically adopts its 
connection weights to cluster those input pattern into classes with similar properties. Most 

hydrological applications have utilized supervised training. In the present study supervised 

and Back-propagation algorithms have been adopted (ASCE,2000). 

5.1.4 Back-Propagation 

Back propagation is perhaps the most popular algorithm for training ANNs. It is essentially a 

gradient descent technique that minimizes the network error function i.e., Eq. (5.3). Each 

input pattern of the training data set is passed through the network from the input layer to the 

output layer. The network output is compared to the desired target output, and an error is 

computed based on Eq. (5.3). This error is propagated backward through the network to each 

node and correspondingly the connection weights are adjusted based on equation: 

Awij (n) = -C aEi awe  )+aAw(n-1) 	 (5.4) 

Where Awij (n) and Awli (n-1) are weight increments between node i and j during the nth  and 

(n-1) th  pass, or epoch. A similar equation is written for correction of bias values. In Eq. 5.4 

C and a are called learning rate and momentum factor, respectively. The momentum factor 

can speed up training in very flat region of error surface and help prevent oscillations in the 

weights. A learning rate is used to increase the chance of avoiding the training process being 

trapped in local minima instead of global minima. 

The back propagation algorithm involves two steps. The first is the forward pass, in which 

the effect of input is passed forward through the network to reach the output layer. After the 

error is computed, a second step starts backward through the network. The error at the output 

layers are propagated back towards the input layer with the weights modified according to the 

Eq. (5.4). Back propagation is the first order method based on the steepest gradient descent, 

with the direction vector being set equal to the negative of the gradient vector. Consequently 

the solution often follows a zigzag path while trying to reach a minimum error position, 

which may slow down the training process. It is also possible for the training process to be 

trapped in the local minimum despite the use of learning rate. 
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5.1.5 Advantage of ANNs.  

ANNs offer certain advantages over the traditional rule-based system, i.e. conventional 

programming and knowledge-based expert systems. ANNs are preferable because of the 

following reasons: 

1. They are weighted connection and massively parallel processing with fault tolerance in 

the sense that their performance degrades gracefully under adverse operating conditions 

and they can automatically learn from experience. This is called internal representation. 

2. They have the generalization capability to learn complex patterns of inputs and provide 

meaningful solutions to problems even when input data contain errors, or are 

incomplete, or are not presented during training. 

3. They are distribution free because no prior knowledge is needed about the statistical 

distribution of the classes in the data sources in order to, apply the method for 

classification.. 

4. They take care of determining how much weight each data source should have in the 

classification, which remains a problem for statistical methods. The non-linear learning 

and smooth interpolation capabilities give the neural network an edge over standard 

computers and rule-based systems for solving certain problems. 

5. They are able to recognize the relation between the input and output variables without 

knowing physical consideration. 

6. They work well even when the training set contains noise and measurement errors. There 

is no need to make assumptions about the mathematical form of the relationship between 
input and output. 

5.1.7 Limitation of ANN 

ANNs are unable to reason in a sequential or stepwise manner that results in precise 

conclusions. These restrictions could be critical when dealing with situations that demand 

exact answers and lucid justifications. Due to the difficulty in explaining, the only way to test 

the system for consistency and reliability is to monitor the output. 

43 



Back-propagation networks suffer from four main problems. The first problem is that 

network structuring is a versatile, intuitive, and highly solution-dependent trial-and-error 

task. The second is that the algorithm is slow in training, and convergence is very sensitive to 

the initial set of weights. The third is that training can be trapped in local minima. The fourth 

is that the design of an optimum network configuration for a given problem is a non-guided 

or trial-and-error process that does not guarantee adequate generalization. 

5.2 Development of ANN Models 

5.2.1 Data Partition 

Whole data of rainfall, runoff, temperature and sediment yield have been divided into three 

sets: training, testing and validation. The training set was used to adjust the connection weights, 

whereas the testing set was used to check the performance of the model at various stages of 

training and to determine when to stop training to avoid over-fitting. The validation set was used 

to estimate the performance of the trained network in the deployed environment. 

(a) Rainfall-Runoff Model 

Daily rainfall, runoff and temperature data were used to develop the various runoff prediction 

models. The data from 1995 to 1999 are available at the different stations in the watershed 

and they were divided into three sets: training (70%), testing (20%) and validation (10%). 

(6) Sediment Yield Prediction Model 

The observed data of daily sediment yield and runoff from the year 2001 to 2003 were used 

for the model development. As no continuous data series were available at the site, only wet 

season data were adopted. In the year 2001, data from July to December are available, 

similarly data of July to October and July to September were found properly recorded in the 

year 2002 and 2003, respectively. So all together 387 data set were used after partitioning 

them into training (70%), testing (20%) and validation (10%) sets. 
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5.2.2 Selection of Input and Output Variable and Their Normalization 

(a) Selection of Input and Output Variable 

The selection of an appropriate input vector, X that will allow an ANN to successfully map to 

the desired output vector, Y is not trivial task. The selection of training data that represents the 

characteristics of a watershed and meteorological pattern is extremely important in modelling. 
The training data should be large enough to contain the characteristics of the watershed and to 

accommodate the requirement of ANN architecture. If the information included in the training 
set is insufficient, an increase in the complexity of network will not enable the network to 

generate the pattern in the physical phenomena. On the contrary, an increase in the complexity 

of the models might mislead the modeller to over fit the training data and lead to the poor 

forecasts. 

In the present study, data of daily rainfall, runoff and temperature at various locations as shown 

in Fig.3.2 have been selected and presented in the Table 5.1. The details of rainfall, runoff and 

temperature data are reported in Appendix A, B and C. 

Table 5.1 Selected Input and Output Variables 

(a) Rainfall-Runoff Modelling 
S.N. Variables Duration Location 

1 Daily Rainfall " RI" 1995 - 1999 Ilam tea estate 

2 Daily Rainfall " R2" 1995 - 1999 Sokatim 

3 Daily Rainfall " R3" 1995 - 1999 Kanyam 

4 Daily Temperature "T1" 1995 - 1999 Ilam tea estate 

5 Daily Temperature "T2" 1995 - 1999 Sokatim 

6 Daily Temperature "T3" 1995 - 1999 Kanyam 

7 Daily Runoff , g, Q,, 1995 - 1999 Mainachuli 

(b) Sediment Yield Modelling 
S.N. Variables Duration Location 

1 Daily Runoff "Q" June 29 —Dec 30 (2001) 

July 2 	-Sep 25 	(2002) 

June 23 -Oct 17 	(2003) 

Mainachuli 2 Daily Suspended 

SedimentYield 
,,,Qs,, 
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Before deciding the input parameters, autocorrelation and cross correlation analysis have 

been carried out considering different lag times. Analysis indicates as shown in Fig. 5.3 that 

for this particular watershed the rainfall data and previous time steps runoff having longer 

lag time have poor correlation with runoff. So rainfall data having time steps oft, t-1, and t-

2 ; and runoff data of time step t-1 and t-2 are considered for developing various runoff 

prediction models and performance of these models were tested using different performance 

evaluation criteria and effect of various inputs were investigated. Similarly runoff has very 

poor correlation with temperature, (Fig. 5.4) but sometimes though there is no high 

correlations between individual data type, when combined with different sets may give good 

result. So in some of the models, temperature has also been considered as one of the inputs. 

As per the result of correlation analysis, temperatures recorded at Ilam tea estate, Soktim and 

Kanyam have been taken with their time step t-26, t-8 and t-9, respectively. 

The autocorrelation and cross correlation analysis have also been carried out between 

sediment yield of time step `t' and sediment yield and runoff of previous time steps (t-1, t-2, 

t-3 etc.(Fig. 5.5). As in the case of runoff, runoff and sediment yield of longer lag time have 

poor relation with sediment yield. So only time steps of t-1 has been adapted. Based on the 

above analysis different combinations of inputs that have been considered for developing the 

models are given in Table 5.2 and 5.3. 

(6) Normalization 

Normalization of input and output data is the important step in ANN model development. 

It is mentioned that the sigmoid function can take the values ranging in the (0, 1) domain. 

There are different normalization procedures; the followings method converts the original 

data series into the range (0.0 and 1.0). 

= (x, - 	)/(x. - X  ) 
	

(5.5) 

Where: XN is the normalized value, X is the original variable; Xmin  is the minimum value 

of variable, Xnaa„ is the maximum value of variable ; and i is an index representing the 

number of data points. 
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Fig. 5.3 Autocorrelation of Runoff and Cross Correlation between Runoff and Rainfall. 

Fig. 5.4 Correlation between Runoff and Temperature 
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and Q 
Autocorelation of Qs 

Fig. 5.5 Autocorrelation of Sediment Yield and Cross Correlation between Sediment 

Yield and Runoff. 

5.2.3 Designing an ANN 

There are no fixed rules for developing an ANN, even though a general framework can be 

followed based on previous successful application in engineering. In the present study a model 

based on a feed forward neural network; with sigmoid function as the transfer function, and 

single hidden layer has been used. ANN model implementation was carried out using the Neural 

Power software. The connection weights, and number of neurons in the hidden layer, which can 

be interpreted as the model parameter, were adjusted during the training process through the 

minimization of mean square error (MSE) using error back propagation algorithm. For each 

ANN configuration the training procedure was repeated stating with independent initial 

condition ultimately ensuring best performing network. The trend of decrease in the MSE in 

training and testing sets was used to decide the optimal learning. The training was stopped when 

the MSE over the testing set started rising instead of reducing even though the MSE over the 

training sets continued to decrease. This is the indication of the network getting overstrained; as 

such an ANN model would perform very well in the training period but would fail to maintain 

that level of performance when applied to different data sets. 
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The numbers of nodes in the input layers are equal to the number of input variables, nodes in the 

output layer is one as the model provides single output i.e. runoff. The number of nodes in the 

hidden layer, which are responsible for capturing the (or mapping) the complex, dynamic, non-

linear rainfall- runoff process is a trial and error job .To begin with the number of nodes in the 

hidden layer has been taken as provided in default setting of Neural power software. The 

sensitivity of error of each weight was checked and nodes in the hidden layer were increased or 

decreased if necessary. Many single hidden -layer ANN architecture were investigated before 

deciding the .final one. The value of learning and momentum correction factors of 0.1 and 0.4 

respectively employed during the training. 

5.2.4 Performance and Evaluation Criteria of Models 

The performance of a model can be evaluated in terms of accuracy, consistency and 

versatility. The term accuracy refers to the ability of the model to reduce the calibration error 

consistency is used for representing the characteristics of the model whereby the level of 

accuracy and estimate of the parameters values persists through different samples of the data. 

A versatile model is defined as the model which is accurate and consistent when used for 

different application. 

A variety of verification criteria, which could be used for the evaluation, and inter-

comparison of different models may be grouped as graphical and numerical performance 

indicator. Of the various graphical indicators following indicators are used in the present 

study (Sajikumar et. al. 1999). 

(i) A linear scale plot of the simulated and observed daily runoff. 

(ii) Double Mass curve plots of simulated and observed flows. 

(iii) A scatter plot of simulated versus observed flows. 

Numerical indicators are the root mean square error (RMSE), R2  efficiency (Nash and 
Sutcliffe, 1970) and Coefficient of correlation (CC). 
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(a) Root Mean Square Error: It yields a residual error in terms of mean square error, 

expressed as: 

RMSE = residual var fence I n = 
j=1 

1
J 	J

)2 

	11/2 	

(5.6) 

Y and Y are the estimated and observed values and n is the number of observations. 

(b) Correlation Coefficient (CC): It is expressed as: 

 
cc = E ( f,—f )f— 

j=1 
Eff - f )2E Ori -Y 
j=i 	J-1 

) 
1/2 

(5.7) 

Where Y and Y are mean of estimated and observed values. 

(c) Coefficient of Efficiency (CE) 

Based on the standardization of residual variance with initial variance it is expressed as : 

R2  = {1— residual var fence 1 initial variance }x100 	 (5.8) 

R2  = {1—EV —)2 li(f' j — k )2  Ix100 
j=1 	 j=1 

5.2.5 Rainfall-Runoff Model 

The runoff prediction models have been _, developed for the runoff measurement site 

"Mainachuli", All together eleven models have been developed considering different 

combination of rainfall, temperatures and previous time step runoff. Performance of various 

models is presented in the Table 5.2 and the scatter plots indicating error line are given in Fig. 

5.9 to Fig. 5.16. 

Table 5.2 depicts that performance of Model 4 is better than the other models. Therefore details 

of model 4 are discussed below: 
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Model 4: 

Qt = 	QI-2 Rlf , R21 ,  R3, ) 

The model 4 was constituted to simulate the current runoff from the known rainfall of three 

rain gauge stations of time step "t " 	Ret, Rat) and previous days runoff of time step t- 

1 (Qt-i) and time step t-2 (Qt-2). 
The model architecture was designated as 5-7-1, indicating 5 input neurons, one hidden layer 

with 7 neurons and 1-output neurons. 

In this model, an RMSE error of 103.67 m3/sec and Nash co-efficient of 0.82 were 

obtained. Average correlation co-efficient 'CC' was 0.91. Figure 5.7 shows the plot of 

validation curve between observed data and ANN predicted data. The scatter plot of predicted 

verses observed runoff are also shown in Fig. 5.9 and corresponding mass curve plots of the 

observed and predicted runoff are shown in Fig.5.8. 

Details of weighting factors and bias are given in Table 5.4. 

Fig. 5.6 ANN Architecture of Model 4 
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Fig. 5.9 Scatter Plot of Computed Runoff against Observed Runoff for 
Validation Data 
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Table 5.4 Details of Weighting Factors and Bias of Runoff Prediction Model 
Links Weights Links Weights/bias 

N1L1 - 	N1L2 -12.64 N4L1 - 	N5L2 -9.94 
N1L1 - N2L2 1.29 N4L1 - N6L2 22.48 

N1L1 - 	N3L2 0.66 N4L1 - N7L2 -4.53 
N1L1 - N4L2 37.36 N5L1 - 	N1L2 1.73 
N1L1 - N5L2 -12.51 N5L1 - N2L2 0.85 
N1L1 - N6L2 0.76 N5L1 - N3L2 -1.57 
N1L1 - N7L2 9.67 N5L1 - 	N4L2 0.12 
N2L1 - 	N1L2 -0.88 N5L1 - N5L2 22.59 
N2L1 - N2L2 -2.22 N5L1 - 	N6L2 6.02 
N2L1 - N3L2 -56.80 N5L1 - N7L2 1.47 
N2L1 - N4L2 98.10 B1 - 	N1L2 0.26 
N2L1 - N5L2 8.85 B1 - N2L2 2.85 

N2L1 - N6L2 17.74 B1 - N3L2 1.07 
N2L1 - N7L2 -3.37 B1 - N4L2 0.91 
N3L1 - N1L2 -1.87 B1 - N5L2 -.20 

N3L1 - N2L2 2.16 B1 - N6L2 -0.83 

N3L1 - N3L2 5.23 B1 - N7L2 0.80 

N3L1 - N4L2 8.40 N1L2 - N1L3 -1.44 

N3L1 - N5L2 -3.58 N2L2. - N1L3 6.66 

N3L1 - N6L2 1.78 N3L2 - N1L3 -1.59 

N3L1 - N7L2 -4.58 N4L2 - N1L3 -0.31 

N4L1 - N1L2 0.53 N5L2 - N1L3 0.20 

N4L1 - N2L2 2.40 N6L2 - N1L3 -0.31 

N4L1 - - N3L2 9.32 N7L2 - N1L3 -0.61 

N4L1 - N4L2 -10.30 B2 -NIL3 0.95 

Where Ll, L2 and L3 represent the input, hidden and output layer. N1, N2, 	..N7 represent 
the nodes in each layer as the case may be. 
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5.2.6 Sediment Yield Prediction Model: 

The sediment yield prediction models have been developed for the sediment yield at 

site"Mainachuli". All together four ANN models have been developed considering different 

combination of observed runoff at time t and t-1(Qt, Qt-1) and observed sediment yield at time 

t-1 (Qst-1). Other procedure is same as in runoff prediction model. Out of the above four 

models, model 1 provides better result and the same is discussed below in detail. 

Model 1: 

Q„ = f(Q, 

This model has been developed to simulate the suspended sediment concentration at 

Mainachuli station in the Kankaimai River considering present time runoff (Qt) as inputs. 

Figure 5.10 depicts the architecture of the sediment yield ANN model 1 showing the input 

and output parameters. The model architecture was designated as (1 - 2 - 1), indicating one 

input neuron, two hidden layers and one-output neurons. 

In this model, an RMSE error of 19058 t/day and Nash co-efficient of 0 .933 were obtained. 

Average correlation co-efficient 'CC' was 0.968. Figure 5.11 shows the plot of validation 

curve between observed data and ANN predicted data. The scatter plot of predicted verses 

observed sediment yield are also shown in Fig. 5.13 and corresponding mass curve plots of 

the observed and predicted sediment yield are shown in Fig.5.12. Details of weighing factors 

and bias are given in Table 5.5. 

Bias 

   

   

Input Qt 	 Qst Output 

Fig. 5.10 ANN Architecture of Sediment Yield Prediction Model 1 
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Table 5.5 Details of Weighting Factors and Bias of Sediment Yield Prediction Model 
Links Weights 

N1L1 - 	N1L2 1.14 

N1L1 - N2L2 -2.36 

B1 - 	N1L2 0.58 
B1 - N2L2 -0.37 

N1L2 - 	N1L3 1.23 

N2L2 - 	N I L3 -2.43 

B2 - N1L3 1.08 
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CHAPTER-6 

DEVELOPMENT OF REGRESSION MODEL 

6.1 Introduction 

The regression analysis may be broadly defined as the analysis of relationship between 

several independent or predictor variables as a dependent or criterion variable. It is one of 

the most widely used statistical tools because it provides a simple method for etablishing a 

functional relationship among variables. The general computational problem that needs to be 

solved in multiple regression analysis is to fit a straight line to a number of points. In the 

simplest case- one dependent and one independent variable one can visualize this in scatter 

plot. The goal of linear regression procedures is to fit a straight line through the points. 

Specifically, a line is computed so that the squared deviations of the observed points from 

that line are minimized. Thus, this general procedure is sometimes also referred to as least 

squares estimation. 

6.2 The Regression Equation 

In linear regression, the independent variables are combined to form a linear equation of the 

form /30z0  +/3,x1  + 102x2  + 	+ fin  xn  . Any observartion of the random variable Y, say yi, 

deviates fron the systematic componenet of the model by an amout denoted by 	so that the 

model equation can be written. 

y1=/30 + 	+ 02 x2 + 
	+ AA;  + 	 (6.1) 

where y, is the dependent variable and xl, x2 	xn  are indepemdent variable.The 

parameters B B , 0,, 1,, 2 	/3„ are regression coefficients and are determined from the data. 

The standardized residuals si  have zero mean and unit standard deviation. 

Different performance evaluation criteria as discussed in sectiori35.2.4 are used to compare 

the performance of the different models. 
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6.3 Rainfall-Runoff Model 

For the reression analysis of Runoff prediction different combinations of input data as 

mentioned in the Table 5.2 are considered and equation for runoff model is written. For 

example for Model No 4, the equation may be written as; 

Q1 PO + RI, 	R21 ± 'fi3 Rry3( P4Qt-1 AQI-2 
	 (6.2) 

The regression analysis involves determining the parameters flo 	A,andAwith the 

help of available observed data set . Ninety percent data set have been used for calibration 

and ten percent data set are reserved for validation purpose. 

Rregression analysis has been carried in MS Excel 2003 and the result are reported in Table 

6.1. 

= 0.495 + 0.288k + 0.018R21  + 4.509R3, + 2.049Q,_1  + 0.873Qi_2 
	 (6.3) 

Various models have been validated with the unused sets of data and the predicted runoff 

value were plotted together with observed runoff data as shown in the Fig. 6.1 for Model 4. 

Similary cumulative plot of observed and predicted runoff; and scatter plot of predicted 

runoff against observed were plotted for Model 4 and presented in Fig. 6.2 and Fig. 6.3, 

respectively. 
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Fig. 6.2 Mass Curve of Computed Runoff and Observed Runoff for Validation Data 
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6.4 Sediment Yield Model 

Regression analysis is also performed for sediment yield from the watershed for four sets of 
input as given in Table 5.3 and their performance are reported in Table 6.2. Sediment yields 
have been predicted with the 10 percent runoff data as input in the proposed regression 
models (Table 6.2). The predicted values were compared with the actual measured data .The 
Fig 6.4 shows the plot of observed and predicted sediment yield for the model 1. Similarly 
mass curve and scatter plots are presented in Fig 6.5 and Fig 6.6, respectively for the model 
1. 

Fig. 6.4 Validation of Computed Sediment Yield with Observed one 
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CHAPTER- 7 

RESULTS AND DISCUSSIONS 

7.1 Geomorphologic and Vegetational Analysis 

7.1.1 Geomorphologic Analysis 

The summary of various morphometric parameters of watershed is presented in Table 7.1 and 

drainage pattern has been shown in Fig. 4.1. Number of streams of different orders and their 

corresponding lengths were computed in ARC GIS environment and results are reported in 

Table 4.1. Analysis of data reveals that the numbers of streams and stream lengths have 

exponential relationship with corresponding orders. Such variations are shown through 

Fig.4.2, 4.3 and Eqn. (4.1) and (4.2). The Fig. 4.1 indicates that the drainage network of 

Kankaimai Watershed follows the dendritic pattern. This type of watershed is characterized 

by homogeneous lithology with less influence of geological structure. This is also supported 

by bifurcation ratio of 3.9 in this particular case. Bifurcation ratio characteristically ranges 

between 3.0 and 5.0 for watershed where the influence of geological structure on the drainage 

network is negligible. The shape parameters like elongation ratio and circulatory ratio (Table 

7.1) reveal that the watershed is of almost round shape. Another factor influenced by the 

shape of basin is form factor. It's value is 0.487 which is on higher side. All these parameter 

clearly indicate that the water from the different reaches of basin reaches the outlet in less 

time and cause higher discharge during a shorter period and also there is more possibility of 

silt load reaching the outlet points. 

Relatively higher drainage density of 0.83 km/km2  for the basins was due to dense drainage 

network in the mountainous terrain. Relatively higher drainage density of this watershed is 

also responsible for quick response of sediment yield and runoff. Drainage segment 

frequency value for the present case is 0.199 that is considered high indicating a relatively 

high runoff and soil loss. The values of constant channel maintenance of the drainage basin 

are 1.2 km2/km this implies that to maintain one km of stream 1.2 km2  land area is required. 
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Table 7.1 Summary of Geomorphologic Parameters 

S.N. Geomorphologic Parameters Value S.N 

• 

Geomorphologic 

Parameters 

Value 

1 No of first order streams 185 13 Circulatory Ratio 0.63 

2 No of second order streams 38 14 Form Factor 0.487 

3 No of third order streams 9 15 Drainage Density 0.83 

4 No of fourth order streams 2 16 Channel of Constant 

maintenance 

1.2 

5 No of fifth order streams 1 17 Relief (m) 3511 

6 Length of first order streams(km) 623.348 18 Relief Ratio 0.0705 

7 Length of second order streams (km) 176.637 19 Relative Relief 0.023 

8 Length of third order streams(km) 91.844 20 Channel segment 

frequency 

0.199 

9 Length of fourth order streams(km) 60.166 21 Total Stream No 235 

10 Length of fifth order streams(km) 30.4-24 22 Total Stream Length 

(km) 

982.42 

11 Bifurcation Ratio 3.9 23 Area (km2) 1180 

12 Elongation Ratio 0.778 24 Perimeter (km) 153.118 

The relative relief and relief ratio values are 0.023 and 0.0705, respectively .These values are 

slightly on lower side but other morphometric parameters play the dominating role for quick 

response of watershed. 

7.1.2 Vegetational Analysis 

Vegetational analysis revealed that though about 86% of watershed is covered with 

vegetation, but the land area covered by dense vegetation is comparatively less (Table 4.2). 

This results in the formation of more number of streams in the areas with thin vegetation 

compared to the area with dense vegetation and thereby increasing drainage density and 

channel segment frequency. On the basis of vegetational status the watershed is fairly good. 

But other morphometric parameters as discussed earlier indicate quick response of watershed 

to runoff and sediment yield. In monsoon season, during the time of heavy rainfall the high 

suspended sediment concentration ranging from 2000 ppm to 3000 ppm have been observed. 
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7.2 ANN Models 

7.2.1 Rainfall-Runoff Model 

Rainfall-Runoff model has been developed for Kankaimai watershed using ANN. The daily 

data of rainfall and runoff from 1995 to 1999 were selected for the learning/calibration and 

validation of models. The first four and half years data have been selected for 

learning/calibration and testing and remaining six months data were used for validation. The 
data used were daily rainfall and temperature; from the three stations (Ilam tea state, Soktim 

and Kanyam ); and daily runoff data measured at Mainachuli, the outlet of watershed for this 

particular case. 

Eight different ANN models with combination of different input variables were created and 

their performance was evaluated .The results of models in this study were evaluated by 

statistical parameters and graphical indicators as discussed in chapter 5. The results in terms 

of various numerical performance evaluation indicators considered in this study are presented 

in Table 5.2. Graphical performance evaluation indicators such as linear scale plot of the 

simulated and observed daily runoff, double mass curve plots of simulated and observed 

flows and scatter plot of simulated versus observed flows are given in Fig. 5.7 to Fig. 5.9 for 

model 4. 

The Table 5.2 reveals that results produced by ANN model 1, which takes the concurrent 

rainfall values (Rit, Ret, Rat) of three different stations as inputs does not produce very 

satisfactory results in terms of both graphical and numerical performance indicators. This 

implies that, for this particular type of watershed the rainfall information alone is not 

sufficient to compute the runoff from a catchment as the state (related to the soil moisture) of 

the catchment plays an important role in determining runoff rate behaviour. This was also 

observed by Minns and Hall (1996) (Rajurkar, 2004). 

In model 2, in addition to the rainfall data of model 1 the previous time period runoff (Qt-i) 

has also been considered as one of the inputs. This has produced better results in terms of 

both graphical and numerical performance indicator as compared to the model 1. With the 

inclusion of additional input Qt_i, the RMSE value decreased by 35.3 m3/s and R2  increased by 
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0.16. But the correlation coefficient value remained almost same. A larger scatter of data 

about line of agreement can be observed in model 1, whereas relatively smaller scatter has 

been seen in case of model 2 .The scattered plot shows that about ninety six percent of data 

are within 50% error line in case of model 2 where as this figure is 48 percent in model 1 

(Table5.2). Similarly model 2 gives higher recovery ratio (Table 5.2) i.e., ratio of cumulative 

predicted runoff to cumulative observed runoff, as compared to model 1. 

In model 3, in addition to the other inputs of model 2, daily temperatures at three stations 

have also been included as inputs considering different lag times as obtained from the cross 
correlation analysis. Result shows that there is little improvement in R2, correlation 

coefficient, but RMSE is inferior to that of model 2. There is also some improvement in 

scatter plots and recovery ratio. So from this it becomes obvious that the temperature has 

some influence on runoff from this watershed. This is also seen in model 8, which uses the 

concurrent rainfall data and temperature data of time period t-26, t-9 and t-8 as inputs. With 

the addition of temperature data as one of the inputs in model 1 there has been little 

improvement in the model performance. In this case RMSE, R2  and coefficient of correlation 

are 129.35 m3/s, 0.71 and 0.882, respectively. When this model is compared with model 1 it 

can be seen that there has been increase of R2  by 18.33 percent and decrease of RMSE by 

14.36 percent. But coefficient of correlation remains same. The improvement in performance 

can also be noticed in recovery ratio and scattered plots compared to model 1. 

Model 4 has been constituted to see the performance of ANN model with the incorporation of 

previous day runoff of time step t-2 (Qt-2) as additional input in the model 2. This 

combination of inputs in the ANN models performs better than the previous models 

investigated. The RMSE in the second scenario was 115.75 m3/sec, which reduced to 103.67 

m3/s in the present case. Similarly there has been improvement in the value of R2  and CC as 

can be seen in Table 5.2. The scatter plot (Fig 5.9) shows that there is less scatter of points 

about agreement line. About ninety four percent data fall under 50 percent error line. The 

recovery ratio in this case is 0.89 which is higher than that of all models except model 5. But 
model 5 is inferior to model 4 in all other respects. Improvement of performance of model 4 
due to inclusion of Qt_i and Qt-2 reveals that soil moisture condition plays important role in 
this watershed. 
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Model 5 was developed to see the effect of inclusion of antecedent rainfall of time step t-1 in 

the performance of model 2. From the Table 5.2 it can be seen that this scenario is inferior in 

all aspect of statistical evaluation criterion i.e., RMSE, R2  and CC. The graphical indicator 

and recovery ratio also do not show any improvement in performance of the model. This 

indicates that the previous day rainfall does not have significant influence on the runoff. This 

is also supported by the time of concentration which is about eight hours. 

Model 6 includes the previous day's runoffs of time steps t-1 and time step t-2; and 

concurrent rainfall and rainfall of time step t-1 as the inputs. In this scenario all the inputs 

except Qt-2 are same as in model 5. Similarly antecedent rainfall of time step t-1 has been 

taken as additional input to the model 4 to construct this model. Idea of developing this 

particular model is to investigate the effect of these additional inputs in the model 

performance. The numerical performance indicators indicate that this model is superior to 

previous one (model 5) in terms of RMSE, R,2  and CC. But still it is not superior to the model 

2 , 3 and 4. This also reveals that antecedent rainfall does not have any influence to runoff 

from the watershed. 

Model 7 uses the antecedent runoff of time step t-1 as the input to the ANN model. The 

graphical and numerical indicators revealed that the previous days runoff alone cannot predict 

the runoff of the watershed. But in combination with rainfall these runoff data can improve 

the model performance considerably which is evident from the result of model 2, 3, 4, 5 and 

6. 

7.2.2 Sediment yield prediction Model 

ANN models for prediction of sediment yield from Kankaimai watershed have been proposed 

in the present study. The records of suspended sediment yield which were measured in 

Kankaimai river at Mainachuli have been adopted for present the study. The sediment yield 

data of wet seasons are available from the year 2001 to 2003. In total, 387 data were collected 

from the record. Of the total data, ten percent were used for model validation and rest of the 

data were utilized for learning/calibration and testing. The input combinations used in this 

application to estimate suspended sediment values are (i) Qt; (ii) Qt  and Qst_i; (iii) Qt and Qt_ 

i; and (iv) a, Qt-i and at_i. Where a and Qst  represent, respectively, the stream flow and 

sediment yield at day t. 
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Like in runoff prediction models the results of models in this study were evaluated by 

statistical parameters and graphical indicators. The results in terms of various performance 

evaluation statistics considered in this study are presented in Table 5.3. 

The comparison of the observed and estimated suspended sediments is also presented in the 

form of validation plot, scatter plot and mass curve plot for the model 1. 

It is seen from the validation plot (Fig. 5.11) that the model 1 estimates closely follow the 

observed values, whereas the model 2 and 3 underestimate the peaks. This is also confirmed 

by the scatter plots (Fig. 13). The scatter plots show that forty two percent of predicted data 

fall under the 50% error line in case of model 1 whereas this figure is on lower sides in model 

2 and model 3 and model 4 has the same value as that of model I. Though the recovery ratio 

in model 2, 3, 4 are higher than that in model 1, the overall performance is not superior as can 

be seen from Table 5.3. 

The model 1 which consider concurrent runoff as input, is also superior in terms of numerical 

performance evaluation criteria .The R2, RMSE and CC values are 0.933, 19058 (t/day) and 

0.968 respectively which are quite satisfactory. In rest of the models they are comparatively 

on lower side though their performance is also equally good. 

In the model 2 where concurrent runoff and antecedent sediment yield have been considered 

as model input, the R2  efficiency value and coefficient of correlation value are almost equal 

or slightly less than that of model 1. But in terms of RMSE and other graphical indicators i.e., 

scatter plot, this model is inferior to model 1. 

In the case of the model 3 and model 4 the performance parameters, i.e., RMSE, R2  and 

graphical indicator i.e. scatter plots clearly reveal that these scenarios of inputs can not 

improve the model performance. 

According to the verification results so far discussed, the models can be ranked as model 1, 

model 2, model 4 and model 3 in robustness of suspended sediment load estimation. So based 

on the above discussions it can be concluded that the ANN models with input variable as 

concurrent runoff can best simulate the sediment yield in the Kankaimai river. 
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7.3 Regression Models 

The regression models have been developed for all input scenarios of runoff prediction ANN 

models and sediment yield prediction ANN models. Nash efficiency and root mean square 

error (Table 6.1 and 6.2) clearly indicate that the regression approach is not appropriate 

method for forecasting both runoff and sediment yield. In runoff prediction models maximum 

Nash coefficient of 0.60 is observed in model 8, in all other models this figure is on lower 

side. It can be seen in Fig. 6.1 that it underestimates the peak runoff as well as low flows in 

case of runoff prediction model. Inferiority of models is also seen in scatter plot (Fig. 6.2) 

and cumulative mass curve plot (Fig. 6.3 5). Similarly the regression model overestimates the 

peak and underestimates lower sediment load while predicting sediment yield (Fig. 6.4). The 

scatter plot (Fig. 6.6) and mass curve plot (Fig. 6.5) also do not show any positive result. 

Nash coefficients in all four sediment yield models are negative. This clearly implies that 

regression sediment yield model can not be applied in this watershed for forecasting sediment 

yield. 

7.4 Comparison of ANN and Regression Models 

The runoff prediction model "Qt = f (Q _„Q1_2 R11, R2„ R3, )" and sediment yield prediction 

model" Q„ = f (Q, )" have been selected for the comparison. The validation plot of runoff is 

shown in Fig. 7.1 and that of sediment yield in Fig. 7.2. Similarly cumulative mass curve plot 

of observed runoff and sediment yield are given in Fig 7.3 and Fig. 7.4, respectively. 

The numerical performance indicators (RMSE, R2 and CC) presented in Tables 5.2, 5.3, 6.1 

& 6.2 are self explanatory to conclude that ANN models are far superior to convention 

regression analysis. This is also supported by the mass curve (Fig. 7.3) of runoff. In case of 

ANN, the mass curve of runoff is close to observed one where as that generated from 

regression analysis deviated from it. The scatter plot also indicates that the spread in the 

values computed using ANN model is less than that using regression analysis. The validation 

plot (Fig. 7.1) shows that the regression models underestimate the peak as well as low flows 

where as the validation plot of ANN model closely tracks that of observed data. 
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Fig 7.2 depicts the plot of observed sediment yield and the computed sediment yield, using 

the ANN and regression model as function of time, in days, marked serially from 1 to 38. It is 

clearly seen that computed sediment yield using ANN model tracks the observed sediment 

yield better than that of regression model. The Regression model overestimate the peak and 

underestimates low sediment load values (Fig 7.4). 

Based on the above discussion it can be concluded that the regression model is not capable of 

capturing complex and non-linear relationship between rainfall and runoff; and runoff and 

sediment yield where as ANN has demonstrated satisfactory performance in this aspects. 
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CHAPTER -8 

CONCLUSIONS AND RECOMMENDATION 

The runoff and sediment yield process is highly non-linear and complex. So it is very 

important task to develop simulation model to represent these processes. In this study it has 

been attempted to develop ANNs model for different inputs. All together eight models for 

runoff prediction and four models for sediment yield were investigated. The results obtained 

in this study indicate the capability of back propagation ANN models in forecasting daily 

runoff and sediment yield. Regression models for runoff and sediment yield are also 
developed to compare their results with ANN models. 

Realizing the facts that basin, stream network geometries and vegetation have some sort of 

relationship with transmission of water and sediment through the basin, the morphometric 

and vegetational analyses of basin were also carried out in this study. 

Based on the results of various investigations following conclusions can be drawn: 

1. The Kankaimai watershed is fairly good with moderately high peak flow of shorter 

duration. The watershed is characterized by homogenous lithology with less influence of 

geological structure. The drainage density of watershed is high, which promotes quick 

response of sediment yield and runoff. Number of streams and length of streams have 

exponential relation with stream order. 

2. The basin is predominantly covered by sparse and medium vegetation and have 

moderately high rate of soil erosion. The land area covered by dense vegetation is 

comparatively less, which results in the formation of more numbers of streams. 

3. For the Kankaimai watershed the rainfall input alone is not sufficient to compute the 

runoff from the watershed as the state (related to the soil moisture) of the watershed plays 

an important role in predicting runoff. Inclusion of temperature as input alongwith the 

rainfall slightly improves the predicting capability of model but overall result is not 

satisfactory. Performance evaluation of different models suggests that antecedent runoffs 

of time step t-1 ' and `t-2` as an additional inputs variable alongwith rainfall improve 

the performance of model for this watershed. Antecedent rainfall variables when used as 
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additional variables can not further improve the predicting capability of models. This 

implies that for this watershed previous day's rainfalls values have minimal effect on 

runoff. 

4. The concurrent runoff has very high correlation with sediment yield. Use of antecedent 

runoff and sediment yield as additional input variables to concurrent runoff does not 

improve the model performance. 

5. ANN models are superior to regression models in forecasting runoff and sediment yield 

in all respects. 
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Fig. C3 Daily runoff recorded at Mainachuli 
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Fig. D2 Daily sediment yield and runoff data at Mainachuli ( Aug., 2001) 
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Fig. D6 Daily sediment yield and runoff data at Mainachuli ( Dec., 2001) 
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Fig. D8 Daily sediment yield and runoff data at Mainachuli ( Aug., 2002) 
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Fig. D10 Daily sediment yield and runoff data at Mainachuli ( July, 2003) 
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