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SYNOPSIS 

The nature of the vibration signals from the rotating 

electrical machines depends upon their mechanical assembly, 

rotational speed, base alignment, states of the bearings, and 

electrical conditions. The vibrations affect the mechanical life 

span and electrical performance characteristics, and may bring 

about a situation resulting In the failure of overall machine 

system. 	It is essential to carry out the detailed analysis of 

the recorded vibration signal for taking the necessary precautions 

for avoiding the mechanical and electrical problems due to 

vibrations in electrical machines. 	The present work deals with 

the development of software for the analysis of the vibration 

signals recorded from an electrical machine. 	By using the 

developed software, the detailed analysis and feature extraction 

from 	the vibration signal In respect of amplitude, duration, 

velocity, acceleration, and periodicity have been carried out in 

this work.As the vibration transducer of high frequency response 

was not available to record the signal from electrical machines, 

the developed software has been tested using vibration signal 

from the vibration table.The transducer used was a piezoresistive 

based seismic accelerometer having a frequency range upto 100 Hz. 

The vibration signal was picked up using this accelerometer and 

processed and digitized by an ADC card fitted within the computer 

system. The digitized signal was stored and analyzed by using the 

developed software. The test results are consistent and reliable 

and establishes the authenticity of the method to be used for real 

time vibration signal analysis of rotating electrical machines. 
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main methods are discussed: (1) overall level monitoring, (ii) 

frequency spectrum monitoring, and (iii.) cepstrum monitoring. 

In overall level monitoring, the measurement taken is the rms 

value of the vibration level over preselected bandwidth. 	The 

strength of the overall level technique is its simplicity. 	It 

requires only the simplest of the instrumentation.The use of this 

method is a common feature in any installations. The accuracy of 

the method depends on the operator. The sensitivity of the method 

is also low, particularly when a defect is at an early stage. 

Frequency spectrum analysis is a 'post' time domain signal 

analysis. 	This method of analysis is generally employed once 

one's suspicious are aroused by anamalies in time domain signals 

taken using overall level monitoring. 

Cepstrum analysis is a `post' spectral analysis tool. 	The 

cepstrum analysis is used in examining the behaviour of gear 

boxes. By using this method of analysis one can easily find out 

side bands present in the vibration spectra of the gear boxes. 

Chapter 5 lays down the foundations for building FFT computer 

program. It provides a thorough description of Fourier transform, 

DFT, and FFT algorithm. 

Chapter 6 provides a detail discussion of various algorithms 

and flowcharts developed for the analysis of vibration signals 

from rotating electrical machines. 

Chapter. 7 provides several results taken by using software 

developed in chapter 6. 

Chapter 8 gives the conclusion of the present work carried 

out in the dissertation. 	It also suggests the scope for the 

future work. 
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CHAPTER 1 
INTRODUCTION 

1.1 GENERAL 

From the moment the rotating electrical machines are put into 

use, they are subjected to wear and tear. There is continuous 

deterioration in the state of the machines and may finally result 

in the break down. Thus sooner or later,there arise the necessity 

to provide their replacement. If the machine is simple, cheap and 

easily detachable from the other machines, the most straight 

forward way is to keep a reserve machine in the store for its 

immediate replacement. 	It would be good to know the real 

conditions of the sources of defect being developed during the 

normal operations of the machine. Knowing this, it would be 

possible to carry out the repair, overhaul or replacement 

whenever it is required in a planned manner. 

Several decades of international professional experiences and 

practices have dictated that the mechanical vibrations of 

electrical machines are the right parameters to be measured to 

indicate the best technical condition of the machine . Thus it is 

in the best interest that we must know the trends of changes in 

the technical condition and variational characteristics of the 

machine. 

The vibration signal of a machine to be tested can be 

obtained by using vibration transducers and data acquisition 

system. The fault inside machine changes amplitude and frequency 

of the vibration signal recorded from time to time from the 

machine. The analysis of the vibration signals from the machine is 

much sensitive method for Indicating the defects. Another 

advantage of the spectrum analysis of the vibration signal is the 

general ability to identify the causes of vibrations the sources 

of the defects) on the basis of frequency domain analysis during 

normal operation without dismantling the machine system. 	Thus 
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the engineers can knew before starting their maintenance work as 

what has to be looked into when the machine Is switched off. Of 

course, this procedure may also shorten the maintenance time. 

1.2 CAUSES OF VIBRATION 

The causes of vibration In a machines on the basis of 

their controllability are classified as follows: 

(i) 	Predictable and Controllable 

(a) existing force harmonics 

(b) slot harmonics 

(c) Saturation harmonics 

(d) vent sections In the rotor and stator 

(e) fan blade design 

(ii) Predictable, specifiable, verifiable, but variable 

(a) supply with harmonic content 

(b) eccentric assembly of rotor and stator 

(c) dynamic eccentricity of the rotor 

(iii)Random verifiable only by in-process quality control 

(a) asymmetry in the stator or rotor winding 

(b) bearing defect 

(c) bent shaft end 

(d) journal ovality 

(e) loose assembly 

1.3 THE TRANSDUCER USED FOR VIBRATION SIGNAL RECORDING 

According to the requirements of the measuring technique and, 

in particular the modern signal processing technique, the 

mechanical signal is converted into an electrical signal by using 

vibration transducer. 

There are two types of vibration-measuring transducers. The 

first type are non-contact transducer. There are two kinds of 

non-contact transducer. in general use 	electrodynamic and 

capacitive transducers. The second group of vibration-measuring 
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transducer includes the so-called contact transducers. In this 

case, the transducer Is directly and rigidly fixed to the 

vibrating body. The commonest type of contact transducer is the 

piezoelectric transducer. 

1.4 ORGANIZATION OF THE THESIS 

After introduction in first chapter, chapter 2 provides a 

general discussion of the type of transducers and conditioners 

needed to effectively measure the vibrations. Vibration sensing 

revolves around the measurement of three related-quantities : 

(1) 	displacement, 

(ii) velocity, and 

(iii) acceleration. 

Which quantity one should measure depends on the size of the 

machine being monitored, and the frequency range in which one is 

interested. The signal conditioner system comprises the cable 

connecting the transducer to the amplifier. There are two general 

types of pre-amplifier used for this purpose, one 	voltage 

amplifier and the other one is charge amplifier. 

Chapter 3 gives an introduction to the vibration in rotating 

electrical machines. 	The principle areas of vibration in 

electrical machines are : (i) the stator core response to the 

attractive force developed between rotor and stator, 	(ii) the 

response of the stator end windings to the electromagnetic forces 

on the conductors, (iii) the dynamic behaviour of the rotor, and 

(iv) the response of the shaft bearings to vibration transmitted 

from the rotor. 

Chapter 4 provides a fairly general discussion on the 

vibration monitoring of rotating electrical machines. 

The defects of rotating electrical machines can be Identified 

by,  more. than one methods of vibration signal analysis.. Here three 
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main methods are discussed: (1) overall level monitoring, (ii) 

frequency spectrum monitoring, and (i1;.) cepstrum monitoring. 

In overall level monitoring, the measurement taken is the rms 

value of the vibration level over preselected bandwidth. 	The 

strength of the overall level technique is its simplicity. 	It 

requires only the simplest of the instrumentation.The use of this 

method is a common feature in any installations. The accuracy of 

the method depends on the operator. The sensitivity of the method 

is also low, particularly when a defect is at an early stage. 

Frequency spectrum analysis is a 'post' time domain signal 

analysis. 	This method of analysis is generally employed once 

one's suspicious are aroused by anamalies in time domain signals 

taken using overall level monitoring. 

Cepstrum analysis is a 'post' spectral analysis tool. 	The 

cepstrum analysis is used in examining the behaviour of gear 

boxes. By using this method of analysis one can easily find out 

side bands present in the vibration spectra of the gear boxes. 

Chapter 5 lays down the foundations for building FFT computer 

program. It provides a thorough description of Fourier transform, 

DFT, and FFT algorithm. 

Chapter 6 provides a detail discussion of various algorithms 

and flowcharts developed for the analysis of vibration signals 

from rotating electrical machines. 

Chapter 7 provides several results taken by using software 

developed in chapter 6. 

Chapter 8 gives the conclusion of the present work carried 

out in the dissertation. 	It also suggests the scope for the 

future work. 
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CHAPTER : 2 

VIBRATION MEASUREMENT 

2.1 GENERAL 

Vibration is related to the oscillatory motion in a physical 

system. 	It is generally interpreted as symmetrical or 

nonsymmetrical fluctuations in the rate at which acceleration Is 

applied to an object. Vibrations may be periodic or non-periodic 
(random) in nature. 	The measurement of vibrations includes 

determination of its displacement, velocity, acceleration, and 

frequencies. The measuring device is usually selected as per the 

expected ranges of frequencies. 	Its ease and ability to obtain 

accurate results are also important considerations. With 

low-frequency vibration, there are advantages in the measurement 

of displacement. At the higher frequencies, the excursion or 

displacement range usually becomes quite small, and therefore 

there is advantage in the measurement of acceleration. It may be 

difficult to measure displacement accurately in high frequency 

ranges. 

2.2 VIBRATION SENSORS 

Vibration sensing is one of the most important monitoring 

tool available to the operator of electromechanical plant. 	The 

procedures of vibration measurements have 	reached to a high 

degree of sophistication and generally revolve around the 

measurement of following three related quantities: 

(i) displacement, 

(ii) velocity, and 

(iii)acceleration. 

Out of the above three Which quantity one should measure, 

depends on the size of the physical system being monitored and the 

frequency range in which one is interested. If we take the example 
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of machines of similar type and size, it can be stated that there 

may be more or less constant vibrational velocity. It is observed 

that as the speed increases, there is the fall in the level of 

displacement and increase in the level of accelerations. This 

suggests that as the frequencies of interest rise It is better to 

progress from a displacement device to a velocity transducer, and 

ultimately to an accelerometer for the measurements. As a guide. 

the approximate frequency ranges of application are as shown in 

figure (2.1)[1]. 

Care must be exercised, however, when monitoring systems 

which have small moving masses for in such circumstances 

transmitted forces may be small, and displacement will usually 

provide the best indication of condition. 

The vibration transducers are characterized according to 

the quantity they measure. 

2.2.1 DISPLACEMENT TRANSDUCERS 

These are basically non-contacting probes or proximeters. 

These 	devices operate by using an high frequency source to 

generate an electromagnetic field at the probe tip. The system 

energy is thus dependent upon the local geometry of the area 

surrounding the probe tip. If it changes, for example, when the 

target surface moves with respect to the probe, the system energy 

also changes. This change is readily measured and is related to 

the displacement of the target surface from the probe tip. It 

should be noted that such system measure the relative motion 

between the probe and the target; hence the vibration of the 

housing in which the probe is mounted is not readily measured by 

this technique (1]. 

Sensitivities of the order of 10 my/micron displacement are 

easily achievable with displacement probes, and they find wide 

application in situations where heavy housing ensure small 

external movements. The measurements of eccentricity and 
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airrerential movements due to expansion are therefore most easily 

achieved using proximity transducers. They can also be effectively 

applied to measure rotational speed by sensing the passage of key 

ways on shafts. 

As mentioned earlier, displacement is most effectively 

measured at the lower frequencies even though the frequency range 

of eddy current systems can extend above 10kHz. They are 

relatively robust transducers and the driving and detection 

circuits are straightforward. Essentially the high frequency 

signal applied to the probe is modulated by the passage of the 

target, and the demodulated signal used as the measurement 

quantity. Consideration of figure(2.2), which Illustrates the 

basic displacement measurement principle, shows that the output 

of the system will depend not only on the displacement between the 

probe and the target, but also on the material of which target is 

made. This is because the eddy current reaction of the target, and 

hence the system energy, is dependent upon both the conductivity 

and permeability of the material. 	Proximity probes generally 

requires calibration for each target material. Care must also be 
a 	 ' 

taken when mounting the probe to ensure that conducting and 

magnetic surfaces around the probe tip do not cause unnecessary 

disturbance of the applied high frequency field and that the 

target 	surface 	is 	smooth with no surface or magnetic 

disturbances [2]. 

2.2.2 VELOCITY TRANSDUCERS 

Velocity transducers are used in the frequency range from 10 

Hz to 1 KHz. These are designed using a spring mass system with 

a natural frequency less than 10 Hz, and letting the mass take the 

form of a permanent magnet, as illustrated is Fig.(2.3) [2]. The 

magnet is then surrounded by a coil which is securely attached to 

the housing. 	Whenever the housing is placed in contact with a 

vibrating surface, the housing and coil move with respect to the 

magnet and cause an emf to be induced in the coil, as per the 

expression 



Shear- type 
lay 

Bosr 

0) 

Triangular insert 

nertial 
mass 

-Output 

Prestressing 
spring 

Compression - type 
piezoelectric eterrrent 

D.Jtput 

3o se 

b1 

FIGURE 2.4 : TWO TYPES OF GENERAL—PURPOSE ACCELEROMETERS: 
(a) SHEAR TYPE (b) COMPRESSION TYPE 

A 

f 

 

25kHz 

FIGURE 2.5 : ACCELEROMETER RESPONSE 

10 



e = 1B * V 	 (2.1) 

where e is the induced emf , 1 is the effective length of the 

conductor in the coil, B is the radially directed flux density 

(which is constant), and V is the velocity in the axial direction. 

The transducers are 	relatively delicate but have the 

advantage of producing large output signal thereby requiring 

little or no signal conditioning . 

2.2.3 Accelerometers 

As per practice, the velocity and displacement are commonly 

measured using accelerometers and other required parameters are 

derived by integration. 

Accelerometers produce an electrical output which is directly 

proportional to the acceleration to which they are subjected. In 

present time the piezoelectric device has become almost 

universally accepted accelerometric transducer.These are used for 

all the specialised vibration measurements. These are physically 

robust than the velocity transducer and have higher frequency 

range. 	This has become more important as techniques involving 

frequencies well above 1 KHz have been adopted. 

The construction of a typical piezoelectric accelerometer is 

shown in Figure (2.4) [2]. When the transducer is subjected -to 

vibration, the seismic mass, which is held against the 

piezoelectric element, exerts a force upon it. 	This force is 

proportional to the acceleration. 	Under such conditions the 

piezoelectric elements, which is usually a polarised ceramic 

material, generates a proportional electric charge across its 

faces. 	The output can then be conditioned using a charge 

amplifier. The velocity or displacement signals are recovered by 

integration. 	The device has the advantage of being a self 

generating source. Now integrated circuit piezoelectric devices 
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The ratio of the mechanical natural frequency fN of the system 
comprising the fixing element and the accelerometer to the 

accelerometer to the natural frequency fNl  of the transducer 
in the various cases: 

fixation 	a 	b 	c 	d 	e 	f 

fN / fN1 	1.0 	0.98 	0.96 	0.95 	0.28 	0.07 
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TABLE 2.1 : APPLICATION OF VIBRATION TECHNIQUES 

Application Transducer Type 

Motor /puMp drives Velocity or acceleration 

Motor /f an drives Displacement or velocity 

Motor connected to gear Acceleration 

boxes (rolling element 

bearings) 

Motor with oil film Displacement 

bearings) 

Generators/steam turbines Displ'aceMent 

Overall vibration levels Velocity 

on all of 	the above 
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are available which have the output signal conditioning resident 

in the accelerometer encapsulation. When using piezoelectric 

accelerometers the natural frequency of the device is designed to 

be above the usual operating range. A typical frequency response 

is given in Figure (2.5) [3]. 	This limits the useful operating 

range to around 30% of the natural frequency. Being low output at 

low frequencies, the normal operation range 	of piezoelectric 

accelerometers is generally from 1 KHz to 8 KHz. 	Some small 

devices are available for ranges extending 200 KHz [3]. 

There is an extremely wide range of piezoelectric 

accelerometers available today, from very small devices that will 

measure shocks of high acceleration, in excess of 106  ms-2, to 

large devices with sensitivities greater than 1000 pc/ms-2  [4].  

Highly sensitive devices, on the other hand, are physically large 

so as to accommodate the increased seismic mass required to 

generate the high output. In all such cases, care must be taken 

when mounting accelerometers since they can be easily destroyed 

through over-tightening. 

Table 2.1 provides a short summary of the area of application 

of each of the transducer types discussed above [4]. 

2.3 Mounting of sensors 

The piezoelectric accelerometer are brought into contact with 

the vibrating body. There are various methods of fixation, which 

are illustrated in Figure (2.6) [5]. 	Out of these, the method 

employing a stud bolt is the best. Beeswax or even epoxy resin 

gluing is also very good. The quality of fixation depends on how 

much the fixation modifies the natural frequency of 'the 

transducer. The methods shown in Figure (2.6)a,b,c and d do not 

alter the operating frequency range of the transducer in practice. 

A fast method for attaching the sensor to bodies made of 

magnetizable material, like most electrical machines, is the 

magnetic mounting shown in Figure (2.6)e. Of course, this latter 

solution does not provide a mechanical coupling as good as a 
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bolted mounting, so the operating frequency range of the sensor is 

reduced to less than one third. For standard transducers, this 

range still gives a relatively high cut-off frequency (about 2 to 

3 KHz) that meets the requirements of standard vibration 

measurements [5]; 

Feeler mounting is acceptable only up to 600 Hz. When the 

measuring system is set up, due attention is paid to avoid the 

formation of a ground loop through the sensor housing and the 

ground wire of the signal cable, since the ground current flowing 

through the instrument might invalidate the results of the 

measurements. An Insulated bolt and an insulating disk under the 

sensor provides an acceptable solution as shown in Figure(2.6)c. 

2.4 Charge generator model of the accelerometer with cable 

A good approximation of the charge generator model for 

frequencies well below the natural frequencies is shown is Figure 

(2.7) [6]. 	The electrical characteristics of the connecting 

coaxial cable between the piezoelectric accelerometer and the 

signal conditioner is included in the mathematical representation 

of the complete accelerometer model, since these parameters 

directly affect the overall transfer function. The output voltage 

e for the system shown in figure(2.7) can then be expressed as 

Ksx 
e = 	 (2.2) 
o  Rc Ca Cc s2  + (Cc + Ca + Ca Rp ) s  + Rp 

where, Ca = internal capacitance of accelerometer, Rc = cable 

resistance, Cc = cable capacitance, Rp = interface input 

resistance, K = proportionality constant, and X = deflection in 

the crystal. 

The deflection X is related to the equivalent charge qa as qa 

DqX where Dq is the characteristic constant of the piezoelectric 

material. 



The basic limitation of this type of accelerometer can be 

inferred from Eqn. (2.2) wherein 

eo(J )I  = 0  (2.3) 
w = 0 

To compensate for this lack of dc response, several schemes 

of circuitry are possible in the signal conditioner that 

interfaces with the accelerometer. One approach is to integrate 

the signal so that integrated output 

e, (s) = eo(s)/s  (2.4) 

A second method (voltage amplifier) uses an amplifier with an 

extremely high input Impedance to minimize the loading. Assuming 

that Rc = 0 Eq(2.2) becomes 

e (s) =  Ksx 

°  (Ca + Cc)s + RP 
(2.5) 

If the input impedance of the signal conditioning stage Rp is 

very large, the circuit provides a very low cut-off frequency. 

In terms of the input acceleration ji, the overall transfer 

function (including the dynamic response of the spring mass 

system) of the complete system may be shown to be 

eo = 

 

Ks 
(2.6) 

y 	McCaCcs2+(Cc+Ca+Ca Rp)s+—Rp} (s2+2~wns+wn2) 

2.5 Signal conditioners 

The signal conditioning system employing a piezoelectric 

transducer comprises the cable connecting the transducer to the 

amplifier, signal amplifier and signal modifier. 

The input cable connecting the transducer is usually low 

17 



ei 

Eo 

(a) 

eo 

Re 

4a 

~ voltage follower 

(b) 

Figure 2.8 s Equivalent representation of : (a) voltage follower 

(b) accelerometer and voltage follower combination 



capacitance, low noise, low microphonic coaxial cable with high 

insulation resistance between the leads. 

The output signal of the piezoelectric crystal, that is the 

potential difference across the crystal armature, is directly 

proportional to the acceleration of the transducer housing and, 

consequently, to that of the vibr t'In~' body.  This signal, 

hoverer, Is very small, and so it requires amplification. There 

are two general types of pre-amplifier, namely voltage amplifier 

and charge amplifier. The output voltage of voltage amplifiers is 

proportional to the input voltage. These have simple construction 

and are relatively cheap.  At low frequencies, these are quite 

sensitive to the resistance and capacitance of the cable 

connecting the sensor with the pre-amplifier. In a charge 

amplifier, the output voltage is proportional to the charge on the 

sensor.  This pre-amplifier is more expensive but it is 

insensitive to the cable Impedance, so we can use longer cables to 

connect the sensor with the amplifier and the pre-amplifier may be 

located far away from the vibrating body. At the same time, the 

pre-amplifier also serves as an impedance transformer, matching 

the sensor with the instrument following the amplifier. 

2.5.1 Voltage amplifier 

Che voltage follower amplifier • sui facie i Jc pie  

devices is shown in Figure (2.8)a, which is designed for 

non-inverting operation with unity gain [61. Figure (2.8)b shows 

the equivalent circuit of the accelerometer along with the 

connecting cable and voltage follower. This configuration takes 

advantage of the high input impedance of the amplifier, which 

results in very low leakage path across the transducer and cable 

capacitance. The low frequency response of the transducer, cable, 

and amplifier combination is thus improved.  With operational 

amplifiers having FET input stages, an input impedance of the 

order of 1011ohms can be obtained. 

If the other characteristics of the amplifier are assumed to 
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be ideal, then the input current of the amplifier iin(figure 

2.8a)can be determined as 

eiRi eo + Rp i = iin 	
(2.7) 

where Ri is the Internal input resistance of the amplifier 

and Rp is the resistance to ground. Since the open loop dc gain of 

the amplifier is very large (order 106), it can be shown that 

eo=ei. Then 

ei 
R 	= iin 	 (2.8) 
P 

Under such assumptions, the voltage follower can be 

approximated by the equivalent circuit shown in Figure (2.8)b. 

Thus the complete transfer function given by Eq. (2.6) can be 

rewritten (neglecting cable resistance) as 

Ks 
e (s) _ 	 1 	y 	(2.9) 
°  (Cc + Ca)s +—  s 2 + 2~wns + wn2 

And equation (2.9) can be further written as 

e (s) =  
K  (Cc+Ca) Rps  

2 	2 
1 	

y (2.10) 
o 	Cc+Ca) 	Rp Cc+Ca s+ 1  

(s +2~wns+wn ) 

K  its 	1 

= 	C 	J 	 y C 	its+i s
2 + 2 wn2s+wn2 

(2.11) 

Where C = Cc + Ca, and z1 = Rp(Cc + Ca) 

It can be seen from Eq. (2.11) that the static sensitivity is 

lower for higher values of cable and piezoelectric crystal 

capacitances. Apart from this, the steady-state response is zero. 

Thus, static response cannot be obtained in this mode of 

operation. In practice, the value of Rp and C are suitably chosen 

to obtain reasonably good sensitivity as well as required low 

frequency response. The high frequency limitation in this 
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Figure 2.9 : Charge amplifier (a) basic configuration; 

(b) Modified configuration 
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configuration is imposed by the response of the spring-mass 

system. 

2.5.2 Charge amplifier 

In the voltage amplifier configuration, it is seen that the 

frequency response depends on the cable capacitance. 	It means 

that for each 	cable length only a particular calibration is 

valid. 	To avoid such difficulty, a charge amplifier 

configuration, where the charge generated by the device is 

converted to a proportional output voltages, is preferred. 

The circuit arrangement of a basic charge amplifier is as 

shown is Figure (2.9a) [61. Assuming ideal conditions under which 

there would be no current flow into the input terminal of the 

operational amplifier, 

	

d
q  = i = kx 	 (2.12) 

where x is the deflection of the crystal due to input acceleration 

and K is a proportionality constant. The voltage across the feed 

back capacitor cf(under ideal conditions) can be expressed as 

e = -1  fidt 	 (2.13)o  

	

Cf 	 * 

-kx = C 	 (2.14) 
f 

As mentioned earlier, the above equation represents an ideal 

condition. 	In practice, such a circuit would go to saturation 

because of the bias currents through the operational amplifier, 

charging the capacitor Cf  To prevent saturation, a resistor Rf  

providing an alternate path is connected across Cf  as shown in 

figure (2.9b). The transfer function for the circuit is written 

as 
e 	Kst o 
x (s)  = ST2  21 (2.15) 
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where,  i2 = Rf Cf 

The overall transfer function is obtained as, 

e° 	= K 	ST+ 1 	 2 	1 	2 	(2.16) sL  
y  2  s + 2~wns + wn 

Eq. (2.16) is identical in form with that obtained for a voltage 

amplifier and piezoelectric accelerometer combination given by Eq. 

(2.11).  This also exhibits similar low frequency response 

limitations.  However, the distinct advantage here is that both 

static sensitivity and low-frequency response are independeriL of 

the cable capacitance and crystal capacitance.  Low-frequency 

response depends only on the circuit components Cfand Rf. In this 

case, the static sensitivity is not lost even with longer cables. 

In general, it is advisable to include signal filtering after 

the signal amplifier stage (either voltage follower or charge 

amplifier) in the instrumentation system.  It consists of a 

low-pass filter adjusted to the cut-off frequency of the most 

frequency-restrictive component in the system, which is usually 

the accelerometer. The signal conditioner is generally designed 

with a low-pass filter network to eliminate the accelerometer 

resonance errors and influences of extraneous noise signals. 

Signal transmission from the filter output to the recorder or 

other display units is usually through a cable whose effect can be 

ignored as the signals are of high amplitudes are fed from low 

impedance sources. 
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CHAPTER-3 

VIBRATION OF ROTATING ELECTRICAL MACHINES 

3.1 GENERAL 

The electrical machine, its support and base structure, and 

the load connected to its shaft form a complete mechanical. system. 

The vibration frequency of the overall system depends on many 

factors. 	The machine 	Is free to vibrate at its own natural 

frequency, or can vibrate at any other frequency. This result in 

a complex vibration which may be unacceptable and its progressive 

increase may damage the machine and may even results in total 

failure. 	The vibration In electrical machines may be in the 

following areas[7]: 

(i) the stator core may respond to the attractive force 

developed between rotor and stator, 

(ii) there may be response of the stator end windings to the 

electromagnetic force on the conductors, 

(iii) these may be due to the dynamic beha,,icur of the 

rotor, 

(iv) the response of the shaft bearings to vibration 

transmitted from the rotor may Induce vibration. 

These four areas are inter-related. 	The bearing 

mis-alignment or wear may quite easily result in eccentric running 

which in turn may stimulate the vibrational modes of the 

stator[7]. 

3.2 STATOR CORE RESPONSE 

The stator and its support structure comprise a thick-walled 

cylinder which is slotted at the bore and rests inside a 

thin-walled structure. The unit may or may not be cylindrical [8]. 

The forces acting on the stator core are a result of the 
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interaction between the air gap flux wave and the currents flowing 

in the windings embedded in the stator slots. The forces acting 

on the end winding are due to the interaction between the end 

leakage flux and the winding currents. The precise nature of the 

applied force is a function of the form of the current 

distribution and the geometry of the air gap and end region. 

Disturbances to either, due to rotor eccentricity or damaged areas 

of the rotor for example, alter the harmonic components of the 

force wave and initiate a different response from the stator core, 

particularly if the applied forces stimulate any of the natural 

modes of the system [8]. 

3.3 Rotor dynamics 

The motion of the rotor in response to transverse unbalanced 

forces, and to torsional forces, applied either due to system 

disturbances on the electrical side or to rotor defects within the 

machine may contribute to vibrations. 

3.3.1. Transverse response 

To examine the response of the rotor to unbalanced forces, a 

distinction is drawn between rigid and flexible rotors. 	Rigid 

rotors are considered as a single mass acting at the bearings. 

It has been shown that the rotor and its bearings can be modelled 

by the differential equation[9], 

(M + ms)X + Cx + Kx = mrw2 	 (3.1) 

where, 

M = mass of the rotating disc at the bearings 

m = equivalent unbalance mass on the shaft, 

ms = support system mass, 

.r = effective radius of the equivalent unbalanced mass, 

C = damping constant of the support system, and 

K = stiffness of the support system. 

The peak displacement for sinusoidal motion is given by the 

solution to (3.1), and Is [9], 
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FIGURE 3,1 : DISPLACEMENT PER SPECIFIC UNBALANCE VERSUS 
NORMALISED FREQUENCY 
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x= 	 (3.2) 

2,2  

	

(M+ms) 	
L
1 ~- r 	1 + 4D2 

Here, wo the natural frequency of the rotor support 

system. The natural frequency is given as 

 1 	 C /(~K 

	

+ msJ , 	and 	D + 

2 KM+ ms 

By dividing the displacement the specific unbalance e, we 

have 
mr e= —M (3.3) 

Figure (3.1) shows the displacement per specific unbalance 

versus normalized frequency. 

In case of long slender rotors operating at higher speeds(as 

in two pole machines), specifically in case of the larger 

turbogenerators which have restricted rotor raddi, the foregoing 

analysis is insufficient. In these case, the distribution of 

unbalance Is considered. It has been shown that it Is possible to 

calculate the natural frequencies for general problems of a rotor 

with a flexural rigidity EI, and mass per unit length m, which are 

both function of position (x) [9]. The displacement u, for any 

x, is given by the solution of , 

2 	2 	a, 
d 2 4EI(x) d 2  - w 2m 	( x)u = E fn  (3.4) 
dx 	dx 	n=1 

where fn Is the nth unbalanced force. And 

wn = Im(x) gn (x) dx, 	 (3.5) 
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with g (x) the nth solution of equation (3.4). 
n 

The solution for coupled system comprising several rotors 

including the electrical machine and the machine it is driving or 

driven by is extremely complex. 	It is usual to assume that the 

stiffness of the couplings between rotors are low, and therefore, 

decouple each rotor, allowing them to be considered individually 

as described above [9]. 

3.3.2 Torsional response 

The torsional oscillatory behaviour of a turbine generator, 

is complicated. 	The generator is effectively linking a complex 

steam rainsing plant and prime mover to a large interconnected 

electrical network in which huge quantities of energy are being 

transported. The possibility for forced torsional oscillation of 

the rotor of the generator is clearly high because of its great 

length and relatively small radius [10). 	The nature of such 

oscillations depends upon the form of disruptions that occur in 

either the mechanical or the electrical system, Disturbances in 

the electrical system are very important. It has been established 

that under some circumstances, they can give rise to conditions 

which may consume shaft life due to fatigue. 

3.4 Bearing response 

The bearings are mainly responsible for the transfer of the 

rotor force to the stator. 	It is important to be able to 

determine the vibrational response of the bearings to these 

external forces so that there may not be any confusion with 

vibrational frequencies generated by the defects in the bearings. 

External forces may also result in a relative vibration of the 

rotor with respect to the housing and an absolute vibration of the 

complete bearing housing[111. 

This action needs consideration for both rolling element 

bearings and oil-lubricated sleeve bearings. 
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FIGURE 3.2 : ROLLING ELEMENT BEARING ASSEMBLY 
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FIGURE 3.3 : FORCES ACTING UPON A SHAFT IN A SLEEVE BEARING 
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3.4.1 Rolling Element Bearings 

The rolling element bearings produce very precisely 

identifiable vibrational frequencies. Due to there oil film, the 

relative motion between the housing and the shaft is small. It is 

possible to detect the vibrations associated with the bearings 

using an accelerometer mounted directly on the bearing housing. 

The characteristic frequencies of such bearings depend on the 

geometrical size of the various elements and are reported by many 

works. 	Table 3.1 summarizes these frequencies and their origins 

[11]. A schematic view of a typical rolling element bearing is 

shown in figure (3.2). 

Besides the frequencies given in Table 3.1, there are also 

higher frequencies generated by electric deformation of the 

rolling elements, and the excitation of the natural modes of the 

rings that comprise the inner and outer races. These effects are 

secondary to the principal components. 

The magnitudes of the components given in Table 3.1 are often 

lost in the general noise background when the degree of damage is 

small, but because of their precise nature they present an 

effective route for monitoring progressive bearing degradation. A 

simple instrument could be devised using an accelerometer mounted. 

on the bearing housing to detect the amplitude of vibration at 

these characteristic frequencies. 	Once the characteristic 

frequencies are known, it is possible to enhance the performance 

of the instrument by the use of highly selective filters and 

weighting functions so as to be able to identify bearing faults at 

an earlier stage. 

When monitoring the vibration due to rolling element bearing, 

it is always prudent to try and achieve good base-line data. This 

is because once the bearing becomes significantly worn, the 

spectrum of vibration it emits becomes more random again, although 

at a much higher level than the base value for a good bearing. 

30 



Defect frequency Comment 

Outer race n  N  d _ 
.( 1--- coso) Ball passing frequency 

2  6e 
on the outer race. 

n  N  d 
Inner race - . — . ( 1+ - cos) Ball passing frequency 

on the inner race. 

D 	N 	d2 	2 
8 ~Il defective _. — (1- (a) 	cos-t) -Ball- spin-frequency. 	- 

2d 	6 

Train defect 
• 
— (1- D cosp) Caused by irregularity 

a 
in the train, 

n : nuiber of balls 

N = rotational speed in rev/win 

d = ball liameter 

D = ball pitch diameter 

$ = ball contact angle with the race 

TABLE 3.1 CHARACTERISTICS FREQUENCY OF ROLLING ELMEN1 BEARINGS 
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Clearly if no base line is available and no history has been built 

up, It is possible for specific defects to be masked by the 

increase in general background level [11). 

Machinery exhibit a small degree of unbalance. This tends 

to modulate the characteristic frequencies of the bearings and 

produces side bands at the rotational frequency. 

Vibration monitoring is obviously highly suitable for 

monitoring the performance of rolling element bearings and has 

gained wide acceptance throughout the industry. 

3.4.2 	Sleeve Bearings 

The shaft is supported by a fluid .film pumped in under high 

pressure between the bearing linear and the shaft by the motion of 

the shaft in sheer bearings. 

Now because of the compliance of the oil film and the limited 

flexibility of the bearing housing itself, vibrations measured at ✓  

the housing are of low amplitude (12). Also, because the liners 

of the bearing will inevitably be a soft material such as white 

metal, small defects are difficult to identify by measuring the 

absolute vibration of the housing. These factors point to the use 

of displacement transducers as the effective tool. But these are 

useful at the lower frequencies only. Higher frequencies (above 3 

times the rotational frequency say) are best measured absolutely 

with an accelerometer mounted on the bearing housing. 

It is worth keeping in mind, however, that as the bearing is 

more heavily loaded, due to an increase in rotor load, the 

thickness of the oil time will decrease with a commensurate loss 

in flexibility.  This increases the vibration detectable at the 

bearing and will allow more information to be derived from the 

measurement. 

A much more important cause for concern in the sleeve bearing 
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is the onset of instability in the oil film. This can result in 

oil whirl and subsequently oil whip, in response to unusual 

loading of the bearing. Figure (3.3) shows the forces acting upon 

the shaft in a sleeve bearing, and illustrates that the shaft is 

supported by a wedge of oil just at the point of minimum 

clearance. 

The oil film circulates at half the shaft speed. But because 

of the pressure difference on either side of the minimum clearance 

point, the shaft precesses at just below half speed. This motion 

is called oil whirl and is a direct result of the pressure 

difference which is due to viscous loss in the lubricant. 

Instabilities occur when the whirl frequency corresponds to 

the natural frequency of the shaft. Under such conditions the oil 

film may no longer be able to support the weight of the 

shaft [12]. 

Details of the mechanisms involved in oil whirl, and its 

development into the more serious instability called oil whip, 

which occurs when the shaft speed Is twice its natural 

frequency [121. 

Thus care must be taken such that that either the machine 

does not operate at a speed higher than twice the first critical 

speed of the rotor shaft, or if it must, then oil whirl must be 

suppressed. 
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CHAPTER - 4 
VIBRATION MONITORING OF ROTATING ELECTRICAL MACHINES 

4.1 OVERALL LEVEL MONITORING 

This simple form of monitoring is the most commonly used 

technique for vibrations measurements. 	But as an aid to the 

diagnosis of fault in electrical machines, it may have fairly 

limited utility. 	In this method,the measurement taken is simply 

the rms value of the vibration level over a preselected band 

width. The usual band width is 10 Hz to 1 kHz, or 10Hz to 10kHz, 

and in practice the measurement of parameter is vibration velocity 

taken at the bearing cap of the machine under surveillance [4]. 

The technique is in use because over the years a considerable 

statistical base regrading machinery failures has been built up. 

This has resulted in the publication of recommended running 

vibration standards [13]. 	These standards give d'a;nostic 

information as an indication of overall health. 	Many operators 

use a strategy, based on such information, to aid maintenance 

scheduling. The guidance given by vibration standard VDI 2056 is 

given in Table (4.1) [13]. 	These criteria are based selel.y on 

machine rating and support systems and utilize a 10Hz to 1 kHz 

bend width. 	Essentially it is recommended that when vibration 

levels change by 8 dB or more, care must. be exercised, and when 

the change exceeds 20 dB action should follow. These limits can 

be relaxed In case subsequent frequency analysis shows that the 

cause of the increase in level is due to a rise in the higher 

frequency components. In such cases change of 16 dB and 40 dB 

respectively are more appropriate figures. Another useful set of 

criteria is given in the canadian government specification 

CDA/MS/NVSH107 [4]. 	This specification relates primarily to 

measurements taken on bearings, and it Is here that overall level 

measurement is most commonly employed. This specification has a 

broader bandwidth then VDI 2056, namely 10 Hz to 10 KHz, but still 

relies on overall velocity vibration measurement. 	Table (4.2) 

34 



I0 

w 
N 

Q 

z 
Q F-+ 

C 
04 

z 
0 
H 
C 
pa 

1•`7 

F- 

(s / )  1 I! Do aA 'WNO I Z Uaa I A 

N 
- IA w 00 

N 
+i 

—i It) 
N 

90 	00 

it'f 	W 'd' 	N 
00 

•-I 
•i • i • N • ' • N I •i • rI • • • ' 

	

m 	m 

•'4 	a a T a 
C,'  
- y 
"4 

it 
C 

 •►1 In 	a 'H 
r r 

•'4 ~r 01 O 	I% 0 	4r O 
f - - 'c r6 •.i Vf 

O 
Gr H Vt 0 ,r f6 	tG 

3 
0 

40 y - S. 	sr z 	41 a C7 

Z f7 Q ra 44  C X 

r, 
- 4 	rt 
A a, a 

^ ~f '•4 a  C 
Ph V 

'4 i d tl 	w 'rl 
- it o 

Sf+ X - f C t 

p4 
 

c a 0 3 f 0 x A+ 
0 o Z 1n 	3 Z z 

+~ +~ •+ 0 '..4 N X 0 0 
o m IM - ( ' I 	CD C.+ S4 
Z N a c~ 

d 
a - i/I - ,Q a 

c 
•., S, In 

 
'43 

to 
 

a' a, A x 
- Ott) X 

•'4 OX rG 	*4 
I F+ %+ Vt f ~I 
f~ ai 3 '~ 
CI '0 0 0 - + 0 
Ae Y1 - 0 S+ 

00 - 
+} ~j CC  
O C4 
Z_ 

35 



TABLE 4.2 : VIBRATION LIMITS FOR MAINTENANCE AS GIVEN 

IN CANADIAN GOVERNMENT STAR ARD CAD/MS 

/NUSH107 

Type of

Plant 

New Machines 

hr 	life hr 	life 

100-10 14! 1000-10000 

All measurements 

Worn Machines 
(full 	load 
operation) 

Service 	Overhaul 
Level 	iMMediately 

in MM sec 

Boiler auxiliaries 1.0 3.2 5.6 10.0 

Lar a steam 1.8 18.0 18.0 32.0 
turbines 

Motor-generator 1.0 3.2 5.6 10.0 
sets 

pump drives 1.4 5.6 10.0 18.0 

Fan drives at far 1,.0 3.2 5.6 10.0 
end 

Motors (general) 0.25 1.8 1.2 5.6 

In this column the levels Must not be esceeded in 
any octave band. 

TABLE 4.3 : DIAGNOSIS USING OVERALL LEVEL MEASUREMENTS 

Value of F Trend  Defect 

F < 1 Decreasing Oil 	whirl.. 

F = I Steady..  bal-indicative of eccentrici- 

ty or perhaps faulty rotor cage. 

F > 1 Increasing Misalignment-static ecentricity. 
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Figure 4.1 ; Levels of spectral analysis 
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gives a section of the specification related to electrical 

machines. The overall level technique is simple. 	It requires 

only the simple instrumentation. 	It also provides an ideal 

method for use with portable instruments, but it makes. heavy 

demands upon technical personnel. 	The sensitivity of the 

technique is also low, particularly when a defect is at an early 

stage, and there is little help on offer to aid diagnosis without 

further sophisticated techniques being employed [4]. 

However, it has been as indicated that it may be possible to 

effect a limited diagnosis by taking two overall level 

measurement: Va, the peak velocity, and x the peak to peak 

displacement [4.2]. These quantities are then used to define the 

parameter 

F =  0.52 Nx 	 (4.1) Va 

Where, N is the speed, in rev/min, of the machine. 

Accordingly, the interpretations suggested by Table (4.3) may be 

appropriate. 

4.2 Frequency spectrum Monitoring 

There are various levels of spectral analysis, these may be 

regarded as a continuum extending from the overall level reading 

to the narrow band with constant frequency bandwidth presentation, 

as shown in Figure (4.1) [14]. 

In the octave band and 1/3 octave band techniques, the 

spectrum is split into discrete bands, as defined by Table 4.4. 

The bands are by definition, such that when the frequency is 

scaled logarithmically, the bands are of equal width. 	The 

constant percentage band is one which is always the same 

percentages of the central frequency, whilst the constant 

frequency band width is an absolutely fixed band width form of 

analysis which can give very high resolution, provided the 

instrumentation is of a sufficiently high specification. 
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The effect that the change of bandwidth has on the processed 

signal output highlights precisely why the narrow band techniques 

are superior to the overall level technique as diagnostic tools 

[14]. 	For example, a certain transducer may provide an output 

that may be interpreted in the ways shown in Figure 4.2. 	It is 

apparent that the components around frequency f1  dominate the 

overall level reading, and the shape of the 1/3 octave result. 

Important changes, say of f2  and f3, or even the presence of other 

components, could go largely unnoticed except by the use of narrow 

band methods. This is crucial because the flexibility of the 

system may be such that important components are masked by those 

closer to resonance in the mechanical structure of the machine. 

The narrow band spectrum also allows the operator to trend 

the condition of the machine most effectively. This requires that 

an initial base-line spectrum is taken and subsequent spectrum are 

compared with it. The use of digitally derived spectra means that 

the results of such comparisons can be computed quickly since the 

spectra reduce to a simple sequence of numbers at discrete 

frequencies, as closely spaced as required within the limitations 

of the instrumentation. In this way criteria such as VDI 2056 can 

be applied for each frequency. 

Because of the large amounts of data generated using narrow 

band methods, it is frequently convenient to predetermine the 

operational limits, on the basis of one of the vibration 

standards, and to construct on operational envelop around the base 

line spectrum. 	This can take account of the wider limits 

allowable at higher frequencies. 	It can also be used to 

automatically flag warnings when maintenance limits are reached. 

The basic of this technique is shown in Figure (4.3) [141. 

The techniques discussed up to now are general types. 	In 

order to identify not just unsatisfactory overall performance, but 

to pinpoint specific problems, it Is necessary to examine discrete 

frequencies, or groups of frequencies. 	Induction motors in 

particular require a high degree of frequency resolution applied 
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TABLE 4.5 : VIBRATION FREQUENCIES RELATED TO SPECIFIC 

ELECTRICAL MACHINE FAULTES 

Fault type lIMportant Fregenciesl Comments 

Unbalanced rotor fr Ver+j rotu~on also causes 
unbalanced magnetic 

pull which gives 2f 
r 

yibL'atinn. 

Misalignment of fr, 2fr , 3fr , 4r Also manifests as stat- 

rotor shaft is eccentricity; there- 

fore set components 

venerated from this 

source,belaw. 

Generates looseness 'r,  f:,  r Generates a clipped 

of shaft in bearing time waveforM; thereto- 

housing re produces a high 

number of harmonics. 

Oil whirl and whip (8.43 to 8.48)fr Pressure fed bearings 

in sleeve bearings only. 

Rolling element See equations in Common source of 

bearing damage Table 3.1 for exact vibration. 

frequencies in the Bearing faults can also 

range 2-69 kHz duce be diagnosed usin3 the 

to element  reso- Shock Pulse Method. 

nance. 

General electrical dr,  d's A problew can usually 

problems be identified as having 

electrical origins by 

simrl ,j r~,rvang the 
supply. 

en- 
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TABLE 4.5 (contd.) 

Fault type Important Frequencies Comments 

If the fault disappears 

then the problem is 

associated with electr- 

ical aspect of the 

machine. 

Broken rotor bars  fr  Ws May be difficult to 

in induction detect due to the low 

machines level.Speed, leakage 

field or current chan- 

ges May be preferred 

as a Monitoring paraw 

eter. 

Stator winding fs, 21's, 	4s Difficult to differen- 

faults tiate between fault 

types using vibration 

Monitoring alone. 

D.C. Machines kfr Unbalanced rotor 

commutator faults components can also 

be generated. 

£r = rotational frequency 

s = supply frequency 
e = an integer 

k = number of coMutation sequence 

3 :sip 
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to their vibration signals since the speed of rotation is close to 

the electrical supply frequency. 	This tends to generate side 

bands spaced at s and 2s around the harmonics of the supply 

frequency, where s is the slip frequency of the machine. 

Obviously, vibration can occur in electrical machinery as a 

result of either electrical or mechanical action. 	In order to 

summaries the dominant frequencies for a given defect, Table 4.5 

has been compiled, principally by distilling the information 

[13,3]. 

4._3_ .Special Vibration Monitoring Technique 

In addition to the more conventional vibration monitoring 

techniques described in section 4.2 and 4.3, there are a number of 

specialised techniques which have established themselves as 

powerful diagnostic tool. 

Cepstrum Analysis 

Mathematica:l,' the eepsi.r um, CC C) of a function is described 
as the inverse Fourier transform of the logarithm of the power 

spectrum of the function; i.e. if we define the power spectrum 

P(t) of a function g(t) as 

Pgg(f) = F{g(t)}2 	 (4.2) 

then the corresponding cepstrum is 

C(z) = F-1{log Pgg(f) } 	 (4.3) 

Where F and F-1 represent the forward and backward Fourier 

transforms. 

The dimension of the parameter i is time. The magnitude 

of the cepstrum with respect. to t+.me 	r'' !~,.;as displayed in the 

same way as the spectrum Is illustrated with respect to frequency. 
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The use of the cepstrum has found favour in examining the 

behaviour of gear boxes because such items of equipment tend to 

produce many families of side bands in their vibration spectra, 

due to the variety of meshing frequencies and shaft speeds that 

may be present [15]. 	The cepstrum essentially highlights 

periodicity in complicated signals, and hence identifies clearly 

various families of side bands. 	The identification of various 

side bands In a rich signals may be practically impossible using 

spectral analysis, but these are picked up by cepstrum as shown 

in figure(4.4). This figure provides an excellent review of the 

use of cepstrum analysis applied to gearboxes [15]. 

We note in passing that although the horizontal scales of the 

cepstrum are in seconds it is usual practice to refer to the 

horizontal quantity as quefrency, and the peaks in the cepstrum as 

the rahmonics. This is done to firmly identify the methodology 

with that of spectral analysis. 

Clearly if this technique can identify side bands with ease, 

them it may hold significant possibilities for the identification 

of faults in induction machines, particularly when they are fed 

form harmonic rich inverters. 	It is a `post' spectral analysis 

tool, in much the same way as spectral analysis is generally 

employed once one's suspicions are aroused by anomalies in time 

domain signals taken using overall level monitoring. 
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CHAPTER -. 5 
FAST FOURIER TRANSFORM (FFT) 

5.1 General 

The FFT is a computationally efficient method for computing 

the discrete Fourier transform (DFT) that can compute the discrete 

Fourier transform much more ranidl , than other available 

algorithms. 

5.2 The__Disci=ete-'Fuur er"fi-a sfot'iU - 

The sine and cosine components of a perlodlc waveform are 

determined by the discrete Fourier transform (DFT). 	These 

components find more use than the shape of the waveform itself. 

The waveform f(t) is sampled at N time intervals tr)= 0. tl=T.tk = 

kT..... tN-1= (N-1)T. The full sampling interval is S=NT (Figure 

5.1). 

By using the notation fk = f(tk), the DFT of fk is defined as 

N-1 	
-irurk/N 

Fn E fke 	 (5.1) 

k=O 

It may be noted that 

i~ = cos 0 + I sin 0, e-i~ = cos 0 - i sin, e  
12n 

= e e  

, and e ~- _1 

The significance of the DFT coefficients is that F is 
0 

the Fourier coefficient at frequency 0 (dc component), F1 is the 

Fourier coefficient at frequency 1 (1 cycle per S), and F is the 

Fourier coefficient at frequency n(n cycles per S)., 

To see that this is so, let us calcualte a few Fourier 

coefficients [16] : 

I 
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fk 

FIGURE 5.1 : WAVEFORM SAMPLED AT UNIFORM TIME INTERVALS T. 



N-1 
F = E 	fk, (the sum of all amplitudes) 

k=o 

Consider the case where fk  = C ( a constant). Then Fo  = 

NC and all other Fourier coefficients are zero. Let us next 

consider the example of a sine wave with M complete cycles per 

sampling interval S : 

fk  = sin (2nkMJN) 

N-1 
Fn_=-___ _sin_.(2-nkM/N)--E cos-(2nkn/N)--isin(2it1&i/N) ] 

k=O 

Due to the orthogonal nature of t:}i sine and cosine series 

for this fko  

N-I  
FM  = E - isin2(2rkM/N) _-  2  

k=O 

N-1 	-IN 

	

FN-M = 	isin2(2nkM/N) - 2  
k=0 

and all the other Fourier coefficients are zero. It can be seen 

that nth Fourier coefficient descril;?s the amplitude of any since 

wave component having n complete cycles per sampling interval. The 

coefficient a and b are related as 

N-1 

	

fk  = E 	a, cos (2Trjk/N) + b j  sin (2njk/N) 
j=0 

NOw let us perform the discrete Fourier transform of fk  : 

N-1 	N-1 	 Z 

F = E 	I E 	aj  cos (2rrjk/N) + b j  sin (2njk/N) K j 
k=O 	j=0 

x [cos (2,nk/N) - isin(2nnk/N)] 
since 
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N-i  
-12n1  -2nkn/N 

F(N+n) = k 	fk e  e -o  

e-i2nkn/N = F 
~ k  n 
k=o 

Between N/2 and N Samples per S, we have the following results : 

N-1 	- i 2Trk 	+2rr1cn/N 
F(N n)

__ 
	 fk e  e 

k=o 

N-1 	a+i2irk*i/N _ E f p 

If fk is real, then F(N-n)= Fn and FN/2 Is real (* 

denotes the complex conjugate). F(N/2) is the Fourier coefficient 

at frequency N/2 (1 cycle per 2T). This is the highest frequency 

that the DFT can determine. All FJuri€:r coefficients for higher 

frequencies are either equal to or the complex conjugates of 

coefficients for lower frequencies. Thus. there are only N/2 

independent Fourier coefficients. 

If 	the 	sampling 	frequency 	is 	inadequate, 

higher-frequency components of the true waveform f(t) will appear 

as lower frequency components in the DFT. This is called frequency 

aliasing. There is no way to correct the data after the sampling 

has been performed. The usual solution to this problem is to use a 

low-pass analog filter (anti-aliasing filter) that eliminates all 

frequencies above f5/2 before sampling [16]. 

Sampling Theorem : 	The sampling frequency fsmust be at least 

twice the highest frequency in the signal to recover completely 

the continuous signal from its sampled cetrnteroart. Each Fourier 

coefficient F is in general complex, the real part describing the 

cosine-line amplitude and the imaginary part describing the 

sine-like amplitude. Th 	dlus, or magnitude F is defined as 
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G 	= Re(F )2  + Im (F )2  n 	n 	n 

and the phase angle On is given by tan o n = Im (Fn(/Re(Fn). 

fk = N  1  F
n  a+12nnk/N E 

n=O 

The same function is obtained by first performing the forward and 

then the inverse transformations given before. 

Let us see as what happens if we evaluate fk outside the 

sampling interval S. 

N-1 F +i2zrn +i2unk/N  
n 

f(N+k_) 	 0  N e 	e 
n=0 
	= fk  

We see that, given a set of N Fourier coefficients, the 

constructed function repeats endlessly with a periodicity S = NT. 

This is analogous to the previous result that, given a set of N 

samples, the Fourier coefficients repeat endlessly with a 

periodicity N = S/T. 

5.3 The Fast Fourier Transform 

Consider the discrete Fourier transform. 

N-1 	-l2nnk/N X(n) = E 	xo  (k) e 	n = 0,1......,N-1 	(5.2) 
k=o 

It may be noted that equation (5.2) describes the 

computation of N equations. For example. if N = 4 and if we let 

W = e-i2n/N 	 (5.3) 

then equation (5.2) can be written as 

52 



X(0) = xoCo) W° + x (1) W°+ xo(2) W° + x(3)W0 

X(1)  = x (o) W° + x(l) W1+ x°(2) W2 + x (3)W3 

X(2)  

0 
= x°(o). W 

0 
°.+ x °(1) 

0 
W2+ x °(2) W4 + 

0 
x°(3)W

6 

X(3)' = x0(o) W° xo(`.1) ,+ .W3+ x(2) W6 + x0(3)W9 	(5.4) 
0 

Equations (5.4) can be more easily represented in matrix 

form as 

X(0) W°  W°  W°  W° x  (0) 
0 

X(1)  
1  3 

W
0 

 W___  - W- _.^ x(-1-) 

X(2)  W°  W2  W4  W6 x (2) (5.5) 
0 

X(3)  W°  W3  W6  W9 
x(3) 
o 

or more compactly as 

X(n) = W k x0 (k) 
 

(5.6) 

In equation (5.5) W and .x0(k) are complex.  It requires N2 

complex multiplications and .('N-).(N-1) complex additions to perform 

the required matrix computation. The FFT reduces the number of 

multiplications and additions required in the computation of 

equation (5.5) . 

5.3.1  Intuitive Development 

To illustrate the FFT algorithm, it is convenient to choose 

the number of sample points of x° (k) according to the relation 

N=2~, where 7 is an Integer. Recall that Eq. (5.5) results from 
the choice of N=4=27 = 22; therefore, we can apply the FFT to the 

computation of equation (5.5). 

The first step in developing the FFT algorithm for this 

example is to rewrite equation (5.5) as 
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X(0) 1 	1 	1 	1 x0(0) 

X(1)  = 1 	W1 	W2 	W3 x(1) 

X(2)  1 	W2 	W° 	W2 x 	(2) (5.7) 

X(3)  1 	W3 	W2 	W1 xo(3) 

Matrix equation (5.7) is derived from (5.5) by using the 

relationship Wnk = 
Wnkmod(N) It may be recalled that [nk mod(N)) 

is the remainder upon division of nk 

W6 = W2 	 (5.8) 

since 

-j2n 
Wnk = W6 = exp[[ 4 ] (6) 

	= exp [-j3n] 

=Wnk  d2 mod N = W2 	~  
= exp f [ 4 	

-  
(2)~ 	exp [-jit] 	(5.9) 

The second step in the development is to factor the square matrix 

in equation (5.7) as follows : 

X(0) 1 	W 0 	0 	0 1 	0 	W ° 	0 x 	(0) 
0 

X(2)  1 	W2 	0 	0 0 	1 	0 	W° x:(1)  __  

X(1) 0 	0 	1 	W1 1 	0 	W2 	0 x 	(2) (5.10) 
0 

X(3)  0 	0 	1 	W3 0 	1 	0 	W2 x(3) 
0 

Multiplication of the two square matrices of equation (5.10) 

yields the square matrix of equation (5.7) with the exception that 

rows land 2 have been interchanged (The rows are numbered 0, 1,2, 

and 3). Note that this interchange has been taken into account in 

(5.10) by rewriting the column vector X(n). Let the row 

interchanged vector be denoted by 
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X(0) 
X(n) =X(2) 

X(1) 
X(3) 	 (5.11) 

This factorization is the key to the efficiency of the FFT 

algorithm.. Having 	accepted the fact that equation (5.10) is 

correct, one can examine the number of multiplications required 

to compute the equation. First let 

X(0) 	1 

xCi) 	0 

X1(2) 	= 	1 

X1(3) 	0 

0 W°  0 x(0) ,•o 

0 

0 	0 	x:(2) 

1 	0 	W2 	x (3) 
0 

(5. 12) 

That is, column vector x1(k) is equal to the product of the two 

matrices on the right in equation (5.10). 

Element X1(0) is computed by one complex multiplication and 

one complex addition (W Is not reduced to unity in order to 

develop a generalized result). 

x1(0) = x 0  (0) + W°  x0(2) 
	

(5.13) 

Element x1(1) is also determined by one complex 

multiplication and addition ..Only one-complex addition is required 

to compute x1(2). This follows from the fact that W°  _ -W2; hence 

x1(2) 	= x(0) + W2x (2) 

	

x 0  (0) - W0xo(2) 	(5.14) 

where the complex multiplication W°x (2) has already been computed 
0 

in the determination of x1(0) (Eq. 5.13) . by the same reasoning, 

x1(3) is computed by only one complex addition and no 

multiplications. The intermediate vector x1(k) is then determined 

by four complex additions and two complex multiplications (171. 
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Term x2(0) is determined by one complex multiplication and 

addition.Element x2(1) is computed by one addition because Wo  = 

-W2. by similar reasoning, x2(2) is determined by one complex 

multiplication and addition, and x2(3) by only one addition. 

By continuing the computation of equation (5.10), we have 

X(0) 	x2(0) 	1 	W °  0 0 0 x0(0) 

X(2) x2(1) 1 W2  0 1 0 x1(1) 

X(1) 	x2(2) = 	0 	0 	1 	1 	W1 	x1(2) 	(5.15) 

X(3) x2(3) 0 0 0 1 W3  x1(3) 

x2(0) = x1(0) + W0x1  (1) 	 (5.16) 

Computation of X(n) by means of equation (5.10) requires a 

total of four complex multiplications and eight complex additions. 

Computation of X(n) by (5.5) requires sixteen complex 

multiplications and twelve complex additions. Note that the matrix 

factorization process introduces zeros into the factored matrices 

and, as a result, reduces the required number of multiplications. 

For this example, the matrix factorization process reduced the 

number of multiplications by a factor of two. Since computation 

time is largely governed by the required number of 

multiplications, we see the reason for the efficiency of the FFT. 

algorithm. 

For N = 2' the FFT algorithm Is then simply a procedure for 

factoring an NxN matrix into 	matrices (each NxN) such that each 

of the factored matrices has the special property of minimizing 

the number of complex multiplications and additions. If we extend 

the results of the previous example, we note the FFT requires N'/2 

= 4 complex multiplications and N' = 8 complex additions, whereas 

the direct method (Eq. (5.5) requires N2  complex multiplications 

and N(N-1) complex additions. If we assume that computing time 
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FIGURE 5.2 : COMPARISON OF MULTIPLICATIONS REQUIRED BY 
DIRECT CALCULATION AND FFT ALGORITHM. 

FIGURE 5.3 : FFT SIGNAL FLOW GRAPH, N = 4. 

57 



is proportional to the number of multiplications, then the 

approximate ratio of direct to FFT computing time is given by 

N 	2N 
_ 	 (5.17) 

N7/2 

which for N = 1024 = 210  is a computational reduction of more than 

200 to 1. Figure (5.2-) shows the relationship between the number 

of multiplications required using the FFT compared to direct 

method. 

The matrix factoring procedure does Introduce one 

discrepancy. Recall that the computation of equation (5.10) yields 

X(n) instead of X(n); that is 

	

X(0) 	 X(0) 

X(2) X(1) 
X(n) = 	insteal of X(n) _ 

	

x(1) 	 X(2) 	(5.18) 

X(3) 	 X(3) 

This rearrangement is inherent in the matrix factoring 

process and is a minor problem because it is straight forward to 

generalize a technique for unscrambling X(n) to obtain X(n). 

Rewrite X(n) by replacing argument n with its binary 

equivalent 

	

X(0) 
	

X(00) 

X(2) X(10) 

	

x(1) 	becomes 
	

X(01) 	(5.19) 

X(3) X(11) 

Observe that if the binary arguments of equation (5.19) are 

flipped or bit reversed (i.e. 01 becomes 10, 10 becomes 01 , etc.) 

then 



X(00) 
	

X(00) 

X(10) X(01) 

X(n) = 	x(01) 
	

flips to  X(n) =  I X(10) 
 

(5.20) 

X(11) X(11) 

It is straightforward to develop -a generalized result for 

unscrambling the FFT. For N greater than 4, It is cumbersome to 

describe the matrix factorization process analogous to equation 

(5.10). For this reason we interpret equation(5.10) In a graphical 

manner. Using this graphical formulation we describe sufficient 

generalities to develop a flow graph for a computer program. 

5.3.2  Signal flow graph 

Figure (5.3) shows the conversion of equation (5.10) into the 

signal flow graph .  The data vector or array x(k) are 

represented by a vertical column of nodes on the left of the 

graph. The second vertical array of nodes is the vector x1(k) 

computed in equation (5.12), and the next vertical array 

corresponds to the vector x2(k) = X(n), equation (5.15). In 

general, there will be 7 computational arrays where N= 2 ~. 

The signal flow graph is interpreted as follows. Each node is 

entered by two solid lines representing transmission paths from 

previous nodes. A path transmits or brings a quantity from a node 

in one array, multiplies the quantity by Wp, and inputs the result 

into the node in the next array. Factor Wp appears near the 

arrowhead of the transmission path;.:.absence of this factor implies 

that Wp = 1. Results entering a node from the two transmission 

paths are combined additively. 

To illustrate the interpretation of the signal flow graph, 

consider node x1(2) in Fig. (5.3). According to the rules for 

interpreting the signal flow graph, 
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x1(2) 	= xo(0) + W2x0(2) 	
(5.21) 

which is simply equation (5.14) . Each node of the signal flow 

graph is expressed similarly. 

The signal flow graph is then a concise method for 

representing the computations required in the factored matrix 

equation (5.10) 	Each computational column of the graph 

corresponds to a factored matrix; z vertical arrays of N points 

each (N=21) are required. This graphical presentation describe 

clearly the matrix factoring process for large N. 

Figure(5.4) shows the signal flow graph for N=16 . With a 

flow graph of this size, it is possible to develop general 

properties concerning the matrix factorization process and thus 

provide a framework for developing a FFT computer program flow 

chart. 

5.3.3 	Dual nodes 

Figure(5.4) reveals that in every array we can always find 

two nodes whose input transmission paths stem from the same pair 

of nodes in the previous array. For example, nodes x1(0) and x1(8) 

are computed In terms of nodes x0(0) and x0(8). It may be noted 

that nodes x0(8) do not enter into the computation of any other 

node. We define two such nodes as a dual node pair. 

Since the computation of a dual node pair is independent of 

other nodes, It is possible to perform in-place computation. To 

illustrate, note from Fig. 5.4 that we can simultaneously compute 

x1(0) and x1(8) in terms of xo(0) and xo(8) and return the 

results to the storage locations previously occupied by x0(0) and 

xo(8). Thus the storage requirements are limited to the data array 

x(k) only. As each array is computed, the results are returned 

to this array. 
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Dual Node Spacing 

Let us now investigate the spacing (measured vertically in 

terms of the index k) between a duel node pair. The following 

discussion will refer to Fig. 5.4. First, in array 1 = 1. a dual 

node pair , say x1(0); x1(8), is separated by k= 8 = N/21  = N/21. 

In array 1 = 2 , a dual node pair, 	say x2(8); x2(12), is 

separated by k=4 = N/21= N/22. Similarly, a dual node pair, x3(4); 

x3(6) , in array 1 = 3 is separated by k=2=N/21= N/23, and in 

array 1 = 4, a dual node pair, x4(8); x4(9), is separated by k=1 = 

N/21  = N/24. 

Generalizing these results, we observe that the spacing 

between dual nodes in array 1 is given by N/21. Thus, if we 

consider a particular node xI(k), then its dual node is x1(k + 

N/21)This property helps to identify a dual node pair. 

Dual Node Computation 

The computation of a dual node pair requires only one complex 

multiplication. To clarify this point, consider node x2(8) and its 

dual x2(12), shown in Fig. 5.4. The transmission path stemming 

from node x1(12) are multiplies by W4  and W12  prior to input at 

nodes x2(8) and x2(12), respectively. It is important to note that 
W
4 = - W12 and that only one multiplication is required since the 

same data x1(12) is to be multiplied by these terms. In general, 

if the weighting factor at one node is Wp, then the weighting 

factor at the dual node is Wp+N/z. Because Wp = -Wp+N/2, only one 

multiplication is required in the computation of a dual node 

pair. The computation of any dual node pair is given by the 

equation pair[17] 

x1(k) = x1-1(k) + Wpxl-1 (k + N/21) 
	

(5.22) 

xl  (k+ N/21 ) = x3-1(k + N/21 ) - Wpx1-1 (k + N/21 ) 

In computing an array, we normally begin with node k = 0 and 
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sequentially work down the array, computing the equation pair 

(5.22) . As stated previously, the dual of any node in the Ith 

nrrnv is nlwn vG down N/21  in the array. Since the soacin2 is N/21. 

then it follows that we must skip after every N/21  node. To 

illustrate this point, consider array 1 = 2 in Fig. 5.5 . If we 

begin with node k = 0, then according to our previous discussions, 

the dual node is always located down by 4 in the array until we 

reach node 4. At this point a set of nodes previously encountered; 

that is, these nodes are the dual for nodes k = 0, 1, 2, and 3. it 

is necessary to skip-over nodes k = 4,5,6 and 7. Nodes 8,9,10, and 

11 follow the original convention of the dual node being located 4 

down in the array. In general, if we work from the top down in 

array 1, then we will compute equation (5.22) for the first N/21  

nodes, skip the next N/21  , etc. We know to stop skipping when we 

reach a node index greater than N-1. 

5.3.4 	W p  Determination 

Based on the preceding discussions, properties of each array 

have been defined with the exception of the value of p in equation 

(5.22). The Value of p is determined by (a) writing the index k in 

binary form with z bits, (b) scaling or sliding this binary number 

7 - 1 bits to the right and filling the newly opened bit position 

on the left with zeros, and (c) reversing the order of the bits. 

This bit-reversed number is the term p. 

To illustrate this procedure, refer to Fig. 5.5 and consider 

node x3(8). Since ' = 4.k = 8, 1 = 3 , then k in binary is 1000. 

We scale this number 7-1 = 4-3 = 1 places to the right and fill in 

zeros; the result each 0100. We then reverse the order of the bits 

to yield 0010 or Integer 2. The value of p Is then 2. 

Let us now consider a procedure for implementing this 

bit-reversing operation. We know that a binary number, say 

a4a3a2a1,can be written in base 10 as a4 x 2 + a3  x 22  + a2  x 21  

+ aIx 20. The bit reversed number which we are trying to describe 
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FIGURE 5.6 : EXAMPLE OF BIT-REVERSING OPERATION FOR N = 16. 
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in then given by a1x 23  + a2  x 22  + a3  x 21  + a4  x 20. 	If we 

describe a technique for determining the binary bits a4, a3, a2  

and al, then we have defined a bit -reversing operation. 

Now assume that M Is a binary number equal to a4a3a2a1.Divide 

M by 2 , truncate, and multiply the truncated results by 2. Then 

compute [a4a3a2a1.-2 (a4a3a2.)]. If the bit a1  is 0, then this 

difference will be zero because division by 2, truncation, and 

subsequent multiplication by 2 does not alter M. However, If the 

bit a1  is 1, truncation changes the value of M and the above 

difference expression will be non-zero. We observe that by this 

technique we can determine if the bit a1  Is 0 or 1. 

We can identify the bit a2  in a similar manner. The 

appropriate difference expression is [a4a3a2.- (a4a3.)]. If this 

difference is zero, then a2  is zero. Bits a3  and a4  are determined 

similarly. This procedure will form the basis for developing a 

bit-reversing computer routine . 

5.3.5 	Unscrambling the FFT 

The final step In computing the FFT is to unscramble the 

results analogous to equation (5.20) . Recall that the procedure 

for unscrambling the vector X(n) is to written in binary and 

reverse or flip the binary number. We show in Fig. 5.6 the results 

of this bit reversing operation; terms x4(k) and x4(i) have simply 

been interchanged where i is the integer obtained by bit-reversing 

the integer k. 

Note that a situation similar to the dual node concept exists 

when we unscramble the output array. If we proceed down the array, 

interchanging x(k)with the appropriate x(i), we will eventually 

encounter a node which has previously been interchanged. For 

example, in Fig. 5.6 , node k = 0 remains in its location, nodes k 

= 1,2 and 3 are interchanged with nodes, 8, 4, and 12, 

respectively . The next node to be considered is node 4, but this 
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node was previously Interchanged with node 2. To eliminate the 

possibility of considering a node that has previously been 

interchanged, we simply check to see if I (the integer obtained by 

bit-reversing k) is less than k. If so, this implies that the node 

has been interchanged by a previous operation., With this check we 

can insure a straightforward unscrambling procedure [17]. 
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CHAPTER - 6 
ALGORITHM, FLOWCHART AND SOFTWARE 

6.1 General 

In this dissertation a software package has been developed 
for the analysis of vibration signals. The computer program is 

written in 'C' language. 	The program Is written for the 

extraction of the following features of vibration signals. 

(i) Acceleration, 

(ii) Velocity, 

(iii) Displacement, 

(iv) Fundamental frequency component and harmonics, and 

their frequencies, 

(v) Periodicity, and 

(vi) Overall level of vibration velocity. 

This chapter gives the details of algorithms, flowcharts and 

software. The complete computer program is listed in appendix-2. 

6.2 Analysis of Vibration Signal 

In vibration measurements, the quantity to be measure is 

vibration acceleration (from the surface of the electrical 

machines) from which vibration velocity and vibration displacement 

are obtained by integration, then later being the quantities to be 

processed and evaluated. 	The frequency spectrum of the 

acceleration (or, either velocity or displacement if considered 

better) Is determined by means of the software. The cepstrum of 

the vibration is determined to fined out periodicity and side 

bands of the vibration. The resultant r.m.s vibration velocity in 

frequency range 10 Hz to 1000 Hz is determined by using frequency 

spectrum of vibration velocity. 	The algorithms and flow charts 

developed are discussed as follows. 	The complete flow chart is 

shown in Fig (6.6). 
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6.2.1  Fourier Transform Computation 

The details of algorithm and mathematical background of 

Fourier transform have already been discussed in chapter 5. 

Fourier transform computation has been performed with the FFT 

algorithm. 

FFT computation flow chart 

We first compute array 1 = 1 by starting at node k = 0 and 

working down the array. At each node k, we compute the equation 

pair (5.22) where p is determined by the procedure described in 

chapter 5. We continue down the array computing the equation pair 

(5.22) until we reach a region of nodes which must be 

skipped-over. We skip over the appropriate nodes and continue 

until we have computed the entire array. We then proceed to 

compute the remaining arrays using the same procedures. Finally we 

unscramble the final array to obtain the desired results. Figure 

6.1 shows a flow chart for computer programming the FFT algorithm. 

Box 1 describes the necessary input data. Data vector x0(k) 

is assumed to be complex and  is indexed as k = 0,1,....... , 

N-1. If x(k) is real, then the imaginary part should be set to 

zero. The number of sample points N must satisfy the relationship 

N = 2~,where T Is an integer. 

Initialization of the various program parameters is 

accomplished in Box 2. Parameter 1 Is the array number being 

considered. We start with array 1=1. The spacing between dual 

nodes is given by the parameter N2; for array I = 1, N2 = N/2 and 

is initialized as such. Parameter NU1 is the right shift required 

when determining the value of p In Eq. (5.22); NU1 is initialized 

to 7-1. The index k of the array is initialized to k =0; thus we 

will work from the top and progress down the array. 

Box 3 checks to see if the array 1 to be computed is greater 
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than T. If yes, then the program branches to Box 13 to unscramble 

the computed results by bit inversion. If all arrays have not been 

computed, then we proceed to Box 4. 

Box 4 sets a counter I = 1. This counter monitors the number 

of dual node pairs which have been considered. Recall from Sec. 

5.3.4 that it is necessary to skip certain nodes in order to 

ensure that previously considered nodes are not encountered a 

second time. Counter I is the control for determining when the 

program must skip. 

Boxes 5 and 6 perform the computation of Eq. (5.22) . Since k 

and 1 have been initialized to 0 and 1, respectively, •the initial 

node considered is the first node of the first array. To determine 

the factor p for this node, recall that we must first scale the 

binary number k to the right 7-1 bits. To accomplish this, we 

compute the integer value of k/2  = k/2
NU1 

 and set the result to 

M as shown in box 5. According to the procedure for determining p, 

we must bit reverse M where M is represented by 7 = NU bits. The 

function IBR(M) denoted in Box 5 is a special function routine for 

bit inversion; this routine will be described later. 

Box 6 is the computation of Eq. (5.22). We compute the 

product Wpx(k + N2) and assign the result to a temporary storage 

location. Next we add and subtract this term according to Eq. 

(5.22) . The result is the dual node output. 

We then proceed down the array to the next node. As shown in 

Box 7, k is incremented by 1. 

To avoid recomputing a dual node that has been considered 

previously, we check in Box 8 to determine If the counter I Is 

equal to N2. For array 1, the number of nodes that can be 

considered consecutively without skipping is equal to N/2 = N2. 

Box 8 determiens this condition. If I is not equal to N2, then we 

proceed down the array and increment the counter I as shown In Box 
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9. Recall that we have already incremented k in Box 7. Boxes 5 and 

6 are then repeated for the new value of k. 

If I = N2 in Box 8, then we know that we have reached a node 

previously considered. We then skip N2 nodes by setting k = k + 

N2. Because k has already been incremented by 1 In box 7, It is 

sufficient to skip the previously considered nodes by incrementing 

k by N2. 

Before we perform the required computations indicated by 

Boxes 5 and 6 for the new node k = k + N2, we must first check to 

see that we have not exceeded the array size. As shown in box 11, 

if k is less than N-1 (recall k is indexed from 0 to N-1), then we 

reset the counter I to 1 in Box 4 and repeat Boxes 5 and 6. 

If K> N-1 in Box 11, we know that we must proceed to the next 

array. Hence, as shown in Box 12, 1 is indexed by 1. The new 

spacing N2 is simply N2/2 (recall the spacing is N/21). NU1 is 

decremented by 1 (NU1 is equal to z-1), and k is reset to zero. We 

then check in Box 3 to see if all arrays have been computed. If 

so, then we proceed to unscramble the final results. This 

operation is performed by Boxes 13 through 17. 

Box 13 bit-reverses the integer k to obtain the integer i. 

Again we use the bit-reversing function IBR(k) which is to be 

explained later. Recall that to unscramble the FFt we simply 

interchange x(k) and x(i). This manipulation is performed by the 

operations indicated In Box 15. However, before box 15 Is entered 

it is necessayr to determine, as shown in Box 14, If i is less 
than or equal to k. This step is necessary to prohibit the 

altering of previously unscrambled nodes. 

Box 16 determiens when all nodes have been unscrambled and 

Box 17 is simply an index for k. 

In Box 18, we describe the logic of the bit-reversing 

function IBR(k). We have implemented the bit-reversign procedure 

discussed in Sec. 5.3.5. 
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When one proceeds to implement the flow graph of Fig. 6.1 

into a computer program, it is necessayr to consider the variables 

x(k) and N/2 as complex numbers and they must be handled 

accordingly. 

6.2.2  Integration of Vibration Signal 

Integration of vibration signal can be performed by using any 

numerical method of integration.  In this case the vibration 

acceleration (which is in time domain) Is integrated to obtain 

vibration velocity and the vibration velocity is integrated to 

obtain vibration displacement. In this work, a different approach 

of integration has been used. In this approach the acceleration 

is integrated in frequency domain instead of time domain.  The 

method is discussed as follows: 

In Fourier analysis, any steady state complex vibration 

signal, however complex it may be, is represented as a combination 

of number of pure sinusodal motions with harmonically related 

frequencies, as expressed by the following equation 

F(t) = x1Sin (wt + 01) + x2Sin (2wt + 02) + x2Sin (3wt + 02) 

+..... + xnSin (nwt + ¢n) 	(6.1) 

As more and more terms are added to the above series, the 

description of the non-harmonic periodic vibration becomes more 

precise. By integrating equation (6.1), we have 

I x  x 
F(t) d(t) = wl Sin (wt + ~1 - n/2) + 2w Sin (2wt + 02 - n/2) 

x 
.:..+ —fl Sin (nwt + ~n - n/2)  (6.2) 

From equation (6.2), It is clear that after integrating 

acceleration the acceleration vector is rotated backward 900 in 

complex plane, and its amplitude is modified by dividing it by its 

corresponding radial frequency. 
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FIGURE 6.6 : MAIN PROGRAM FLOW CfART 
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6.2.3 	Determination of Velocity from Acceleration 

The method discussed in section 6.2.2 has been used here for 

the determination of vibration velocity from vibration 

acceleration in frequency domain. The amplitude of the velocity 

at any frequency is determined by dividing the amplitude of 

acceleration by its corresponding radial frequency. The phase of 

the velocity at corresponding frequency is determined by 

subtracting 900  from the phase of acceleration. 

6.2.4 	Determination of Displacement from Velocity 

The amplitude of displacement at any frequency is determined 

by dividing the amplitude of velocity by its corresponding radial 

frequency. 	The phase of the displacement at any frequency is 

determined by subtracting 900  from the phase of the velocity at 

its corresponding frequency. 

The flow chart for determination of velocity from 

acceleration, and displacement from velocity Is shown in Fig. 

(6.3). 

6.2.5 	Cepstrum Analysis 

The cepstrum analysis, which is discussed in detail in 

chapter 4 (section 4.4.), Is performed in following steps : 

(i) determine power spectrum P(t) of vibration signal g(t), 

(ii) determine Fourier transform P99(f) of P(t), 

(iii) determine natural logarithm of Pgg(f), and 

(iv) determine inverse Fourier transform of log P99(f). 

Power spectrum of vibration data Is determined by multiplying 

each vibration data by itself. 	If x[i] is a vibration data at 

sample 1, then power spectrum P[i] is determined as 
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P[i] = x [I].* x [1] 

The Fourier transform of power spectrum has been performed by 

using FFT computer program. 	If Fourier transform of power 

spectrum Pgg(f) is denoted by 

Pgg(f) = x + iy, 

then the natural logarithm of P gg(f)  is given by relation 

log {Pgg(f)} = log IPgg(f)I  + i arg Pgg(f) 

= log (x2+y2) 	+ I tan-1(y/x) 

The flow chart for the determination of cepstrum is shown in 

Fig. (6.4). 

6.2.6 	Overall Level of Vibration Velocity 

Overall level of vibration velocity shows r.m.s value of 

vibration velocity in preselected frequency band. 	By using 

hardware the overall level of vibration velocity is calculated, 

first by generating the effective value of the individual harmonic 

vibration components as given by following equation 

1 
2 

Vie = 	T f To Vi(t) dt 	 (6.3) 

where Vie  - the effective value of the I th harmonic vibration 

components, 

VI(t) - the instantaneous value of the i th harmonic 

vibration component, 

t 	- time, and 

T 	- the duration of effective value generation. 

The resultant r.m.s value of harmonic components falling 



within the range 10 Hz to 1000 Hz is found by the following 

equation 

1  
V  = n 2  2 
rms 	E Vie 	 (6.4) 

i=1 

where V rms - the resultant r.m.s vibration velocity, 

i 	- the i th component of harmonic vibration within the 

frequency range 10 Hz to 1000 Hz, and 

n 	- the number of such components. 

The r.m.s given by equation (6.4) is produced by means of 

band-pass filter with cut-off frequencies of fl= 10 Hz and 

f = 1000 Hz. u 

The overall vibration velocity level, in software, is 

determined by first taking frequency spectrum of vibration 

velocity. 	The method which is used In this dissertation is 

explained with the help of Fig. (6.7). 

The resultant r.m.s value of velocity is determined by 

following equation. 
1  
2 

n2 
Vrms __ 1 E V2 	 (6.5) 

i=n1 

where V 
rms 	the resultant r.m.s vibration velocity, 

Vi 	- the effective value of the ith harmonic vibration 

component, 

N 	- the total no. of harmonics determined by (nl-n2) 

i 	- the ith component of harmonic vibration within the 

frequency range 10 Hz to 1000 Hz. 

nl & n2 are determined by the following relations: 

nl = integer value of (10 Hz/Af) 

n2 = integer value of (1000Hz/Af) 

where Af = (f2-fl) = (f3- f2 	n  ) =..... _ (f- fn-1) 
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The flow chart for the determination of overall value is 

given in Fig. (6.5). 

6.3 Programming 

In the software size of all the arrays used are defined 

dynamically. 	In dynamic location of memory, the array size is 

changed according to the requirement. 	Separate functions are 

written for a particular job. This improves the clarity of logic 

implemented and readability of the program. This type of approach 

helps in debugging the program during the development process. 

Almost all variables are global type and initialized at the 

time of their declaration. The global variables are specifically 

used because it is not required to pass parameters to the 

function. By this way unnecessary stack operations are avoided 

and program speed is slightly increased. 

6.4 Organization of the Program 

The normal sequence of execution of program is as follows : 

(i) Message displays for maximum number of samples. 	Before 

starting analysis it is important to know that how much 

memory is available. 	By entering the maximum number of 

samples required, approximate memory space available can be 

determined. 

(ii) Message displays for new vibration data. 	If new vibration 

data is required, press key 'y' otherwise press key 'n'. 

(iii) If new vibration data required, then 

(a) Message displays for number of samples. 	Here required 

number of vibration samples are entered. 

(b) Message for channel number. The channel number for ADC 

is entered. 

(c) Message displays for sampling period. Here the value of 

sampling period is entered. 

(d) Message displays for calibration factor. Here the value 

of calibration factor is entered so that the amplitude 



of vibration directly shows actual vibration acceleration 

in mm s 
-2 

(e) Message displays for file name for saving vibration 

data. 

If new vibration data is require message (iv) displays 

(iv) Message displays for frequency spectrum analysis. 	If 

frequency spectrum analysis is required, key `y' is pressed 

otherwise key `n' is pressed. 

If spectrum analysis is required, then 

(a) Message displays for vibration data file name for 

analysis. 

(b) The file name of vibration data is entered through 

keyboard. 

(c) The vibration data is converted into frequency spectrum, 

by using Fourier transform function(see flow chart 6.1). 

(d) Vibration velocity is obtained by integrating vibration 

acceleration(see flow chart 6.3). 

(e) Vibration displacement is obtained by integrating 

vibration velocity. 

(f) The results are stored in tabular form. 

(g) Message displays for file name for saving frequency 

spectrum analysis result. 

(v) Message displays for cepstrum analysis. 	If cepstrum analysis 

is required, key `y' is pressed otherwise key `n' is pressed. 

If cepstrum analysis is required, then. 

(a) Message displays for vibration data file name. 

(b) Cepstrum analysis is performed according to the flow 

chart shown in Fig. (6.3). 

(c) Message displays for file name for saving cepstrum 

analysis result. The result is stored in tabular form. 

(vi) Message displays for overall value. 	If overall value of 

vibration velocity is required, key `y' is pressed otherwise 

key `n' is pressed. 	If key 'y' is pressed, then. 

(a) The message displays for velocity spectrum file name. 

(b) The velocity spectrum file name is entered through key 

board. 



(c) The overall velocity level is performed by using flow 

chart shown in Fig. (6.4). 

(d) The overall velocity level is displayed in screen. 

(vii) Program is terminated. 

The complete computer program flow chart is shown in Fig. 

(6.6. ). 



CHAPTER - 7 

VIBRATION ANALYSIS, TEST RESULTS, DISCUSSION 

7.1 Monitoring of Rotating Electrical Machines Using Vibration 

Analysis: 

The principal method of monitoring the state of rotating 

electrical machines is the spectral analysis of vibration velocity 

signal recorded at its surface and bearing housing. 	Vibration 

data is collected at suitable points. The vibration data is coded 

to identify the measurement point, the load condition of machine, 

the collection date, and the instrumentation settings. 	The 

vibration data recorded is analyse by using spectral analysis. 

The vibration velocity spectrum of current data is compared with a 

base line spectrum. The base line spectrum is, the spectrum which 

is, recorded when machine was new and healthy. Figure 7.1 shows a 

diagram of a electrical machine and the points where vibration 

recording is done. 	The mounting of the transducer has already 

been discussed in section 2.3. 

Two case studies are discussed below in which incipient 

faults on motors were identified using vibration analysis. 

Case 1: 	Out of Balance Vibration [19] 

This study refers to a sea water injection pump set, 

comprising the pump derive by a 6.6 kv, 3.6 mw, 3560 rpm cage 

induction machine. 
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After the analysis of the vibration signal of machine it was 

found that the overall radial vibration level, measured at the 

motor bearings, was too high and that the principal component was 

at the fundamental rotational frequency. This was diagnosed as 

the case of rotor unbalance and the machine was subsequently 

rebalanced. 

Figure 7.2 shows the records produced by the monitoring 

system before and after balancing. 	The overall vibration level 

before rotor balancing was 10.5 mms-1  and after rotor balancing 

4.7 mms-1. The level of fundamental component was reduced to 4.1 

mms-1, from 10.0 mms -1  after balancing rotor. 

Case 2: 	Identification of cracked Rotor Bars 119] 

This study indicated the presence of loose bars in the rotor 

of a gas booster compressor drive. The machine is a 2-pole, 6.6 

kv cage induction machine with a nominal speed of 3570 rpm. 

The vibration spectra from this machine indicated a degree of 

electromagnetically induced components, principally the twice line 

frequency peak at 120 Hz, and the higher frequencies at 5, 6, 7, 

and 8 times the running -  speed. 	Although the overall level of 

vibration was still relatively low, the characteristics of the 

spectra held the key to the diagnosis of broken bars. A shut down 

and subsequent inspection of the rotor revealed several faulty 

bars, and it was considered likely that, if the machine had been 

allowed to continue operating in this condition, then a 

catastrophic failure would have resulted, due to rotor/stator 



contact. 

The spectral changes at a 2 monthly intervals shown in figure 

7.3. For comparison, the post repair spectrum is-also shown. 

7.2 Test Results 

Efforts were made to record the real vibration data from a 

rotating electrical machine surface. 	But since, the vibration 

transducer (in this case piezoresistive transducer) available in 

the lab, was of frequency response up to 100 Hz, it could not 

become possible to record the vibrations of the rotating 

electrical machines where were in the range from 500 Hz to 1000 

Hz. 	So the vibration signals for the performance evolution of 

software were recorded from a vibration table with the available 

transducer (in frequency range from 20 Hz to 80 Hz). 

For testing the developed software two sets of vibration 

signals were recorded from vibration table for different settings 

of frequency and amplitude. 	Two standard signals were also 

recorded from signal generator for testing the authenticity of the 

developed software. 	One sinusoidal signal of 200 Hz frequency, 

and another square signal of 2000 Hz frequency. 	These four 

signals were tested in respect of frequency spectrum, cepstrum, 

and overall level of vibrational velocity. 	The results are 

discussed in the following sections: 
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Case 1: 	Vibration signals recorded from the vibration table: 

Vibration signal recorded for one setting of frequency and 

amplitude is show in figure (7.4)a. 	The cepstrum of this 

vibration signal is shown in figure (7.4)b. From the cepstrum of 

this vibration it is clear that the vibration signal shown in the 

figure (7.4)a is periodic and having no side bands. 	Figures 

(7.4)c and d show the amplitude and the phase of vibration 

acceleration in frequency spectrum respectively. From these two 

figures it is clear that the fundamental component has frequency 

approximately 60 Hz, and there are no harmonic components. 

Figures (7.4)e and f show the amplitude and the phase of vibration 

velocity respectively. 	The amplitude of the vibration velocity 

is, given by the modification of amplitude of vibration 

acceleration by dividing it by its radial frequency. The phase of 

the vibration velocity is 90°  backward to the phase of the 

vibration acceleration. 	Figures (7.4)g and h show the amplitude 

and the phase of vibration displacement respectively. From these 

two figures it is clear that the amplitude of displacement is a 

modification of the amplitude of velocity by dividing it by its 

radial frequency. The phase of displacement is 90°  backward to 

the phase of the velocity. 

In figure (7.5)a vibration signal for another setting of the 

frequency and amplitude, recorded from vibration table, is shown. 

The cepstrum of this vibration signal is shown in figure (7.5)b. 

The cepstrum of this vibration signal shows that vibration is 

periodic In nature with no side bands. The figures (7.5)c and d 
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show the amplitude and the phase of the vibration acceleration in 

frequency spectrum respectively. 	From 'these figures it is clear 

that vibration has fundamental component at 35 Hz, and there is no 

harmonic components. Figures (7.5)e and f show the amplitude and 

phase of vibration velocity in frequency spectrum respectively. 

The amplitude of the velocity is modification of amplitude of 

acceleration by dividing it with its radial frequency. The phase 

of velocity is 900  backward to the phase of acceleration. Figures 

(7.5)g and h show the amplitude and the phase of vibration 

displacement in frequency spectrum. 	The amplitude of vibration 

displacement is modified by dividing the amplitude of velocity by 

G 

its radial frequency. The phase of displacement is 90 backward 

to the phase of velocity. 

Case 2: 	Signal recorded from signal generator(recorded signal 

is assumed as acceleration of the signal): 

Vibration signal recorded for one setting of frequency and 

amplitude is shown in figure (7.6)a. 	The cepstrum of this 

vibration signal is shown in figure (7.6)b. From the cepstrum of 

this vibration it is clear that the vibration signal shown in the 

figure (7.6)a is periodic and having no side bands. 	Figures 

(7.6)c and d show the amplitude and the phase of vibration 

acceleration in frequency spectrum respectively. 	From these two 

figures it is clear that the fundamental component has frequency 

approximately 200 Hz, and there are no harmonic components. 

Figure (7.6)e and f show the amplitude and phase of vibration 

velocity respectively. 	The amplitude of the vibration velocity 
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acceleration by dividing it by its radial frequency. The phase of 

the vibration velocity is 90
0 
 backward to the phase of vibration 

acceleration. 	Figures (7.6)g and h show the amplitude and the 

phase of vibration displacement respectively. 	From these two 

figures it is clear that the amplitude of displacement is a 

modification of the amplitude of velocity by dividing it by its 

radial frequency. The phase of displacement is 90 backward to 

the phase of velocity. 

7.3 Discussion 

Spectrum analysis of the vibration signal recorded from the 

surface of the electrical rotating machine is carried out to 

provide information on the frequency composition of the vibration. 

In vibration monitoring, the cause of the vibration (the source of 

the defect) is identified by using spectrum analysis, on the basis 

of characteristic frequency during normal operation. 	The 

frequency analysis breaks down the vibration into its harmonic 

components. 	If the energy contents of the individual frequency 

components are nearly the same, then the analysis of vibration 

velocity is performed. 	If the energy content of the individual 

frequency components decreases with increasing frequency, then the 

analysis of vibration acceleration is performed. 

The unbalanced magnetic pull generates frequency components 

at 1,2, and 4 times the fundamental frequency. Dynamic unbalance 

and coupling misalignment also produce this effect. 	Even orders 
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of the fundamental frequency occur in the fram vibration spectrum 

due to inter-turn winding faults on the stator. 

The vibration of the end winding is due to the 

electromagnetic forces on the coils, due to current flowing in 

them.  The resultant displacement are at twice the supply 

frequency, f. For monitoring of the amplitude of vibration of end 

winding, accelerometers are installed on the end windings.  The 

vibration recorded from these accelerometers are used to monitor 

the amplitudes of 2f vibration at widely spaced intervals of time 

in order to check that the end winding has not slackened.  The 

displacement of end windings on large turbogenerators up to 150 µm 

is considered safe. 

The vibration associated with the bearings fault are detected 

by an accelerometer mounted directly on the bearing housing. The 

characteriF,tic frequency of bearings fault depend on the 

geometrical size of the various elements of the bearing. 

Unbalanced rotor generates vibration of frequency fr (fr is 

rotational frequency).  It also causes unbalanced magnetic pull 

which gives 2fr vibration. Misalignment of rotor shaft generates 

frequencies fr, 2fr, 3fr and 4fr. Broken rotor bars in induction 

machines generates frequency components of frequencies fr + 2sfs 

(s is slip and fs is supply frequency). 
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CHAPTER - 8 
CONCLUSIONS AND FURTHER SCOPE 

8.1 Conclusions 

The work has been carried out for developing a software 

package for the measurement, monitoring, analysis, and feature 

extraction of vibrational signal. 	The work was intended to be 

tested on a rotating electrical machine. 	But due to 

non-availability of the suitable transducer, the software has been 

tested on the standard signals from a function generator and real 

time vibration signals from a vibration table using a 

piezoresistive accelerometer. 	The results of analysis are 

consistent and reliable and establishes the authenticity of the 

method to be used for real time vibration signal analysis from 

rotating electrical machines. 	It has been explained in the work 

that the spectral analysis of the vibration signal recorded from 

the surface of rotating electrical machine are one of the best 

method of detecting defect inside machine without dismantling it. 

Thus the vibration monitoring can be used to find out 

following defaults inside machine: 

(i) The unbalance of the rotor, 

(ii) The unbalance magnetic pull, 

(iii) Crack in rotor bars, 

(iv) The looseness of end winding, 
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(v) Fault inside bearings, and 

(vi) Dynamic unbalance and coupling misalignment. 

8.2 Further scope 

In this dissertation the software, developed for analysis of 

vibration signal has been tested on the vibration signals recorded 

from vibration table and signals recorded from signal generator. 

In future the work can be done on the analysis of real vibration 

signals recorded by using high frequency response accelerometers 

from rotating electrical machines surface. The vibration signals 

from machine without defects and machine with defects can be 

compared to detect various frequency components present due to 

defect inside the machine. The monitoring of electrical machine 

can be done on the basis of frequency spectrum analysis of the 

sound of the machine. A work can be done on developing a software 

which can compare frequency spectrum of the machine with a 

baseline spectrum and if the pre-programmed comparison criterion 

is exceeded then a warring signal is generated automatically. 
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APPENDIX-1 
VIBRATION DATA 

TABLE-1 
FREQUEN[Y SfEc1RUM ANALYSIS DATA 	F'R 	Fr4.7z{ 

VELOCITY DISPLACEMENT  ~.- 	ACCELERATION 

s ~ AMPLITUDE PHASE AMPLITUDE PHASE AMPLITUDE PHASE 

0.0 2.510e+00 0.0 2.510e+00 0.0 2.510e+00 0.0 

14.0 3.296e-03 48.0 3.760e-05 -42.0 4.289e-07 -132.0 

27.9 6.396e-03 47.7 3.648e-05 -42.3 2.081e-07 -132.3 

41.9 8.282e-03 65.0 3.149e-05 -25.0 1.198e-07 -115.0 

55.8 9.432e-02 82.7 2.690e-04 -7.3 7.672e-07 -97.3 

69.8 1.708e-02 -96.4 3.897e-05 -186.4 8.891e-08 -276.4 

83.7 9.032e-03 -91.8 1.717e-05 -181.8 3.265e-08 -271.8 

= 	97.7 6.070e-03 -85.4 9.893e-06 -175.4 1.612e-08 -265.4 

111.6 4.740e-03 -77.6 6.759e-06 -167.6 9.638e-09 -257.6 

125.6 3.808e-03 -82.8 4.827e-06 -172.8 6.119e-09 -262.8 

139.5 3.560e-03 -64.4 4.062e-06 -154.4 4.634e-09 -244.4 

153.5 3.571e-03 -55.5 3.704e-06 -145.5 3.841e-09 -235.5 

167.4 8.751e-03 -25.6 8.320e-06 -115.6 7.910e-09 -205.6 

181.4 6.028e-03 -162.8 5.290e-06 -252.8 4.642e-09 -342.8 

195.3 2.864e-03 -134.0 2.334e-06 -224.0 1.902e-09 -314.0 

209.3 2.372e-03 -125.9 1.804e-06 -215.9 1.372e-09 -305.9 

223.2 1.848e-03 -107.7 1.318e-06' -197.7 9.397e-10 -287.7 

237.2 2.154e-03 -130.3 1.445e-06 -220.3 9.700e-10 -310.3 

251.1 1.810e-03 -116.4 1.147e-06 -206.4 7.272e-10 -296.4 

265.1 1.941e-03 -125.4 1.165e-06 -215.4 6.997e-10 -305.4 

279.0 2.398e-03 -138.4 1.368e-06 -228.4 7.803e-10 -318.4 

293.0 2.569e-03 -9.2 1.396e-06 -99.2 7.583e-10 -189.2 

306.9 1.018e-03 -81.0 5.277e-07 -171.0 2.737e-10 -261.0 

320.9 1.035e-03 -75.2 5.131e-07 -165.2 2.545e-10 -255.2 

334.8 1.119e-03 -81.8 5.321e-07 -171.8 2.529e-10 -261.8 
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TABLE-1 (contd.) 

348.8 1.401e-03 -81.9 6.395e-07 -171.9 2.918e-10 -261.9 

362.7 1.148e-03 -91.8 5.036o-07 -181.8 2.210o-10 -271.8 

376.7 8.170e-04 -90.1 3.452e-07 -180.1 1.459e-10 -270.1 

390.6 8.347e-04 -100.4 3.401e-07 -190.4 1.386e-10 -280.4 

404.6 7.992e-04 -100.8 3.144e-07 -190.8 1.237e-10 -280.8 

418.5 7.434o-04 -80.1 2.827e-07 -170.1 1.075e-10 -260.1 

432.5 8.185e-04 -94.5 3.012e-07 -184.5 1.108e-10 -274.5 

446.4 1.005e-03 -90.2 3.583e-07 -180.2 1.277e-10 -270.2 

460.4 8.089e-04 -87.0 2.796e-07 -177.0 9.667e-11 -267.0 

474.3 9.684o-04 -80.7 3.2490-07 -170.7 1.090e-10 -260.7 

488.3 6.792@-04 -90.0 2.214e-07 -180.0 7.216e-11 -270.0 

502.2 8.424e-04 -80.4 2.669e-07 -170.4 8.459e-11 -260.4 

516.2 6.848e-04 -77.8 2.111e-07 -167.8 6.510e-11 -257.8 

530.1 6.557o-04 -96.5 1.969e-07 -186.5 5.910e-11 -276.5 

544.1 7.987e-04 -101.5 2.336e-07 -191.5 6.834e-11 -281.5 

558.0 5.872o-04 -94.9 1.675e-07 -184.9 4.776e-11 -274.9 

572.0 7.114@-04 -88.3 1.979e-07 -178.3 5.508@-11 -268.3 

585.9 5.660e-04 -70.7 1.537@-07 -160.7 4.176e-l1 -250.7 

599.9 7.710e-04 -88.5 2.045e-07 -178.5 5.427e-11 -268.5 

613.8 7.402e-04 -103.8 1.919e-07 -193.8 4.976e-11 -283.8 

627.8 5.744e-04 -86.6 1.456e-07 -176.6 3.692e-11 -266.6 

641.7 7.096o-04 -100.5 1.760e-07 -190.5 4.364e-11 -280.5 

655.7 4.785e-04 -69.6 1.161e-07 -159.6 2.819e-11 -249.6 

669.6 4.704o-04 -88.2 1.118o-07 -178.2 2.657e-11 -268.2 

683.6 4.839e-04 -74.3 1.127e-07 -164.3 2.623e-11 -254.3 

697.5 7.955o-04 -51.1 1.815e-07 -141.1 4.142e-11 -231.1 

711.5 2.712e-04 -89.5 6.068e-08 -179.5 1.357e-11 -269.5 

725.4 5.099e-04 -64.9 1.119@-07 -154.9 2.454e-11 -244.9 

739.4 3.285e-04 -104.9 7.072e-08 -194.9 1.522e-11 -284.9 

753.3 5.499e-04 -81.1 1.162e-07 -171.1 2.454e-11 -261.1 
767.3 6.135e-04 -94.4 1.273e-07 -184.4 2.640e-11 -274.4 

781.3 7.637o-04 -108.8 1.556e-07 -198.8 3.170e-11 -288.8 
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TABLE-2 

FREQU ENcy 	SPECTRUM ANAt LY S! S DATA FOR Fl(• 7.5 

N 	ACCELERATION J VELOCITY 	DISPLACEMENT 

z 	AMPLITUDE PHASE AMPLITUDE PHASE AMPLITUDE PHASE 
V 

leg ) 	 I <~g 

0.0 2.508e+00 0.0 2.508e+00 0.0 2.508e+00 0.0 

14.0 1.714e-03 175.4 1.956e-05 85.4 2.231e-07 -4.6 

27.9 1.298e-03 169.4 7.404e-06 79.4 4.224e-08 -10.6 

41.9 3.792e-03 -160.5 1.442e-05 -250.5 5.484e-08 -340.5 

55.8 2.135e-03 114.8 6.089e-06 24.8 1.737e-08 -65.2 

69.8 3.670e-03 126.9 8.373e-06 36.9 1.910e-08 -53.1 

83.7 1.124e-02 120.4 2.136e-05 30.4 4.062e-08 -59.6 

97.7 9.437e-03 -60.4 1.538e-05 -150.4 2.507e-08 -240.4 

111.6 3.430e-03 -63.3 4.892e-06 -153.3 6.976e-09 -243.3 

125.6 2.420e-03 -70.6 3.067e-06 -160.6 3.888e-09 -250.6 

139.5 1.196e-03 -80.0 1.365e-06 -170.0 1.557e-09 -260.0 

153.5 9.873e-04 -91.2 1.024e-06 -181.2 1.062e-09 -271.2 

167.4 9.771e-04 -80.7 9.289e-07 -170.7 8.831e-10 -260.7 

181.4 2.310e-03 103.4 2.027e-06 13.4 1.779e-09 -76.6 

195.3 2.616e-04 175.3 2.132e-07 85.3 1.737e-10 -4.7 

209.3 9.916e-05 -152.5 7.542e-08 -242.5 5.736e-11 -332.5 

223.2 2.168e-04 -136.9 1.546e-07 -226.9 1.102e-10 -316.9 

237.2 3.660e-04 147.6 2.456e-07 57.6 1.648e-10 -32.4 

251.1 1.250e-03 135.3 7.925e-07 45.3 5.023e-10 -44.7 

265.1 5.854e-03 124.9 3.515e-06 34.9 2.110e-09 -55.1 

279.0 3.991e-03 -60.5 2.276e-06 -150.5 1.298e-09 -240.5 

293.0 1.643e-03 -57.9 8.926e-07 -147.9 4.849e-10 -237.9 

306.9 1.318e-03 -66.1 6.833e-07 -156.1 3.543e-10 -246.1 

320.9 1.037e-03 -64.3 5.143e-07 -154.3 2.551e-10 -244.3 
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TABLE-2 (cor►td. ) 

334.8 7.825e-04 -69.3 3.719e-07 -159.3 1.768e-10 -249.3 - 
348.8 5.439e-04 -71.7 2.482e-07 -161.7 1.132e-10 -251.7 
362.7 1.175e-03 -66.1 5.155e-07 -156.1 2.262e-10 -246.1 

376.7 5.830e-04 -76.0 2.463e-07 -166.0 1.041e-10 -256.0 
390.6 6.827e-04 -68.2 2.782e-07 -158.2 1.133e-10 -248.2 
404.6 4.076e-04 -78.3 1.604e-07 -168.3 6.308e-11 -258.3 
418.5 6.500e-04 -88.8 2.472e-07 -178.8 9.399e-11 -268.8 
432.5 6.442e-04 -68.4 2.371e-07 -158.4 8.725e-11 -248.4 
446.4 7.7590-04 -95.8 2.766e-07 -185.8 9.861e-11 -275.8 
460.4 2.929e-04 -55.0 1.013e-07 -145.0 3.501e-11 -235.0 
474.3 1.795e-04 -67.9 6.023e-08 -157.9 2.021e-11 -247.9 
488.3 1.963e-04 -56.7 6.398e-08 -146.7 2.086e-11 -236.7 
502.2 3.261e-04 -46.8 1.033e-07 -136.8 3.274e-11 -226.8 
516.2 3.777e-04 -69.6 1.165e-07 -159.6 3.591e-11 -249.6 
530.1 3.401e-04 -75.5 1.021e-07 -165.5 3.065e-11 -255.5 
544.1 4.129e-04 -40.0 1.208e-07 -130.0 3.533e-11 -220.0 
558.0 4.298e-04 -63.0 1.226e-07 -153.0 3.496e-11 -243.0 

572.0 3.957e-04 -57.9 1.10le-07 -147.9 3.063e-11 -237.9 
585.9 2.090e-04 -96.3 5.678e-08 -186.3 1.542e-11 -276.3 
599.9 1.634e-04 -54.1 4.334e-08 -144.1 1.150e-11 -234.1 
613.8 3.522e-04 -43.4 9.131e-08 -133.4 2.368e-11 -223.4 
627.8 7.036e-04 -67.4 1.784e-07 -157.4 4.522e-11 -247.4 
641.7 2.020e-04 -65.3 5.010e-08 -155.3 1.243e-11 -245.3 
655.7 2.473e-04 -98.6 6.003e-08 -188.6 1.457e-11 -278.6 
669.6 2.218e-04 -35.7 5.273e-08 -125.7 1.253e-11 -215.7 
683.6 2.633e-04 -87.9 6.129e-08 -177.9 1.427e-11 -267.9 
697.5 3.316e-04 -61.2 7.567e-08 -151.2 1.726e-11 -241.2 
711.5 2.027e-04 -116.5 4.535e-08 -206.5 1.014e-11 -296.5 
725.4 2.533e-04 -122.2 5.557e-08 -212.2 1.219e-11 -302.2 
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TABLE-2 (coritd.) 

739.4 8.414e-05 -26.8 1.811e-08 -116.8 3.898e-12 -206.8 

753.3 3.879e-04 -82.0 8.195e-08 -172.0 1.731e-11 -262.0 

767.3 9.376e-05 -3.9 1.945e-08 -93.9 4.034e-12 -183.9 

781.3 1.003e-04 -173.9 2.043e-08 -263.9 4.162e-12 -353.9 

795.2 4.210e-04 -45.9 8.425e-'08 -135.9 1.686e-11 -225.9 

809.2 3.859e-04 -72.3 7.590e-08 -162.3 1.493e-11 -252.3 

823.1 2.432e-04 -84.3 4.703e-08 -174.3 9.094e-12 -264.3 

837.1 1.801e-04 16.6 3.424e-08 -73.4 6.510e-12 -163.4 

851.0 2.997e-04 -46.7 5.606e-08 -136.7 1.048e-11 -226.7 

865.0 2.551e-04 -144.6 4.693e-08 -234.6 8.636e-12 -324.6 

878.9 1.494e-04 88.2 2.706e-08 -1.8 4.900e-12 -91.8 

892.9 2.557e-04 -78.9 4.557e-08 -168.9 8.124e-12 -258.9 

906.8 3.510e-04 -92.5 6.161e-08 -182.5 1.081e-11 -272.5 

920.8 2.097e-04 -123.8 3.624e-08 -213.8 6.265e-12 -303.8 

934.7 2.490e-04 -91.5 4.239e-08 -181.5 7.218e-12 -271.5 

948.7 3.673e-05 16.6 6.162e-09 -73.4 1.034e-12 -163.4 

962.6 3.792e-04 -113.6 6.270e-08 -203.6 1.037e-11 -293.6 

976.6 4.461e-04 92.2 7.271e-08 2.2 1.185e-11 -87.8 

990.5 4.569e-04 -35.6 7.342e-08 -125.6 1.180e-11 -215.6 

004.5 2.031e-04 -40.3 3.217e-08 -130.3 5.098e-12 -220.3 

1018.4 2.786e-04 -70.5 4.354e-08 -160.5 6.805e-12 -250.5 

1032.4 4.589e-04 -40.9 7.074e-08 -130.9 1.091e-11 -220.9 

1046.3 2.499e-04 -51.6 3.800e-08 -141.6 5.781e-12 -231.6 

1060.3 4.605e-04 -71.6 6.912e-08 -161.6 1.038e-11 -251.6 

1074.2 4.341e-04 127.6 6.431e-08 37.6 9.528e-12 -52.4 

1088.2 1.858e-04 -50.4 2.718e-08 -140.4 3.975e-12 -230.4 

1102.1 1.526e-04 179.1 2.203e-08 89.1 3.181e-12 -0.9 

1116.1 7.616e-05 171.1 1.086e-08 81.1 1.549e-12 -8.9 

1130.0 2.069e-04 -104.2 2.913e-08 -194.2 4.103e-12 -284.2 

115 



TABLE-3 

F2~QuENCY SPECTRUm A4i4LYsis DATA F'oR F. 7.6 

JJi r 'tm~N I 

0.0 

14.0 

27.9 

41.9 

55.8 

69.8 

83.7 

97.7 

111.6 

125.6 

139.5 

153.5 

167.4 

181.4 

195.3 

209.3 

223.2 

237.2 

251.1 

265.1 

279.0 

293.0 

306.9 

320.9 

334.8 

2.526e+00 

3.807e-02 

1. 069e-01 

6.550e-02 

1. 568e-02 

2.052e-02 

8. 493e-03 

4.966e-03 

3.826e-03 

3.085e-03 

2.187e-03 

1. 972e-03 

2.134e-03 

1.383e-03 

1.591e-03 

7.321e-04 

1. 035e-03 

9.732e-04 

8.885e-04 

8.991e-04 

5.844e-04 

6.909e-04 

6.890e-04 

5.398e-04 

5.724e-04 

 

0.0  2.526e+00 

 

4.6  4.343e-04 

 

3.0  2.098e-04 

-167.3 2.491e-04 

-161.3 4.472e-05 

151.9 4.682e-05 

-168.2 1.615e-05 

-175.3 8.093e-06 

-157.8 5.457e-06 

-154.4 3.910e-06 

-153.7 2.495e-06 

-139.1 2.045e-06 

-137.4 2.028e-06 

-143.7 1.214e-06 

-147.1 1.296e-06 

-164.2 5.568e-07 

-151.6 7.378e-07 

-137.6 6.531e-07 

-148.4 5.631e-07 

-141.4 5.398e-07 

-121.6 3.334e-07 

-140.0 3.753e-07 

-123.3 3.573e-07 

-116.4 2.678e-07 

-135.7 2.721e-07 

0.0 2.526e+00 

-85.4 4.955e-06 

-87.0 3.479e-06 

-257.3 9.471e-07 

-251.3 1.275e-07 

61.9 1.068e-07 

-258.2 3.070e-08 

-265.3 1.319e-08 

-247.8 7.781e-09 

-244.4 4.956e-09 

-243.7 2.846e-09 

-229.1 2.121e-09 

-227.4 1.928e-09 

-233.7 1.065e-09 

-237.1 1.056e-09 

-254.2 4.235e-10 

-241.6 5.261e-10 

-227.6 4.383e-10 

-238.4 3.569e-10 

-231.4 3.241e-10 

-211.6 1.902e-10 

-230.0 2.039e-10 

-213.3 1.853e-10 

-206.4 1.328e-10 

-225.7 1.293e-10 

0.0 

-175.4 

-177.0 

-347.3 

-341.3 

-28.1 

-348.2 

-355.3 

-337.8 

-334.4 

-333.7 

-319.1 

-317.4 

-323.7 

-327.1 

-344.2 

-331.6 

-317.6 

-328.4 

-321.4 

-301.6 

-320.0 

-303.3 

-296.4 

-315.7 
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TABLE-3 (contd.)  

348.8 

362.7 

376.7 

390.6 

404.6 

418.5 

432.5 

446.4 

460.4 

474.3 

488.3 

502.2 

516.2 

530.1 

544.1 

558.0 

572.0 

585.9 

599.9 

613.8 

627.8 

641.7 

655.7 

669.6 

683.6 

697.5 

711.5 

725.4 

739.4 

753.3 

767.3 

781.3 

5.040e-04 

6.089e-04 

3.264e-04 

3.500e-04 

4.600e-04 

3.834e-04 

4.361e-04 

3.187e-04 

3.284e-04 

5.938e-04 

2.881e-04 

4.886e-04 

4.698e-04 

2.570e-04 

3.644e-04 

2.979e-04 

2.798e-04 

1. 973e-04 

1. 823e-04 

3.217e-04 

1.460e-04 

1.763e-04 

1. 871e-04 

3.729e-04 

1.223e-04 

2.260e-04 

2.936e-04 

3.463e-04 

3.803e-04 

2.456e-04 

2.083e-04 

1.547e-04 

-147.6 2.300e-07 

-139.9 2.672e-07 

-107.2 1.379e-07 

-145.6 1.426e-07 

-162.1 1.810e-07 

-129.7 1.458e-07 

-122.9 1.605e-07 

-117.7 1.136e-07 

-132.6 1.135e-07 

-103.3 1.992e-07 

-110.5 9.390e-08 

-134.9 1.548e-07 

-132.0 1.449e-07 

-118.6 7.716e-08 

-126.1 1.066e-07 

-127.3 8.497e-08 

-123.1 7.787e-08 

-139.3 5.360e-08 

-163.4 4.838e-08 

-112.3 8.340e-08 

	

-68.3 	3.701e-08 

	

-93.1 	4.372e-08 

-77.0 4.542e-08 

-114.4 8.862e-08 

-100.1 2.846e-08 

	

-57.7 	5.157e-08 

-138.7 6.567e-08 

178.7 7.597e-08 

-92.2 8.186e-08 

-29.4 5.189e-08 

-67.9 4.320e-08 

-155.0 3.152e-08 
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-237.6 1.050e-10 

-229.9 1.172e-10 

-197.2 5.827e-11 

-235.6 5.810e-11 

-252.1 7.119e-11 

-219.7 5.544e-11 

-212.9 5.907e-11 

-207.7 4.050e-11 

-222.6 3.925e-11 

-193.3 6.685e-11 

-200.5 3.061e-11 

-224.9 4.907e-11 

-222.0 4.466e-11 

-208.6 2.316e-11 

-216.1 3.118e-11 

-217.3 2.423e-11 

-213.1 2.167e-11 

-229.3 1.456e-11 

-253.4 1.283e-11 

-202.3 2.162e-11 

-158.3 9.383e-12 

-183.1 1.084e-1`1 

-167.0 1.102e-11 

-204.4 2.106e-11 

-190.1 6.627e-12 

-147.7 1.177e-11 

-228.7 1.469e-11 

88.7 	1.667e-11 

-182.2 1.762e-11 

-119.4 1.096e-11 

-157.9 8.960e-12 

-245.0 6.422e-12 

-327.6 

-319.9 

-287.2 

-325.6 

-342.1 

-309.7 

-302.9 

-297.7 

-312.6 

-283.3 

-290.5 

-314.9 

-312.0 

-298.6 

-306.1 

-307.3 

-303.1 

-319.3 

-343.4 

-292.3 

-248.3 

-273.1 

-257.0 

-294.4 

-280.1 

-237.7 

-318.7 

-1.3 

-272.2 

-209.4 

-247.9 

-335.0 



APPENDIX — 2 

SOTT111L 102 T11UTIOI SICUL U11LTSIS 

lisclsde 'stdio.k' 

liuclide 'dos.k' 

fisclude 'uatk.k' 

liiclsde 'alloc.k' 

ist fft( double kit, double Ili, jut is, ilt ie ); 

ist ibitr( ist i t ist is l; 

ist trite ffile(doible'u,doible *li, jut 1, char tffl); 

double +u, ~11,~,P,~,~f,~1L_a,~lr ►,t1L_d,~a i,~i ~,ti a; 

doable 'la,'zb,►►; 

doable total; 

char filef f lO]; 

char filep[10]; 

char filek[10]; 

char filel[10]; 

char filel[10]; 

char files[10]; 

PILE $fi,+ff,tf2,tf3,$f4,tf5; 

#defiu POET 01300 

void adc(irt ck , jut is 1; 

usipied char 'datal,'data2; 

iit data; 

double tit =35.0e-06,fut,cal f; 

PILE kfl; 

char fls[30];  

u, ii, I,F,0,f,zri, ire, ud,as, iv, ad, aid r 

are defiled as dotble.lkere 

zr is the real part of the vibration data, 

ii is the iupiuuy part of the ribratios data, 

I = 2" at is a iiteger, 

f is the frequscy it Iz, 

u i is the uibratiotal uceleratioi, 

lr i is the cibriticual velocity, 

rr_d is the vibrational displacetest, 

i is the frequency in radian, 

a_a is the phase of the vibrational acceleration, 

iv is the phase of the vibrational velocity, and 

a d is the phase of the vibratioeal displaceuest. 

sais() 
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llt flel,ll,i; 

llt cb,10 siiples ; 

clricrO ; 

priitf(' II!!! TI! TER Of 111II!I 1001 1111111 : '►; 

scuf('1d',ilo siljles); 

priitf(' 11711 fit TIIIII OF S1QGIIC LITUT11 : 

scuf(Ilf',Etil); 

priitf( 11T11 TI! TUB OF CILII1ITI01 FACTO! :'); 

scilf('%lf',tcal f); 

fief =( sheaf( usigied clir) )'(lo suples + 1); 

if ( ( ditil = ( usilled cbu 6 )firlilloc(lloll)flei))==0) 

priatfl'Ielory lot elolgb. Oily ! '►; 

priitf ('111', fircoreleft M; 

priitf(' legiirclelt is tlt',flel); 

exit (11; 

if ( ( dtti2 : ( usiped cbu' )firli11oc1(lo.t)flel))== 0 ) 

priltf('lemory lot eloslb. Oily ! '1; 

prii t f ('111', f ircorelef t O) ; 

priitf(' legiirelelt is 11t',flel); 

exit(1); 

flee = (sireof(doOle))*(io suples + 1); 

if ( 1 	it = ( dos 1e' )fulilloc( (loll )feel))= 0 ) 

I 

priltf('Ielor1 lot elolli. 0111 ! 'I; 

priatf ('111', fircoreleft ); 

priitf( ' legeirelelt is %11',fles); 

ezit(1); 

dnuic lelory locitiol for it 

if ( ( 	xi = ( dolble' )firlilloc( (loll )fief ) )== 01 
	 dpuic lelory locitiol for 1i 
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priitf('Iesorl iot eioi4 . Oily ! 1; 

priatf(';1e',fircoreleft()); 

rietf(' Llirelelt is %11',foeo); 

ezit(1); 

if ( ( 	f = ( doible 	)fertelloc( (lose )foes ) )_= 0 ) 

{ 

prirtfl'leory lot eiosgl. Oily ! 'I; 

pristf('11s',fircoreleft()); 

prietf(' legeireoeit is %1e',fia); 

exit (1) 

if ( ( 	u i = ( doable + )firulloc( (loll )fief ) )== 0 

I 

priitf('Ieeorl sot eeosgl. Oily ! 'I; 

priitf('tli',fircoreleftl)); 

priitf(' legtireieit is 11i',fset); 

eut(1); 

if ( ( 	i i = ( doable 9  )f1rulloc( (big )fees ) )== 0 

I 

prietf('Ielory lot aoni. Oily ! 1; 

prietf('%le',fucoreleftO; 

priitf(' legiireaeit is tlt',bei); 

exit (1); 

if ( ( u = ( bible I )fuulloc( (loll )flea ) )== 0 

I 

priitf('leiory lot eioigl. Oily 

priitf ('%lt',fircoreleft I I ); 

pristf(' tegsireieat is %lu',fhei); 

exit (1); 

dnuic uiory locitioi for u a 

dpaic .gory locitioi fora as 

1Puic eeiory locetioi for u 

120 



if l ( 	i r = ( doable + )finulloc( (big )fie&) )_= 0) 	 dntuc ietory locatioi for i 

I 

priitf('Ieeory sot esoell. Oily 

priitf ('f1i', fircoreleft f)); 

priitf(' leleireuit is %h',fta); 

eiit(1); 

if ( ( u_d = ( bible t )fireslloc( (boil )fue ) )_= 0 ) 	 1A+uc ueorl locitioi for u d 

prietf ('Ietory lot tioepl. oily ! '►; 
priitf I'lii', fircoreleft ()) ; 

priitf(' legairmeit is %li',fiei); 

eiit(I); 

if ( ( ad = ( doile * )fzrialloc( (loin )fui ) )_= 0) 	 dpaic u.oq locatioi for id 

pri.tf('Ieiory lot aogl. Oily ! 'I; 

priatf ('tli',fircoreleft 0); 

pristf(' le iireoeet is 11e',foei); 

nit (1); 

if ( ( 	is _ ( doable * )firulloc( (boil )fief ) )_= 0 ) 

i 

pristf('Ieoorp sot eioeli. Oily ! '); 

priatfC'tia',fircorelefto ); 

priitf(' lelaireleit is tl',fset); 

nit (1); 

if ( ( 	rl = ( doable + )finalloc( (boil )fiei ) )== 0 ) 

I 

priitf('Ieiory lot aoi41. Oily ! '►; 

priitf ('fli', farcoreleft () ); 
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priitf(' legsireust is %le',fiei); 

exit(1); 

if ( ( 	v _ ( doable s )firulloc( (big )fsei) )= 0 ) 

priitfl'leiory sot esoiØ. Oily ! '); 

priitf ('11t', farcorelef t U); 

priitf(' legiiruert is 11,',f sea); 

tilt (1); 

I 

pristf(' 8o YOU 1UT To f U JET 171UTIOI DLTL rle 'I; 

if ( getcb() !_ 'T' ) 

Ooto sisal; 

priatf('UTU 1ILE [in 10! JLTIIC IRO TIIUTIOI 11T1 :'); 

scuf ('ts',f1b); 

fl = fopes(flsi+'); 

if ( f1==0) 

.1 

priitf(' Cu sot apes '); 

exit (1); 

I 

pristf(' U?!! TIE Cl. f0. UD 10. or EJUPLL3 : '1; 

scuf('fd%d',&cb,ho Bayles); 

adc(cl,so suples); 

for( i=0 ; i(so suples ; i++ 

1 

data =(ist) C (diti2(iJcc111(dita1[iJf>4)) - 2011; 

u[iJ= S.Oeal h((dosble)(ditil!(doeble)204t); 

fpriitf(f1,'f11 tlf',istii,u(i]J; 

Itpriatf('id 	t1f'dsts,u[i]);51 

fclose(fl); 

ahead: 
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pristf(le TO 1117 I1IQUIICT SPICT1[I 01 Rj11TI0I SICIIL fh 1; 

if(letcl()!_'!') 

uit(1); 

priitf ('DIZI rril 1111 Of TDUTIOI IITI :1; 

scuf('%s',fi1e!); 

to styles = refit ffile(uI; 

for( i=0 ; iC so suples ; iff) 

u[i] = 0.0; 

if( io suples (2 ) 

n=0; 

else 

for( st= 0;;w+) 

to suples = sosuples/2; 

if( so saples == 0 ) 

brut; 

I 

I=io suuples 

fft(u,ii,u,-1 ); 

priitf('IITU [Ifs fill i01 IITIIG FUQUICT SPICTIII BIT1 :1; 

scut('%s'.filef); 

if( (ff= fopei(filef, 'r+')) = IQL1 

I 

prittf('CU'T OP!I fILi-- it fuctios ►rite ftile 'I; 

letcl(); 

cut (1); 

i=0; 

u i[i) = 3 rt( NtlrIi}+u[i)+=i[i])1([otlle}(to suples); 

f[iJ=(iotble)((otble)(i)1[[Iotble)(sosuples)*tis)); 

a e[i)=0.0; 

u i[iJ=u s[i]t 

i .[i)=0.0; 
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ud[i]=u ►[iJ; 

d[i]=o.0; 

fpristf(ff,'%I.1f t11.4e %5.lf t11.4e %5.lf %l1.4e %5.lf', 

f[iJ,u i[i], a i[iJ,u ►[iJ,i ,[i),rr d[i],i d[i]J; 

for(i=1;i((io suples/l.0);i++) 

do relte of sipil does sot late ay igortut toll is vibrstios 

sipal uilysis. 

u 1[i]=2.0lsort(u[iJ*u[i]+zi[iJ'Xi[i])/(dorble)(so suples); 

f[iJ=(dorble)((dorble)(i)/Udo►blel(so sisplesl+tii►J; 

r[iJ:(dorble) (2.0*3.1416*f[iJ); 

if(u[i]=:O) 

ie[i1=90.0; 

else 

1 i[i] _ (atu1(=i[iJ,u[i])*110.0/3.1(16); 

u r[iJ=ir i[i]Ir[i; 

i v[i]=(t i[i]-90.0); 

u i[iJ=u i[i)h[iI; 

flriitf(ff,'fl.lf 111.4e IS.If 111.4e t5.1f 111.4e 15.1f, 

till,u_i[f], i_i[iJ,ui[i],i_r[iJ,u [i],+ d[a]l; 

feloselff); 

pristf ('11r',fircoreleft U); 

priitf(' 10 Tog In? CIPST111 UILTSIS OF TI111TIO1 SIGJLL TI('); 

if(petcb()!:'y') 

poto overall ; 

prirtf(' KIT!! TIIUTIOI BIT! II1l III! :'); 

scuf ('1s',filel); 

io suples = read file(zr); 

for(i=0; i(ao sigles;i++) 

{ 

ri [i)4.0; 

u[iJ=u[i]+u[iJ;  

The resilts of the above operitios are stored is file is folla►ill 

seauice:- 

(i) frearescl, (ii) uplitrde of the vibrational icceleritios, 

(iii) phase of the vibratioul acceleration, (iv) uplitde of the 

vibration! velocity, (1) hose of the vibratioul velocity, (Ti) 

uplitide of the vibratiosil displicecest, aid (vii) phase of the 

►ibratioiil disilueuit. 

Cepstru uilysis is reqiired, if it is sot possible to determine 

periodicity ud side buds of the vibration sipiil is fregaescy 

spectru iialysis.Cepstru aulysis is seed to uilyse a vibration 

sipiil rbicb has !irpe so. of lariosics. 	It is i 	'post' 

spectral ailysis.for detail see chapter 4 section 
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if(io :uples(l) 

u=0; 

else 

for 1n4; ;u►+} 

( 

to suples=lo satplesli; 

if(to _upler:0) 

Ireik; 

1-10 suples lc(n; 

fft(cr,ii,ie-i); 

for (i=0; i (iosuples; i++) 

u(il=lop(sort(u[i]=u[i]+u(i]+i[i])); 

>b[i]=atul(li(i),u[i]); 

fft[u,ib,ii,1); 

priitf (' UTUI TILL no 701 S1TIK CVSTl11 IISOLT :'); 

seat ('ts',flieu; 

if ((f3:f apes (filek,'s+'))::flLL) 

priitf('cu't open file is fuctioi ►rite ffile 'I; 

fetch I); 

ezit (1); 

for(i0;i(so stales ;ifl 

( 

fpriitf(f3,'111.4e 	111.4e 	111.4e ', i*tiIii(i],rD(i]); 

fclose(f3); 

priitf('h',farcoreleft() ); 

over Ill: 

priitf(' 10 i00 IIIT 0111 ALL L1RL 01 TIJUTI01 TILOUIT1 1/1'); 

lore to fiad out io. of suples such tilt 

Jo. of suples = 2"  rlere as is a iuteper. 

tuctioi fft(u,xi,u,-1) is used for forrari fourier trassfori. 

fuctio) fft{u,si,ii,i) is ise1 for inerse fourier trusfori. 

The results of cepstru is stored is file ii folloriif sepaee:-

U) tie, at (ii) Wlitule. 



if(letc!()!:'p') 

etitW; 

priitf(' 0111 fl1Q611CY SPICT111 11T1 Ildl 101 :'I; 

scut('1s',files); 

so suples = read lfile(u); 

priltf ('%id',io_suples); 

priitf(' 1110 TILE 1111 101 SI11U 110LT :'); 

scut('1s',filel); 

if ((f5=fopes (filel'►+') )==0066) 

priitf('cu't opei file ii fuctioc aite_lfile 'I; 

•etch(); 

etit(1); 

total:0.0; 

for(i:0;i(io suples ;i++) 

total:totil+uliJ*uli); 

I 

total=sgrt(totil/ (do►ble)so suples); 

fpriitf(f5,'0T11 ILL 11111TI01 VELOCITT LITIM 41f',total); 

fclose(f5); 

pristf('h',fircoreleft(I); 

TQCTIOI lot Ili 11111TI0111Tl 

void tde(cl,isI 

ist chic ; 

I 

register ist i; 

ist lobyte,liblte; 

Jere ►c tied o►t the valve of ►ibritioial velocity aid 

►ilntiostl displieeiat froe ►ibratioizl acceleratioi. 	The 

uplit►de of ►ibritioul velocity is detereiced by di►idii0 

uplitde of ►ibratiocil uceleritioi by tie corresposdii0 radial 

frequscy aid the uplitsde of vibritiosil displacesest is 

detertiud by di►idiq ►ibritioul velocity by correspoidiip 

radial frequicy. The phase of ►ibrrtiostl velocity is detersiied 

by ubtractie, t10  fro the phase of the ►ibratiosul acceleratioc 

ad the phase of ►ibratiosul displaceueit is deterrised by 

s►itrietiip !{0  free the phase of vibration! ►elocity.Iere 

uplitde all phase at zero fregsucy are iglacted becuse the 

Overall ►ilritioc level is the ru ►ilu of the vibration! 

velocity is predetersised freq►escy bud. The lover aid upper 

frequicy licit of the bird is catered tlroigh the key board. 

overall ►ibratioc level is directly displayed oi screen. 
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usilled char 'ptr1,*ptr2; 

ptr1=dati1; 

ptr24itil; 

ortport(POIT+I,ch); 

for( 1=0 ; i (is; i++ 

I 

oetport(POIT+0,0); 

rbilelisportb(POtt+f) )121 ); 

+(ptrl++) = ieportb(POlT+1); 

t(ptrl++) = igortb(POlT+O); 

UJ TI03101 r001IU TUJ5FOU 

iit fft( doable 'u, doable *ri, ist n, iet ie 

iet e,e1,s2,ni,l,tlil,i,t,1; 

doable iq,c,s,tr,ti; 

doable 'stab, tctsl; 

Ideflie TTOPI 6.213115301 

diet lie PITTO 1.570196321 

e=1ccn; 

e2 = s12; 

all = n-1; 

if ( ( stab = ( doable I )fuulloc( (loll )t'(e +1)))== I 

I 

priitfl'Benory lot ecoilk. Orly ! '); 

priitf ('%lt',fucoreleft l) ); 

priitf(' legairenest is h',s+i); 

ezitli); 

if ( ( 	chi -- ( doable' )fsretlloc( (loll )1'(s+l) ) )== 0)  

fit fft(dosble'u, deble'ii, ist n, lit ie) 	is a fuetios, 

thick is developed for fornrd aid reverse fosrfer trusfore. 

u, aid, ii are the real ad ieagisirl parts, respectively of a 

coefficfest array hatisl l 	eleeeets. If ie (0, the forvird is 

perforned, ad it it  ) 0, the reverse trusfore is pert arced. 

uti vector is usmed to be couplet sea is Wend is t 

1,1...,(G-1). If data rector is real, thee the inalisuf part 

sloild be set to zero. the camber of stele poiet nut satisfy 

the relitioc e = 211 , it is as irtger Ville. Parneter 1= n-I 

is array alder hill considered. Ie start vitb array 1=0. 	The 

spacial betreee dial lodes is lira by the parueter 	i2; for 

array 1=0, e1= s/2 ad is isitislirel as sick. Parueter all is 

the right shift regeired vies detereiefsl the ►flee of p, lei is 

ieitiilired to a-1. The idea i of the array is icitiilizel to 

14: tlu we ►ill fork free the tqp aid progtu ion the array. 
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priitfl'Iesory lot ecoiph. Oslo ! 1; 

gilt f ('411', f irccrel of t ()) 

pristf1' leqiitcust is h',c+1); 

ezit(11; 

I 

for( i=0; 1(1; ++i) 

I 

arFTioplkilh; 

sttb[i) = sis(try); 

ctil[i) : sis( iry + PITIO ); 

14; 

for( 14; 1c11; 1++ 

fort i=0; i(12 ; ++i 

s1 = 1((n1; 

= ibitr(klil,n); 

stib[p]; 

e = ctib[pJ; 

if( ie)O) s 

klst -- k + s2; 

tr = u[k1s2]sc + ri[11ii]ts; 

ti = ri[k1s2]tc - rr[kll2)ts; 

ulkli2J = u[k] - tr; 

ti[kli2] = rill) - ti; 

li(t) = u(k) + tr; 

silk) = silk) + ti; 

k = k + 1; 

k=k+ii;  

left touter i is set to i=0. 	This touter monitors the 

Saber of dill lodes pairs. It is necessary to skip certtis lodes 

is order to iisure that precioisll consiaereb codes are lot 

scouter i second tile. pouter i is the control for determining 

Tin the propru list skip. To icoid recospitis9 a dial lode that 

has bees considered preiiouly, It ietersise if the couter i is 

less this I. 	for array the tuber of safes that cis be 

coisiderei conecitiuli nitboit skipis0 is ejul to 112:12. 

• here this coslitioi is detenised by coiditiu i c c2. If i is 

less till I2, tin It proceed don the array at iuraeit the 

couter i, by 1. If i=s2, tin it hoc that to reached a lode 

previously coisidered It ties skip s codes by settiip 1=1+12 

beciue ibis already ben iscraected by 1, it is sifficiest to 

skip the preciously coi..iitered Bodes iscreaectis5 I by 12. Sicce 

k aid 1 have beec iiitialized to 0 at 0, respectiTely,tbe isitiil 

lode cocsidered is tie first lode of the first array. 	To 

Uterine the factor p for this lode, it not first scale the 

bisuy sober k to the rigbt a-1 bits. To aecoiplisb 	this ►e 

cot►ste the istefet »lce of 11211 1. 
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■= #; 

111 = III - 1; 

d =1212; 

[ 

for( t=S;1(1;++t) 

1 = ibitr(t,11); 

if(i)1) 

[ 

tr = u[k); 

ti = zi [YJ; 

u[tJ = 

ii[k) = 

u[iJ = tr; 

li[il = ti; 

itIii)0) 

I 

for( i=0 ; i(1 ; ++i) 

I 

zr[i]h; 

ii[il = zi[iJl1; 

retln 1; 

lit ilitr( jet j, ilt it 

jet n,l1,i0itr; 

n=1; 

11= 1(((Ii-1); 

Tie fuctiol ilitr () reverse bit of 112
111 

 for 

Oeterulatiol of p. 
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bitr=0; 

for( i=0 ; i(n ; ++i ) 

I 

if ( ( jAn) != 0 ) bitr = bitrlla; 

n = n((1; 

1s = 1i►>1; 

rettn (bitr); 

FUCTIOId 101 UUIB II?1 TILE 

fat read ffile(dot ie h ) 

I 

jut i; 

double tu; 

if( Ifi= fopei(filef, 'r'►) = MMMI 

I 

priatf('CII'? 01U fIll-- ie fuctioe read file 1; 

IetdO; 

reten 0; 

i=0; 

,bile( !feof(fi) ) 

I 

fseuf (fi, 'lit llf',Itu,H[i) ); 

i++; 

felose(fi); 

retun i ; 

jut real file(double*►) 

Inctior read file (u) reads ribratioi data fros file. 	fie 

pouter return tit tale of io. of uuples. 
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ilt 1; 

&oe}le tu; 

if((f2=fopel(filel,'r'))==Ia") 

priatf( cost Opel file it fuctiol real file 1; 

ietclf); 

reterl 0; 

i=0; 

ñile(!feof(f2}} 

fscuf (f2,'ilftlf',dtu,H(i] ); 

i++; 

fclose(f2); 

rettrl i; 

ist retl ifile(loshle is ) 

ist i; 

double f,ir a,i i; 

if( {f!= fopei(filea, 'r'1) _= ILL I 

I 

priatf ('file lot fond '); 

fetcl{); 

retire 0; 

i= I; 

,file( !feof(f4) 

fseuf(f1,'tlf*lftlftlf',tf,&xr a,&a_t,&I[i1I; 

i++; 

I 
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