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SYNOPSIS 

The purpose of applying feature seleotIon techniques in 

mulbIspectral data is to provide a trade-off between the cost and 

the accuracy of classification In order to reduce the 

dimensionality of satellite data, as well as computational time 

for the analysis. 	Feature selection undertakes the task of 

selecting a subset of hands from available number of bands of a " 

sensor. 	These bands are selected on the basis of either 

separability measure or degree of overlap between the classes 

present In the area. 

In the present study, Mina and its surrounding area lying In 

the Bihar State of India has been selected as the study area. 

Various feature selection techniques such as Divergence, 

Transformed Divergence, Dhatlacharya Distance, Jeffreys Matusita 

Distance and Brightness Value Overlapping Index FTVOI) have been 

used employing digital satellite data of LANDSAT-6 TM, 1992. The 

study has been carried out In tkm stages. In the first stage, 

feature selection techniques have been applied In order to. find 

out 	the best comblnatIon of two and three bands. 	In second 

stage, the entire Image has been classified into six classes Vi2. 

water bodies, vegetation, drY sand. wet sand, urban area. Imd 

boulders using the best combination of bands. In addition, the 

classification has been performed using the worst combination of 

bands. ACCUPaCy assessment of the classification has also been 

ULU 



carried using error matrix. 	ts show that classification 

acqiirmy: improves significantly when the best combinatiaiM Or 

speqhral bands Is used. The 131,01 technique is fentalitdhairs the best 

slies;only combination of best bands le VoibOROV.iOYWllid11 for the 

chasSification. If Inter class separability is tchthutindertaIned, 

then Transformed Divergence and Jeffreys NatutaikidiniOW.Nde are the' 

most 'useful techniques of feature selectionnill,, rri 	1 

lit IS suggested thatadhnhadsfasifInielsig Oen, [VAS, Of classes 

must be further examinedMISYCOIDI.1.301tablihilibthlinahribination of 

specific band on a Dationalnaihhal DiCsilard'hiridadij h 

1,17. r19.1.1111,1 /1 	410 LI," 	' 	;1 	la 310h 

11.1124,R 311113, 

,1,10111111,1 11111,3.1 rid .,1111,, 	, 
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CHAPTER'l 

INTRODUCTION 

IlACKGROUND 

kAlle classifIcatiohndES4Xtelbile kendR(nyib,,e.nmd .bn cenpam, 

selected measurements, known as 

 

'FEATURES. Infb(Nifeetfof Image 

processing, the term ”Feature Selection.  has speciaMsed meaning 

'Features 'ape not geographical features vlsIble on the image, but 

are rather statIstical characteristics of image data-individual 

band or combination of bands value, that carCy information 

concerning systematic variation in the scene. 	Thus, feature 

selection may also be called as 'Information ExtractIon' i.e. 

IsolatIon of the statistical components wIthin moltispectral data 

that are most useful in portraying the essential elements of an 

image (Campbell. 1987). ISURE. a feature shonld be referred as 

'Useful Information ' in the (EASE data, rather than as a physical 

feature present on the eartn's surface. 	As discussed, 'Feature 

Selection' Is the process of Isolating the most useful bands of 

the satellite date. set for further analysis while discarding the 

less useful aspects (i.e. errors, noise, redundancy etc. 1 

(Campbe)l. 19871. 

1,2 Imurt OF FEATURE SELECTION 

In analysing the multispectral remote senslng data, feature 

selection plays an Important role. 	For example, processlng khe 

sultibend,satellIte data by a. computer, cost will be substantially 

high If all the available bands are taken into consideratlon. 



Feature eclectic., techniquespovide,  a trade-off . bet.., t. eosi 

or al.Sification and accuracy With considerable reduetion in 

computation time by selecting the optimum combination, dillibands 

containing maximum information about the land cover classes 

()Carrot, 1970). 	principle, 

identifYranel theri;11;MinaaLhOMe bModoohIofloo,y,eyetItIvo 

information as in other bands. Resulting satellite‘"ria'te. 'he't' 'no; 

3,OPP911  ME 41 IOW ,RIIFSENZSIVE. r.v 
■.}1,1ou0 few.. I .lectioni bestmlq.s 40036 00 differ.00  

matheaaticalorelabionshipso rano 000IlItOChO se.ct bhf ^outlet. 

cc...ilea of bands frt, theitotal number of a00014010,  bands of 

000000.. Dnfortunately. , no .proper assessment .regardimg ,  the ottil Sty 

Of such-orthods..heve been curried out„shill no, ol.thisittodii, 

it is Europa., to ■cartrylout antiMwestigatien 	Obe^dlilliey 

, al I . the , feature, 031001103 therhniques, ohIt 01030g436,, 

Transformed Divergence, Bhatintelmq-yaitritatancei,JeffreYhiltireeita 

Distance and Brigntness Value Overlappng Index MOO. 

Other objectives of this study are defined as follows 

Ili To develop computer programs of all the feature selection 

techniques in order to differentiate one land cover class 

from the others. 

(11) To Identify the best two bands and bent three bands of 

LANDSAT-TM data for land use/land cover classi'fication 

using feature selection techniquee in the study area. and 



( Ill) To `asses§ 	compare the 'classifIdetTon 'accuracy of land 

,uSeAland cover, Leases identif led from best °ceniblaai(Oir of 

1.4 ORGANISATION OF TOE THESIS 

The whole work has been presented IR seven chapters as 

described below. 

Chapter 2 deals with the of of feature selection techniques 

for remote sensing data analysis. 	Chapter 3 describes ,  the 

mathematical relationship of variatiaMPeCHAtifebbblaii1.1141134HatiiiiiieS, 

which ..cati. ho.ased •far 	s4tection 	hest v halal& comblilid ion. 

Chapter, .gbves-iiihe-irtformehloa i-egirr,415011(ha, 3(161O9 	bharblia 

satel I Ito, data. used.. Chapter S cat R Peg that rigthallo3h4y ldndptde 

and the analysis' procedure: of satel I itr 	u.rng,  feat.. 

..b1ctIon obecaniques, 	331®paer 	cles,Olbesm Slie,,ehalyster of 

sottelltte data :.andl ahairs. resat°, lwhith.mnia 33,13453.11 by 

dIS,IsaboaSil 	whtle 2 fur ',a/beater 	sbhes rrr bblib111916115 r  ',and 

reemsPeisiabifital 1111, We -.Way..., 



CHAPTER 2 

ROLE OF FEATURE SELECTION TECHNIQUES FOR 

REMOTE SENSING DATA ANALYSIS 

Remote sensing data product may be used to extract the useful 

and update information about land classes by the following two 

methods of analysis 

(a) Manual interpretation 

Oil Digital interpretation 

2.l MANUAL INTERPREPATION 

This method of image analysts makes use of some 

interpretation elements, v1. tone, texture, location, pattern, 

shape and shadow, alongwIth the analyst decision, to analyze 

hardcopy remote sensing data. However, this approach of analysis 

is not so effective because. the perception of a human being Is 

limited only to 10-15 gray level. 

2.2 DIGITAL INTERPRETATION 

The digital method of image analysis makes use of computer 

and remote sensing data to extract the useful information. 	The 

various approaches of dig1181 classification are (Mather, 1987) : 

(s) Surervised 

(b) Unsupervised, and 

(c) Hybrid 

In Supervised classification, the location of the certain 

classes are known prior through aerial photographs, published maps 



PefsoPPP eXPef 'tors OPatilt,  19071, The analyst ,deaarcates 

9'.00c  sae0 7y k7,171 Od071lty on temote penslcg dolt known as 

11717107 IIrPIPPo .WIllekarekthen/ used for the,y10001fl19710,ofl.thO 

.o 	AP= cP.PP-fed 97 POPOrYisedu  classification, Unsuper...0d 

classlf icat Ion dqes nob require Petalled gr.. reference dataIat 

the start of classif ln,0*no, In thls ,technique, tele MM.,. 

VOW. the 0091HyI7000 07997 dAfOoront apectral ..asset, depending 

UPPInPhulrorOrIOPbbIlloo/Palgosi 	Onalrysto then.. assign& these 

,opputrot ,elossePotillboodatrgational olassee; , Iloasmed odu ground 

reference data or knowledge of the area. 	:rut Hatt. 

blISMIf l000l9f, two or P.M, c..ificatIon.algorlthes -nay kW used. 

For example, a Hybrid classlf ler having Parallelopiped andfHaxic. 

Likelihood algorithms, flrst uses the ParalleloplPed and then 

(9011101, 10771. 

0-1 fttf Of .itellalg..SELEGItON 17911111U0S 	, ■ro ■11, 1 .0 

Feature 50170417et h.eohntcuee. ar0-. heeded),  tot o.tto 

classificat/oR,Otteette. oensialg tate by tuPorslsod ebtroaEh. In 

all the three algorithms of Supervised..approa. 00,770 $111 be 

explained In the next section, the tralhbugudatiii,eouired as an 

Input. The tralnIng data are collected either In , theottette br from 

teforeuce data ■svcIno...pllbl1009d mats, aerial photographs and 

llteraburp.,, The ,tea/n1wg Idelth -arc edrleuted 	 ,oh&IiSl000 04(10  

lelontlf./ed frt'0 reastte ensing (echoic.: These ..classen nee 



located, . tha'dleltat resale.  tenting Nat, 61,1 tralnIng atanstIcs 

computed. The 'training' stdt 1st Ids ,dateate 	 need by' darloIls 

restaresselemtlert tasholeuesltdmdelSCS Ian'aptle,, silt/let Zetainde 

from an the available Snag or a sensor. 	Thi's' 

combination` of =tands 	 tbe,dostIbr ^6-1 asst ft cal on or 

compatatto, 	Storage' aPee,' 

comPsosisIOS tbe,  Peccraey 	elaSsifote idditf.,, 	, 	" 

thus eature 4e."" ItecrinSkjeas. Wrap. IMpor,E 'Ant Sele 'for 

themrlaselFloateohl ofsetgltaelsatelnealdare,tiledileOlilIPIV the 

avaltable tessdaerrsm-tteenSOI,  ey eMgb, gn^tldIFbe, 	'LASIDOSPITM 

Various ...atm,. ,ffideteto, teehhfeues Asa,. 

2.4 INFORMATION REQu4eiriS OF SUPERVISED CLASSIFICATION ALOORITNIIS 

The Supervised class, IcatIon al orithms broadly re uires 

input data In the form of mean, standard devlatIon. minimum and 

maximum brightness vaIcesseildleStrineeleaddetalkeTinet,te S.684•IvCa 

cee,,,...eareecet•ee the ado,t1.17-,,,,rSe.7). 

r 	Tha,vwfous .Supervlsed eleest011eaelarrVINOrIthms' 	- 

t 

 

CultKnim..01qtaroa 	 1 ,13, 

cr 	(Ill Pettattateett.d.'" 

Bldbance 	1.0 the 

tile,neen IbrIghtmes. Vedts,  Or,  tna,twelnhag. 	each ',tea, ie 

all specbrai ,baoas 	 'a!rgokillm 



requires the mean value es well as standard deviation of the 

classes of interest In all spectral bands. :fhablaximum Likelihood 

Classifier requires mean value and verianee-covariance matrix of 

the training data for.each class•in each handAlensens iS851.- 

The Minimum Distance classifier As furtherulaborated Us it . 

has .been used for the present study. The advantage of. MifilTRUM' 

Distance clasifier Is that It is computationally easier( .and 

faster. However, It does not produce very accurate results for 

class having high variance, as only the mean values are used by 

this classifier. 	In this classifier, the distance between each 

unknown pixel (BV, ixl and teen vector (hI is calculated and 

the pixel Is assigned to that class whose distance is minimum. 

The Minimum Distance can be calculated either by using Euclidian 

Distance based on Phythagorean rule or Round the Block Distance 

(Swain and Davis, 19713). 

Euclidian Distance is given by (Thomas et.al., 11487) 

EL  = /1( ev, j.  - Dc.k )2  

Where, 	. Pixel value at location (1,1) In band k 

pc,k 	= Mean value of class c in band k 

= Humber of spectral bands used 

Bound the Block or LI Distance is given by (Thomas et.al. 

1987( as = 



L' = E k f 01 
k., 	,J, 	c. 

In the.present study; the Euclidian Distance has been used 

for the' cemputation .of minimum distance because it IS 'most 

accurate' and basic-method to determine the distance between any 

two hoints. 





CHAPTER 3 

VARIOUS FEATURE SELECTION TECHNIQUES 
3.1 INIIIODUCTION 

Once the training statistics for each class In each band is 

collected, a Judgement has to be made In order to determine those 

spectral bands of a sensor that are most effective in 

discriminating each class from the others. 	This process is 

commonly called 'Feature Selection', which eliminates those bands 

from the analysis procedure that provide only redundant spectral 

information or very little information compared to the other 

bands. In this way the dimensionality (i.e. the number of bands 

to be processed) of the complete data set can be reduced 

significantly. 	This, in turn, not only minimizes the cost of 

analysis but also It reduces the computational time and storage 

space. 	Feature Selection involves a statistical analysis to 

determine the degree of separability between the two classes ill 

the training data. Combinations of bands ere normally ranked by 

feature selection techniques according to their potential ability 

to discriminate each class from the others using , ' bands at a 

time (Jensen, 1988). 

Statistical methods of feature selection are used to 

quantitatively select the subset of bands from all the bands of a 

sensor that provide the greatest degree of statistical 

separability between any two classes 	and .d' 	The basic 

problem of spectral recognition is lJensen, 1886) 



rGiven a spectral distribution of date,. in. ta,,aads of 

remotely sensed data, finding discriminstion techniques.thet will 

allow separation of major land coverLelashes.adithletAintlimm of 

This probled.ds.demonStrated gliagrannetleallyr.th,Flg: 3.1. 

using two classes in single band data. 

On examining a typical histogram shaXn in Fig. 3.2. it is 

found that there Is substantial overlap betwen classee 1 and 4 in 

band 	and between classes 3 and 4 in band , '. When there is 

an overlap. any decision rule that one could make to separate or 

distinguish between two classes must be concerned with the 

following two types of errors ) 

(I) A pixel 552 00 assigned to a class to which It does not 

belong Out error of commission). 

(it) A pixel is not assigned to its appropriate class (an error 

of omission). 

goSh tydesLaTaraorS)cah . 	sigUptimum 

subset nf heeds rah.,  amOving 

techniques. If the trahninSAaCarron darn MlhaS'irna.M.Thaddva. 

assumed to SO 	,diStMtbdted En...fated, ...2 DYE. 3.1. 

useParabiiitir'Sassarear......4).4)Re tdardiffii 	 'Tn%S&t  

or, man., 	 L u ttt,  ..vrt) 	'Luis). 

3.2 FEATURE SELECTION TECHNIQUES 

Literature reveals that the commonly used separability 

measures for feature selection are 

10 



(9) Transformed Di vergenoe 

scA2JwilhattedbaryerD1sitance 	Ns, 

(3) Jeffreys Matusita Distalsei and,. 

(Si DrIghkhess,Value Wyesdapp,ng.3ng,g, (gwpi), h, 

3. 1 Divergence (DIV 3) 

Divergence lass one of the first measures of statistical 

separability beetween the two classes used in the machine 

processing of remote sensor data, and is etil I wide)), ueea as 

method af feature selection (Swain and Wacker, 1971 Haack)  1983). 

It addresses the basic problem of deciding combination of the best 

3))  bands out of 'II' bands to beused in Supervised 

classification. The number of combinations )g)  of 	bands taken 

W hands at a time is defined 	(JenSen, 1986) : 

C  r 	 r.ia.n 

D9),(71,7,013S7,711 ,-Cands J4uscludinghthesses1 band). if 

Inhx.he alasainaettoi, the . 
-Uko4S,d1ggetb9(1.0.04,77eepch .0016410e817,83,,,, ...el 5 , 

41.5.e.ilmehleaa ,p6,0114‘.8,,,,0/V 70e„hes1 
,P,414.144-P.PJ111,, 4,  4°80414 493 174.te,..an.and:roa.,./anseHeawarlsmee 
matrices of class statistics as ,11.711),,ed■,.1,7..tut,talealni.ngt 
The degree of Divergence or 'sewers]," ity' between two classes 

and d (DIV,d) can be computed as (Swain and King, 1973) : 



where, 

Tr - 

	

	Trace of a matrix ( 1.e, the sum of the diagonal 

elements) 

c,d = 	Two classes used for separability analysis 

Cc. Vd = The variance-covariance matrices of brightness value of 

the trainireg data f' the 'two Classes, -6 and...CT...under 

Mc, Md = 	an matrices oTbrightne, values' of Cl..Tralhing.hta 

The sizes of the variance-covariance matrices 	4VW CTT 

the -- —t,"" 	1r7!'*"?f ;•!71X:Mm'r 
- 	used In the training process 11. e., if_Thren,hAndmurpeTrained 

upon, both .1.y & :V0h. vouldbematrIcesof 3x3 dimenzion and both 

.1.1a.  would be matrices of 3x1 dimension). 

Although, Divergence only provides a measure of the distance 

between any two class density, its use can 	be extended for 

multiclasses by taking the average of Divergence values over all 

possible pairs of classes, taking a, two classes he and 'd' at 

a time, while holding the subset of band hi', constant. .A.kfhpf 

subset of bands .g.  is selected for the same .m.  classes and 

analyzed. The subset of bands havinf the maxlmum avera e 

Divergence is considered to be the superior set of bands fon„Thp 

I2 



classification purpose. Average Divergence can be expressed as 

(Swain end King, 1973): 

where C . Possible Dauber of combinations for selecting a pair of 

Using:equation- (3. 3),, the bands stbset .q' with the highest 

35308 

average Divergence is selected as the most appropriate subset of 

tp 21835313 dm.  Classes. The major practical problem with 

DIVcd  is that It continues.,to increase even after full class 

SaPar,,bikit).,"Is -attained. 	" 

3.2.1.1 Matih;maKiMal'Pdopelq.ies or Diva.... 
The above expression then leads on to three mathematical 

p330511155 If 1125355325 )S3213 580 18115, 9)3). 

(1) Dig, . 0 

	

	The Divergence of one likelihood 3151 ,'112113.8  

relatlme to Itself is zero (the classes are 

identical) 

'17 I I 	 rDiO;.;ie 11k5l1fl0378211372 the 
s'g"reaier d'he7"iero 

6117"1/IV7idVdc  .77175732e37e iS 	cjasses over 

11235 	

adme'n'  cli:dnh'i',dqat'deathre'snhce: 

ZaiT3 	 ling 
jr: 



3.2.2 Transformed Divedgence IDEV,T1- re,,,,,,,, t 

, 	A AonnAAAA rebablonship , bctween.:the classificatidh accuracy 

070 avergence , ex1Sha due toi.the- ernboned,MheracteristibWEdf , bbia 

measure as , shovel M Rpm .X.Dc 'Thus; a trensfermation,  hae ,heeb 

applied to seturabg Dlycd  measure to mor Vesely represent the 

correct class. icahlon, 	bleowm ,  ID, ' 	which 1deldcel 

Transformed Divergence (,11VcdT, (Swain and Davis. 1978). 

Tra,EDermed Divergence is calculated as 

'e 01(7) 

00800001F?8'r?  to 

..4  ■Ite :alab 

saalas 04 007078 1.. , 

an tormetl 70001 ge ve94  S0 2009 Sugge.b. RX.bdienb, ,dass 

seP,''llre-P'e,'Erre.,e1P9R,,P74?Pe.eP.9.1,444 :8492  .XPerAbb.b. -J* 

705 001, !!.:!Fl wefp 00ef 000.0-0057 0E10 E4D.Er89. 	XVI,  

000
80 .02  P,99,7088.fiRm, W.74090  1.E41,7,,PMEdeP4.1,9,49M,  

' 

	

	The average Transformed Divergence value for a,combinmAlsonmf 

bands and best hands combination for classification calculated 

using the process explained IfEmectton Thl soredetalls are 

given in Swain and Davis (ISM.' 

14 



3.2.3 anatum, 	scd • 

• The lIhattacharya, Distance (19 d ) is anther Measure of the 

statistical, ,separahl I ityL between_qoaira of,  emit ivariat, CaUssinn 

4AStrIbubion.antl 	expressed. as ,Isukin and ,King, 1973) 

C . 	 riet! (d 	d)/2 

(to )  	Ha, 	t,  •  

,i/awyd ,./detivd.) 

"?...7, m7, 	 mR^s,,,,p,m■—xY 
net = Determinants of the matrix. 

'Frraelea tlie'best 'q' 'hands 68. the 	 sands for 

Searalri I itY dt 	'ffi• 	 is 

'talealitect 	 paY14 oiL Sasses r.r .  all 

PoSaible'Decoh", 6.. .ha '9' banUla from' •n"al sons.the best 

bihge=abe 

olaiviee 	 The 

aVarrahe b99964719176.b9Mbgar•Ya 	 be'bgDragged 	(Swain 

97.9,91■99.'91973)". =9,  vu,  

	 E • E
.. 
 acri 

c-1 d=941 

It nee been found that ehattacharya Distance le more 

appropriate to inter class separability problems than the 

Divergence Mn.), the class probability distributions are broad. 

owever;  when the classes are well defined both the Bhattacharya 

IS 



Distance and the. Divergence approaches yield- simile: 

results (Thomag et. ed., 1987). 

The more details are given In Swain and King (19731. 

3.2.4 Jeffreys gatuelta Distance (Jcd) 

A saturating transformation applied to Bhattacharya Olsten. 

(Odd). yields the Jeffreys Matusita Distance (-Ica), which is given 

by the following equation (Swain and King, 1973) 

Jcd  = 2 (I- top (-13cd11 

This statistics also gives an exponentially decreasing weight 

to Increasing distance between the clasSes c and d. Since the 

value of EXP(-Bed) lies between 0 and 1, Jc,„ ranges from 0 to 2 

with 2 corresponding to the largest separation. Swain et. al. 

(1873; observed that this saturating behaviour of .10,„ is 

responsible for its utility as a feature selection criterion 1n 

multiclasses problem. For multiclasses problem the feature 

selection criterion Is taken as (Swain and King, 1873) 

a-I m 

jAVE = 77-Troi:E E jcd 
awl (1=c+1 

"ere JAYE = Average Jeffreys Matusita Distance of all the classes 

In the number of bands used. 

J A,E  values are then calculated for all possible combinations 

16 



of bands and that subset of bands Is chosen for classification 

which gives the maximum 	value.AVE 

3.2.5 Brightness Value Overlapping Index (11VOII 

This recent approach to find the set of optimum spectral 

bands is based on the degree of overlap in brightness values 

bet,men glasses., called nBrightness Value Overlapping Index= 

MOIL The method Is simpler as compared to those digctmsed 

earlier, mainly because of the requirement of less nwnber oldqnput 

parameters which reduce the computations time (Saha and Budralm  

1991). 

The following mathematical expressions 	used for 

calculation of 91/01 (Na and Olson, 1989) 

NJ. k 

km1 

rta = E 
J=1  

01.2 = 
	

lib  brightness value within a class or band 

(01,k1 	0900000 00 brightness value 012. 

NJ. k 
	 The range of brightness value within class 

17 



the olksseo n,  band' 'k', 

Mumberof classes lathe:slats, set,: And,  

Fts 
	Total average cumulative. frequency over •aii 

clAsses.:  

If overlap sloes rot exists 'amongst  

then, 

'tk 	£ FJ,k = F. = 100 

Ft. = i1 £ Ftk 
k=1  

3:12) 

Fi 	 rrequncV ror 

Number of spectral' banns, 

Faj  = 	Average cumulative frequency over all bandSW 

so, Fi,:issirlse!the:band-adirage: of Fli's 

where F. Is defined as the=euMblative freqUendy'Per :Uhdihbin data 

set ot,t6Inglbsbdsdpighldn dPbObO eqUAllik1400-peddentviindlfd'iS! 

the'totatcdoilstiveteergiondiek, .6ebn'elassa Ili' WA NP. 

If overlap exists amongst the classes in aned''k" 01100 

rt,, 	E Fi.k > F-O'w'466't  

The degree' of o4ei, I ap' 4iMonkg t 	iiat&ii.inw& 

RVOIFta q6i,  band le)  ' 



and evq1  F,a/N 	(for the data met) 	- 

The steps Involved for the computation of BV01 are summarised 

(1) Determine the maximum end minimng brightness values of each 

clams from tratningdatm of mach spectral band. 	' 

(U) . Determine the bumulative:. percentage of pixels Having 

brightness value ranging from the. minimum to maximtem for 

mabh clas,:basedbn the  histograem OR the ,4hOte data get. 

(iii) Repeat steps III and (it) for each class in each band. 

(iv) Compute the average of the cumulative pereentage of pixels 

,tlb,bll bands for each class, 	, 

Iv) Sum the cumulative percentages of pixels for all classes In 

each band and sum the averages of cumulative percentage of 

pixelm In all bands for each class. ' 

(vt) Compute the 6001 value of each band by dividing the total 

cumulative percent,,,,bor,. speciftedrihandIltm 4-be., corn er 

()Oh )  ThIT)6091 tUlle flogleft datMrset A, dettemthedilmm dividing 

the b5), qE tOM ,ItYmma8M of Cii heeldln.,tor vegehOulass,  . by the 

OROILIE OF A FEATURE SELECTION TECTIgIQUEm t  2, 

It is clearly evident that each or tho r.vidwed feature 

.e.FPRPJSUWOMrl'IbbamMIUUTUTro 94..loUpgey Oltd.diebdvUetages 

It ,to,, ,or the computer reseurces,applIcublIity to one .or more 

I O 



dimension, ability to reliably assess separability, .detc.,,  

Acknowledging the above factors and previous experience, Taomas 

et. al. (1987) suggested the following choices bf dIfferSOG 

feature selection techniques In different situation.,  

(1) if the classes were tending toward true homogeneity and a 

limited set of bands is Go be used then thr'cliolkttl4fif Ite-

the Divergence. 

(11) If the same situation as (11 applied hut the ',Thole set,  of 

bands Is to be used then our choice will-be thekteariaflidged .  

(111).1f.the classes are less truly homoseneens.  and SIlmItecilbei 

of bands is to be -used then out chdlce.,11 156 Phatiather8tC 

Distance. 

(iv) If the same situation as to (11i) applied, but the whole 

set of bends is to be used then our cholte vill bedeffetyS'' 

Matusita Distance, .nd 

(v) The 0701 technique Is applicable in 611' IheeaseS 

mentioned above. 

However, soy feature selection technique is brut 

.meandtodan-end'. The final choice ■7  the selecGion of Umadvthat, 

are used In the classification process and the final evaluatton is 

how good, or bad, is that classification product,  

20 



3.4 CASE STUDIES 

, 	A. large volume of llterature related to feature selection 

tophniques are avallable. vSelocbed case studies have been 

discussed herb under. - 

Fealwve Selection of Multispectral Remote Sensing Data' 

The Divergence and Transformed Divergence distancea rorre used 

by Banat ..(3978) with 	the ISDO - Hultispectral Scanner for 

datBamlaaticmrof ,:and:.use! patterm in ganchmahal Diarrit of 

Gujarat. The data were available in floe spectral) bands; -first 

800 

thAge) Panda .1  vlalhle range. fourth band in the infrared region 

g.f1ftry hand 10 the thermal infrared region. Only first four 

bands were used in the study. Both the feature selection 

techniques were tested for foor classes. viz. water. barren land, 

earMat.and -vegetation. 	v 

The Divergence and Transformed Dlvergence disIances 

wOr'e gH(OUlatAd for all pales of classes using equation (3.2) and 

(3.4) for the following two cases ( 

(a) Selection of the best two b(oods from the available four bands, 

)b( S,1200100 of the best three banda from the available four 

It was found thht Sands and 2 are the best bands for first 

case and bands I, 2 g 4 for the second case. for identification of 

all the classes. However, for separating any particular class 



from .the others, the )optimum bands ...Ration was,  different, 

which reflected that the feature selection is considedably 

d040,,0 00 the classes Of .interest, Further, it was foul-WA.. 

the„ standard deviation for barren land is mOrethariltIgd. of StRef 

nlasses, which indicated that this class to not gibmogen'eoutcsna 

may have some mixed vegetatiOn. Thug, a-detalied ground'thdh 

Information fon these classes is required'toCidentify hOd dest 

3.4.2 09010100 good 501005101r:for Supervised Classiftbdtial 7  

.Mausei et. al. (1990) selected an aRrIOUltUral 	Seilr'fhe 

town of Weslaco in Hindalgo Country, l'exigllo use 'featdre 

se'ect'°' 	, S7174.7. 	telVr7.)c:r7 

classes. vim. cotton. cantaloupe; sorghum, Johnsog,grogs,,,  pigueed 

and bare Soil. Training areas (24 Nos. 1 of gime 7.00 x 9.20 were 

selected randomly. TRe site was imaged on 31st May and 24th Ady 

1983 near noon on moderately sunny days from an altitude of 900m 

using USDA - ARS multispectral video system in order to 0111000 

spectral information in four spectral bands (0.46 to 0.43 pm, 0.52 

to 0.55 pm. 0.64 to 0.67 pm, and 0.84 to 0.89 pm), The data were 

digitisa god
,7rT.7,e1to 

 Cr000. 0001906 0011 TMeTpr 
data set with a spatial resolution of 0.2 meters. 

Training statistics were extracted from 011110 each. of the 

24  training Plots on false colour composite. Mean salu and 

variance - covariance matrices of brightness value for each class 

22 



The .Divergence, Transformed Divergence, 

545ttanllarya Distance and Jeffreys Matusita Distance were also 

ceemlnitedtfoXpall class.pairs of one to eight banda ,boutbldations. 

Supervisetlipaussianbiazionun Liktillood classiflicatien Wooed., was 

aPPitaactecottlestfy.. the,:entire digital, image. Tesaltcalearly 

showed „teat ett Ancrease in spectral' bands .after three-tb four 

FCc,Fl.c.j/and,herdill  tuoreases the ,pecuracy ,of. claseiticatIon. 

In fact, the accuracy stablized around four spectral bands, as 

shown In Fig. 3.5. The CPU time required for the different number 

of ccallinaltans car. Mends care also. shown 

indAcalechthab the,CMU.time tncreases appreclably with an increase 

1n,number of bands. 

S.4 .0 UmpaSetata in Vegetation Separability Using Transformed 

Divergence 

While analyzing different vegetation types for river 00,01, 

(19911f and that titer: SSS  oniUaladtn the 

and heather. The Transformed Divergence produced very poor 
u.J

agloo:Matiolt'tetagennesc/asee;:'PF'6F 

iLYT, 

Incorporated aleaPWlihUhe'MagsatelUite 'aaanoleeneCraining 

each lass Ir, ae 5511 a  roll 'frsosfor d DI ergencS Cf .11 
CC diaSeeSimproved signFicantly For rawdata of Year Ism the 



value of overall Transformed Olvergence.ror best bands combinatiOn 

was found to be 1892, :while a best combination of raw data with 

synthetically generated mdatb,  'gave' an' ovetall., BrangfdfmAd 

Divergence of 1999. This value of Transformed•Divergencb'indidaied 

that excellent separation between the classes cam be -SChIbvdd If 

synthetically generated data are combined with raw satellite'data 

using the sane training data. It was further mobsebved■that %he 

classification accuraoy -Improved from 7011 to doproximately 133.60. 

yhendthe'raw data and 'enhanced data were unedqh coibination(''m 

3.4.4 Selection of Spectral Band Combination for Land Cover/Land 

Ube Claboification Using Brightness Value Overlapping Index 

19001) 

VOO 900..0  (i..l) aPolled the Brightness Valoe 

Overlapping Index technique of feature selection using digital 

LANDSAT - 	date. of Jan. 1986 in order to classify the major land 

cover classes over a part of Central Gangetic alluvial plain, in 

Aligarh District. The major land cover classes present in the area 

were waste land (salt-affected and water-logged land), cropland. 

water bodies and built-up land. The date. used for the analysis 

included five spectral bands (1, 2, 3. 4, 8 9) as band 7 data not 

Included due to Its had quality & noise. The training sites of 

different land use/land cover classes were marked on topographical 

maps during field visits, which were later identified on the 

digital image. Training statistics for different land cover 

classes were generated to compute 0001 values of each band. After 

24 



PQmPutablah of IWO) value, In each bat., the 60110.1,9 fowl 

specteal..bands combinations, were used for classification employing 

MalltmumsbagellhOod:Supervised classlgthatlon 

(1l) —Bands 2; 3 amd 4  

MO Band. 1. 4and.5. and 

41v) Bands,2) 4 land 5  

_:Throe rror matrices. were also generated.to assess the accuracy 

of classlficatton folvall the above Tour..bases. the result indeed 

that the combination of bands 2, 4 ands gave minimum BV91 values 

and maximum classification accuracy as 96%. SI llarlr, combination 

ef' 6ande1.'  3 and 3 UProduced maximum BV01:  values and minimum 

clessification accuracY as 86%. 

The most. vital precaution to be taken for this tehonlutle la 

to avoid combination of bands having even small BV01 value but 

higher correlatIon(Saha and gudrat. 1991). 
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FIG. 3.1: THE BASIC PROBLEM IN REMOTE 
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CLASSIFICATION (SOURCE : JENSEN, 1986) 
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DIVERGENCE 

FIG. 3.3 PROBABILITY OF CORRECT 
CLASSIFICATION (P) Vs. DIVERGENCE 

(SOURCE SWAIN AND KING , 1973) 
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FIG. 3.4 PROBABILITY OF CORRECT CLASSIF-
ICATION 01 Vs. TRANSFORMED DIVERGENCE 

(SOURCE :SWAIN AND KING ,1973) 
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FIG. 3.6: SECONDS OF CPU TIME REQUIRED 
FOR CLASSIFICATION TWO TO EIGHT BANDS 

(SOURCE : MAUSEL et.a1,1990) 
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CHAPTER 4 

DESCRIPTION OF THE STUDY AREA AND DATA USED 

4.1 SALIENT FEATURE OF THE STUDY AREA 

The study area comprised of Patna and Its surrounding, lying 

In the North West part of the Bihar State of India (Fig. 4.1). It 

lies between approxinately 85'07' E to 8517' E In longitude and 

25'32' N to 2542' N in latitude. Patna is the principal town in 

this region as shown In Fig. 4.1. The river Gangs passes through 

the area approximately In West to East direction. Comprising about 

236 Ema  area extent. the study area covers a part er indo-GangetIC 

plains. The whole area covered In the LANDSATimagery of path 

row no. 141-042, and Survey of India topographic sheet no. 72 

at scale 1.50,000. 

The area was chosen primarily as it is agriculturally 

predominant with nearly all types of land use and land cover 

classes such as water bodies, natural vegetation, boulders, urban 

and sandy areas. Other factors Included 111 Ground knowledge about 

the land use and land cover pattern, (11) Availability of 

topographical map, and (1111 Easy availability of satellite data. 

4.1.1 Climate 

The winter season around the study area begins towards the 

end of the month of October and extends unto the month of 

February. The peak summer months are May and June. Rainy season 

extends from the middle of June to the end of September. The 



minimum temperature touches 4.C, though the maximum teniDeraturb - 

attained is 43C. The area generally becomes flooded' in rainy 

seasons due to appreciable increase in the flow tenet hi  

Gang, ,be ricer Gana tee teencheliging'Ata aoured cohhideraly 

4.1:D-Land Use and Land Cever Clantes - 

The area is having nearly ell ,ypee be' laird -Usa'aA :  tend 

cover L 'elasses.”-Hbvh4gr, :4gietatiOn 'and' - thae'urban" 

preadianant claSSes IT the 	 '- 

beihe'Litiverted to urban.-  area due to fast 'aevelopeeht.-. tie 

area.' basely 40k of the area is under vegetatioh and 30%. ai'116" 

area consists or ceraaa'tweas,6 itecer lox 'Of the s,,Wa ceceih'ia,a 

water agates In the form of 'leer Gauge end its tribaisries, 610.11 

ponds, hre: and regileing''phati'ha ih Covered erthhtiter'les4c0,ieW 

The six major classes were recognised by Kasai' 

the 1:50,000 geocoded F.C.G.. toposheet and the visual 

interpretation followed by ground ate". or the 	 ' 

classes hese been taken roc the present analicris. ThesinaT'''  

Vegetattnn  

MI) Dry sand 	 ,Irt 

(iv) ikt sand  
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iv11.6oulderm 

For the., enAllads  comprised 0,,,5120512 Pixels 

equivalent to roughly 296 sq. Am..on,geound. ,lhe, entire. area,. 

imaged on 25th January 1992 by satellite LANDSAT - S 76, 	covers 

under path row no. 141-042. The order,wam,glyen to NBSA.for-supply, 

of 	1.irvi. 9f LANDSAT 5-TM of study e6ea but only band.,,, 

3, 4 .60, 7 NeCV.,supplled,,due LoLdheir distrAbutton,..mmlicy, 

Althaugp, band z tl t 	P■ 
data mltb hand,d., Therefae, band 2,and 5.data mill, not cont...06 

sigelficantly for feature ealectlua  as 	ee clAsSA61eation 

tecB6'566P.. the,LUdy nreq,CAY.6..4,-9.—g and 7 daLe,  were ,, 
used for study lairgose.  Plate 4.1 - Plate 4.4 show the, entire 

.""dR 	!9'7 	do add it Ion, 
001 topographic sheet 72 1- at a scale of 1,50.000 surveyed,An 

.7°  

VP,IT 71) 

It tO a PC  based Image amocessing system deydoped by,j000.:  

Bangalore with the ale to reduce the cost of cl1giteA,, 

analysis. 

Initially. the analysis has been planned to be meerled.,..t 

using topopheet only as a source of ground truth. The analysiS 



gives poor result mainly because of time difference of saL),.....a 

data (year 1992) and toposheet (year 1976). Therefore. the option 

or ;ming digital inmge as.ource or 	truth has been carried 

forward by generetng a1) F. 	using Ms 7, 4 and 3 

(Nate 4.5) with the help of ISPOVISION. 

The interactive pa, of I the equipment /Sae been uSed- to 

delineate training areas on the image itseIf as shown 1)Plata 

extract the training data an finally cl..4.6 the entire 

,mage. 

.1 pc - ST 

7IC - i has been used o extract the statistics ,of the 

training data and these are subsequently used for various feettige 

selection techniques. Computer programs for the generatien or 

training statistics and feature selection technique 	ave Peen 

written In FORrliAN - 77, the details of which ere given 7n next 

chapter. 
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PLATE 4.1 	STUDY AREA ON LANDSAT-5 TN, BAND 1 

PLATE 4.2 STUDY AREA ON LANDSAT-5 TM, BAND 3 

34 



PLATE 4.3 STUDY AREA ON LANDSAT- S TM, BAND 4 

PLATE 4.4 : STUDY AREA ON LANDSAT-5 TM, BAND 7 



PLATE 4.5 : F.C.0 OF STUDY AREA USING TN BANDS 7,4 AND 3 

PLATE 4.6 : LOCATION OF TRAINING AREAS ON F.C.0 SHOWN IN PLATE 4.5 
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CHAPTER 5 

METHODOLOGY 

Data analysts using feature selection techniques Invorves a 

systematic approach. Fig. 5.1 shows a general flow chart 

representing the approach to be adopted for feature selection 

techniques Including accuracy assessment of classified data. Each 

step has been briefly explained In the following sections. 

5.1 IDENTIFICATION OF CLASSES 

For analyzing satellite data, It Is necessary to Identify the 

number of classes depending on the user's need and the level of 

classification. 

In the present work. the following six major land use and 

land cover classes has been identified (Kumar, 15931 

1) Water bodies 

II) Vegetation 

ill) Bry sand 

Iv) Wet sand 

vl Urban areas. and 

vli Boulders 

5.2 SELECTION AND EXTRACTION OF TRAINING AREA 

In order to perform feature selection and subsequently 

classification of the given data, It is necessary to select and 

extract the tralnIng area for each class In each band. In order to 

have 	good training data set. a minimum ntmber of pixels are 
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needed. For the same, Fitzpatrick-Tins (1360) has suggested the 

following relationship 

22  x P x Q 

2 Normal variate 

P =Expected accuracy (X) 

Q= 100 - P 

E 	Allowable error (W), and 

N = Minimum number of pia,. far  all classes 

I n Pnesent stud, r = 85%, Q =15%, 2 .2 and E = Sa have been 

adopted. Using these value, minimum number of pixels (N) comes out 

to be around 204 for all the classes. However, the above 

relationship Is not the only guiding factor for selecting minimum 

number of pixels. Tillesand and Kiefer (1973) have stated that a 

minimum of lOn to 100n pixels should be used In training area for 

each class, where n is the number of spectral bands available. It 

Is 

 

mine suggested that more the number of pixels ased, the better 

is the statistical representation of each class. 

In the present study. the above guidlines have been kept in 

mind while selecting the training areas for each class on 

TANDGAT-5 TM data. The training areas have been selected using 

toposheet an generating 	F. C.0 of TM bands 7, 4 and 3 on 

IS 	SIGN. The training areas have been marked on digital F.C.C. 

image (plate 4.61, using mouse which activates the cursor on the 



display screen of 1SROVISION. The co-ordinates of the opposite 

corners of rectangular training areas have been noted from 

ISROVISION, which subsequently used to extract the training data 

from the Image using computer program written In FORTRAN-77. 

5.3. DETERMINATION OF TRAINING DATA STATISTICS 

The statistics for each class such as mean, standard 

deviation, variance, minimum and maximum brightness values have 

been generated for the training areas on F.C.C. image. Computer 

program has been developed for this purpose using a PC-AT. These 

statistics have been further used to generate variance-covariance 

matrices and correlation coefficients matrices for all the 

classes. All the above statistics are required as Input to feeture 

selection techniques. 

5.4 APPLICATION OF FEATURE SELECTION DECRIFIQUES 

The four bands of data have been analysed I.Ging all the five 

feature selection techniques as described In chapter-3. Among all 

these five telicniques, the first four viz. Divergence, Transformed 

Divergence. ilhattacharya Distance and Jeffreys Natasha Distance 

have been found to follow the same pattern. Thus, these have 

analyzed simultaneously. The fifth technique (114011 has been 

analyzed separately due to its different behaviour when compared 

with the other techniques. 
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5.4.1 Determination of Seger...flay Indices Using Divergence, 

Transformed Divergence, Ehattacharya Distance and Jeffreys 

Natasha Distance 

In these feature selection techniques, the following two 

modes of analysis have been accomplished r 

(a) Selection of the best two bands from the available 

four bands, and 

(b) Selection of the best three bands from the 

available four bands. 

The two bands can be selected out of four bands by 6(4C2) 

ways. So, the possible combinations of two bands are (1) 1 and 3, 

(II) 1 and 4, lilt) 1 and 7, and (iv) 4 and 7. Similarly, there 

are 4[4c2) combinations of three bands that can be selected out 

of four bands. These are (1) 1,3 and 4, Ili) 1,3 and 7, (ill) 1,4 

and 7 and (iv) 3,4 and 7. 

For the above two cases. the Divergence. Transformed 

Divergence. Dhattacharya Distance and jefireys Natasha Distance 

have been calculated fqr all the 15 [6c,  ] possible pairs of 

classes and combinations of bands using equations (3.2), (3.4), 

0.51 and 0.71 respectively. In addition, the average of all the 

separability measures for each band combination have been 

calculated. Figures 5.2. 5.3, 5.4 and 5.5 show the typical flow 

charts for the computation of Divergence, Tranformed Divergence, 

Dhattacharya Distance and Jeffreys Natasha Distance respectively. 

These flow charts are self explainatory. 



5.4.2 Determination of Brightness Value Overlapping Index. 

One owl technique 	requires °DIY minimum and maximum 

brightness values for each class In each band from the training 

data. Using these minimum and maximum brightness values, the BV01 

values in different bands have been calculated using equations 

(3.91 through (3.16). A typical riox chart or this technique is 

shown in Flg. 5.6. 

5.5 IDENTIFICATION OF BEST COMBINATION OF BANDS 

After computation of thev(verages of Divergence, Transformed 

Divergence, Bhattacharya Distance and Jeffreys Matusita Distance 

for each combination of bands, the best combination of bands has 

been determined whose average of the above distance is minimum for 

each technique. In BV01 approach, those bands are taken as the 

best bands whose BV01 values are minimum successively. 

5.6 CLASSIFICATION OF SATELLITE DATA USING BEST COMBINATION OF 

BANDS 

The Minimum distance classifier based on Euclidian Distance, 

as described in section 2.2, has been used for the Classification 

of the image. This classifier rewires only mean brightness value 

for each class 	each band computed from the trainng data. In 

this classification algorithm, the pixel of an Image Is labelled 

to that class to which it is nearest. Based on this approach, the 

entire image has been classified Into various classes using the 
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best combinations of bands. The same process has been rgpeated for 

the worst combinations of bands In order to compare the tgsult and 

assess the utility of feature selection techniques. 

5.7 AGM,. ...MEM 

The accuracy of the classified image has been assessed by 

generating a. confusion matrix or error matrix from the training 

data. The diagonal elements of t. matrix represent the pixels 

correctly classified, while the non-diagonal elements give the 

error of omission and error of commission. The errors of omission 

have been -computed by adding the number or pixels as 	to 

incorrect CIWiS along each row of each class. Similarly, errors of 

commission have been computed by adding the number of pixels 

assigned to incorrect class along coluinn for each class. The 

overall accuracy has been obtained by dividing the sum of the 

diagonal elements of the error via.. by the total number of 

pixels. 

The resin. obtained from TM data are discussed In next 

chapter. 
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CHAPTER 6 

RESULTS AND DISCUSSIONS 

6.1 RESULTS 

The results obtained from the analysis of T1.1 data are 

described In the following.sections 

8.1.1 	Computation of Training Statistics 

As stated earlier, for Supervised classification of satellite 

data using feature selection techniques, the input parameters such 

as mean, variance, minimum and maximum brightness values etc. for 

each class In each band, and variance-covariance matrix, as well 

as correlation coefficients matrix in different bands are 

required. OUT statistical information for all the land use and 

land cover classes, vie. water bodies, vegetation, dry sand, wet 

sand, urban areas and boulders have been determined from TM data, 

and shown In Table 6.1. 

when we visually examine the minimum and maximum brightness 

values., different classes in different bands as shown in Table 

S.12, it is found that not even a single band Is suitable for 

separation of one class.  from the others. For example, If we are 

interested to find out the bands which can separate the vegetation 

from other classes then it is found that bands 4 and 7 are 

suitable for separation of vegetedion from water bodies, bands 1,3 

and 7 ere suitable for separation of vegetation from dry sand and 

met sand, band 4 is suitable for separation of vegetation from 

urban areas and bands 3 and 4 are suitable for 
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TABLE 6.1 Univarlate and Nuitivariate Training Statistics for Six 
Land Cover Classes Using Four Bands of Thematic Mapper 
Data. 

A. Statistics for Water Bodies. 

No. of samples = 4, Total No. of pixels in all samples = 343 

Band: 
	

3 	7 

Mean 	76.66 	32.95 	20.30 	4.71 
Std.dev. 	1.03 	0.90 	0.76 	0.96 
Variance 	1.76 	0.81 	0.58 	0.92 
Minimum 	72 	30 	18 	3 
Maximum 	81 	35 	22 	8 

	

Band 	Variance-covariance 

	

1 	1.76 

	

3 	0.15 

matrix 

4 	0.01 	0.26 
7 	0.09 	0.04 

0.58 
0.03 0.92 

	

Band 	Correlation matrix 
1.00 

	

3 	0.13 	1.00 

	

4 	0.01 	0.26 1.00 
7 	0.07 	0.05 0.04 1.00 

B. Statistics for Vegetation. 
No. 	of samples = 4, Total No. of pixels in all samples = 258 

Band: 7 

Bean 	73.00 	29.16 57.08 14.60 
Std.dev. 	1.83 	1.43 4.42 2.84 
Variance 	3.36 	2.06 
Minimum 	69 	26 

19.58 
44 

8.04 
10 

Maximum 	79 	34 66 26 

Band 	Variance -covariance matrix 
3.36 

3 	1.11 	2.06 
4 
7 	1.30 	2.55 

19.58 
8.04 

Band, 	Correlation matrix 
1.00 

	

0.42 	1.00 

	

-0.18 	-0.53 1.00 
0.25 	0.63 1.00 

  

.24648). 
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C. Statistics for Dry Sand 
No. of samples - 2, Total No, of pixels in all samples = 214 

Band: 	 4 	7 

Mean 	86.37 	58.84 	54.40 	68.16 

	

Std. dev. 	2.63 	2.58 	1.51 	4.52 

	

Variance 	6.94 	6.65 	2.27 	20.47 

	

Minimum 	26 	48 	50 	49 

	

Maximum 	105 	62 	58 	74 

	

Band 	Variance-covariance matrix 
6.94 

	

5.38 	6.65 

	

4 	2.39 	2.91 	2.27 

	

7 	9.14 	9.26 	4.63 	20.47 

	

Band 	Correlation matrix 
1.00 

	

0.76 	1.00 

	

0.60 	0.75 	1.00 
7 	0.77 	0.79 	0.68 

D. Statistics for Net Sand. 
No. 	of samples = 3. 	Total No. 	of pixels 

1.00 

in all samples = 204 

Band: a 7 

Mean 89.42 49.17 	45.86 54.92 
Std.dev. 2.56 2.47 	2.25 3.87 
Variance 
Minimum 

8.75 
84 

6.08 	5.04 
43 	36 

15.01 
36 

Maximum 22 54 	50 42 

Variance-covariance matrix Band 
8.75 
5.86 6.08 

4 1.75 2.51 	5.04 
7 5.37 5.92 	4.27 15.01 

Band Correlation matrix 
1.00 

3 
4 

0.80 
0.25 

1.00 
0.45 	1.00 

7 0.47 0.62 	0.56 1.00 
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E. Statistics for Urban Are.. 

No. 	of samples = 4, 	Total No. 	of pixels In all samples = 211 

Band: 	3 	4 7 

Mean 	76.20 	34.24 	30.80 25.89 
Std.dev. 	1.83 	1.34 	2.36 2.48 
Variance 	3.37 	1.79 	5.57 6.17 
Mlnimum 	72 	32 	25 19 
Maximum 	82 	38 	37 32 

	

Band 	Variance-covariance matrix 
3.37 

	

3 	1.33 	1.79 

	

4 	1.60 	1.55 	5.57 

	

7 	1.77 	1.62 	2.58 6.17 

	

Band 	Correlation matrix 

	

1 	1.00 

	

3 	0.54 	1.00 

	

4 	0.37 	0.49 	1.00 

	

7 	0.39 	0.49 	0.44 1.00 

F. Statistics for Boulders. 

No. of samples = 3, Total No. of pixels in all samples . 102 

3 4 7 

78.75 37.30 37.49 31.01 
2.25 1.18 3.59 4.82 
5.05 1.39 12.92 23.23 
74 34 31 23 
83 41 42 39 

Band 
1 
3 

Variance-covariance 
5.05 
0.83 	1.39 

matrix 

4 0.14 12.92 
7 -5.63 15.28 23.23 

Band Correlation matrix 
1.00 
0.31 	1.00 

4 -0.52 	0.03 1.00 
7 -0.52 	-0.01 0.88 1.00 

Band: 

Mean 
Std.dev. 
Variance 
Minimum 
Maximum 
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TABLE 	6.2. 	Rangeof 	Brightness 	Value 	of 	Various 
Different TM Bands from Training Data 

Classes 	for 

cu6S 

TM BANDS 

4 

1.Water bodies Minimum 72 30 18 03 

Maximum el 35 22 OB 

2.Vegetation Minimum 69 26 44 10 

Maximum 79 34 66 26 

3.Dry sand Minimum 88 48 50 49 

1.ximuni 105 62 58 74 

4. Wet sand Minimum 84 43 26 36 

Maximum 98 54 50 42 

5,r.. areas Minimum 72 32 25 19 

Maximum 82 38 37 32 

6.8culders Minimum 74 34 31 23 

Maximum 83 41 42 39 

separating vegetation from boulders. Sr, 	not even a single 	band 

is 	available 	to 	discriminate 	vegetation from the 	other classes.. 

Bo, feature selection techniques are needed for the determination 

of those bands 8111ch are most effective 1n separating all the 

classes from each other. These bands can subsequently be used for 

the better classification. 
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6.1.2 Computation of separability Indio., using Divergence, 

Transformed Divergence, ghattacharye Distance and Jeffreys 

MatusAta Distance 

All the separability Indices mentioned above, have been 

computed separately for all possible two bands and three bands 

combination and described below 

6.1.2.1 Using Two Bands Combination 

The Divergence. Transformed Divergence. ghattacharya Distance 

and Jefferys Matusita Distance have been computed as described in 

chapter 5 for two bands combinations between fifteen pairs of 

classes. In addition, the averages of all these indices have been 

computed for each two bands combination. The details are shove in 

Table 6.3. 

It has been found that the maximum value of the average of 

Divergence, Traiiformed Divergence, Bhattacharya Distance and 

Jeffreys Mabusita Distance Is obtained for combination of bands 4 

and 7. For this combination the average Divergence is 353.82, 

while, average Transformed Divergence is 1965.32. The 

corresponding ghattacharya Distance and Jeffreys Matueita Distance 

is 125.35 and 1.98 respectively. Hence, all the four techniques 

discussed above. results in bands 4 and 7 as best two bands 

combination, for the separation of all the classes, to be used for 

classification. However, in some of the cases, the best bands 

combination for Inter class separability are different, according 

to different techniques as shown in Table 6.4. 
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TABLE 6.3: Different Separability Measures for 518 land Cover 
Classes Using Two Bands Combination 

(AI Bands 1 and 3. 

SI.no. Classes 	DIVcd DIVcdT  Dcd Jed 

1. 1 - 2 6.90 1065.77 3.64 1.95 

2. 1 - 3 201.83 2000.00 166.41 2.00 

3. 1 - 4 72.16 1999.76 60.61 2.00 

4. 1 - 5 0.11 27.36 0.32 0.55 

5. 1 - 6 3.50 707.93 0.88 1.17 

6. 2 - 3 167.22 2000.00 365.34 2.00 

7. 2 - 4 68.44 1999.62 164.72 2.00 

8. 2 - 5 4.84 907.76 4.52 1.98 

9. 2 - 6 11.63 1532.66 16.67 2.00 

10. 3 - 4 11.16 1504.16 78.41 2.00 

11. 3 - 5 120.93 2000.00 279.02 2.00 

12. 3 - 6 73.67 1999.80 291.66 2.00 

13. 4 - 5 41.15 1988.32 106.66 2.00 

14. 4 - 6 21.03 1856.61 91.47 2.00 

15. 5 - 6 2.00 443.05 1.36 1.49 

Ave.: 53.77 1468.78 108.10 1.81 

Class - 1 - Water bodles , 2- Vegetation , 3 - Dry sand 

4 - Net sand 5 - Urban areas , 6 - Boulders 
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(B) Bands 1 and 4. 

51.no. Classes 	DIVcd 	DIVcdT  Bcd 	Jcd 

1 - 2 	57.91 	1998.56 3.98 	1.96 

2. 1 - 3 	263.98 	2000.00 165.72 	2.00 

3. 1 - 4 	111.42 	1998.99 59.23 	2.00 

4. 1 - 5 	1.78 	398.88 0.21 	0.38 

5. 1 - 6 	15.68 	1718.33 2.39 	1.82 

6. 2 - 3 	13.61 	1635.28 362.19 	2.00 

7. 2 - 4 	37.61 	1980.43 161.50 	2.00 

8. 2 - 5 	23.64 	1895.80 0.96 	1.23 

9. 2 - 6 	27.33 	1934.30 16.73 	2.00 

10. 3 - 4 	9.92 	1421.42 78.17 	2.00 

11. 3 - 5 	125.88 	2000.00 279.33 	2.00 

12. 3 - 6 	60.60 	1998.97 281.35 	2.00 

13. 4 - 5 	40.92 	1987.99 106.85 	2.00 

14. 4 - 6 	16.97 	1760.29 91.63 	2.00 

15. 5 - 6 	8.07 	1270.96 2.81 	1.88 

Ave.! 54.35 	1733.34 107.53 	1.82 

Class - 1 - Water bodies , 2 - Vegetation , 3 - Dry sand 

4 - Wet sand . 5 - Urban areas , 6 - Boulders 
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(C) Bands 1 and 7. 

51.no. Classes DIVcd DIVcdI  Bcd Jcd 

1. 1 - 2 15.51 1712.31 3.66 1.95 

2. 1 - 3 496.04 2000.00 166.84 2.00 

3. 1 - 4 219.98 2000.00 60.45 2.00 

1 	5 3.88 788.53 0.14 0.26 

5. 1 - 6 24.61 1907.72 2.42 1.82 

6. 2 - 3 303.68 2000.00 365.26 2.00 

7. 2 - 4 126.79 2000.00 164.15 2.00 

8. 2 - 5 10.77 1479.50 4.20 1.97 

9. 2 - 6 28.66 1944.40 16.72 2.00 

10. 3 - 4 16.64 1750.29 78.15 2.00 

11. 3 - 5 209.41 2000.00 278.95 2.00 

12. 3 - 6 142.57 2000.00 279.97 2.00 

13. 4 - 5 75.02 1999.90 106.64 2.00 

14. 4 - 6 49.27 1996.77 99.55 2.00 

15. 5 - 6 62.26 1999.65 57.44 2.00 

119.74 1837.20 111.64 1.87 

Class - 1 - Water bodies 	2 - Vegetation . 3 - Dry sand . 

4 - Net sand , 5 - Urban areas , 6 - Boulders 
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ED) Bands 3 and 4. 

51.no. Classes DIVcd DIVcdT  Bed 	Jed 

1. 1 - 2 115.64 2000.00 2.28 	1.79 

2. 1 - 3 611.44 2000.00 121.04 	2.00 

3. 1 - 4 296.06 2000.00 249.96 	2.00 

4. 1 - 5 12.31 1570.81 0.90 	1.19 

5. 73.13 1999.79 0.96 	1.23 

6. 2 - 3 19.17 1817.95 344.95 	2.00 

7. 2 - 4 67.31 1999.56 152.55 	2.00 

8. 2 - 6 63.50 1999.29 4.62 	1.98 

9. 2 - 6 92.85 1009.98 12.75 	2.00 

10. 3 - 4 13.00 1606.43 75.00 	2.00 

11. 3 - 5 205.61 2000.00 213.84 	2.00 

12. 3 - 6 158.78 2000.00 233.09 	2.00 

13. 4 - 5 81.17 1999.92 77.39 	2.00 

14. 4 - 6 44.19 1092.02 39.41 	2.00 

15. 5 - 6 13.56 1632.80 3.02 	1.90 

pee.: 124.51 1907.90 102.11 	1.87 

Class - 1 - Water bodies , 	2 - Vegetation , 3 - Dry sand , 

4 - Wet sand , 5 - Urban area , 6 - Boulders 

58 



(E) Bands 3 and 7. 

91. no. Classes 	01Vcd BlVcdT  Bed 	Jed 

1. I - 2 	31.19 1959.46 2.00 	1.73 

2. 1 - 3 	1143.00 2000.00 121.72 	2.00 

3. 1 - 4 	571.92 2000.00 47.33 	2.00 

4. 1 - 5 	24.88 1910.85 0.24 	0.43 

S. 1 - 6 	111.80 2000.00 2.82 	1.88 

6. 2 - 3 	505.86 2000.00 346.99 	2.00 

7. 2 - 4 	261.99 2000.00 254.25 	2.00 

B. 2 - 5 	30.08 1953.45 5.93 	1.99 

9. 2 - 6 	31.99 1963.32 12.88 	2.00 

10. 3 - 4 	20.85 1852.41 74.89 	2.00 

11. 3 - 5 	170.40 2000.00 213.42 	2.00 

12. 3 - 6 	134.29 2000.00 132.95 	2.00 

13. 4 - 5 	56.84 1998.36 77.15 	2.00 

14. 4 - 6 	25.19 1941.02 39.36 	2.00 

IS. 5 - 6 	10.73 1477.11 3.71 	1.95 

208.93 1937.07 102.38 	1.87 

Class - 1 - Water bodies , 2 - Vegetation , 	3 - Dry sand-. 

4 - Wet sand , 5 - Urban areas , 6 - Boulders 
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(F1 Bands 4 and 7. 

sl.no. Classes 	Olged OIVedT  Bed 	Jed 

1. 1 - 2 	325.06 2000.00 190.15 	2.00 

2. 1 - 3 	2345.09 2000.00 134.47 	2.00 

3. 1 - 4 	1235.10 2000.00 84.85 	2.00 

4. 1 - 5 	211.89 2000.00 2.15 	1.77 

5. 1 - 6 	414.93 2000.00 41.60 	2.00 

6. 2 - 3 	19.47 1824.57 343.86 	2.00 

7. 2 - 4 	47.57 1994.77 126.12 	2.00 

8. 2 - 5 	29.60 1950.55 147.89 	2.00 

B. 2 - 6 	42.22 1989.79 147.70 	2.00 

10. 3 - 4 	36.12 1978.12 28.63 	2.00 

11. 3 - 5 	311.10 2000.00 275.44 	2.00 

12. 3 - 6 	188.28 2000.00 138.63 	2.00 

13. 4 - 5 	83.20 1999.94 150.33 	2.00 

14. 4 - 6 	28.71 1944.75 64.66 	2.00 

15. 5 - 6 	18.93 1812.33 3.71 	1.95 

. e 353.82 1966.32 125.35 	1.96 

Class - 1 - Water Bodies , 2 - Vegetation 3 - Dry sand . 

4 - Wet sand , 5 - Urban areas , 6 - Boulders 
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TABLE 11.4: Best CombinatIon of Two TM Bands for Separating Any Two 
Classes from Each Other Using Olfgerent Feature 
Selection Techniques 

Sl.no. Classes 212cd DiVcdr  Bad dcd 

1 - 2 	4 8. 7 	3 8. 4 	4 & 7 	4 8, 7 

1- 3 	4& 7 	All 	1 8.. 7 	All 

1 - 4 	4 & 7 	1 & 7 	3 8 47 	All 
3 & 4 
&7 

4 8 7 

1 - 5 	4 & 7 	4 8 7 	4 6 7 	4 6 7 

4 & 7 

2 - 3 	2 8. 7 	1 & 3 	1 & 3 	All 
1 . 7 	Except 
3 6 7 	4 & 7 

7. 	2- 4 	3& 7 	1 & 7 	3 8 7 	All 
3 8. 7 

6. 	2 - 5 	3 & 4 	3 8. 4 	4 6 7 	4 8. 7 

G. 	2- 6 	3& 4 	164 	4 8 7 	All 

10. 	3 - 4 	4 8. 7 	467 	1 8. 3 

11. 	3 - 5 	1 8 7 	All 	1 8, 7 	All 

12. 	3- 6 	3 8 4 	1 & 7 	1 & 3 	All 
3 & 4 
3 & 7 
4 & 7 

13. 	4- 5 	4& 7 	4 6 7 	4& 7 	All 

14. 	4- 8 	1& 7 	1 6 7 	1& 4 	All 

15. 	8 - 8 	1 8. 7 	1 8 7 	1 & 7 	1 6 	7 

All -18 3 .16 4 , 18 7 ,  
Class - 1 -Water bodies , 2 - Vegetation , 3 - Dry sand . 
4 - Net sand , 5 - Urban areas , 8 - boulders 
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5.1.2.2 Using Three Bands Combination 

The different separability measures have been also computed 

for three bands combinations between all the fifteen possible 

pairs of classes. The averages of all these measures have been 

computed subsequently and shown in Table 6.5. The result shows 

that the bands 3,4 and 7 are the best combination of three bands 

according to different techniques, viz. Divergence. Transformed 

Divergence, Bhattacharya Distance and Jeffreys Matusita Distance. 

These three bands can be used to achieve the best performance In 

classification. The best combination of bands for inter class 

separability has been again found to be different as depicted in 

Table 6.6. 

6.1.3 Compatatiomef Brightness Value Overlapping Index (BV011 

The BV01 technique requires only minimum and 	maximum 

brightness valuesof training data for each class, and are shown in 

Table 8.2. Using these minimum and maximum brightness values of 

all the classes In different hands, the 0701 values for all the 

bands have been computed as described in chapter 5. and are shown 

in Table 5.7. 

The BV01 values of bands 1,3,4 and 7 have been found to be 

1.35, 0.95, 0.87 and 0.78 respectively. Band having less PV01 

value contains less overlap between different classes and 

therefore, considered as the best band. Hence, this technique 

yields bands 4 and 7 as the best two bands and bands 3,4 and 7 as 

the best three bands to be used for classification. The bands 
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combinations 1 and 3. and 1,3 and 4 have been found to be the 

worst combination of tuoand three bands respectively. 

TABLE 0.3: Different Separability Measures for Six Land Cover 
Classes Using Three Bands Combination 

(A) Bands 1 3 and 4. 

51.no. Classes DIVcd DIVcd 8cd Jed 

1. 1 - 2 162.73 2000.00 6.20 2.00 

2. 1 - 664.78 2000.00 166.93 2.00 

3. 1 - 4 312.34 2000.00 61.69 2.00 

4. I - 5 12.78 1595.20 1.71 1.64 

5. 1 - 6 78.75 1999.90 3.63 1.94 

6. 2 - 3 200.32 2000.00 365.00 2.00 

7. 2 - 4 71.53 1999.73 164.74 2.00 

8. 2 - 5 68.31 1999.60 4.99 1.99 

9. 2 - 6 93.60 2000.00 17.59 2.00 

10. 3 - 4 13.70 1639.17 82.62 2.00 

11. 3 - 5 226.80 2000.00 279.54 2.00 

12. 3 - 6 175.64 2000.00 282.73 2.00 

13. 4 - 5 81.25 1999.92 115.10 2.00 

14. 4 - 6 52.19 1997.06 92.07 2.00 

15. 5 - 6 13.70 1839.70 3.03 1.90 

Ave. 155.15 1924.69 109.84 1.96 

1 - Water bodies 	2 - vegetation . 3 - Dry sand . 

Wet sand , 5 - Urban are. , 6 - Boulders 
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(B) Bands 1 , 3 and 7. 

Si. no. 	Classes DIVcd DIVedT  Bed Jed 

1. 	1 - 2 35.85 1977.36 2.36 1.81 

2. 	1 - 3 1150.87 2000.00 167.29 2.00 

3. 	1 - 4 583.90 2000.00 61.85 2.00 

4. 	1 - 5 32.76 1966.69 1.52 1.56 

5. 	1 - 6 138.26 2000.00 3.62 1.95 

6. 	2 - 3 567.30 2000.00 365.59 2.00 

7. 	2 - 4 267.98 2000.00 164.93 2.00 

8. 30.87 1957.81 6.04 1.99 

9. 	2 - 6 32.27 1964.58 18.08 2.00 

10. 	3 - 4 27.41 1934.98 78.42 2.00 

II. 	3 - 5 213.59 2000.00 279.26 2.00 

12. 	3 - 6 144.11 2000.00 282.30 2.00 

13. 	4 - 5 79.83 1999.91 106.78 2.00 

14. 	4 - 6 54.17 1997.71 91.94 2.00 

15. 	5 - 6 69.47 1999.66 64.68 2.00 

Ave.: 228.58 1986.58 113.11 1.96 

Class - 1 - Water bodies 	2 - Vegetation , 3 - Dry sand 

4 - Wet sand , 5 - Urban areas , 6 - Boulders 
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(C)  Bands 1  , 4 and 7 

51.n0. Classes  DIVcd D1Vcd7  Bed  Jcd 

1. 1 - 2  336.91 2000.00 206.56  2.00 

2. 1 - 3  2410.46 2000.00 167.76  2.00 

3. 1 - 4  1250.95 2000.00 98.18  2.00 

4. 1 - 5  214.42 2000.00 2.16  1.77 

5. 1 - 6  418.63 2000.00 43.62  2.00 

6. 2 - 3  310.63 2000.00 365.81  2.00 

7. 2 - 4  241.10 2000.00 165.14  2.00 

8. 2 - 5  25.32 1915.57 155.36  2.00 

9. 2 - 6  47.30 1994.59 152.81  2.00 

10. 3 - 4  37.22 1980.92 79.39  2.00 

11. 3 - 5  312.02 2000.00 280.26  2.00 

12. 3 - 6  159.03 2000.00 283.19  2.00 

13. 4 - 5  88.94 1999.97 158.09  2.00 

14. 4 - 6  57.32 1998.45 93.29  2.00 

15. 5 - 6  68.95 1999.64 4.74  1.98 

Ave.: 398.61 1992.61 149.76  1.98 

Class - 1 - Water bodies , 2 - Vegetation , 3 - Dry sand , 

4 - Wet sand , 5 - Urban area , 6 - Boulders 
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(0) Bands 3 , 4 and 7. 

51.no. Classes 	DIVed DIVe9T  Bcd 	Jcd 

1. 1 - 2 	419.08 2000.00 194.18 	2.00 

2. 1 - 3 	2441.18 2000.00 142.42 	2.00 

3. 1 - 4 	1275.91 2000.00 88.61 	2.00 

4. 1 - 5 	227.15 2000.00 12.46 	2.00 

5. 1 - 6 	509.10 2000.00 54.14 	2.00 

6. 2 - 3 	519.25 2000.00 357.15 	2.00 

7. 2 - 4 	274.34 2000.00 154.73 	2.00 

9. 2 - 5 	64.50 1999.36 156.36 	2.00 

9. 2 - 6 	93.63 1999.98 314.39 	2.00 

10. 3 - 4 	36.12 1978.12 176.07 	2.00 

11. 3 - 5 	371.59 2000.00 324.63 	2.00 

12. 3 - 6 	343.83 2000.00 144.82 	2.00 

13. 4 - 5 	156.48 2000.00 178.23 	2.00 

14.  123.09 2000.00 71.09 	2.00 

15.  5 - 6 	28.88 1946.56 3.72 	1.95 

Ave. 458.94 1994.93 158.20 	2.00 

Class - 1 - Water bodies , 2 - Vegetation 3 - Dry solid , 

4 - Wet sand 5 - Urban area , 6 - Boulders 
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TABLE 6.6: Best Combination of Three TM Bands for SeparatIng 
Any Two Classes from Each Other Using DIfferent 
Feature Selection Techniques 

51.no. Classes DIVcd BIlicir  Bed 	Jed 

1 - 2 	3,4 8. 7 	All 	1,4 8, 7 	All 

	

Except 	Except 
1,3 8. 7 	1,3 8 7 

2. 	1 - 3 	3,4 & 7 	All 	1,4 6 7 	All 

1- 4 	3,4 8. 7 	All 	3,4 8 7 	All 

1- 5 	3,4 & 7 	3,4 8. 7 	3.4 & 7 	3 .4 8 7 
1,3 7 

1- 6 	34 8 7 	All 	3,4 8 7 	3,4 8, 7 
Except 

1, 3 8. 4 

2 - 3 	3,4 & 7 	All 	1,4 & 7 	All 
Except 
1,3 8 4 

2- 4 	3,4 87 	All 	1.4 & 7 	All 

	

Except 	1,4 8, 7 
1,3 4 

2 - 5 	1,3 .4 	1,3, & 4 1,4 8.7 	All 
Except 

10. 3 - 4 	1,4 67 	1,467 	1,467 	All 

11. 3 - 5 	3,4 . 7 	All 	3,4 & 7 	All 

12. 3- 6 	3,4 & 7 	All 	1,4 6 7 	All 

13. 4-5 	3.487 	3,4 & 7 	3,4 8., 7 	All 

14. 4- 6 	3.4 8. 7 	3,4 8. 	1,4 /9 7 	All 

15. 5- 6 	1,367 	1,3 8.7 	1,3 & 7 	1,3 & 7 

All - 1-&-a . 1,&& 4 	1,g. 7 , 	. 3,& 7 	andt4 & 7. 
Class - 1 -Water bodies , 2 - Vegelation , 3 - Dry sand , 
4 - Net sand , 5 - Urban areas , 8 - Boulders 
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TABLE 8.7 , Brightness Value Overlapping Index (0701) 

CUMULATIVE PERCENTAGE OF BRIGHTNESS VALUE 
DISTRIBUTION IN TM BANDS 

CLASSES 
7 	AVERAGE 

I. Water bodies 	63.40 	47.58 	07.45 	11.67 	32.53 

2. Vegetal ion 	63.00 	76.50 	49.90 	58.98 	69.60 

3. Dry sand 	05.85 	05.26 	21.35 	06.45 	09.73 

4.055 sand 	07.60 05.63 	50.50 02.95 	16.67 

5. Urban area 	65.00 37.25 	05.85 42.38 	37.62 

6. Boulders 	41.18 	22.03 	35.20 	19.35 	28.44 

Total: 	266.03 194.25 170.25 151.76 195.59 

8301: 	1.36 	0.99 	0.87 	0.78 

8VOI of Data Set = 195.59/4 .48.90 

The Best Two Bands are 4 and 7. 

The Worst Two Bands are I and 2. 

The Best Three Bands are : 3 , 4 and 7. 

The Worst Three Bands are : 1 	3 and 4. 

6.1.4 Classification of Image and its Accuracy Asseesment 

In order to .assess the utility of feature selection 

techniques, the whole image (512 pixels x 512 pixele) has been 

classified using Minimum Distance classifier. Further, a 

comparison on the basis of classification for the best and the 

worst bands combinations have been also undertaken. 

The analysis has been done considering two band combination, 

the best bands combination Is 764 and TM1, while the worst bands 

combination is TMI and TM. Similarly, for three bands 
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combination, the best combination is 782,4 and T while writ 

combination is 781,3 and 4. 

The results of the best and worst two bands combination are 

shown In Tables 6.8 and 6.9, respectively. The overall 

classification accuracy Is 88.862 and 80.00% respectively. 

Similarly, the results of the best and the worst three bands 

combination are shown in Tables 6.10 and 6.11 respectively. 

It can be clearly seen that the analysts Is certainly not 

acceptable for the worst two bands combination, since the overall 

accuracy Is less than 85%, as already stated In section 5.2, while 

for the best two band combination, the overall classification 

accuracy is Just above the acceptable standard of 85%. In the 3 

bends combination, the overall classification accimacy, both for 

the best and the worst two bands combination is ouch higher that 

the best two hands combination. 

..,.ca all the four available bends are used for classification 

(Table 6.12), the overall classification accuracy Is 97.97%, which 

is a small improvement in classification accuracy (0.673), but the 

CPU time required to classify the image using four bands is 

substantially larger (4 min. 58 sec.), 1.e. 50% more computer time 

is required. nue, It can be seen that CPU time Increases 

substantially with little Improvement in accuracy as the number of 

bands increase from three to four. The result affirmed with the 

result obtained by gausel et. al. (19901 that best three to four 

bands are suitable for classification along with proper saving in 
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CPU time. This study further enhanced their statement that only 

best three bands ate suitable for classification along with 

considerable saving in CPU time. 

6.2 DISCUSSIONS 

The results are discussed as below 

All the feature selection techniques give similar results 

for prediction of best two and three bands combinations. 

II) 

	

	In most of the cases, the best bands combination for 

separating any two classes has been found to be same as 

that for separating all the classes. 

111) For two different classes. the addition of an extra band 

never decreases the class separability. 

iv) The best three bands combination also includes both the 

bands of best two bends combination. 

v) For inter class separability, the first four feature 

selection techniques produce different results In some of 

the cases as depicted in Table 6.6. 

vi) The BVOI technique is unable to determine the best band 

combination for inter class separability. 

vii) The overall classification accuracy has been found to be 

88.862 for best bands combination of two bands (4 and 7). 

The classification accuracy has been reduced to act when 
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TABLE 	6.8 	Details 	of 	Classified 	Image 	and 	Accuracy 
Assessment Using Best Combination of Bands 4 and 7 

(A) ERROR MATRIX: 

ACTUAL INTERPRETED CLASS 

TOTAL ACC.(%) 06.(%) CLASS 	1 2 3 4 5 6 

1. 343 0 0 0 0 0 343 100.00 0,00 

2. 0 190 40 28 0 0 258 73.64 28.36 

3. 0 18 182 14 0 0 214 85.05 14.95 

0 0 0 180 0 24 204 88.23 11.77 

5. 0 0 0 0 188 23 211 89,10 10.90 

6. 0 0 0 0 28 74 102 72.55 27.45 

TOTAL:343 208 222 222 216 121 1332 
COEL 	:0.0 8.85 18.0 18.9 13.0 38.8 
(X) 

OVERALL CLASSIFICATION ACCURACY: 86.86 Y. 
AVERAGE CLASSIFICATION ACCURACY: 84.78 V 

, 	Obi. - % Error of Omission , CON,- % Error of Commission 
ACC. - % Accuracy of the Class. 

(T) DETAILS OF CLASSIFICATION : 

CLASS 1 2 3 4 5 6 

GRAY : 41 82 123 164 205 246 

PIXELS : 25234 95238 8766 13806 75076 44014 

1 AREA : 8.63 38.33 3.35 5.27 28.64 16.79 

ELAPSED TINE IN CLASSIFICATION :00:02:02.34 

CLASS - 1 - Water bodies 2 - Vegetation , 3 - Dry sand , 

4 - Wet sand , 5 - Urban areas , 8 - Boulders 
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TABLE 6.9 	Details of Classified Image and Accuracy 

Assessment Using Worst Useful Combination of Bands 
1 and 3 

(A) ERROR MATRIX: 

ACTUAL 

CLASS 

INTERPBETED CLASS 

TOTAL ACC.(X) °N.(%) 1 2 3 4 5 6 

1.  326 17 0 0 0 0 343 95.04 4.96 

2.  0 171 45 42 0 0 258 66.28 33.72 

3.  0 0 170 24 20 0 214 79.43 20.57 

4.  0 0 18 160 26 0 204 78.43 21.57 

5.  0 0 1 10 170 30 211 80.57 19.43 

6.  0 0 0 13 20 69 102 67.24 32.36 

TOTAL:326 188 234 249 216 99 1332 
COM. 	.0.0 0.0 27.4 05.4 21.3 30.3 
(X) 

OVERALL CLASSIFICATION ACCURACY: 80.00 % 
AVERAGE CLASSIFICATION ACCURACY: 77.89 X 

OM.- Error of Omission , CON.- X Error of Commission . 
ACC. - X Accuracy of the Class. 

(B) DETAILS OF CLASSIFICATION : 

CLASS ; 1 2 5 6 

CRAY : 41 AO 123 164 205 248 

PIXELS 24955 104359 10512 13710 63544 45083 

X AREA ) 9.52 39.81 4.01 5.23 24.24 17.19 

ELAPSED TIME IN CLASSIFICATION .00:02:04.48 

CLASS - 1 - Water bodies 2 - Vegetation 3  - Dry sand 

4 - Wet sand , 5 - Urban areas , 6 - Boulders 
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TABLE 6.10 	Details of ClassIfled Image and Accuracy 
Assessment Using Best Combination of Banc. 3. 4 
and 7 

(A) ERROR MATRIX: 

ACTUAL INTERPRETED CLASS 

TOTAL ACC.(%) 06.1%1 CLASS 	1 2 3 4 5 6 

1. 343 0 0 0 0 0 343 100.00 0.00 

2. 0 258 0 0 0 0 258 100.00 0.00 

3. 0 0 206 6 0 2 214 96.26 3.74 

4. 0 0 0 198 0 6 204 97.06 2.94 

5. 0 0 0 0 197 14 211 93.36 6.64 

6. 0 0 0 0 8 94 102 92.16 7.84 

TOTAL:343 258 206 204 205 116 1332 
COM. 	:0.0 0.0 0.0 2.9 3.9 19.0 
(X) 

OVERALL CLASSIFICATION ACCURACY: 97.30 % 
AVERAGE CLASSIFICATION ACCURACY: 96.47 % 

OH. - Error of Omission , COMAS) - % Error of Commission . 
ACC. - Accuracy of the Class. 

(6) DETAILS OF CLASSIFICATION : 

CLASS 1 3 4 5 

GRAY : 41 82 123 164 205 246 

PIXELS 25304 107702 8355 13011 7709 30063 

% AREA : 9.65 41.09 3.19 4 .96 29.64 11.47 

ELAPSED TIME IN CLASSIFICATION : 00:03:14.28 

CLASS - 1 - Water bodies , 2 - Vegetation 3 - Dry sand , 

4 - Wet sand 5 - Urban areas 6 - Boulders 
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TABLE 6.11 	Details of Classified Image and Accuracy 
Assessment Using Worst Combination of Bands 1 , 3 
and 4 

IA) ERROR MATRIX: 

ACTUAL 	INTERPRETED CLASS 

CLASS 1 	2 3 4 5 6 TOTAL ACC.(70 OW(%) 

34210000343 	96.71 	0.29 

2. 0 237 10 10 1 0 258 91.86 8.14 

3. 0 0 188 26 0 0 	214 87.85 12.15 

4. 0 0 0 172 10 22 204 84.31 15.69 

5. 0 0 0 10 173 28 211 81.99 18.01 

6.000813 81 102 79.41 20.59 

TOTAL:342 238 198 226 107 131 1332 
COM. :0.0 0.4 5.0 23.9 12.2 38.2 
(<I 

OVERALL CLASSIFICATION ACCURACY: 88.56 % 
AVERAGE CLASSIFICATION ACCURACY: 87.52 % 

OM. - Error of Omission , COM. - Error of Commission . 
ACC. - Accuracy of the Class. 

(B) DETAILS OF CLASSIFICATION : 

CLASS : 	1 	2 	3 	4 	5 	6 

CRAY : 	41 	82 	123 	164 	205 	246 

PIXELS 22974 106296 7868 12866 63167 45973 

% AREA 	8.70 	41.09 	3.0 	4.91 24.10 	17.54 

ELAPSED TIME IN CLASSIFICATION :00:03;16.56 

CLASS - 1 - Water bodies 2 -Vegetation 3 - Dry sand , 

4 - Wet sand , 5 - Urban areas 6 - Boulders 



TABLE 6.12 : Data,. of Classified Image and Accuracy 
assessment Using all the Four TN Bands (Bands 1 
3, 4 and 7). 

(A) ERROR MATRIX: 

ACTUAL 	INTERPRETED CLASS 

TOTAL ACC. (%) 01.1.(%) CLASS 	1 	2 	3 	4 	5 6 

I. 	34300000343 100.00 0.00 

2. 0 	258 	0 	0 	0 0 258 100.00 0.00 

3. 0 	0 	206 	6 	0 2 214 96.26 3.74 

4. 0 	0 	0 	202 	0 2 204 99.02 0.98 

5.0000197 14 211 93.36 5.64 

6.00003 99 102 97.06 2.94 

TOTAL:343 	258 	206 	209 	200 117 1332 

f7/)
M. 	:0.0 	0.0 	0.0 	2.9 	1.5 

(X) 
15.4 

OVERALL  CLASSIFICATION ACCURACY:  
AVERAGE CLASSIFICATION ACCURACY: 97.62 % 

OM. - Error of Omission 	- Error of Comm1551.1 , 
ACC. - Accuracy of the Class. 

(B) DETAILS OF CLASSIFICATION 

CLASS  

GRAY : 41 82 123 164 205 246 

PIXELS: 25529 114574 S299 12788 74959 25995 

% AREA : 9.73 43.71 0.17 4.98 28.59 9.92 

ELAPSED TIME INCLASSIFICATION 00:04:58.24 

CLASS- 1 - Water bodies , 2 - Vegetation . 3 - Dry sand . 

4 - Net sand , 5 - Urban areas , 6 - Boulders 
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the worst combination of two bands 1 and 3 is used for 

Classification. Similarly, the classification accuracy 

using best three bands and worst three bands, have been 

found to be 97.30% and 89.56% respectively. Hence, the 

Improved accuracy using best combination of bands, 

Identified by feature selection techniques indicates Its 

advantage and utility in digital remote sensing analysis. 

viii) Increase in spectral bands for classification after three 

bands hardly Increases the accuracy as shown in Fig. 6. I. 

On the other hand, the CPU time required for classification 

considerably increases with an increase in spectral bands 

as shown in Fig. 6.2. 

in) Errors of omission and commission for all the classes 

decreases with an Increase In spectral bands. 
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97,17 

NUMBER OF BANDS 

FIG. 6.1 OVERALL CLASSIFICATION 
ACCURACY FOR COMBINATION OF 

BANDS TWO TO FOUR) 

NUMBER OF BARBS 

FIG. 6.2 CPU TIME (IN MIN.) REQUIRED FOR 
CLASSIFICATION TWO TO FOUR BANDS 
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PLATE 8.2 : CLASSIFIED IMAGE, USING BANDS 3, 4 AND 7 
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PLATE 0.3 : GIASSIFIED IMAGE, USING BANDS 1.3.9 AND 7 
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CHAPTER - 7 

CONCLUSIONS AND RECOMMENDATIONS 

7.1 CONCLUSIONS 

in this St y.  various feature selection techniques have 

been discussed in order to determine the best combination of 

bands, to be used subsequently in classification of the digital 

satellite data. Digital analysis of multispectral LANDSAT-5 TN 

data has been carried out to assess the utility of various feature 

selection techniques. viz. DIvergence,. transformed Divergence. 

Dhattacharya Distance, Jeffreys hiatusita Distance. From the 

results of this study, the following conclusions are drawn 

1) 

	

	Under simuar cond1t1ons, the result of each feature 

selection technique from the Tr1 data Is same for separating 

all the classes of Interest, In the study area. 

II) 

	

	The Divergence and ghattecharys Distance may not be as 

efficient as other techniques. because their values of 

separability Increase for each class pair even after full 

separability between the classes have been attained . Both 

these techniques, however. may give more precise 

measurements of the statistical distance between the 

classes, because they do not have a limit and thus, could be 

used In those studies where actual sepm.abillty without a 

saturation value is Important. 

Ili) The Tranformed Divergence and Jeffreys Mattis,. Distance 

show almost similar results for predicting the best 
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combination of bands to separate all the classes of 

Interest. Both these methods consider the 11510 et which 

full separability Is attained, so can be used more 

effectively for classification 	purpose. However, out of 

these two methods, one should prefer Transformed Divergence 

technique due to its computational efficiency. 

iv) BVOI technique is best amongst all the feature selection 

techniques becamse it considers only the degree of overlap 

In brightness values between the classes, which mossier 

hurdle In the process of classification. Another advantage 

of this technique is that It requires only maximum and 

minimum brightness values for each class in each band from 

training areas which results In a considerable saving of CPU 

time. 

v) The errors of omission and commission can be reduced 

significantly, which in turn Increases the classification 

accurary, by using best combination of bands. 

al) The errors of omission end commission for classes boulders 

and urban aresg are relatively high in comparison to the 

other classes, which reflect that these classes may contain 

some mixed obis's. A detailed ground truth information of 

such classes, therefore, will be of immense use to predict 

best combination of bands. 

vii) The combination of bands after three bands Increases the 
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cla8.7,cativo 	marglnallY. wm., the CPU time 
Increass almost linearlY. 

7.2 LIMITATIONS OF THE STUDY 

(I) 

	

	The results of the present study are only valid for the 

TM data. In given study area. 

(il) 

	

	The time difference between the satellite data and the 

reference data may incorporate error In the result. 

(III) 

	

	The classification of the image has been carried out 

using mom classifier, the implementation of other 

classifiers may change the classification accuracy. 

(iv) The accuracy of the classified image was based on 

certain pixels of each class, which may not represent 

the true classification accuracy of the entire scene. 

(v) The analysis has been carried out using only four bands 

mr Lsmospr, Tm dot, to oon-availability of data in other 

bands. 

7.3 R1:03332MOATIONS FOR FUTURE WORK 

In the present study, an attempt has been made to study the 

utility of various feature selection techniques, using the readily 

avallable satellite data within the time constraints. llowuver, 

there is a need for further study with the following modifications 

so that pore refined results may be obtained. 
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ill 	MultItemporal data of different seasons and date from other 

sensors may give more correct Information regarding the best 

feature selection techniques for a particular area. 

(ii) Comparative performance of various feature selection 

techniques for different terrains must be evaluated, so that 

users may select best combination of bands for best 

classification of different land use and land cover classes. 

lilt) The reference data such as field data and published maps 

must be collected for the same period as that of satellite 

data, so that training areas represent true ground condition 

to assess the accuracy of classIfication. 

It is expected that , the further study with the above 

modifications. If carried out, may help in obtaining the results 

of a particular area, which may provide more refined 

classification or digital satellite data. 
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