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B STRACT

=

The demand for electrical energy is increasing
exponentially with the time and it has become necessary for
the electrical industry to transport a large amount of power
over lérge and compleX transmission and distribution system,
Further, the increasing cost of new geneération, transmission
and distribution facilities, and continuous power shortages
have made'the industry conscious of erergy lost in‘tranSpor- N
tétioﬁ to the customer. The first step in coﬁservation of
energy is elimihation of all waste, Electric power system
mst be made as efficient as pdssible so that the power that
is generated from scarce énergy sources reaches thg consuner
to the maximum possible extent, .This study is directed to-
wards the development of efficient mathematical models ond
me thods to minimize thé losses in large transmission amd

distribution networks in the design and operation phases.

The first model presented in this study minimiges the
real power losses, the deviation from the optimal active
powervdeSpatoh, and the difference between percentage sharing
of reactive power among generators. The objectiwe function
is optimized such that the power flow cquations and cons-
traints imposed upon the Qariables by the system operating
conditions and design considcrﬂtions are satisfied. All
problem variables are decomposed in two sets i.e. independent

and dependent variables to reduce the complexity of the
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problem. Gererator terminal voltage magnitudes, transformer
tap positions, and setting of reactiw power sources avail- -
able in the system are taken as iﬁdependent variables, Ioad
node woltage magnitudes and reactiwe power generation from
various generating sourcés are taken as dependent variables.
The reduced gradient is then calculated ﬁsing sensitivity

relationship between dependent and independent variables.

Two types of formulaticon of loss minimization problem
are in use at present, The first is linear programming
approach and the second is hessian approach. Bcoth of these
methods are time consuming and require more computer storage.
These methods are not suitable to so lvé large poWer system
problems. Based on approximation of hessian or its inwerse
with first order derivatives and exploiting _Sparsity and
symmetrjr, three neﬁ appreaches are suggested tc solw the
problem of losses minimization in transmission system; The
new approaches are éuitablé to solve large power systems as
the se me-,théds require less ccmputsr storage and computation
time., First method is based on the Guasi Newton me thod of
updating the inwerse Hessi'»m; The Breyden-Fletcher-Gold
farb-shanno (BFGS) update is used in this study which vis the
best current update. formula fof- use in un-copstrained mini-
mization, It cwrcomes the cenditioning prodlem resulting
intn cdmpu.tational efficiency. The method has global
convergence and is rdbust and stable, The step length is

- calculated by using unidimensicnal search technique, In the
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seccnd me thed much of the computation which takes place in
unidimensional search for step length is awided, It is based
cn Fletcher's methed and uses an approximate step size, which
helps further in reducing the computer storage and computa-
tional burden. Third methed is based on the Teint's sparse

he ssian updating procedure which expleits sparsity =nd
symmetry of the hessian matrix, Thercby the computer time and
stbragereguirkiént iis further reduced. This method has a global
convergence and Q-super linear rafe of conwergence., These |
new approaches are suitable to solw large pcwer sSystems as
these methods require less computer stecrage and computation
time, Corre¢cticn in the groups of decision variables are

carried out simultanecusly as well as hierarchically.

Provisip@hqﬁwyegggixe compensation at the load ncdes is
ancther impertant way te reduce transmission losses. A model
is presented in this study to reduce transmission lcsses vina
optimum reactive compensaticn planning in the system, In this
model fhe'0cst functicn is the:summation of the cost of real
power lcsses, installation and O¢ﬁ M cost of reactive compen-
saticn, énd the difference between‘peroentage'sharing of
reactive power by genérators. The power flow equaticns and
‘the limit on variabies are taken as constraints, Because of
large number'of variables and constraints inwlwd, and both
the cost function and constraints being non~linear, the
problem is quite a challenging one from computational consi-

derations. The complexity and size‘ofvproblem'has'motivated
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the decomposition of the problem variables into two groups
comprising of state and decision variables. Sensitivity.
relationship between dependent and independent variables is
‘used to find out the reduced gradient. Three new approaches
based on Quasi Newton method, Fletcher's method, and sparse
hessian method of non-linear programming are presented to
solwve this problem., These methods haw significant advantages
over the linecar programming technique and other second order

. derivative methods, as described in previous paragraph.

Large power systems haw to handle large Quantum of
power to! be tranSported-over'long distances. As the power
system size increases it becomes extremely difficult tc handle
the problem of loss minimization due to large ﬁUﬁbef of
variables. Besides, computational effort and storage require-
ment increases exponentially with the increase in nunber of
variables. To overcome these difficulties, a decampdsiéion
method'is dEVEiop?d. In this method a large power system is
decomposed into 2 number of sub-systems and each sub-system
is sclved independently. This method 1is wery efficient for

large power systems,

The distribution system constitutes a signifioant part
of a tnotal power system, Since the distribution wltage lewl
is low and the low distribution system is extensiw, ;his
system is prone to have more losses compared to the cther
parts of the system. Moreowr the energy cost at the distri-

bution level will be maximum and it will lead to more sewere
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financial implications. Minimization of losses in distribu-
tion system therefore, yields maximum benefits, One way tQ’
achieve it is by optimal conductor gradation in the distri-
bution system, In all the methods in use for distribution
system planning economic benefits arising out of voltage boost
along the feeder are neglected to simplify the procedure, which
is incorrect, These benefits are significant and by neglecting
them only suboptimai solutions are arrived at, In the present
formulation of optimal conductor gradation for multi-ended
radial feeder and interconnected system, these economic bene-
fits are accurately accounted for. The cost function includes
the summation of cost of power (KW) and energy (KwH) losses,
installation, operation and maintenance cost of distribution
lines, Group variational method is used to solve the problem,
The proposed model takes into account the non-uniform distri-
bution of loads in the discribution system, .load growth,
growth in load factor with the time, and growth in cost of

electrical energy and distribution system equipments,

Application of shunt capacitor in distribution system
to improve power factor is another way to reduce losses signi-
ficantly in the distribution system, The application of shunt
capacitor results in a heavy reduction of system losses,
appreciable release in é&stem capaclity, and produces a
wiform voltage boost along the distribution system, In the
methods in use for optimal shunt capacitor installation,.

benefits arising from the voltage boost due to application
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of shunt capacitor in the system is neglected to simplify the
problem, These economic benefits are significant and their
neglect results in the sub-optimal solution, The solution
procedure presented in this study takes into account, the
benefits arising from the voltage boost due to application of
shunt capacitor in the system, The method is!capable of solving
multi-ended and interconnected radial feeders., The method takes
into account the non-uniform distribution of loads, growth

in cost of energy; growth in labour and power: system equipment
cost, load growth, growth in load factor with time, and graded
conductor in the distribution system, The cost function in-
cludes the cost of installation, operation énd maintenance of
shunt capacitors and cost of power (KW) and ehergy-(KWH)

.losses, Group variational method is used to solve this problem,

The lack of importance attached to the deéigﬁ of sub—
transmission and distribution system in comparison with
generation and transmission system has increased the losses
in distribution system, Another factor leading to more losses
in this system 1s off shoot of distribution system planning
studies. To account for all these deficiencies, it becomes
necessary to improve upon the existing distribution system by
changing the conductor in distribution lines and install shunt
capacitors at load centres, Therefore, a model 1is
presented for system improvement in distribution system. Cost

function consists of cost of power (KW) and energy (KwH)
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losses, cost of conductor replacement and installation, main-

tenance and operation cost of shunt capacitors.

The general purpose software are dewloped for all
the methods developc‘d in the present study and are tested on
IEC 2050, These programs hawe been tested on MPEB Jabalpur
(an electric utility in India) power System and the results

are reported.

It is expected that the new t-chniques suggested in
this study for loss minimization in transmission and distri-
bution systems will find a great utility in power industry.
The proposed solution me thods are simp'le, more efficient,

reliable and quite promising.
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"NOMENCLATURE

The list of principal symbols used in the thesis
is given below. The other symbols are explained where they
have occurred,

AK = Weightage to reactive power sharing,

A - Constant

By = - Reactive powef capability range of ith genera-

- 'mtor

B = Hesslan matrix

BP; F Active power flow in Branchii

Ci '= Reactive compensation at node i

C? = Minimum allowable reuctive compensation at
node i

C? = - Maximum allowable rcactive compenéation at
node 1 |

CTy = Per unit cdst of transmission system losses

CIi = Installation cost of reactive coupensation at
node‘i. |

CADL; = Per unit deuwand cost of losses for the ith
year, .

Cp = Per unit production cost

CT = Per unit-transmiSSion-system cost

CABLi =  Per unit energy costlof losses for the ith year

CBE; - Caleculated active power flow ;n~branch i

Dy = Per unit cost of distribution system losses

CSi = Per unit cost of‘ith distribution line |

CMy = Per unit cost of maintenance for ith capacitor,

CST = Per unit subtransmission system cost
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CTO; = Per unit cost for taking out the conductor in
ith distribution linc.
CDT4 = Difference in two conductor costs for ith
distribution line,
CMTi = Difference in meointenunce cost of two condﬁctors
for ith.distribution line
CHy = Conductor change out cest ter ith distribution
’ line |
e 3 Price escalation rate P,U.
EC = Per unit energy cost
FC& = Qost;of power and cnergy losses
Fa = Summation of square of differences between
scheduled sctive power and calculated 2ctive
power,
Fb = Summation of diffcerenccs of reactive power
sharing among generators with weightages,
Fo = Installation, opceration, and maintenance cost
' of reactive compensation
g(x) = Cv, fv, 01"

=B

Inverse hession at kth iteration

Iii = Current flowing in the line counnecting no@es
‘ iand j from 1 node to j node,

I = Unit motrix |

i = Interest rate P,U.

LAF = Loss allowunce factof'

Lok = Loss factor for the ith year



NG

NT
NC
NLE
NY
NBC

1]

Pri,;

)

il

i

i

il

- XV

Loud factor in kth year

Ultimate lozd factor

Pre¢sent load factor

Per unit naintenance coét of ith distribution
line,

No, of Generatcr Buses,

No, of total nodes in the systeu,

Nu, of transfurmers

No, of re:ctive compenscation source nodes
No, of lines

No, of ycars

No, of cut branches |

Real power flow from node i to node j in the
line cunnecting node i and j.

Real power losses in line L connecting node 1

and J,

Scheduled active power at node i
Caleulated active power at node i

Peak respensibility factor

Reactive power flow from node i to node j
in the line connecting node i1 and

Net reactive power injection at node 1
Minimum allowable reactive power generation
of ith generutor

Maximum allowable reictive power géherati&n

of ith generator,
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keserve factor

Production fixed cbst rate P.U,

Transmission system fixed cost rate P,U,

Length of distribution line

Sub-transmission fixed cost rate P.U.
Switched capacitor capacity at node i
Fixed cost of switched capacitor at node i

Per unit variable cost of capacitor at node i,

Tap ratio of ith transformer

Minimum allowible tap ratio of ith transformer
Maximum allowable tap ratio of ith transformer i;;
Totsl demund cost of losses P,U,

Total energy cost of losses P.U.

Time in hours per year

Voltage magnitude at node i

Minimum allowable voltage magnitude =t node i

Maximum allowable Voltage magnitude 1t node i.

A constant

ijth elenent of the nodal admittance matrix

),

(G j

ij * By

Change in reduced gradicnt between the

t

iteration K and K-1,



ij

i

CA,B>

LEatl -

H

%)
A(K) 3
X

Agk) =

M.U. =
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Voltage phase angle at node 1

Voltage phase angle difference between node i
and j,

Multiplication of column mutrix A with trﬂnspose

of matrix B where B is 2 column matrix,
N

- 2rai/2
Z | Ay

Lz b1

Step length
Accurucy factor o small quantity

Vector from x(K) to x(k+l)

vr (& -9 oo

Money unit,



CHAPTER - I

INTRODUCT Luiv

In the process of delivering electrical energy to the
consumers, losses are:incupred in the transmission and dis-
tribution system, Reduction in these transmission and dis—
tribution losses will increase the transmission and distribu-
tion system efficiency. Also, the present day energy crisis
éalls for more efficient use of tran'smission and distribution
system. Although the transmissien and distribution system is
more cofficient than any other part of the t_nergy system, but
the efficiency of this system can further be 1mproved »y
ad justing the system operating conditions and with little

investment.

- This investigation is directed towards the dewvelopment
of efficient mathematical models and methods to minimize the
losscs in large size transmission and distribution systems in

the design and operation phasés. .

1.1 LOSSES IN TRANSMISSION SYSTEM

With the development of integrated power systems and
inoreése in electrical energy demsnd, the size and oompie:xity
of transmission system haw grown tremendously. Inadequate
planning and operating studies coupled with rapid expansion
has resulted in excessive lossés in trangmission system,
These losses can be reduced considerably by proper planning,

operation, and expansion of the system,



It is the responsibility of the system planner to -
design 2 transmission System with minimum losses. At the
same time he has to consider the owerall ¢conomi cs. During

- the operation of the transmission the operator is required
to operate the system in the most efficient mam:r to hawe
minimum losses without disturbing system security and other
constraints. The losses in the Indian transmission systems

ranges between 4 percent to 8 percent.

1.2 LOSES IN DISTRIBUTION SYSIEM
-The distribution system losses are much more in
| comparison to the transmission system losses. These 1os$es
~ are approximately 10 pércent to 18 percent in the Indian
distribution system, but in low load density areas the

losses are as high as 25 percent to 30 peroent. The major

porticn of these losseés ccnsists of IZR losses. The éffECt
iﬁe ways for reducing distribution s?stem losses are the
praser plaming of distridution system amd proper modifica-
tion in the existing digtribution systﬁ@. Significant reduc -
tion in distribution system losses can be achieved by replac-
ing,theyccndﬁctor of heaVily loaded distribution lines hy
higher size conductor and installation of shunt capacitors

at load centres in low woltage areas of distribution system.

le3 PRESENT STATUS OF THE WORK
The control of Voltage and reactiw power in the

tranSmlssion System is necessary to provide electrlcal",

3



enerey of god Quality to the customers and economical
operation of power system which ultimately reduces the
-losses considerably. The wltage and reactiwe power are
controlled by effective use of various regulating devices |
such as woltage and re~ctiwe pewer centrolled generators,
en load tép changing tr\”lns.for';ners, shunt capacitors, and

reactors,

During the last few years increasing attention has
been paid to the problem of real power losses minimization.
" The objective of moét reactive power and voltage control
schemes havwe been to determine optimum operating pattern,
which is defined as a voltage‘pfofile and reactive power
schedule minimising the system operating cost and real
power transmission system losses. In available methods for
losses minimization, reactive power and wltage control
during light load conditions have not been considered.
Under light load conditions, generators absorb the reactiwe
power from the system and will be under-excited. Also when
losses are minimized, the power flow in the system changes
from the one which is obtained on the basis of minimization
of production cost, Whic‘h is not desirable because it may
result in owverall uneconomic al operation of the electrioal

energy system.

Two types of formulation of loss minimization problem
are in use at present. The first is the linear programming

approach and the second is non-linear programming spproach,



In 1in<_-:-f1 r programning approach the obJjective function assumes
its minimum or meximum at a corner of the conwx polyhedron
while in case of nonlinear programming its minimum or maximum
can be located at a corner, on an edge, 6r even in the inter-
ior of the polyhedron. Therefore results obtained with
linear programming methods may be sub optimal. 'The
lagrangian multipliers technique assumes that the Kuhn-
Tucker conditions of optimality are satisfied at the solution
and if this is not the case, the method performspoorly. In
some cases, the penalty functions'require initial feasible
point which may not be available, The choice of initial
“value of penalty function 1is a vefy sensitive factor which
can govern the whole out-come of the optimization process.
Wrong choice of initial ~walues will increase the computation-

al effort,

Installation of reactive compensation in the trans-
mission system is necessary for'maintaining adequate voltage
at critical points and for controlling undesirable reactiwe
power flows during emérgenoy as well as normal mode of
operation, This reduces system losses, and inereases power
transfer copability, Linear programming models have been
exfensively used for reactive compensation plénning proklem
in the transmission system. These models tend to provide
solution at the extremities of the operating region whereas
the optimal solution may be located at a corner, on an edge,

or even in the intérior of the polyhedron Which,dan~be"



obserwved by solving the nonlinear programming formulation.
Thas the linear programming models may giwe subOpfimal
solution. The nonlinear progrémming mefhods in addition to
linear programming havwe also been used, The formulations
presented so far are time consuming and not suitable to
solﬁe large power system problems. Light load conditions
have not been considered when the generators 2re under
excited in the present methods. This condition is impor-
tant from stibility consideration of th. electrical ernergy

sys tem,

Inter-connections have become vital to electric
energy systems for many reasons, Inter-connection make
feasible the coordinated operation of power system résu1t~
' ing'in'redUCed losses, Thus the ever increasing size of
power aystem imposes great burden on computation methods
used for transmiséion losses minimization. This requires
excessive storage and computation time to Solve the problem

of transmission losses minimization.

The effective way to reduce the losses in distribu-
tion system is the optimal conductor gradation. The avail-
able methods for determining the size of the conductor for
the distribution lines neglect the econcmic benefits arising
out of wltage boost along the lines to simplify the
procedure and the models used consider radial'feede?S(fby

neglecting laterals and lumping their load to the main



feeder, All these approximations lead to sub-optimal

results.

Application of shunt capacitors in distribution
system to improwe power factor is another important way to
reduce distribution losses. The methods in practice do not
take full enefits arising out of wltage boost in the
distribution System, Multi ended radial feeders have not
been considered at all. The uniform cross section along the
radial feeders has been assumed to simplify the calcula-
tions. -All these_approximation will affect the results

appreciably,

The improvement of distribution system taking into
account the of f shoots of the planning studies has not taken

the important place in the literature.

1.4 SCOPE OF THE WORK

The aim of the present work is to dewelop more
realistic and simple mathematical models and efficient
methods for minimising the transmigsion and distribution
system losses in a large power system at planning, posSt

planning, and operating stage.

‘The following is the summery of contribution in this

area of research,

An efficient and reliable algorithm based on the

Broyden-Fletcher-Golda farb -shano (BFGS) inverse hessian



update and sensitivity relationship between state and
control variables is dewloped for optimum losses reduction
via reactive power and woltage control in a transmission
system. To reduce the size of the problem reduced gradient
is used. The computational difficulties arising out of |
conditioning problem is overcome by using BFGS update of

approximate inwrse hessian,

Another efficient algorithm based on Fletcher's
method of non-linedr programming is developed for losses
minimization in transmission system via reactive power and
voltége control. Generalized reduced gradient me thecd is
used to reduce the size of the prnblem. An approximate step

size is cheosen t» reduce computation time and storage.

A more efficient élgorithm based on Sparse hessian
update and reduced gradient for trénsmissicvn System losses
minimizatian via retctiwve power and wvoltage control is
presented.- Sparsity and symmetry of hessian is exploited

fully tc reduce computer storage.

Chapter - IT deals with the above mentioned three
me thods of losses minimizaticn in transmission system via

wltage and reactive power control,

Reactive compensation planning problem in transmission
system for losses minimization is formulated and sclution

precedure dgscribed in Chepter - ITI. The cbjective fumcticn



consists of cost of real power losses, cost of reactive
compensation instullation, operation and maintenance, and
difference between percentage sharing of reactive power among
generators, All the three mathematical models as desecribed

in Chapter - II are modified to solve the problem of reactive

compensation planning,
¥
A decomposition procedure suitable for losses minimi-

zation in large power systems is described in Chapter - IV,
The power system is decomposed in to smaller sub-Systems, each
with its own goals and constraints, The subsystems are then
optimized independently in a sequence to obtain the solution

of the original systen,

An algorithm based on the '‘group variational method is
developed for optimal conductor gradation to reduce the dis-
tribution system losses, Economic bénefits due to improvement
in voltage profile of distribution system is accounted for. This
algorithm is‘applied on multi-ended and interconnected distri-
bution system, This procedure of conductor‘gradation is des-

cribed in Chapter -~ V,

In Chapter. - VI the problem of distribution system losses
minimization by shunt capacitor installation is formulated and
solved by group variational method, Multi-ended and inter-
connected distribution system and full beﬁefits dvue to improve-
ment in voltage profile of the system is considered in this

study.



An algorithm for system improwment by effectiwe use
of conductor replacement ~nd shunt capacitor installation

is presented in Chapter -~ VII.

The mathematical models and methods deweloped in
this inwvestigation are successfully tested on 6 Bus, 30 Bus,
and 103 Bus transmission systems., 30 Bus and 103 Bus trans-.
mission system belongs'to Madhya Pradesh Elactricity Board
(MPEB) Jabalpur (an electric utility in Indié). Distribution
system mathematical models and methods are teséud on 40 Bus
distribution system of MPEB., Results obtained are given at

appropriate places,
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CHAPTER - II .

TRANSMISSION SYSTEM LOSSES REDUCTION BY REACTIVE
POWER CONTROL

The .’cransmiss'ion system losses for a giwn load are
func tion of reasctive power flow and wltage magnitudes,
puring th: last fow years increasing attention has been paid
to the p’robleni of real power loss reduetion and reaetive
pewer control, The objectiwve of most reactive power control
schemeshave been to determine cptimum operating pattern,:
which is-.defined as a wltage profile aﬁd reactiw power .
preduction schedule minimising system Operating cost and
hence minimisation of real vpower transmis.sion system losses
[76 ]. The reactive power control is necessary for main-
taining adequate weltage 2t critical points and for controll-
ing undesirabls reactive pewer flcws. This 1s done by
ad Justing generétor terminal woltage magnitudes, ¥ransformer
top positions and output frem variable reactive power sOUrces
like capécitors and reactors to =chiewe operating benefits
suwch as reduced losses, inoreaseq power transfer oapabi}ity’
and improved Wltagé rEgulation.v A biblicgraphy of reactive

power control techniques is given by Sullivan [[76 .

The effect of losses in ecconomics of power system
operation was considered early by Estrada- [ 22 ] and 2 mathe-
matical form for considering it in terms of incremental

¢fficiency terms was introduced by Steinberg and Smith [ 74 ]
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Seng [73 7] suggested the minimization of real power trans-
mission lrsses by adjusting the controllable wltages,
Dapazo €t. 2l [ 19 7] prescnted a method of minimizing the
production ccsts by coc rdinating real and reactiw pcwer
allecations in the transmissicn system. Reactiw pcwer
allncation was optimized by a gradient approach, using
system losses reducticn 2s an objectiw function, Ppeschon
et.al [ 58 ] pressnted a methed of minimizing the system
losses by Judicinus selecticn of reactive power injections
into the system and transformer tap settings., Dommel and
Tinney [Lé ] deweloped a nenlinear optimizaticn technique
te determine the cptimal power flow soluticn by considering
producticn costs or transmission losses as objective func-
tion .. Hane et.al [ 31 ] presented a methed of controlling
the éystem wltage and reactive power distribution in the
transmissicn system, They determined the required sensiti-
vity relaticnships between centrolled and controllablé
variables and loss sensitivity indices and then employed a

direct search technique tc minimize the system losses,

Narita and Hamman [ 56 ] used the sensitivity analysis
of power systems and the methed of Bex to minimize the wl-
tage deviations from their desired valwes, As a sed:ndar‘y
step, they minimized the system losses. Control variables
considered were transformer tap pesitions and switchable
scurces of reactive power at lcad ncdes, Shoults and Chen

[72 7] presented a method for calculaticn of transformer
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tap pesitions and geﬁwrator terminal voltages t» reduce the
reactive pewer flow in lines -nd improwe poor Bus wltages to
the desired ve@lue. Saveluscu [ 68 ] presented an approach
-to determine loss sensitivity, reactive pcwer transmittance:
and stcady state stability indices. Based cn these indices,
he empleyed a scarch procedure to mowe towards the required
cptimal system conditions. Fernandes et, al [ 24 ] minimized
the system losses by édjusting transform:r tdp positiéns and
generator wltages. They used the technique of Dnmmel and
Tinney [ 18 J]. Hobs:n [ 37 ] dewloped a linearised medel
for reactive power contrel preblem 2nd solved. the same by
lincar programming technique. Mamandur and Chenowe th [:51 ]
used dual linear programming to minimise lesses by adJjusting
transformer tap positions, generator terminal voltages, and
switchable reactivé power sources. In the abow mentioned
werk only system losses are minimised, They hawe nct
censidered the light lond cenditions when the generators

are under-excited, Alsc, when losses are minimized, the
real power flow in the system may cnange from the one
obtained on the basis cf minimizaticn of prﬁducfion'oost,

which 1is nnt desired,

In most o f the present day systems, the magnitule of
recctiwe power inwvelwved is wery 1§rge@ Because of high
operating wiltages the contrylling of system reaptive powWer
te reduce real power losses, is an extremely important

aspect ¢f system operaticn.
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Due tc wide fluctuatiuns in the system load pattern
during ncrmal operiticn and change in netw rk configuraticn
during system centingencies, the system reactiwe power flows
differ widely under different conditions., The wltage magni-
tudes at 1oéd nodes may fall below the specified limits dur-
ing the heavy lead perieds and therefore switchable shunt
capacitors h2we to be pressed int ScrﬁiCu for wiltage control
and tc reduce the current flow on the lines and transformers
resulting in reduced lcsses., On the other hand, duriﬁg light
lo2d conditions the capacitiwve reactiwe pOWef generaticn may
¢xceed the MVAR reQuirement even when the system capaciﬁéré
are disconnected and thereforé the node wltage magnitudes ©
may exceed their uppef limits [ 6 ]. This extra reactivs.
pewer in the transmission system should be utilized judicious-
ly since it is desirﬁble and eccnumical te hawve the reactiwe
“power located as near the load as possible to maintain the
“renl power capacities at their desired values. The capacitiwe
power of the system may be abscrbed by‘operatihg the system
generators under-excited [77 ]. Howewver, since the system
‘étabilify depends to a large extent on the stiffness of its
generators, their cperation in under-excited region is a
definite threat to system stability., Alternative means must
therefrre be adepted for the abscrption of the reactiwe
power like tap ndjustmeht of transformers, installaticn of
reactors in.the system,and switching off of the lines (not
very desir-ble though) in <rder 4 ensure =2 reliableAsystem

opertzticn,
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The available litefature suggests reactiwe power and
voltage contrml problems to be formulated and sleed by
linear programming (LP) And nonlinear pro gramming techniques,
The pewer system problems are in genertl nenlinear and are
approximated as linearized prublem for the applicaticn of Lp.
In a linear cptimization, the cbjectiwe function assumes its
, optimal value at a corner of the cenvex polyhedron‘while in
nonlinear programming formulaticn, the optimum value is
obtained either at 2 cerner, ¢n an edge, or ¢wen in the
interior of the polyhedrn. Since the IP tends t» provide
the solution at the extremities of the operating region, in
some of the cases it may not give the optimal solution. Th=
linear programming may give rise to a poor search direction
if the objective function is highly nonlinear. Very often
the problem of reactive power control has béen formulated
“as unconstrained optimization problem by using tWo nonlinear
programming approaches, The first is the lagzéngian milti~
pliers approach using dual variable for eéch equality and
violated inequality constraint, while in the other approach
penalty parameters are used for -conwerting constrained
problem into unCOnstrained-one. The lagrangian multipliers
technique assumes that the Kuhn-tucker conditions of optima-
‘lity are satisfied at the solution and if this is not the
case, the method performs poorly. The method also oritioally
depends on having good estimate of lagrangian multipliers,

This is a difficult problem even in case of linearly
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constrained optimization, 1In the benalty function methods a
“sequence of unconstrained minimization problems are solwed.

This method reqQuires an initial feasible point. In case of
losses minimization problem initial feasible point is not
availabie in Quite a few number of cases, It is obserwd that
many problems concerning their application remiin unresolwd.,
The choice of initial feasible point and penalty multipliers are
wery sensitive factors. The wrong selection requires more
computational efforts and sometimes converge prematurely to

a sub-optimal solution,

Based on approximate hessian or its inwrse with first
order derivatives, three new approaches are suggested to solwe
the problem of losses minimization in transmission sys‘tem.

The new approaches are suitable to solve large power systems
as ﬂqese metheods require less computer storage and computation
time, These methods hnve faster COnvergenoe; and are robust,

stable and reliable.

In this chapter the problem of transmission system
losses reduwtion by cptimal reactiwe power and woltage control
is formulated by using sensitivity relatioﬁship be tween s tate
and decision v@riables. The objectivé i‘unctiofi considered
cons:Lsts of real power losses, difference between percentage
sharlng of reactive power among the genemtors ,and the devia-
tions from the real power flow determined on the basis of

production cost, The decision variables, are generdtor
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terminal wltage magnitudes, transformer tep positions, and
setting of switchable scurces of reactiwe pewer at load nodes.
Transformation of the formulated problem is done by using
generalizedl Reduced gradient tc reduce the size and comple-
xity of the problem, correction tc the groups of decision
variables are applied simultanecusly as well as hierarchically
and the results are compared for 6 Bus, 30 Bus and 103 Bus
sample pQWer systemg, The test system details are given in
Appendix - A. The test systems (30 Bus and 103 Bus) belong
to _powér system of Madhya Pradesh Electricity Beard (an
electric utility in India).

2.1 PROBIEM FORMULATION
Thu problem of real power losses minimization in

transmission system via reactive power and w;1ltage centrel is
so formulated as tc minimize an obj;ctive\function censisting
of real power losses, differences betw:en percent>ge sharing
of reactive power among gen=rators, and deviation frcm the
active power flow determined on the basis of production cost
subject to the inequality and equality constraints imposed by
reactive power output from generators, veltage magnitude of
load nodes, trﬁnsformer tap positions, \output of switchable
VAR sources, and power flow equations. It has been assumed
‘that active and reactive power load is known with certainty

at 2l1ll the Inad nodes,
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2.1.1 Objectiw Functicn
The system losses for a given load are function of
reactive power flow, which is mainly dictated by the system

node wltage magnitudes,

power flow in a line connecting node i and Jj of the

system frem node i to j is

; . *
r b
 Similarly power flow in a line connecting nede J and i of

the system from J node to i node is

n O | * ' 5
Pus+ JQis= Vilo: = Vj L(VJ.—vi) Yijj (242)

Ji Ji- JTgi

where % 1s 3 compleX conjugate.

Real pewer losses in a line connecting nodes i and j is

.,

P
By simplifying equaticn (2.1), (2.2),and using (2.3) we get,

2 42 '
. o= ~~\ry., . . o . . 3 A — . .L].
Pri, 5= =G frl»f iy zvle Cos(ey @J)] (2.4)

or o . |
) oG 2 ) o
,ExPanding Cos term of (2.5) and assuming Sin %(gi.. gj) -

%(Qi —~Qj) the above equaticn can be written as

2 2
Pri,j = %3 [(Vi-Vj) + V3 V5(04- @j)] - (2.6)
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Total power lecsses in the system are therefcre

NIE
F. =3 P
L =1

Li, 3 (2.7)

Losses are minimized after sclving optimal load flow
preblem which pI‘OVidESA real pewer and phase angle values for
the minimum cost of generaﬁir;n. With the variations in>
reactive pewer flow, the node phasge angles may change and
thus real power £lows deviate from the one obtained »y solv-
ing optimal power flow pmblerﬁ, which will increase the |
productinn cost. Therefore while minimizing transmissioh
losses, this deviation should be minimized and can be
expressed as ;

N

FA =2

3 (ps; - PC;)° | (2.8)

where first bus is taken as slack bus.

Also, active power equallty constraints are soft
constraints, 'they can be taken out from constraint set to
simplify the problem and absorbed in the objective function

- as shown in (2,8) above,

In a powerlsystem with number of generators operating
to meet the demand, it is observed that the generators hawe a
gre ater tendency to absgorb r€active power during light load
pe riods. and that the reactive power loadings are not e_quita;
bly distributed among the generators, even during peak load

peériods. The capacitiwe reactive power of the transmission
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system may be absorbed by operating the generators under
excited. Since the system stability depends to a large
:extﬁnt on stiffness of its generators, their speration in
under—excited region is a definite threat to system stability.
Alternative means must be adopted for the absorption of the
reactive power like tap adjustment of transform.rs and
reactive power sources, There fore from stability considera-
tion, sharing of reactiw power by the génerators should be
proportional to their reactive power capability limit [ 75 ]
which is expressed By _

NG-1 NG )2

F. =AK % g (Q.B.- Q./B,
il 5 A " ' J

(2.9)
From the generator operating chart shown;in Fig.2.1

it can be seen that the operating point of a generator away
from the theoretical stability limit line would ensure more
stable operation of the generator. The reactive power capa-
bility limit of machine is defined as the total reactive
power that a machine can handle. By varying the value of AK,
a constant multiplier, the reactiwe power sharing befween the
machines can be alteéred and it is possible to operate them at

aﬁy desiréble percentage of their reactive power capabilities.
Hence the objectiwe function to be minimized is
F=F +F +F : (2.10)

Subject to the power flow constraints (section 2.1.2) and

bounds on variables (section 2.1.3).
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2.1.2 Power Flow Constreints
Under steady state operation of power system, actiwe

and reactive power balance must be satisfied at each node.

The active power equality conStraints are absorbed in
the objectivwe function and hence, active power equalities and
inequalities can be excluded. 1In N Bus system, the

reactive power flow equations can be expressed as

N
hy (v) = - Qu+ Vi T V. (G,

J T1J

i =NG+19 eoved N (2'11)

2.1.3 Bounds on Variables
The reactive powef output of any generator must lie

between its specified upper and lower limits i.e,
o
Q<9 < d, S =g i, . NG (2.12)

limits for reactiwe power output of generators are taken

from thelr capability curwes.

The voltage magnitude at each node must lie between

Specified wper and lower limits.

Vlj_(h VlSVIf, i ;'ly seene N (2~13>

limits for wltage are taken between 0,90 P.U. to 1.1 P.U.
considering continuous variation in wltage within these

limits.
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Transformer tap . positions are variable but no tap

position shall be out side the allowable range i.e.

= 1 = "1

T?(T' <Tl\fly i =l’ ees o000 NT (2014)

limits for transformer tap are taken from 0.95 to 1.1 in

the steps of 0.0°125 ,

Swi cchable VAR sources can supply reactiwe power
within their specified lower and upper limits.
m
i

C. -<"‘Ci S Cl\./I’ i =l, LI S Y NC (2o15)

1

limits for switchable VAR sources are considered - 0.1 P.U.

to + 0.2 P.U. in the steps of0.001.

It is ensured at each load sus that power factor

will never be-comes more than unity,

To simplify the calculations continuous variation of
transformer tap positions: and switchable VAR sources  are
considered and at the énd of each iteration these are

rounded off tc the nearest standard wlue,

2.1.4 Calculation of Reduced Gradient
To reduce the problem size and complexity, the

precblem variables are divided into twe groups i.e.

Decision variables x and,

state variables v, whe re
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‘Vi i = 1; s o0 NG

X, '= Ti i = l, o0 000 NT (2.1.6)
Ci . i = 1, LR ) NC
e .

and
in 3 m= l’ eeo e e NG

y = | (2.17)
Vi i = 1, TN ] N ‘

In terms of these variables, the reactive power control prob-

lem can be eXpressed as

Min  F(y,x) el (2.18)
SUbject tO hi (y,X) = O . i ‘= l, ¢e 0 N (2:19)
R T ki i  (2.D)
ey F - (2.21)

on differentiating (2.18) and (2.19)

af = %y, £(y,x)T ax + B, (v,x)T ay  (2.22)
o= gh (R - BAGLH &y (2.29)
where W f(y,x) = [af/axl, 8f(ax2 af/axkj (2.24)
HE(x) - [Bf/ayl, 25/3Y , 1o af/aym]“ (2.25)

feny/ax;  hy/ex, . dh /ox,
Y h(y,x}=
E '\ahm/ xq ahy/3x, ah /ox,

e

(2.26)

mxk
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EYE T VLS e,/ 3y,
V¥ h(y,x)= ' (2.27)
7 8h /3y, . oh /%y, /oy,
. . mxm
From (2.23) we get
T T R A S T (2.28)
4 X L |

Substituting (2.28) into (2. 22) and rearranging yields the

linear apmeMation to the reduced gradient.

T T
T30 = Gy, x)T - (0" =
[Ba(nx) ]~ sax) (2.9)
The reduced gradient (2.2) defines the rate of change
of the objective function with respect to decision variables
with the state variables adjusted to maintain feasibility.
It is generally true that inwrse of a sparse matrix |

will net be sparse. Therefore a method [[90 7] is used to

represent inverse implicitly.

In (2. 29) ‘we de fine a transformation matrix T equal to

the matrix product

T = [a ]| valyx) - (2.30)

“where :
| -1 Wy 7=l | ,
AT = [vvh(y,x) i (2.31)
rearranging (2.30) we can arrive at the form

AT:.—;vxh (v,x) | - (2.32)
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The matrix T can be cénstmcted' a colum at a time

using ordering, Bi~factorisation and direct scluticn [90 7.

2,2 QUASI NEWTON METHOD

Methods based on appmximate hessian matrix calculated
from first order Jderivatives have faster convergence rate.
But computational difficulties arises when the gmallest
eigen value of hessian approaches zero. This is called condi- -
ticning problem. The computational difficulties arising cut
of conditioning problem can be overecme by using Quasi

Newton method of inverse hessian update.

Quasi Newton metheds seek to approXimabe the hessian
matrix (or its inverse) for the kth step by acoumulating
information from the (K—l)th sté;ﬁ using onl.yv first order
derivativesfor their finite~difference approximation). This
is in contrast to Newton type methods where the hessian
matrix for the K™ step depends on derivative information
computed in the immediate neighbourhood of x'X) alene. The
Quasi Newton methods havwe proved themselves in dealing with

practical preblems of the follewing two types.

(a) Systems of N equations in N unknowns,

(B) Un-constrained minimization of functions.

‘There are four Quasi Newton updates [ 16 7] which are
globally and superlinearly convergent for linear proklems

(even in the absence of orthogonality assumptions or exact
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line searches), and locally and superlinearly convergent for

nen~linear nreblems, The best among them is the Broyden-

Fletcher-Geld fard-shanc (BFGS) update. This update is
times called the complementary DFP update and that the
lying single rank methcd, There is a growing evidence
the BFGS update is the best current update fcrmula for
in unconstrained minimization. This methcd has glcbal

gence, and is robust and stable,.

2.2.1 Solution Algcrithm

SO me
wnder
that
use

conver-

Flow chart showing the varicus steps is given in

Fig, 2.2 for this methcd. Discrete steps of solution algori-

thm are given below ¢

(1) Perform load flow znalysis '
(i1)  Caleulate reduced gradient using equation (2.29)

(iii) Check fcr convergence

" Reduced nroblem is s2id to be converged, when the

“change in the valve of obj.ctive functicn becomes less

a prede termined small quantity.

than

If the »reblem gets conwerged, stop. Otherwise go to

next step.
(iv) C2lculate directirn wvector using equation (2.33)

Direction wector Sy is given by equaticn (2.33)

s =8 [N @0 F - Bnn B 2
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(v) Calculate step length, if zerc stop, Otherwise go to

néxt step,
Sten length is calculated using DSC and Powell's uni-
dimensicnal minimizaticn method [730 ]. Details of the

methed are given in Appendix - B.
(vi) - Calculate new valuec of variables

(vii) Update inverse hessian using cquaticn (2.3%4) and g to
step (1),

BFGS update for inverse hessian can be written in the

form 1
L - ] J i~ T 3
Kel Sk % k1o %% S Sx |
Thres B WA 5 " USRI 1+ | ol
ool | s | <aelol
| ' (2.34)

where

Zy =Evif(y,><) { it %ﬂﬂrf(y,x)} S - (2.35)

2.3 FIETGHER'S METHDD |

The minimizaticn algorithm described in secticn 2.2
requires the determination of the step size accurately in eabh
iteraticn such that maximum reduction in function value
achieved during ewry iteraticn, In Fletcher's methcd an
approXimate step size is selected, This helps in reducing

the storage and cemputaticnal burden,



203-1 Alg(rithm
Discrete steps in solutionAalgor‘i.thr'n are -given below

and a flow chart in Fig. 2.3.

1) perform ioacl flow analysis

i'i") _Calculate reduced gradient using equation (2.29)

iii)  Check for cenvergence |
minimufn of reduced problehz‘ocours when the elements of

the reduced gradient satisfy the fcllowing conditions

V.E(y,X); 2 Af Xy = Xj | ol (A36)
V£(y,X); =0 1f X < X5 < Xl\f | 1 ’ (2.37)
SAvopad 158 =xa M ~ (2.38)

If converged, stop. Otherwise go to next step.

iv) Calculate the direction wector using equation (2.3)

. Directicn wector S, is. given by equation (2.39)

, (x
SR L ECR0) ) e (2.39)

where K is the iteraticn number,

v) c2lculate step size, If zerc, stop. Otherwise go to

| next step.
Fleﬁcher limited the wvalue of % (’che stép' size) ‘tc.be'
the smaller of 1. |
The value of n\ first chosen as 1 vand if foﬁnd success ful
in reduoing value of the func.tio'n, it is accepted. Otherwise

eQuation (2.40) is tried.
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7\ =)\ XOol : (2‘40)

This nrocess is repeated till the desired results,
are cobtained. The use of any linear search technique would
alsc inwvelve few functicnal evaluations.befere: the-optimum
step size is cbtained. Therefore, the -chcice of approximate
step size will not inwlve many additional function.evaluas~
tioﬁs but will de finibaly" result in --‘saving"b‘f'-o'm;)utspm L

memery required for storing linear scarch programme,

- vi) Calculate new v31Ueij control wctor,
vii) Update inverse hessian using equaticon (2.41) and go to

step (i).

gK+l _ II 1 AX(K) (4&(K))T HK} AE(K)(AX(K))T
. B

! (2

I-

(K))T Aé(K)_J (AX

(K))T % (Kﬂ
& ]

o, &
¢ (K)  (K)yT
X
T == ) (2.41)
[SAX(K))T AE(K) ]
where ; _ . ( ~
, ] r, (K
Ax(K) = f}\(k) 5(K) [ﬂrf(y’x):; ) (2.42)

2.3.2 The Fletcher's method is less sensitive to the aééuracy-
of the linear search for step size determination. .It awids
the computaticn of second order derivatives of the function.
The methed is basically stable beca‘use‘ the . hessian matrix is
always nositive definite. The stability is further improved
by recycling, proper scaling of variables, and inoreaséd

precision of computaticns.
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2.4 SPARSE HESSIAN METHOD

The two methods as described in Section 2.2 and 2.3
uses approximate hessian, calculated from first order deriva-
tives hawe faster convergence rate. But they do not exploit
the symmetry and sparsity of approximated hessian and there-
fore réquire large storage. In sparse hessian updating
procedure [ 80,81 ] sparsity and symmetry of the hessian is
fully exploited. This results in reduction of computer

storage.

2.4.1 Algorithm

Discrete steps of solution procedure are given below:

i) pefform load flow analysis

ii) Calculate reduced gradient using equation (2.29)

iii)  Check for convergence. If //g(x.)// < & (2,43)
solution has been obtained.

If converged,stop. Otherwise go to next step.
iv) calculate direction vector using equation (2.44)

and (2.45).

Direction wector Sk is calculated by minimizing

equation (2.44).

Minimizé |

#(x,K) 8 -% (< Xps By Xp> + <), Xp> + £(Xg)

(2.44)
Subject to

s a0 _ (2.45)
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whe re SK + XK is the value of X and now it will be denoted

by Xy and Xp =X - Xy,

Objective function (2.44) subject to (2.45) is solved by

using Levenberg - MarQuardt procedure | 50,53 ].

v) Caloul‘ate step size using equation (2.46 to 2.50).
If zero, Stop. Otherwise go to next step.
Step size 4 can be calculated with the help of
equation (2.46) to (2.50).

FIf [f(XN)' - f(xK):{ >=0.1 ES(XN) - f(XK)] (2.46)
| I set 4y =% | S I

[else define .
#001f < g(XN)’ SK.> < <g(XK)' SK >

L
| (2.47)
R o)
<BlZr)s >
b -m~'—-~l~§-’~»-—ws»5-m if <g(XN).‘;SK>><g(XK),,SK >
<g(XK) "g(XN) DSK> _
rThen 4f x > 2 or if ||g(xy)-a(¥%)- BKSK”2 (2.48)
! Set g =Min 2 || § | (2.49)
b else set 4 =|| Sk ||2 (2.50)
vi) Multiply sK with step length.
vii)  Assign new value to X using equation (2.51)
I P(Xp+ §) < F(%), set X | =Xer § - (251

else set XK+1 = XK
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vii) Update hessian ma trix solving equation (2.52) subject
to (2.53) to (2.55).
New approximgtion to B will be find out by solving

equation (2.52) subject to equation (2.53) to (2.55)

using the sparse and symmetric matrix update described

in [80 ].

Min // B - By // - (2.52)
Subject to

BK@ I Bngl ‘ ‘ (2.53)

Bey Sk = 8% ) - &(%) | (2.54)

Bk =0 VnneT (2.5

viii) Go to step (1). A flow chart for this procedure is
given in Fig, 2.4,
‘Note ; Initially hessian is set 0.01 // g(Xl)// tlmus the
unit matrix,
2,4,2 This method has a good and Q super linear fast fate of
- convergence arnd therefore useful in practical problem consideér-
ed here, Sparse update formula is used to update the hessian
resulting in less computer storage. In this muthod.Spars"ity’
and symmetry is fully exploited.
2.5 APPLICATION TO SAMPLE SYSTEMS AND RESULTS
Computer programs implementing the proposed algorithms
are prepared and used on IEC SYSTEM 2050, to test the methods



READ SYSTEM DATA ~

PERFORM LOAD FLOW ANALYSIS

J

CALCULATE REDUCED GRADIENT
USING EQUATION (229)

CHECK FOR CONVERGENCE
USING EQUATION (2:43)

CALCULATE DIRECTION VECTOR BY
SOLVING EQUATION (2-44)g(2-48)

CALCULATE = STEP LENGTH USING

25

_EQUATION (2-46) T0(2-50)

IS STEP LENGTH ZERO

PRINT
RESULTS

CALCULATE NEW VALUE OF CONTROL
VARIABLES USING EQUATION (2:51 )

UP DATE HESSION MATRIX SOLVING
EQUATION (2:52 T02:85)

FLOW CHART FOR SPARSE HESSIAN METHOD
Fig 2-4

stop
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on 6 Bus, 30 Bus and 103 Bus problems of transmission network
of Madhya Pr@desh Electricity Board (MPEB) Jabalpur (an
electric utility in India) power system,

Tnitially the system voltage under heavy load condition
is less than the minimum specificd limit of 0.90 P.U., in all
the three test systems. The system voltage obtained with the
help of dewloped techniques lies within.the limit of 0.90 P.U.
and 1.1 P.U,

There are three groups of decision variables controll-
ing the reactiwe power flow in loss minimization and voltage
control, These are generator terminal voltage magnitudes,
transformer tap positions,and setting of switohabie reactiw
péwer sources., Correction to the groups of decision variables
are done simultaneously as well as_hiurarchically. The
sequenée followed was generator terminal wltage magnitudes,
transformer tap positions, and setting of switchable reactiwe
power sources in case corrections are done hierarchically.

In Table 2.1 details of loss reduction are given., Table 2.2
gives the losscs at the end of each iteration. No. of itera-
tions and computer time used is giwen in Table 2.3. Table
2.4 to 2.6 gives the wltage magnitude at dif ferent nodes,
transformer tap settings, settings of switchable reactiwe
power sources, and reactiwe power output of generators for
all the three methods =znd three test systems. Computer
storage requirement variation between the methbds is giwen

in Table 2.7.



It is evident from the Tabl: 2.1 that when the correc-
tion is gpplied hierarchically optimum loss reduction is more
than that of simultaneous correction to the decision variable

gI‘OUpS . 4

2.6 ‘CONCI_US[ON

Three new mathemgtical formulations‘ for finding the
optimal generator terminal voltage magnitudes,transformer tap
positionsl, and setting of switchable VAR sources, to reduce
transmission losses and improwe wltage profile without dis-
turbing system security is presented in this chapter, - The
effect of simultancous corrections and hierarchic al correc-
tions in decision %fariables are studied, These algorithms
would be useful tools to assist the system operators in
making contml-decisions to improve the woltage profile in'
the system and to minimize the system losses., The methods
are successfully tested on actual systems and the results

are presented.
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%
TABIE 2.2

Conwvergence Characteristic for Ioss Reduction

(Hierarchical Correction)

- -

I teration No./
Test System

Quasi Newton

Losses in MW
Fletcherts Sparse Hessian

Me thod Me thod Me thod
6 BUS SYSTEM
(6,228 MW)
1 5.0653 5.2381 5.,6895
2 4,581 4,5089 4,5876 -
30 BUS SYSTEM
(44,7628 MW)
1 41.5314 40. 6588 39,1604
2 37.0865 36.8786 37.3982
3 36.9208
A 36.8547
103_BUS_SYSTEM
(68.9020 MW)
1 68. 2098 68,5442 62.5856
2 6L, 459 2 64,6098 60.7849
3 63,7208 62.9751 59. 2030
4 57.9583 57.8706 57 . 7559

Notes Fig. in bracket shows initial losses.
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TaBLp 2.4.1

voltage Magniﬁude at Various Buses
(6 8us System)

Bus o,  initial Guasi uewton Fletcher'; Sparse He-
method method ssian method

1 1.0 1,09 1,06 1.1

2 1.,1846 1,0385 1,1 1.1

3 .9247 9534 .9998 . 9659

4 .9288 | .904 4 1.2085 .985

5 <9390 .985) 9705 9406

6 .92 1.7108 .9600 . 9683

TABLE 2,4.,2
" Transiormer Tap Position
( 6 Bus System)

Transformer Between the Initial Cuasil fletcher's Eparse
o, buses ' lewton method ~ Hessian
method Method
2 _ 5-6 sy ) Ly .95 1.0
TaBLk 2,43

Shunt Capacitor Settings
(6 Bus oSystem) . ,
shunt Capacitor Capacity oispatched, HVAR

Shunt capa- Bus Lo, Initial  Cuasi New- [Fletcher's OSparse

citor wo, ton method method Hessian
Method
l 3 5 6-5 6-5 605

2 5 5 9.0 9.0 9.0
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Results for 3 ) Bus system(Table 2.5.1 to 2.5.4)

TaBlin 2,5,1

Voltage Magnitude at Various Buses F.,U,

43

Bus o, Initial
1 1.0
2 9959
3 1,29
4 1.0
5 .o857
6 1,90
g 120
8 1.00
9 1.00.
10 1.00
i 1.03
L14 .835
L7 .9759
177 .9219
194 .9591
198 .9797
221 8455
222 .8305
223 8344
227 .9594
228 .9758
229 .8192
239 .94 28
231 .95)8
2% 2 L9794
23 4 .9278
235 . 9825
240 L9779
24 L .9282
.8942

Cuasi Newton  Fletcher's S parse

tiethod Method Hessian
Method

1,214 1.2019 1.0513
.9663 1.7245 1.)534
1.99 1.2994 1.09
8T 1.1 1.05
.9987 1.0156 1.0478
1.0287 1.7431 1.05
1,366 1.3397 1,05
1.0%%9 1,0%97 1,05
1,052 1.033%9 1.95
.9644 1,0697 1,05
.9127 1,0704 1.05
.91 .9343 .9%542
= 1R 1.0052 1.03%39
.9626 .9697 .9895
.9968 1.0051 1.0152
LTS 103 22 1.0292
9441 .9650 .9522
.9260 .9481 .9378
L9252 9479 L9398
eiele®) 1.,0676 1.0441
9462 1.0672 1.0445
9256 L9443 .9%10
1.07T¢7 1.0541 1.0314
1.43% - 1.0587 1.0373
1.073 1,0835 1.059%
1,0046 1.014 1.9)79
1.3329 1.0%357 1,043
1.0181 1,0233 1,03 44
.97 4 L9767 .9955
9590 . .9483 .9691
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TABLL 2,52

Transformer tap Position

Trans- Between Initial <Cuasi  Fletcher's Sparse
former No, the buses Newton method “Hessian
method Mmethod
1 1-127 1.)0 ,9525 1.1 1.0
2 2-114 1,00 1,025 1.1 1.0
3 32232 1,09 1,00 1.1 .975
4 4~232 1.20 .95 1.05 .95
5 6-194 1.0 1,09 1,025 1,00
6 - 7240 1,00 i, 00 1.00 1.025
7 8--240 1.00 1,00 1,00 1.025
8 9-235 1.00 " o mk,0125 " 975 1,0125
9 10-198 1,00 975 1.0125 .975
10 241-177 1.00 T=.00 1,00 1,00
11 5-177 1,00 1.09 1.1 .987s5
12 240-194 1,00 1,00 1.0 1,00
i3 223114 1,00 1.075 1,00 1.05
14 235-198 1,0) .95 1,00 1.00
15 11-228 1,00 1200 K 1 D0 .9875
TABLE 2.5.3

Shunt Capacitor Capacity Dispatch (MVAR)

Capaci- Bus No, Initial (uasi - fletcher's gparse

tor o, Wewton Method Hessian
method Method

1 114 1 £,8 2.2 4.0.

2 229 1 4.4 4,8 5.0

3 242 1 5.5 6.0 6.0

4 223 1 0.0 0,0 0.0
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Results for 103 Bus System(Table 2.6.1 to 2.6.4) 46

TaBLi 2.6.1

Voltage Magnitude at Various Buses P.U.

Bus no, Initial (uasi iewton i'letcher's pparse
Method method hessian
method
1 \ 2 3 4 5
1 .9786 1,0071 1.01 1,782
2 1,014 1.0425 1,235 1, 0427
3 1,017 who 1.)698 1,09
4 1,017 1,0795 1.)835 1.0754
5 .9841 .9823 .9671 1,013 4
6 N, Qi 1.0552 1.04%32 1,057
7 1.017 1.9173 1.0215 1,057
8 1,017 1,0084 1.2570  1.057
9 1,017 Ty 1.058 1.057
10 Tl 7 180572 - 1,0567 1,057
11 1.017 1.0602 1.0528 1,057
60 .95 6 1.0357 1.928 1.7%339
61 .9046 .9922 . 9854 .992
62 .8870 .9753 .9689 : 9 R0
63 .8716 .9595 L9540 9617
64 .86 2949 .94%8 .9516
101 - 8848 1.7279 1.0256 1.013%
102 .8873 1.7239 1.0217 -~ 1.7)95
10% .8808 170239 1.7216 1,2096
14 8857 B 1.0246  1.7129
195 .8776 1.0268 1.9245  1.7113
106 8221 1,0128 1,012 L9907
107 .8354 1.0089 1.0)61 9845
108 .7955 1.0052 1.702%  .9998
1)9 .8u4l 1,.0187 1,)167  1.0756
110 .9023 : 1.0344 1.0324  1.0214
111 .8980 1.0244 1.0236  1,0119
112 . .8922 1,)183 1,018 1.0758
113 .8858 1.0111 1.0108  ,9987

Contd.



Table 2.6,1 (Contd.)
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2 3 A 5
114 .8955 1.0115 ©1.0116 1.0224
115 .87)5 .9963 9989 9831
116 .8491 .9839 .9886 .9684
117 .8451 9813 .9865 .9658
118 .8545 .9858 .9915 9715
126 .9355 1.0133 1.015 1.0074
127 .96¢7 1.0151 1,0177 1.0128
128 .9164 .9755 .9795 .9710
129 .9104 .9709 .9750 . 9663
139 .9130 .9723 .9763 .9679
140 .8893 ‘1,065 1.0053 9955
141 9139 1,0281 1,0249 - 1.0178
142 .9149 1.0289 1.0257  1.0186
143 .8994 1.0146 1,0128 1,0041
Li4 .9)89 1,9222 1,192 - 1.0123
145 9542 1,0579 1.0525 © 1,0496
146 .9550 1,059 1,253 1.051
147 .9793 1,)0761 1.069) 1.7691
148 L9674 1.0656 1.0585 1.)586
149 .9655 1,0632 1,069 1,0485
15) .9753 1,7681 1.0726  1,0563
151 .9803 1,0710 1.0755  1.0598
152 .9875 1,0848 1.0859 1.,0737
153 .9874 1,0878 1.0859 1,0772
154 .9647 1.0711 1,0679  1,0591
155 L9470 1,0549 1.0505 1,425
158 9214 1.0397 1,0%88  1.0241
159 .9121 1,0321 1.0312  1.0163
161 L9607 1.0558 1.047 1.0464
162 9391 1.0367 1,0277 11,0271
163 .9554 1.0510 1.0421 1,0416
164 9112 1.9233 1.0166  1.0097

Contd.
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Table 2.6.1 (Contd.)

1 2 3 4 5
165 .8821 1,002% .9980 9869
166 8610 0.98861 .9862 L9710
157 .8450 .9796 .9801 .9599
168 .8399 .9768 9779 .9573
169 .8385 .9751 .9753 .9552
171 L9135 L9841 .9899 .9980
172 .8830 .9680 S .9632 .9713
176 9123 9754 .9749 .9891
177 L9194 .9426 .9498 9701
178 .9067 B3P L9377 9645
176 .9008 9144 L9305 . 9l
180 .8919 .9015 .G248 .9650
181 .8951 .9085 .9251 .9676
182 8932 .9064 9231 . 9665
183 ,9052 .9288 L9562 .9629
184 .8975 .9213% .92¢8 . 955G
187 8868 L9142 .9207 9451
188 .9070 .9339 L9401 9640
1€9 29390 .90673 L9723 .9928
191 .9488 .9781 ~ .9818 .9998
192 . 9258 .9561 .96 .9784
19% .9512 .9865 © 9842 1,002
194 , 9848 1.0128 1,0163  1.03%4
196 .98J3 1.0251 1.0911  1.0321
197 .9893 1.335 1.0295  1.)403
198 1,0087 1,0616 1,028  1,0%91
199 1.009¢ 1.0637 1.0547  1,0511
221 9141 1.0384 1.0556  1.0269
222 .9024 1.0275 1.0261 1.01s5
203 ,9033 ' 1,026 1,0246  1.0144
507 .9882 1.0875 1.0849  1.0776

Contd,



Table 2,6,1(Contd.)

49

2 3 4 5
228 L9918 1,.7783 1,0761  1,0658
229 . 8943 1.0303 ©1.0277  1.0171
230 9724 1,0725 1.0659 1,645
231 .9901 1, 0823% 1,0745  1,0761
23 2 1.029 1,0908 1.0821° 1,0868
233 W04 1.1262 1.0973  1.1070
234 .9763 1,656 1.0554  1.7567
235 1.0114 Rl 1.0584 11,0643
240 .9963% 1.01a4 1,026 1,0434
241 .9299 .9523 .9613 . 9867
242 .9079 L9237 L9357 .9769




TaBLy 2.6,2

Transformers Tap Settings
( 103 Bus System )

50

Transfor- Between tne Initial (uasi iletcher's

mer No.

O O N ON U N N

[LOREE ST\ C RN \C TN G I \C T A T SO M i e i e o e o
o\mh\ﬂf\)f—:g_\om\lo\mp\ﬂmpo

Sparse
Buses Wewton Method hessian
Method methol
1- 107 1,00 1.720 1,00 1,20
2-114 1,0 1,00 1.0) 1,00
3-232 1,00 280 1.0) 1,00
4-232 1,00 1,00 1.0 1.00
173 1.0) 1,00 1,00 1.00
6-194 1,09 1.09 ¥ ) 1.00
7-249 1,00 .95 .9625 .95
8-240 1.)0 L 0% .9625 295
9-235 1,00 1.05 1.0125 1.05
10-198 1.0) 1.00 1,00 1.00
11-228 1.09 1.025 1.0125 1.,0125
17163 1,09 1,00 1,00 1,00
221-110 1.0 1,00 1.00 1.00
208k 101, 1.00 .975 1.00 .975
22%-114 1.00 975 .95 .9875
227-153 1,00 .95 .9875 .95
208151 1.00 .9875 .9625 .9625
229-104 1,00 975 1.8 .9875
2302145 1,00 IN0875 ol (0§75 1.1
231147 118 1,0625  1,0125 1,05
29260 1.00 1.00 1.1 1.0
234161 1,00 975 1.0 975
235198 1,00 .975 1,0 .9875
24)-194 1,00 1.05 1,0125 1,0125
241-177 1,00 1,0625 - 1,025 1.05
242-179 1.00 1,00 .9875 1.00
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TaBLE 2.6.,3

Shunt Capacitor sSettings(mMVak)

Chunt o 3us lio, Initial Cuasi Fletcher's gparse
Capacitor _ Newton Metnod hessian
Ho, ' method method
1 132 7 L2 7.2 7.2

2 106 8 8.2 8,2 8.2

3 108 6.5 6.7 6.7 6.7

4 Ji L 5 D 5 o 5.9

5 112 29 20 20 20

6 116 15 16 N7 , 23 17,2
! 117 5 5.5 5.5 555

8 118 15 e . 2) 20

9 128 10 11 11.5 11.5
10 129 B35 1.5 .5 4

11 149 5l 7 7.9 8.2
12 150 7.5 8 14 .6 15.4
13 158 5.0 6 7.6 " 7.6
14 167 5.0 6 10.60 17,6
15 105 7.5 7.8 7.80 7.8
16 107 5.0 . 5.5 5.50 5.5
17 142 5.0 543 5.3 5.3
18 154 7.5 7.8 7.8 7.8
19 164 5.0 6.0 4.7 4.9
20 171 5.0 5.6 5.6 5.6
21 189 5.0 7.0 6.5 6.9
22 110 8.0 8.3 8.3 8.3
2% 169 2.5 3.0 2.2 2.5
24 180 5.0 1.0 7.1 7.1
25 182 8.0 7.1 7.1 7,1
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TABLE 2.7

Compqt‘er Memory Re quii:ement
(103 Bus System )

Cuasi Newton 100,4 'K (100%)
Fletcher - 100 K (99,6%)

Sparse Hessian 95 K (94 .6%)
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CHAPTER - III
TRANSMISSION SYSTEM LOSSES MINIMIZATION BY OPTIMAL VAR PLANNING

Transmission system losses are depéndent on system voltage
and reactive power fléw; In electric system, low Voltag;s may
occur at various points of the system due to large loads or lihe/
generator outages, The need for adding reactive compensation in
the system in an optimal manner hés been recognized by utility .
planners and operators for voltage control and reduction in trans-
mission system losses, The reactive power and voltage control
through reactive compensation is necessary for maintaining adequate
voltage at critical points and for controlling undesirable reactive
power flowé during emergency as well as normal mode of operation,
reduced system losses, and increased power transfer capability,
wWith the increase in size and complexity of the system, the de-
termination of size and location of the reactive compensation has
become quite an involved problem as many alternate solutions are
possible, The trial-and-error procedure relying on engineering
experience and multiple load flow studies are time consuming and

may not give the optimal allocation in terms of amount of compen~

sation and location.

During the past few years increasing attention has
been paid to the problem of reactive compensation planning.
A bibliography on reactive compensation planning is given

by Sachdeva and Billinton [ 657 . Maliszewski et,al. [ 527.
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Solved the problem using a combination of linear programming
and a.c, ldad flows, assuming that static capacitor could
generate any amount of kilo-Vars. 'Young [88 ] presented a
technique for determining the least costly allccaticn of
fixed 2nd switched capncitor banks for maintaining woltage
within specified limits under all anticipated network condi-
tiohs using discrete p.rogramning. The sclution is bhased on
the method developed by Lawler and Bell [46 ]. Pretelt
[61] solved this problem by linear prcgramming and partial
load flows. Kishore and Hill [ 41 ] developed a method using
sensitivity‘pafamete-rs and linear programming tc determine the
minimum amount of reactive power dapaoity installation‘reQuir-
ed te satisfy system conditicns. Kuppurjulu and Nayar [ 44 7]
propesed a ncnliﬁea‘r programming method using gradient techni-
que tc minimize the total reactive power ingtallation required
in anet work- fcr.vvc.-ltag\’: cecrrection, generator reactive
power cap'abi'lities_ were taken in to account. Sachdeva and
Billinten [765 ] used ncnlinear programming for long range
VAR planning problem in corder to maintain the system W 1tage
within the desired limits while cperating under varicus
contingency states, effect of cther system elements such as
. generater ahd auto-transformers have been considered., Kchli
¢t, al. [42 ] minimized capital outlay fer the capacitor
banks required to control ﬁoltag,es under all anticipated
econtingencyes by 0-1 prcgramming, Ramchandran and Sharmg

[ 62 ] presented a mixed integer prcgremming method for
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finding static capacitor allocations in a power system under
various modes of operation. Happ and Wirgau [ 35 ] deweloped
a method using linear programming for planning reactive
compensation in power sysﬁems so as to maintain wltages in
acceptable ranges during coﬁtingenoies and addition of further

VAR compensation as may be economically Justified.

In literature, re active compematién planning problem
is formulated as linear programming and non-linear programm-
ing., Linear programming mbdéls have been extensive.ly used
for reactive cénxpehsation‘planning problem in the transmission
- system., In a linear programming problem, the objective func-
tion and constraints are lincar, but the problem of reactive
compensation plﬁnning is nonlinear. To 2pply linear progr-amm.;
ing this nonl.i.near problem is approximated as linear. 1In a
linear eptimization the objective function assumes ifs minimum

or moximum ot a corner of the convex polyhedron while in the

case of nonlinear programming, the minimum or maximum can be

located at a correr, on an edge, or ewn in the inbcrior of
t_:he polyhedron. Siné:e linear progrémming tends to provide
the solution at the extremities of the operating region, it
ma& not give the optimal solution.in some¢ of the cases. The
linear prdgramming so'lu'tion’may give rise to a poor scarch

direction if the objective function is highly nonlinear [ 30 J.

In non-linear:programming approach’ the problem of

 reactiw conrpénéation planning have been formulated 2s un-

L]
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cons trained Optimization problem by using‘ two popular non-
linear programming approaches. The first is the lagrangian
multipliers approach using dual variable for each equali ty
and violatéd in_equality constrain{:, while in the other
aﬁproaoh penalty parameteré are used for convérting cons -
trained problem into an unconstrained one, The lagrangian
multipliers technique assumes that the Kuhn-Tucker conditions
of optimality are Satisfiéd'at the solution and if this is -
not the case, the method performs poorly., The method also
criticaliy depends on having good estima’oé of lagrangian
multipliérs. Thivs is a difficult.pmblem even in the case
of linEafly oohstr.ained optimization.  1In the penal-ty func-
tion methods, a .sequence of unconstrained minimization

. prcb]_ems are solwd, The penalty funétion rfequires an
initial _feasible poiht. In most of the eases initial
feasible point is not availéble. “The choice of initial
feasible point is 2 véfy"_sensitive factor which c¢an govern
the whole outcome 6f the proceSS. If a large value is

se lected, Vvthe constraints are originally wu.‘Lg_th too heaviljf,
and a 1arge numbervof seqQquential uncon.svtminéd minimization
or iterations are necessary. If too amall 2 vaiue is u'sed._,
a large rnumber of steps are required in.eaoh, iteration. In
bofh cases, if many constrﬁ‘int boundaries ar'e.hit'dur"ing.

the ini'tial'part of the process, the minimization becomes
exceedingly difficult and often cbnwrge prematurely to a

sub-optimal point.
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Further, light load conditions when the ggnerators are
under excited need special a_ftention. It is desirable that
reactive power absorbed by eaéh generator should be as less
as possiblev and also the difference between percentage sharing
of reactive power among generators should be as less as
po ssible. This has not teen considered in the a‘vailablé

me thods,

Based on approximation of hessian or its inverse with
first order derivative's, three new approaches are suggested
to solwe the problem of reactive compensation planning in
transmission system. The new approaches are suitable to solwe
large power systems as these methods require less compuﬁer
stoerage and computation time. These methods hawe faster

convergence rate, and are robust, stable and reliable.,

In this chaptef three new formulations for long range
optimum VAR planning to .reduce transmission losses 1s presented
Consiciering the normal, eme rgency, peak load and light load
’ 0perativon of power system, The objectiw function considered
consists of cost of real power losses, cost of reactive compen- -
sation_ installation, operation and mdintenance cost ¢f reactiw
ccempensation, and differences between percentage sharing of
reaCtiv§ power among the genefa‘tc:rs with weightages. The
deoision variables are generator terminal woltage magnitudes,
transformer tap positions, and switchable source of reactiwe

power at lecad buses, The generalized reduced gradient is used
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te transform the problem, which reduces the size and complexity
of the problem, Three solution procedures are presented in
-this chapter. Results fcr 6 Bus [ 86 ]’30 Bus and 103 Bus MPEB

power gystems are giwen,

3.1 PROBIEM FORMULATION

The feéctive ccmpensaticn planning preblem in high
:vnltage system for reducticn of transmission system lossés and
wltage improvement during normal, emergency, peak load and
light load cperation cof the _si{stem can be stated as to minimize
an objective lfunction consisting of co S.t of real power losses,‘
~cest of reactive compensation installation operation and main-
tenance, and differences between percentage sharing of reactive
power ameng generators subject to the equality and ineQuality .
constraints imposed by reactive power output from generators,
w1ltage magnitudes, transformer tap positions, .switchable VAR

source capacities, and power flow equaticns.,

It has been assumed that actiwve and reactive power load

is known with certainty at 2ll the ncdes,

3.1.1 ObJective Function

The trensmission system losses for a given load are
. function of .reacti‘ve power flow, which is mainly dictcafe'd by ;
the systém bus wltage zﬁagnitudes. As derived: in section
2.1.,1' tmnmiSSioﬁ- system "lc.’;s.s,es are function of node Avc ltage

and 'phase angles (2.7).
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Cost of tctal losses in the transmission system is
therefore,

NIE
FC, = . : .
CK CT/( Lil Prj; ) (3.1)

Installation, cperation and maintenance cost Qf reactiw
CQmpensation is given by
NC

AS discussed in Section 2,1.1 from stability considerations

sharing of reactive power by the generators should be propor-
ticnal to their reactive power capability limit [75 J.

NG-1 NG

A 3z (Q/Bi - Q3/B3)Z O (3.3)
i=l j=i+l |

Fs

Hence the objective functicn to be minimized is

F = PG+ Fout Fy ; i (3.4)

'3,1.2 Power Flow Constraints

Under steady state operation of power system, active
and reactive power balance must be satisfied at each node.
Since there is a little change in wltage angle and active
MWntmmﬁﬁ,mquWWewﬂmusmdmwmnﬁ%am
excluded from constraint set, In - N bus system, the

reactive power flow equaticns can be expressed as

N ,

. J.—_-l
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3.1.3 Limits cn Variables
The reactiwe power output of any generater must lie

between its specified upper and lower limits i.e,

Q'?S.Qis@jl_l’ i=1 [ BN ) NG’ (306)

Limits for reactive pcwer output of generators are taken from

their capability curves( kg 2'1)

The woltage magnitude at each node must lie between
specified wyper and lower limits,

‘};S_Vis_\}\iq’ i.= 1) 00001N | (3'7)
_ Lifnit for voltage were taken between 0.9 P.U. to 1,1 P.U. .
censidering continucus variation in woltage with-in these
limits. Troansformer tap positions are variable but n¢ tap

positicn shall bte out side the allowable range i.e.

il g i LT . (3.8)

- Limits for transformer tap were taken from 0.95 T 1.1

in thé steps of 0.0125, To s‘implify the calculaticns, conti- |
nuous vari@tion cf transformer tap positions was considercd
and at the ehd of each iteraticn these are rounded off to the

nearest standard value,

gwitchable VAR sources can supply reactive soweT With

in their spebified lower and wpper limits.

ol <c; < 21 eeers NC C(3,9)
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T.imi"cs for switchablé .VAR sources considered were
- 0.1 P.U. to 0.20 P.U. in steps of 0.001. To simplify the
calculations oontinu'ous variation of switchable VAR sources
was oonsidered and a2t the end of each iteration roundingioff
to the nearest standard value is done. It is also ensured

that at no time the Bus Power factor becomes le&ding.'

3,2 COST COMPONENTS
3.2.1 pemand Cost of Losses

“The annual per unit. demand cost incurred to meiin‘tgin
sufficient system dapacity to supply the losses in a tréns-

mission sys'fcefh is givén by the expression

CADL; = BRF X TAF X RF X (CPXRP+ CTKRT)X(1+ e)*™

(3.10)
The total per unit demand cost is given by
NY
TCDL = % CADL; . (3.11)
=1 : ,

3.2.2 Energy Cost of Losses |
The annual per Unit ensrgy cost of losses in a trans-

mission system is given by (3.12)
CAEL, = TIME X EC X 1SR X LARK(1s)' ™" (3.12)

Total per unit energy cost of losses is given by

NY
i=1 :
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Hence the total peér unit cost of power and energy losses is

given by

oI, = TBL + TCDL | (3.14)

3.2.3 Installation Cost |

The investment cost CIi' is divided into the fixed cost
CF; and thé variable cost CVy, CF; inwolws the installation
- and erection cost, which remain constant for closeiy rated
capacitbrs, CVi~represents the price of the capacitors and

depends on its ratings.

Hence

CI; =CF; +CV; X (C; - 8C;) + SF;+ 8V;(8¢y)  (3.15)

1 1

3.2.4 Operation and Ivlainteriance Cost

To account for the occasional inspection charges,
repiacément costs of the fuses and the other conitrol accessor-
ies and for the power and erier'gy losses with in the capaciter,
a cost component in terms of annual expenditure is worked out.

ANY oY
. WSl (3.16)

Ay =hy

(1+ 1INY=L (o)

where h;is the amual expenditurd represented as per wnit

of the capital cost of the capacitor bank.

3.2.5 Effect of Price Escalation

The cost of equipment, materials, construction, labour,

operation, and maintenance cost in a system increases with
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time. Tﬁe cost of various elements in a power system may not
increase in the stme menner, és these costs are gowverned by
demand and supply position ¢f these elements, which differs
from one element to other. The cost of electrical energy is
increasing 2t a fast rate compared to other system costs.
Therefére price escalaticn in operation and maintenance cost
and electric power and energy cést is considered while cal-
culating economic benefits from reactive compensaticn

application,

3,3 CLASSIFICATION OF VARTABIES

~The problem variables Vi, Q, T; and C; are divided

in to two greups i.e, decision variables X and state variables

Y where
‘Vi 1 i = 1, o;'ooo NG

X = Ti ] i => l, se 000 NT A | (3'17)
A i i = 1, ® 40 0 NC
Qi i = 1, e0 e e ;NG

Y - , ) ‘ | (3018)
§Vi i= NG':']. el 1
L__ .

3.4 REDUCED GRADIENT

In terms of above mentioned variables, shunt compen-

sation planning problem can be expressed as

Min F (Y,X) - (3.19)



65

subject to

hi (Y,X) = 0 i = l,' oo 8 00 N (3-20)
ooy P o (3.21)
xexxt (3.22)

Applying the gerneralized reduced gradient as developed

in secticn 2.1, reduced gradient is giwven by

V. £( x)T = % f( x)‘T» V. £( X)T V h( X)T-l Y.h A
.'I' Y, - '.'X Y, ." y{ Y! [y y9 _J ,"X (Y’X) )
| | (3.23).

The reduced gradient defines the rate of change of
cbjective function with respect to decision variables with

the state variables adjusted to maintain feasibility.

3,5 QUAST NEWION METHOD

Methods using approximate héssian matrix calculated
from first order derivatives have faster convergence rate,
But computational difficulty arises when the smallest eigen
value of hessian becomes zgro or tends to kecﬁme zero., This
- is called conditioning proilem. The computational difficul-
ties arising out of the conditioning problem is overcome by

using Quasi Newton method (BFGS) of inverse hessian update,

BFGS update'is sometimes called the complementary DFP
update and that the underlying single rank method. There is
a growing evidence that the BFGS update is the best current
update formula for use in unconstrained minimization., This

me thod has global conwvergence and is robusf;'reliable and
stable,
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Solution algorithm is giwen in Section (2.2.1).

3.6 FLETCHER'S METHOD

The minimization algorithm described in Seotion'3.5
requires the determination of step size in each iteration
such that meximum reduction in function valwe is achieved
during every iteration. Fletcher's method has aﬁ advantage
of awiding the optimal determination of step size in each
iferation by choosing an approximate'stEp size, This helps

in reducing the computer storage and cdmputational burden,

, The Fletchert's method is less sensitive to-the accuracy
of the lihear seérch\ibr step size determination, It awids
the computation of Second order derivatives of the function.
This method is basically stable because the hessian matrix is
always positive definite, The stability is further improvwed

if the algorithm is reoycied.
Solution algorithm is giwn in Section (2.3.1).

3.7 SPARSE HESSIAN NETHOD

The two methods as descrlbed in Section 3.5 and 3.6
and using approximate hessian matrix, calculated from first
| order deriwvatives have faster conﬁergence rate. But they do
not exploit the symmetry and sparsity of approximated hessian
and thereforé require large storage. In toint!'s procedure
[80, 81»] of hsssian updating sparsity and symmetry of thas

hessian is fully exploited. This results in reduction of
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cocmputer storage., Solution algorithm for this methcd is

given in Secticn ~2,4.1 .

This methcd has a geod and @ super linear fast rate of
convergence and therefore useful in practibal problem consider-
ed here, Sparse update formula is used tc update the hessian
resulting in 1less computer sterage‘. In this méthod si;arsity
and symmetry is fully eXp_loited.‘

3.8 APPLICATION TO SAMPLE SYSTEMS AND RESULTS

Computer programs implementing the preoposed algorithms
are prepadred and used on IEC 2050 to test the method on ©
three power systems (6 Bus [ 86 ], 30 Bus,and 103 Bus Madhya
pradesh Electricity Board Power System).

r

Initially system vo.l'tage undér heévy load Qonditions
were iower than the minimum specified limit of 0.90 P.U. in '
all the Casés. considered, The System wltage obtained with
the installation of cazpacitors lie with . in the limit of 0.90

P.U. 'tf.) %1 PoUo

',Peak load conditinn, line cutages of heavily loaced
lines in peak load condition,and cff peak load condition
are studied before arriving at final,decision,sysbem details
are given in Appendix-é and system cost details in Table 3.1,
In Table 3.2 through 3.4 results are given for 6 Bus, 30 Bus,
and 103 Bus system in detail about fixed and switched
capacitors, Table 3.5 to 3.7 give the results for all
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the three gsystems about loss reduction with various methods,

Details of computation time are giwen in Table 3,8.

3.9 CON CLUSI ON

Three new mathematical formulation of reactive compen-
sation planning for reactive power control and loss reduction
in hi»gh voltage transmission gystem using nonlinear programm-
ing are presented».‘ Effect of generatbr terminal wltage and
transformer 'tap‘ on reactive power control isv considered
before Acons.ideri_ng installation of reactive compensation.
‘These' methods overcome the .1imitations observwed in the
avallable techniques, These algor-l‘ thms would be useful
' f:ools to assist the system operators and planning engineers
- in making decisions. By incorporating a series of contin-
gencies in order of their severity a full 1ist of reactive

switching schedule can be compiled.



TABLE 3,1

System Cost

Details

s ke aias s gy rm emms e D

- Life of the shunt compensation
Production fixed cost
Production fixed cost rate
Transmission fixed cost
Transmissioh fixed cost rate
Energy costw

Peak responsibility factor
Loss allowance factor

Reserve factor

Interest rate

Load factor -

Price escalation rate for production .

and transmission system

Price escalation rate for energy

Reactive compensation cost
(a) fixed type
(b) Switched type

Operation. and Maintenance cost

25 ?ears

ks ,6000/KW
0,11

ks ,2000/ KW
fios
Rs,0,288/KWH
0,45

1,09

1,56

0,09 P, U,

0.60

0,07 p,U.
0.09 p,U,

R, 185/KVAR
Bs.225/KVAR

Q2 pP,U,

69
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TABLE 3,2

Details of Reactive Compensation MVAR
(6 Bus System)

Bus No, Fixed Switched Total

3 1.5 1.5 3,0

5 4,0 2.5 , 6.5

6 3.0 - 6,0 . 2,0

Total : 8,5 10,0 . F 8,5
TABLE 3.3

Detsils of Shunt Gompensation MVAR
(30 Bus System)

Bus No, Fixed - Switched . Total\
114 5 3 5
221 5 - 5
222 5 N 5
207 5 3 5
229 5 " 5
230 3 F 3
231 3 - 3
234 5 - 5
242 . 6 - 6
Total 4l - 41
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TABLE 3.4

Details of Shunt Compensation MVAR
(103 Bus System)

Bus No, Fixed : swi tchod - Total

60
61
62
63
64
12
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
126
127
128
129
130
140
141
142
143

| e |

S oD oy W= OO
O AN IO > q -~ b~ WD

- —
N = O v O
)

o0

17

(]

11l

D= N = ONNWEFE O OUMRFEFOCOPDIF®OoOPNMDNDBWNNOF~FDNO K =k -

SN W W O S N~ N

NS 0Oy N
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Table 3,4 (contd,)

- 145

146
147

14186
14

R%a)

150
151

152

14

11l

153
154

155 -
158

G20

159

161
162
163
164

11

165
166

167

168

169
171

6

172

176
- 178

179
180
181

182

183

184
187
188

189
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Table 3,4 {contd,)

i 2 3 4
191 3 1 4
192 6 0 6
193 6 0 6
194 5 1 6
196 3 1 4
197 4 2 6
198 6 0 6
199 3 il 1

Total 316 ‘ 93 409
TABLE 3,5
Results for 6 Bus, 30 Bus and 103 Bus System
(Quasi Newton Method)
— _ 1

5 Bus 3OABus ;9? Bus

Initial losses

(peak load) MW » 6.228 44,7428 68,9029
Losses after | »
optimization ( :
(Peak load) MW 4,3782 35,6386 55,7892
Reduction in losses MW 1,8598  9,1042 13,413V

Total capacitors
required ‘MVAR 18,5 41,00 409,00

Fixad capacity of - .
capacitor MVAR 8.5 41,00 316,00

o



TARBLE 3.6

4

Results for 6 3us, 30 Bus and 103 Bus System

(Fletcher's Method)

30 Bus 103 3us

14,7428 68,9029

35,3116 55,456
9,4312 13,4468

41,00 409,00

41,00 316,00

- v Eo

A Bus

Initial losses ‘
(peak load) Mw 6,228
Lossaes after optimization
(peak load) Mw 4,3024
Reduction in losses MW 1.9256'
Total capacitors
reguirad MVAR 18,5
Fixed capacity of .
capacitor MVAR 8.5

" TABLE 3,7

Results for 6 Bus, 30 3us and LO3 Bus System
(Sparse Hessian M2thod)

30 3us 103 3us

Faly 5 Bus
Initial loSses- _
(peak load) MW , 6,228
Losses after optimization B
(paak load) Mw ) 4,3987
eduction in losses Mw 1,8293
Total capacitors
required MVAR A 18,5
Fixed capacity of

capacitor MVAR 8,5

o . v

44,7428 68,9029

35,1594 55,099
29,5834 13,8039

41,00 409,00

41,00 316,00
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TABLE 3.8

Computer time ReQuirement

REREN e v retmpininiahuiaib —aill o SUUrTS——

6 3us 30 3us 103 3us
System System System

g ol > o = #omem v re

Quasi Newton Method

No,of it:rations 2 2 2

CPU Time {(seconds) 1,94 14,70 131,656

Flatcher's Method

No,of iterations 2 2 4

CPU Time (Seconds) 1.15 14,62 128,60

Sparse Hessian Method

No, of iterations 2

N

 CPU Time (seconds) R, T8 i, 14,36 123,50
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CHAPTER - IV

LOSSES MINIMI ZATION IN INTERCONNECTED AND LARCE POWER
- SYSTEMS

&

In Chapter II and IIT .the problem of losses minimiza-
tion by reactive power control and losses minimization by
optimal VAR planning in transmission system 'af'e formulated
and algorithms for its solution are discussed. - The solution
of these problems require large c:omputef memory and time. A
pessible approach to owercome this problem i}s to di,vide the
.large power system intc smaller ones by removing scme inter-
cennections, 1In this chapter a decompo sition methed | suitable
for losses minimization in large power transmission‘system is
presented, The method for solution of losses minimization
problem inwlwes tearing of a powér system into pieces and
then soive the problem. This results into reducticn of

computation time and core storage.

-Diakoptics was conceived and developed by Kron th} 1.
The name Diakoptics follows frocm Greek 'KOPTO! meaning to
tear, and 'DIA' may be interpreted as system. Hence
Diakeptics is system tearing. The basio}idea of Diakoptics
is to analyse a system by tearing it into its desirable
component parts as if the other did not exist. The solution
of the components parts are then combined and modified to
take the interconnections into censideration. The resuits are

as good as if the system had never been torn apart.
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CHAPTER - IV

10SSES MINIMI ZATION IN INTERCONNECTED AND LARGE POWER
SYSTEMS '

In Chapter II and III “the problem of losses minimiza-
tion by reactive power control and losses minimization by
ocptimal VAR planning in transmission system afe formulated
and algorithms for its solution are discussed, The -solution
of these problems require large computef memory and time, A
possible approach .to overcome this problem iv_s to divide the
large power system into smaller ones by removing some inter-
comections, In this chapter a decomposition method suitable
for losses miniﬁization in large power transmission.sys‘oem is
presented, The method for solution of loSses minimization
problem inwlwes tearing of a power system into pieces ard
then soive the problem. This results into reducticn of

computation time and core storage.

-Diakoptics was conceived and developed by Kron E43 1.
The name Diakoptics follows frcm Greek 'KOPTO! meaning to
tear, and 'DIA' may be interpreted as system. Hence
Diakoptics is system tearing. The basicvidea ofv Diakoptics
is to ané'lyse a system by tearing it into its desirable
component parts as if the other did not exist. The solution‘ '
of the components parts are then combined and modified to
take the interconnections into consideration. The resuits are

as good as if the system had never been torn apart.
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Diakopetics or methods of tearing were not earlier
applied tc losses reduction methods. The different versions
of Diakoptic are in use for load flow solutions. The Diakop-
tic technique was first applied to a matrix load flow by
Andretich et. al. [ 47 and it was demonstrated that tearing
is an effective method for ovefcoming the large Size problems
that are encountered, In.this method, tﬁe load flow problem
was' solved by cutting the branches to isolate different
sections from one anotherf This needs an additional inter-
connection matrix apart from the impedence matrix of each
section, Dy Liacco [ 21 ] proposed that the system be
decomposed by cutting through nodes instead of branéhes. The
advantage of cutting througﬁ node is that the interconncction
requirement becomes simple. All that is required is for #he
voltages of each torn node to be the same., An electrical
decomposition is accomplished by}connecting‘aijltage source
to each node that will be torn, when the current through
these wltage sources are zero, and all other conditions are
met, the solution has been found. It is stressed here that
the method cuté nodes and that it requires additional compu-
tations to adjust the introduced wvoltage source. Sasson[ 67
further improved upon by cutting the branches twice once on
each of the two terminal nodes. The idea used was that of
Dy Liacco [ 21 ] isolating through §oltage source. Only the
cut node on the far side of the interconnéction pranch will

act as a source, The near node will be a normal lo2&d. The
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interconnected ’branch is a part of both systems. The method
than proceeds iteratively from subsystem to subsystem. Happ
32 7] described two methods called as boundary iteration
method and the diakoptic method. The boundary iteration
method.is a tearing techniqu;e which uses information from the
previous iteration in an attempt to satisfy boundaries. The
diakoptic approach [ 32, 33, 43 ] on the other hand, uses a
ne twork théory called orthogonal network theory that makes
it unnecessary to iterate on the boundaries. Roy [ 63 ]
presented a method to solve load flow problem pieoewisé apply -
ing the principle of Super—po sition. Cut branch currents are
computed from the actual volfage across the cut branch and
its admittance. Correction voltages are calculated from cut

line currénts.

In this chapter a decomposition algorithm for losses
minimization of large power systems is presented which is
compatible with sparsity and condensaticn in analysis of
large power systems, Two versions of handling the cut
branch power flows and node wltages are presented. This

algorithm has the following specialfeatures;

(a) The method building algorithm and solution precedures
are independent of topology and graph of subdivision.

(b) Building algorithm does not require radial equivalent
of subdivisions.

(c) Inter subdivision matrix is not needed.
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(d) This method does not impose restrictions on a system
subdivisions.
(e) A considerable reducticn in computer time and sterage

"is obtained.

4,1 TEARING THE NETWORK

The power syétem to be solvwed is tcrn up'into an
appropriate number of Subdivisions. In this method branches
are cut twice once on each of the two terminal nodes of the
branch, and not on the branch itself., The cut node at far
side of the interCOnnedted branch will act as a special
node. The near node will be a normal node of the section
containing it. Figure 4,1 shows the decomposition technique

that results in overlapping of subsystems.

A decision is made to cut through the branch between
node 1 and 2. Subsystem A.contains node 1 and node 2, node 1
. eppearing as normal node while node 2 will gppear as a
special node. The rewerse is true for subsystem B, It is
noted that interconnection branch is part’Of both subsystem.
There is no need for any .additional computation apart from

the solution of each subsystem,

4.2 THE PROPOSED TECHNIQUE
A given large netwérk is torn into n subdi;isions by

cutting connecting lines with only one restriction that no

mutual coupling should exist between lines of different sub-

division. GCererally, an objective guide for tearing is to
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separate networks of differéht utilities, identificable power
pools etc. In addition to the slack bus of the original
system which would lie in one sub-divisioh, a temporary bus
is selected for reference in each of the remaining sub-

divisions.

4,2,1 ObJective Function
The objectiwe function to be minimized for a sub-
system consists of original cost function plus difference

between interconnected branch active power flow, I,

) NBC . > I
=1
Subject to
ey r (4.2
o X ¢ x | (4. 3)

Where X is independent variable wvector and Y is dependent
variable vector. The first part of the objective function,
constraints and method of solution for untorn power system

is well described in Chapter 1II and III.

4e2.,2 Piecewise Algorithm for losses Minimization

The program uses Sparse hessian method for the
losses minimization as referred above. It contains a number
of sub-programs and utilizes both progr'ams‘ and déta overlays
in order to minimize the amount of core memory required, The

tearing version of this program will alsc follow the
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philosophy, and will use storage areas already allocated
in order to perform most of the required computation that

is to be added.

The procedure to be followed in the initial version
of this program Wwill be described and each step will be

discussed in some detail.

(a) Initialization

When éystem is solved in one piece, there are number
of initial steps required. This includes the translation of
the data from the form used in the input to the form nseded
in thé calculations, the sorting of data, the optimal orde r-
ing of buses, and the initialization of variables. In a
piecewise sclution, these steps are %ssentially the sanme,
with the difference being principally that the subsystems
mus t bé identified, and then €ach subsystem is separately
initialized ms before, since it can be treated as.a single
entityo In addition, the data relating to the lines between

areas must be organized and initialized.

(b) Iterative procedure |

(1) Since the initial wltages are known (either from a
flat wltage start, or from a previcus case), the
initial tie flows between subdivisions may be computed.
This is done by solving the load flow problem for a

combined system in one piece,



(1i)

(iii)

(iv)

(v)

(vi)

(vii).

83

The network is torn up into desired number of sub-
divisions.

The data for the first subdivision is separated out.
The buses to which tie lines are connected are tagged
aSVSpecial buses by the input. (Two versions of the
treatment to be given to these buses is described in

Section 4.2, 3).

The loss minimization problem is spolved for the sub-
division optimizing the objective function as outlined
in -Section 4, 2.1.

The procedure described in steps (iii) and (iv) is
repeated for each of the subdivision in turn.

Check for convergence, It converged, stop. Otherwise
go to step (iii),

The load flow analysis is performed for the total

system and print the results.

A simple flow chart for the above mentioned algorithm

is given in Fig.4.2.

4,2.3 Handling of Special Buses

Two version of special buses treatment has been used

in this inwvestigation.

(a)
(b)

Special buses are treated as load buses (P-Q Bus).

Special buses are treated as generator buses(p-V Bus)
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READ SYSTEM DATA

N

PERFORM LOAD FLOW ANALYSIS FOR
COMPLETE SYSTEM

TEAR UP THE NETWORK IN N SUB
SYSTEMS

SET ITERATION XOUNT | EQUAL TO'31 b

SOLVE LOSS MINI—=MIZATION PROBLEM
FOR Ith - SUB SYSTEM

PERFORM  LOAD FLOW ANALYSIS
FOR COMPLETE SYSTEM

X.
PRINT_  RESULTS

FLOW CHART FOR DECOMPOSITION. METHOD
Fig4. 2
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4.3 APPLICATION TO SAMPIE SYSTEMS AND RESULTS

Computer socftwares implemenfing the proposed algerithm
using the sparse hessian method as described in Chapter II
and III are prepared and used on [EC 2050 to test the method
on 30 Bus and 103 Bus power gystems of Madhya Pradesh
Electricity Board Jabalpur. Table 4.1 giwes the percentage
reduction in computer time required tec solvwe abowe menticned
power.system for this method. Reduction in computer storage

was more than fifty percent in both the cases considered

" here,

4.4 CONCLUSLION

A method for piece wise solution of power system loss
minimization problems is proposed. Method is conceptually
simple and easy to visualize and implement. In this approach
the system is torm into subdivisicns. Each subdivisien is
solved separately. Twe wersions of treatment of special bhus-
es are presented, The method offers freedem in the choice
of chocsing the line of cut and number of subdivisions. The
me thed deweloped may be applied to large size electrical
networks invgeneral and to loss minimiZation problems in
particular and offers an alternative powerful tool to power
system engineers to solve their problems. There is no
thecretical limit on the size of the problem that can be

sclved by this technique.
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TABLE 4,1
Computation Timo Ascomdh

. —— 5 thote

System siwe No,of sub- Time in Seconds

systems Untorn Special 3usyes are
‘ ' system treaten
PQ PV
Dus Bus
Reactive power
“Control Problem
30 Rus 2 12,12 11,15 10,23
| | ' (92) (64)
103 Bus 2 104,26 85,27 75,04
_ - (82) (72)
eactive compoensation
Plannin~n
30 Bus 2 14,36 13 .0 11 .94
' ?@1% %83)
103 3Bus 2 123,50 99.16 87,01
. (80) (70)

Fiqures in brackets show the percentase to the untorn system
time, C,P.U, time indicated here is for 4 iterations, Computa-
tion time saving is thus larger for toaring larqer systems,
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CHAPTER ~ V

DISTRIBUTION SYSTEM LOSSES MINIMIZATION BY CONDUCTOR
GRADATION

The distribution system constitutes a significant part
of a tetal power system, Since fhe distribution wltage
system lewel is low and the distribution system is of.
extensively large size, this system is prone & have more
losses compared to that in the other parts of the power
system, Moreover pewer and energy cost will be maximum at
distribution level and a loss of the same ét the distributicn
level will lead to more severe financial implications.
Improved planning and cperation allows us to reduce digtri-
bution syStem losses significantly. Distribution lines,
transformers, and metering equipments are the components
responsible for distributicn system losses. A major porticn
of distribution losses is contributed by distributicn lines.
With a given installation and load, energy losses cost
varies inversely with the conductor size. . Howewver, initial
ccst varies directly with the conductor. This relaticnship
can be utilized tp select a conductor size which minimizesg
the sum of initial costs and the cost of energy 1OSSes; It
is, therefore, essential tc minimize the ocwerall cest of the
distribution lines including the capital inwestment and the
present worth of the cecst of power and energy losses in the
life span of the system through an optimal condﬁctor grada-

tion.
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Initially some useful attempts in this directicn
started with de fining the sewral distributicn system para-
meters and establishing the relationship between them by

. amd SamAon
Vanwarmer [ 83 | and Hopkins,[ 38 ]. Funk Houser [ 26 7] had
studied the problem of conductor gradation through an enumers
tion technique for distribution feeders, assuming uniform
locad distribution only. IAter on sewral attempts hawe
made in suggesting algorithms for optimization of distribu-
tion system  parameters through simulation study [47,12, 27,
28, 39, 7 7|. Adams and IAughton [ 1 ] solwed the problem
by representing each feeder line segment in terms of cagpacity
of linearized cost and considering multiple time pericds
using mixed integer programming., They used the model to .
sclve a small problem. Hindi and Brameller [736 7] proposed a
branch and .bound/oapacitated mixed integer programming
transhipment me thod using list prccessing technique for
optimal lay out of a radial low woltage distribution net-
work considering energy leoss cost and uniform cross section
of a radial feeder throughout their length, Wwall et al. .
85 ] optimized a uniform crogs section for a radial feeder
using a treanshipment model. Sun et al. [79 ] proposed a
formilation representing a progression from the linear
pregramming transhipment problem to the mixed integer
programming fixed charge ne twerk problem. They represented
the primary circuit segments by a fixed and a variable

(1inear) cost component. Pomna-vVaikko and Rao [[59 ]
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deweloped a conductor gradation preccedure for radial distri-
bution feeders using dynanmic programming approach. Ioad
growth, nonunifcrm distributicn of loads along the feeder

and increase in cost of energy has been considered by them.,

Voltage dependent mathematical mocdels for feeder
installation, operaticn, and maintenance cost and the present
worth of power and energy losses cost are deweloped in this
Chapter. Icad growth, increase in the ccst of Power and
energy, non-uniform disfribution of loads, and increase in

labour and material cost are considered.

pProcedure for obtaining optimal cenductor gradation
for distribution system using group variaticnal and dynamic
programming spproach is described. In the presented
technique w ltage depéndenoy is cOnsidéfedyand hence losses
are_calculated accurately:. The procedure has the special

features as given in Section 5,.1.

5.1 SYSTEM REPRESENTATION AND OTHER PARAME THRS

In the present appreoach non-uniform distribution of
load is assumed. Multi-ended radial feeders and inter-
comected distribution systems are considered, while the
@ethods in uwse at present neglect the laterals by lumping
their load to the main feeder. With the change of time, load
growth takes place which is taken intc account. Coét of
losses and material increases dwe to change in demand and

supply position of these items and the same is considered.
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Economic benefits due to improvement in wltage profile
along the feeder is neglected but here these bénefits are
taken into account to consider various costs accurately. As
the load grows the load factor of the distribution system

also increases which is considered.

Uniform cross section of the feeders is assumed alor
the feeder which is not correct for actual system. In actu
systems conductor cross section changes as the loading

changes on the feeder. This assumption is removed.

5.2 PROBIEM FORMULATION

The problem of optimal losses reduction in distribu-
tion system via conductor gradation can be fofmulated as
minimization of an obJjective function consisting of capital
operatioh,and maintenance costs of distribution line, and
cost of energy (Kwh) and power (Kw) losses ovwer the life
span of the system considering growth in load, increase in
energy and power cost, and increase in load factor, subject
to permissible wltage regulation and &vailable sizes of
conductors. It is assumed that load and its power factor

are known with certainty at all the nodes.

5.2.1 Objective Function

The digstribution syétem power losSes for a given loax
condition are functioh of current flowing in the lines,whic!
is mainly dictated by the system bus wltage magnitudes and

resistance of the distribution lines. As derived in sectio:
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2.1 distribution losses are function (2.7) of node woltage
magnitude and phase angles, conductance,and susptance of the

distribution lines.

Cost of the total power and energy losses in the dis-
tribution System is therefore
. NIE |
EM 007" 5T 5 | (5.1)
Installation cost of distribution lines is given by
NIE . ‘
Fi = ;il CS; X RL4 : (5.2}

Operation and maintenance cost of a distribution line is

given by

i=1

Hence the objective function to be minimized is

Pl G+ B + Ty | ' (5.4
F; 1s a single time oxpenditure incurred at the

time of constructing the distribution line while Fy and Fo
are the summation of cost of losses and operation and main-

tenance cost over the life span of distribution system.

| 5.2.2 Limits on Variables
The wltige magnitude at each node must lie between

specified upper and lower limits

¢ it 2 Y f=1 eeees N (5.5)
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Limits for wltage are taken between 0.9 P.U. to 1.1
P.U. considering continuous variation in wltage within

these 1limits,

Conductor sizes are available in discrete sizes and
should lie between specified upper and lower sizes to be
used in the system. Per unit cost of conductor available

for use in distribution lines vary as per (5.6).
e ofcst M (5.6)

Limit for conductor sizes depeﬂd on the type of
cenductor to b€ considered. In the present study the
cnnductbr considered are WEASEL, FERRET, RABBIT, MINK,
REAVER, RACOON, OTTER, CAT and DOG.

5.3 COST OF LOSSES

lLosses cost consists of two components, one is
demand (Kw) cost of losses and other is energy (Kwh) cost

of losses,

5.3.1 Demand Cost of losses
The annual demand cost incurred to magintain sufficient
system capacity to swply the losses in a distribution sys-

tem is given by the expression

CADL; = (PRF)(LAF)(RF)(CP.RP + CT . RT + CST.RST)
(1 + eyt | (5.6)

The demand cost is giwven by
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TCDL =z CADL; (5.7)

5.3.2 Energy Cost of Losses

Annual energy cost of losses is giwen by
CAEL; = TIME(EC)(LSE; ) (LAF) (1+ .e) 71 (5.8)

Total encsrgy cost is given by
NY. . ~
TEL = ¥ CAEL; (5.9)
i=1
Hence total cost of Power (Kw) and energy (Kwh) losses is

4D, '=FPCELl+ TCDH ‘ (5.10)

1

5.4 LOAD CHARACTERISTICS
5.4.,1 Effect of Load Growth

Load growth in an area with time is a natural pheno -
menon., The gr‘owth-in'distribution system load may be due to
addition of new loads in the system or due to the incremental
additions to the existing loads. A distribution system
designed and constructed on lcng term basis can accept
additional loads to the extent it can accomodate satisfying'
the voltage constraints. Once the load exceeds the feeder
capacity, limited by either wltage regulation or thermal
constraints, new facilities such as substaticn or additicnal
feedérs need to be created, Another alternative availsble

to alliviate this prcblem is increase in the capacity of
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substation or use the higher size conductor or use of shunt
compensation., Till such time the substation feed area and
configuration ¢f the main feeders may be assumed to remain
constant., It is further assumed that the feeder load Erows
at a predetermined annual rate, g - in proporticn tc the loac
connected in the system, implying»that the feeder load pro-
file, cn a per unit basis, remains unchanged with load
growth. The effect of load growth can be introduced by
multiplying loads by @ factor (1 + g)n, N e LT M,
where M is the plan period for which the distribution system

is designed.,

5.4,2 Effect of Growth in Load Factor

The system experiences growth in load factor due tc
many réasons such as increase in load diversity with load
growth, increase in energy consump tion per KW connected
load With time,measures taken by the utilities to flatten
load curve for improving system efficiency, and to curb the
growth in peak demand etc. According to Scheer [[69 T the
system load factor grows cutting the difference between an
ultimate load factor and the present load factor in to half
cver a period of 16 years and the load factor at any year,

K, is given by
LF; = LF, - YK(LFu - LEp) (5.11)

where
¥, = (0.5)%/1° (5.12)
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The corresponding annual loss load factor can be
obtained by substituting the valwe of load factor in the

expression used for the same.
LSF, = A(LE,) + (14) x (LE)° (5.13)

5.5 SOLUTION APPROACH

large number of feeders are there in service in a
distribution system and the load distribution in thenm is
different from each other and is mestly non-uniform in.
practice, Since every feeder in the system needs to be
analysed individually, enumeration technique is not employed
due to the requirement of massive computational effcrts.
Tt is, therefore, necessary to lock for a simpler optimal

grading method requiring reascnably less computational effort.

A closer ex@mingtion will reveal that the present
problem can be sclved with group variational method. As
stated in (5.4) and para,532.l, it is required to minimize
a Qost function with respect to the variable conducter cress

sections subject o the censtraints on voltage drop allowed.

55,1 Algorithm

Initially the conductor cross section which gives the
lowest capital cost per unit length of feeder is assumed for
all the feeder sections, from the alternate sizes avallable.
The computational procedure for the problem scluticn is as

follows
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READ SYSTEM DATA

.

INITIALISE THE SYSTEM VARIABLES

|

DEVIDE THE VARIABLES IN N GROUPS

SET ITERATION KOUNTK EQUAL TO 4

EVALUATE OBJECTIVE FUNCTION

INCREASE CROSS SECTION . OF EACH

FEEDER SECTION TO NEXT HIGHER
SIZE IN KTH GROUP OF FEEDERS

EVALUATE  OBJECTIVE  FUNCTION

KeK+1

FIND OUT CROSS SECTION OF .ALL
FEEDER SECTION OF KTH GROUP
USING EQUATION (5-14) TO (53-16)

IS CONVERGENCE

MINIMUM VOLTAGE LIMIT
VIOLATIONS

RESULTS

INCREASE = CROSS SECTION TO NEXT
HIGHER SIZE- IN ALL THE FEEDER

" SECTIONS FEEDING THE . VIOLATED
{ LOAD POINT

»

FIG. 51 FLOW CHART FOR OPTIMUM CONDUCTOR
GRADATION




(vii)

(viii)

(ix)

5.5-2

groups
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IfK <n, setK =K +1, g to step (iii).
Check for convergence.

Solution is said to be converged if there is no
change even in the conductor cross section of a

single feeder between two successive cycles or

"highest conductor cross section is encountered in

one or more of the feeder sections.

If converged,go to step (ix)
Else goto step (ii)

Check for minimum voltage limit violations if no

limit violations ,stop.

change conductor cross-section in all the feeder
Sections feeding the load point to next higher size

and go to step (ix).
A Flow chart for the method is given in Fig.5.1,
Group Formation -

A list of various feeder sections is prepared and

are formed by taking two feeder sections from the

1ist'sevia11y. The following are the various ways to «

prepare the above referred list.

(a)

(b)

prepare the list as per the distribution system data
without changing the order in which feeder section

details are given.

prepare the list in the increasing or decreasing

order of-voltage magnitude at the end of feder -

section.
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(c) Calculate (load at the end point of feeder section)2

x distance between ond point and substation .
Arrange it in increasing or decreasing order and
prep2re the list accordingly. While calculating load

at the end of the feeder losses are neglected.

5.6 APPLICATION AND RESULTS

The proposed method has been tested on 'a number of
11 KV distribution feeders of MPEB power system. The results
of one such typical system with non-uniform loading are giwven
here, The system details are given in Appendix - A,Table 5.1
gives the conductor ccst aud the details used in this study.
Other system‘GOSt ~details are given in Table 3.1 and 6.1.
Tabie 5.2 gives the feeders cross sections for different
load levels. Ten percent increase in each load lewl is

considered.

5.7 CONCLUSION

The proposed method is a generalized spproach and is
applicable t§ any type of feeder with any type of loading
pattérn, with same or different load powef factors. The propo-
sed model is also very useful tc carry out sensitivity analy-
sis of the depéndent cost components on conductor gradation.
The algerithm suggested considers the system grbwth facters,
meximizing the life time benefits, and economic berefits due
to voltage imprcvement aleng the fééders, thus giving the
overall oplimal solution to the precblem. The proposed methed

is more efficient and quite promising.
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Conductor Cost 3nd Other Parameters

by

Conductor

Ryl

— === S

Code Conductor lasistance cost.of the
Name 'diaggter are; 8 50° c line per %m
mm ohm/km M,U, x 1O

VIEASEL 7.77 36,88 0,9115 26,2
FEULET 9,00 49,48 0.,6795 32.28
AT 10,05 51,70 0.5419 31,56
MINK 10,98 73 .65 0.4565 35,12
JEAVER 11,97 87,53 0,3841 39,72
ACOON 12,27 91,97 0.3656 40,63
OTTER 12,66 97.91 0,3434 12 ,00

CAT 13,50 111,30 0.,3020 4 4Q
DOG 14,16 118,50 0,2745 15,96
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CHAPTER - VI

LOSSES HEDUCTION IN DISTRIBUTION SYSTuM THROUGH OPTIMUM
SHUNT CAPACITOR INSTALLATION

The shunt capacitor is considered to be a powerful

tool for reducing the distribution system losses ani for im-
proviﬁg the general performance of distribution systems, The
primary effects of the shunt c?pacitors are -~ heavy reduction
of power (KW) and energy (KWwH) {osses on the distribution
system, improvement in voltage'regulation by improving the
power factor, rclease in system capacitics such as genera—
tion, transmission, sub-transmission, substation and feeder
capécitieé, and increased revenue as a result of increased

voltage levels,

Thus with the help of shunt capacitors larger blocks
of active power can be supplicd over the same system. For
realising the best overall results;\s-number Qf factors shuuld
be taken into consideration for determining the number; loca~—
tion and size of fixed and switched capacitors for a gilven

feceder or group of feeders,

Many attempts have been made in the past for optimally
allocating shunt capacitors along the feeders, Neagle and
Samson [ 57“1 have developed @ generazal rule for finding the
optimum size and location of capacitor banks on primary
feeders for fixed reactive load level, They have neglected the

benefits due to improVement in voltage profile along the

feeder, Cook [ 13,14,15 7 developed an accurate formila +n
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determine the exact energy losses reduction achieved by shunt
capacitor in radial distribution feeders but economic benefits
of reduced regulstion cost and increzsed voltage levels were
not considered. Schmill [T 707] extended the work further and
presented the basic theory for the application of shunt capa-
citors to primary dlstribution feeders on a case by case
basls, Based on Cook's [ 157 formula Duran 7207 formulated
theorms on the economics of capacitor allocations and suggest-
ed a dynamic progromming approach for optimizing the number,
location and size of shunt capacitors in radial distribution
feeders, Chang [ 107 developed a method to derive the optimal
cupacitor size and location to muximize the net return duc te
energy and peazk power loss reduétion against the cost of cupa-
citors., In mn =another paper [ 11:1 conditions for optimum
less reduction were determined and results were prescnted»gra~
phically, Baé [;5 1 proposed nn anxzlytical method for alloca—
ting capucitor in primury feeders under various reactive load
conditions, Lee und Grainger [29,48,49 71 defined throe sub
problems corresponding to locution, size and switching time
and suggested un iterative procedure for obtaining the optimal
results, They 21lso developed an gguil rea criteria for opti-
mally sizing and locating fixed éupacitors on r.dicl feeders.,
Further they [12971 developed o voltage dependent model for
optim:lly sizing any spceified numbcr of fixed shunt capaci-
tors while uccounting for voltage variation along the feeder.
In this method bencefits duc to reduction in energy losses .ire

neglected, The analysis presented by Brown [0 97] considered a
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single idealized infinitely variable source of reactive power.
Necessary conditions for optimally sizing, siting and operat-
ing the devices were presented and performance of the device
was compared to that of a single fixed capacitor bank installa-
tion, This analysis was further‘extended to ; number of capa~
citors by Desai and Brown [ 17:]. Fawzi et, al, [ 23:] presentea
a method fer selection of capacitor‘size and location depend-
ing on the location of additional 1oad that can be served with
the presgnt capacitors, Ponnavaik)y and Rao ‘_60:] developed

a method of optimally choosing fixed and switched shunt cupa
Cigeind M rafhial Aigtribution fecders, considering load growth,
growth in load fuctop)and increase in cost of cnergy. They

used the method of local vafiations.

But none of the above approaches have considered the
full economiec bencefits due to voltage changes along the feeder
for locating and sizing the fixed and switched capacitors simul-
taneously, Only Lec znd Grainer [;29:[ considered these benc~
fits for placement of fixced capicitors in =z limited wiy by
Negleeting benefits due to reduction in onergy 1csscs. flurther

all the investigitors considered o single end radicl feeder

In this chupter @ method of zroup variitions for find—
ing the optimum number, loeation, ani size of fixed and |
w1tchbd shunt capacitors in o distribution system, is pre-
sented, The cost suavings due to energy (KWH) ~nd power (KW)
loss roeduction taking the growth fuctors into zccount, cost
savings due to relessce in system cap«01ty, and installation
and 0 und M cost of canacitors are considered, in the formu-

lation, fconomic bencfits due to voltige rise in the Jdistributio



106
system 2re¢ uccounted for,
6,1 SPrCIAL FEATURES OF THE PRuSENT MELHOD
The economic benefits due to improvement of voltage
in distribution system can not be ignored. &S the choice and
location of capacitors without considering these benefits
will lead to‘sub_optimal.solutionh Therefore these benefits

are taken into account, These benefits becomes more im-ortant

as the cost of power and energy increases at a fast rate,

All the aprroaches available consider single end
radial feeders by lumping Tne loda oL ildverais oo the main
fce&er; Thus laterals are neglected in finding out the ortimum
allocation, iNone of the researchers have solved the problem
of shunt capacitor installation in multi c¢nded radial feeders
and interconnectcd distribution systems, In the prescent for-
mulation multi-ended radial feeders 2nd intcrconnected dis-

tribution systens are considered.

Many previous papers have :inalysed distribution sys-—
tem prodlems on the basis of uniform load distribution along
the fecder, The assuwantion of uniformly distributed load ir-
roses certain restrictions and leads to inaccurate results,
Hence actual louad distribution in o rural distribution systeiss
whicn is szccurate and rc.listice is'considered instend of con-

sidcering unifornly distributed lo:ds.

The cost of the capicitor bank is considercd s 2

function of the kilo-var capacity of the bunk, Normally -
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capacitors do not require any maintenhance, Howéver, to account
for the occasional inspection charges, replacement costs of
fuses and other control accessories, and for the power and
energy losses within the capacitors, a cost component in terms
of annual expenditure represented as & per unit of the capital

cost of capacitor bank is considered,

In most of the methods the wire size of the radial
fecder is assumed to be uniform through out the feeder, It is .
apparant that this assumptionvis far from what it would be
under real clrcumstances. In thé proposed method, this assump-

tion is eliminated,

Economic bencfits considered are revenues due to encrgy
loss reduction in the feeder and roleased KVA at the substation,

Iiffect of voltage boost along the fecder is taken into aecount,

Load growth %s a natural phenomenon in a system, The
growth in distribution system load miy be due to\the incere~
mental additions to the cxisting losds or due to the uddition
of new loads to the distribution system. It is assumed that the
feeder lozd grows at o predetermined snnual rate i,¢, in pro-

- portion to the louds connected at the tapping points, imblying
that the feeder lead profile, on per unit basils remzins un-

chunged with}load growth,

As the system expands, it experiences a continuous
growth in loud factor with time due to various reasons such 2s
increase in louad diversity, increase in the energy consumption

per KW connceted load, mensures tuken by the utilities to curb
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the growth in poak demand ete. As the load factor incre.secs

it will affcet the revenues due to energy loss reduction,

The cost of equipment, materials, construction, opera-
tion and maintenunce in system incre..ses with time, The cost
of various clements in a system may not increase in the sanc
manner, s these costs are governed by demand ind supply posi-
tion of these elements, The cost of clectrical energy is in-
creasing at o fast rate compared to other system costs, There-
fore price esculation in O th m cost und electric power and
energy cost is considered while calculating economic bencfits

from cupicitor application,
6,2 PROBLEM FORMULATION

for a given distribution system having many section
interconnected
of different wire sizes with multi-ended fradial feeders and
known active and reactive load distribution along the dis-
tribution system, it is required to determine optimum loca-
tion and/or size of fixed and switched shunt capacitor banks
to achieve the optimum loss reduction in the distribution
system over the life span of the system or plan period. The
objective function to be minimized is cost of power and encrgy
losses, cost of fixed and switched shunt capacitors including
. / ,

the 0 and M cost, Effects of load growth, load factor growth,
and growth in encrgy cost arc taken into account, Minimum =2nil
maxirum voltage specified at all the load points in the dis.

tribution system are taken as constraint,

It is assumed that The active and reactive loads in

the system ar¢ known with certuinty.
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5,2,1 Objective Tunction

The distribution system power loss for a given load
condition is a function of current~flowing in the lines, which
is mainly dictated by the system bus voltage magnitudes; As
derived in section 2,1.1 distribution ldsses'v depend on
node voltage magnitudes and phase aﬁgles, conductance and‘susf
ceptance of the distribution lines (2.7). »

Cost of the total power and energy losses in the dis—
tribution system is therefére. |

. NLE | " )
RC]_=.C%>L51 PLij (6.1)‘
- where €D is a cost of power (KW) and energy (KwH)

losses in distribution system (5.10).

Installation cost of shunt capacitor is given by

N
EL =% “CIs e ' ' (6:2)
G i=1 il

operation and maintenance cost of shunt capacitor is given by

NC % )_
B =ar Ca " Cll . )
W e, T i _

Hence the objective function to be minimized is
F o= FCl ¢ F o+ I (6.4)

' Fo is a single time expenditure incurred at the time
of installation of the shunt capucitor, while ¥, and F are
the summation of cost of power and energy losses and operation
ahd maintenance cost of shunt cupacitor over the life spuan of

the shunt capacitor or plan period.
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6.2.2 Limits on Variables
The voltage magnitude at each node must lie between
specified upper .nd lowsr limits

m
Vi

S G e B e N o - (6.5)

limits for voltage are taken between 0.9 P.U. to 1,1 P,U.
considering continuous veriation in voltage within these
lmitsm } r o

shunt capacitor can supply reactive powef With in their speci-

fied lowef,and upper limits.

OTJK O, WU T Neo ~ (6.6)
limits for the shunt ¢dpacitor are consideréd between O KVak
and mihimum reactive load at the point where Shunt capacitor

is to be installed for fixed type of shunt capacitor, The limit
for switched shunt capacitor were cunsidered between O KVAK

end maximum reactive load at the point minus capacity of fizxed
shunt capacitor at the point where shunt capacitor is to be

installed,
6.3 COST COMPONENTS

The investment cost CI; is divided intou the fixed cust
CF; and the variable cust CVy, CF; imvolves the installation
and erectiun cost, which rémains constant for closely rated

capafitors, GV. represents the priCe'of the capacitoré and

i
depends on its ratings,

y . i~ —_ i - . 7
Hence CI; = CFy + oV, x (Cjl SCi) " (6.7)
SF; + SVi (SCi)
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The capaclitors generally do not require any maintenance
However, to account for the occasional inspection charges, re-
placement costs of the fuses and the other contrcl aécessorios
and for the power and energy losses with in the capacitors, a

cost component in terns of annual expenditure is taken,

\

(Aread® CELAGNFY
| (l+i)NY‘l

CM; =hy (6.8)

(e-1)

Wheh hi is the annual expenditure represented as 2 per
unit of the capital cost of the capacitor bank, Value of h con-

sildered in the study 1s 2 percent of total cost,

Demand cost of losses and energy cost of losses is des-

cribed in section 5.,3.1 and 5,3,2,

Effect of load growth and growth in lozd factor is
considered in the same way as Jescribed in section 5.4.
6.4 METHOD

A distribution system has large number of load points
and the loal distribution 1s different at different points.
As every load point in the system necls to be analysed indi-
vijually, enumeration technique is not employed Jdue tothe re-
gquirement of massive computational effurts, Therefore a methul

‘based on group variational approach is developed,

As stated in (6,4) section 6,2 it is required to mini-
mize cost function with respect tu the variable shunt capacitor
installation at various load points in the system subject to

voltage drop constraints,
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6.4,1 Algorithm

Discrete steps of solution procedure are given below,
& flow chart for the solution algorithm is given in Fig,6,1,
i) Devide shunt capacitor locations into n groups

(section 6,4.2.).

ii) . et diteration count k equal to 1
iii) - Calculate objective function B
iv) Increase shunt capacitor capacity at cach load point

of the kth group by an unit,
V) Calculate objective function Fk+l'
vRE) . - Calculate shunt capacitor capacity at each load point

of the kth group of capacitor using (6.9) to (6.11).

m k"Fl L k‘{‘l

Tl ol AT (6.9)

else change shunt capacitor only at the one load point of the
group and calculate objective function value. Let it be called

Fk+l‘

cbrd o gfitd ' (6.10)

i 1 L

_ Fk+l <

)

Kk

glse CL . | (6,11)

This procedure is repeated for all the members of
kth group.

vii) If k< n, set k = kel, GO TO step iii

viii) Check for convergence solution is said to be converged
if there is no change in the shunt capacitor capacity
even at one load point between two successive itera-

tions,
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If converged, go to step IX

else g0 to step ii

ix) Check for minimum voltage limit violations. If no
limit violation,stop., else go to next step,

X) Inerease shunt capacitor capzcity by am unit at all the
load points feeding and drawing power and the ldad

point itself, go to step ix.,
6.4,2 Group formation

A list of various capacitor locations is prepared dnd
groups are formed by taking two capacitor locations from the
1ist serially, The following are the various wayé to pfepare
the list, |
(4) Prepare the list asper the datu without changing the

ordér in which load node data is given,

(B) Prepare the list in the increasing or decreasing order
of vultage magnitude at the capqcitor locations,

(C) Calculate the[( load 2t the capacitor location)2 X
distance of the location from the transformer’] and
arrange it in increasing or decreasing order énd pre-—
pare the list accordingly, while calculating the load
at the capacitor location point the losses are

neglected.
6.5 APPLICATION AND RESULTS:

The proposed method has been tested on a number of

11KV distribution feeders in MPIEB distribution system, The
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results of one such system with non uniform loading are given
here, The system details are given in Appendix-A, Table 6,1
and 3.1 gives the cost data used in this study. Table 6,2 gives

the shunt capacitor capacity for different load levels.
6.6 CONCLUSION

The proposed method is simple generalized approach and
is applicable to any type of distribution system with any type
of realistic loading pattern, with same or different load power
factors, It is also very useful to carry out sensitivity ana-
lysis of the dependent cost components on shunt capacitor ins-
tallation, The algorithm suggested considers the system growth
facfors, maximizing'the life time benefit and economic benefits
due to voltage'improvement along the feeders, thus giving the

optimal solution to the problem,
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CHAPTER — VII

LOSSES REDUCTION BY OPTIMAL DISTRIBUTION SYSTEM IMPROVEMEN?

The lack oﬁu%moortance attached specially in India t» pro
per plarnm; design. of. subtransmission and distribution
facilities is an important reason for 1neff101ent operation of
distribution systems, in matters such as security of supply,
maintenance of voltage, system losses, etc., Even if a sincere
effort is made in this direction, it is not always possible to
forecast the load accurately at the time of planning the dis-
tribution systems, as the'development of ioad in a2 particular

arca depends on many factors, At the time of planning for dis-
tribution system, certain assumptions are mlde regxrdlng load
and load growth ond distribution systems are planned accordingly,
In actual practice, these assumptions may vary from time to tine.
These aberrations will Subsequently result in numerous system
problems such as high losses of power and energy, low Voltage
problems, over loading of the system, under utilisation of the
investments in certain places, discontinuity of §upp1y, loss of
equipment, and production, It has been indicated by the various
studies that without much difficulties the distribution system
losses can be brought down significantly with economic reward,
through appropriate system 1mprOVemunt measurcs, Such systen
inprovement measures would not only cause reduction of power and

energy losses, but also improve the service conditions,

The optimal conductor gradation problem and optimal

shunt capacitor installation problem are solved on individual



120

basis in Chapter V and Chapter VI respectively, The two problems
(shunt capacitor installation anl conductor replacement) are
formulated in this chapter as a single problem and a solution

procedure is developed using a group variational method,
7.1 PROBLEY FORMULATION

The problemlof‘diStribution system losses minimization
via system improvement can be with its objective as to mini-
mize cost of power uni energy losses; cost of conductor replace-
ment,installation, operation, and maintenance cost of shunt

apacitors,'éubject to permissifie vultage regulation, available
sizes of conducturs, ani maximum permissible shunt capacitor

installation at load nodes,
7,1.1 Objective Function

The cost of total pewer (KW) and energy (KWH) losses

in .a distribution system is given by (7.1)
NLE 7.1)
F =CD 8 P PR .
Cl 1L=l Lij _
where CD:L is cost of pewer and energy losses in a distribution

system (5.10) section 5,%,

Conductur replacement cost of distribution lines is

given by
RL, x CHj | (7.2)

Installation cost of shunt capacitor is given by
NG

Py =3 CIl. . (7.3)
G 121 i
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Operation and maintenance cost of shunt capacitor is given
27

NC

F =73 C. OM, (7,4)
m i=1 1 1

Hence the objective function to be minimized is
. 1}

F =70 + oy + Fo + Fy (7.5)

7{1,2 Limits on Variables

The voltage magnitude at cach node must lie between
specified upper und lower limits,

VIZILIS Vl<—v1\]4_’l=l’ ....-.cN_ | (7'6>

Lower and upper limits for voltages are taken as 0,9 P.U,

and 1.1 P.U. respectively,

Conductor sizes are avallable in discrete sizes and
should lie between specified upper and lower sizes to be used

in the system, These conductor replacement cost vary between

" M od 7.7
CHj ¢ CH; ¢ CHY 1 = le—memm NLE L, 7)

Limit for the conductor sizes depend on the type »f
conductor to be cdnsidered. In the present study the conductors
considered are FERRET, RABBIT, MINK, BEAVER, KHACOON, OTTER,

CAT AND DOG,

Shunt capacitors can supply reactive power with-in
their specified lower and upper limits,

m ) X ) ‘
of ¢ ¢ ¢l 11, oo (7.8)

Limits for the shunt capacitor are considered between

zero KVAR and minimum rezctive load at the point where shunt
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capacitor is to be installed for fixeld type of shunt capacitor.
The limit for switched shunt capacitors are considered between
zer0o KVAR and maximum reactive load at the point minus capacity
of fixed shunt capacitor at the point where shunt capacitor

is to be installed,

7,2 COST COMPONENT
7.2‘1‘Cost of power(Kw) and enefgy (KWwH) is given by (5.10)

section 5,3,

7,2.2 COn&uctor replacement cQst is the summation of the cost
for taking out the coniductor from the distribution line, 1i-
fference in two conductor costs and Jdifference in maintenance

cost of two conductors.

=y : 7
CH; = CTOj +.CDTi * CMT, (7.9)™

7,2,3 Cost of shunt capacitcr installation and maintenance is
given in section 6.3,
7.3 LOAD CHARACTBERISTICS

Various load characteristics and other factors are
described in detail in section 6,1,
7.4 METHOD

The present problem can be solved by group variaticnal
method, |

Discrete steps of the method are given below —

i) Divide the distribution system feeder sections ' into
n groups. ( section 5,5,2 anl section 6,4.2).

11) Set k = 1
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iii) rvsluabe objective function using secuni orier iceourled
lo:: flow let it be called F ..

iv) Ch.inge the conluctor size ts the next higher size cCun~
Juctor for all lines in kth group of feeler secetiun,

V) wvaluste the objective functivnm, let it be callel Bl

vi) Wow asswne an-installation of one unitof shunt caracitor
2t receiving end of all the feeder sectinns of kth grour.

vii) pviluste the objective functiun let it be callel #C_.

viii) Decision about conluctor reyplaceunent or shunt caracitor

snstallation is taken using (7,10) and (7.11).

if Fr < FCa and Fr < FO conductors are to be replaced
(7,10)

1f £, < i and FCa Gy 2 shunt capacitors are to be
.replaced (7,11),

else step iv) to step vii) are repeated for éach feeder
section of kth group of feeder sections. Decision aboutb

conductor replacement or shunt capacitor installatien

is taken using (7.10) to (7.12).

If Fr 4 EO and FCa < FO
nA change required. (7.12).
ix) If & < n gc to step ‘iii‘

X) Check for convergence,
Solution is said to be converged if there is no change

in objective function value between two successive iteration,

x1) i converged stop, else go to step ii,
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7.5 APPLICATION AnD HbebULLLD

The vroposed method is tested on a number of 11 LV
distribution network of MPiB power systeu, The results of
a distribution metwork with non uniform loading and graded
conductor cross section are given in Table 7,2, Conductor re-
placement cost for various conductor sizes is given in Table

7,1, Cost details are given in Table 3,1 and 6,1,
7.6 CONCLUSLON

.Thé proposed method is simple generaliged approach and
is applicable to any type of distribution system with any type
of realistic loading pattern with same or different load power
factors at different load pain®s.The proposed model is alsn very
useful to carry out sensitivity analysis of the dependent cost
components on various system improvement works, The method is
voltage dependent and considers the system growth factoers,
maximising the life time benefit and economic benefits due to
voltage improvement along the feeders, thus giving the overall

optimal solution to the problem,
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CHAPTER - VIII
CONCLUSIUNS

In recent years, because of energy crisis, electric
utilities are paying more’attention tn reduce lesses in trans-
mission and distribution system which leads extensive investiga-
tion in tuls direction, The aim of thnis investigstion is to
develop efficient, reliable, and more realistic mathematical
models and metnods for losses minimization in lurge transmission
and distribution systems at operating, planning and post plenn-

ing level of power system,

In éhis study a model is forwulated to reduce losses
at transmission level via reaotiye power and voltage control,
Tnis model minimizes real power losses, active power mismatehes
and difference between percentage sharing of reactive power
among generators, active power mismatch minimization will try to
keep the active power scheduling the same as obtained on the
basis of economic active power dispatch, Percentage sharing of
reactive power among generation will try to improve the stability
of the power system under the condition of light load overation
of the power system, The decision variaéles considered are
generator terminal voltage magnitudes, transformer tap posi-
tions, aud switchable sources of reactive power available in
the system., To reduce the size of problem zeneralized reduced

gradient is used,

Three methods, based on sensitivity relationship bet-

ween state and decision variables are formulated to solve tine
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above mentioned problem., These methods are, Cuasi Newton method,
Fletcher's method,and sparse hessian method, In 7uasi Newton
metnod, BFsS inverse update is used to updlate the approximate
inverse hessian by using first order derivative terms, Initially
inverse hessian matrix is assumed as unit matrix, This method
overcomes the conditioning problems resulting iuto computational
efficiency, The method has a global convergence wnd is robust

and stable,

In the fletcher's method hessian is updated by using
the first order derivative terms, Additional computation which
takes place in unidimensioﬁal search for step length is avoided
by choosing an approximate‘step size, This helps further in re-

lucing the'storage and computatlional burien,

Sparse hessian method uses an update formula to update
the sparse hessian matrix, resulting into 1ess'memory require-
ment, This method has a good and (@ super linear fast rate of

convergence and therefore useful in practical problem considered

here,

Correction in the groups of decision variables can be
done hierarchnically or simultaaeouély. There is a possibility
of computer time reduction by simultaneous correction in group
of decislon variables, but computer storage requirement will

increase slightly,

In order to reduce transmission losses vig reactive

compensation installation at load centres, a problem of reactive
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compensation planning is formulated in tnis study, The objective
function proposed includes cost of real power losses, cost of
reactive compensation installation, operation and maintenalhce,

and difference between percentage sharing of reactive power

among generators, The decision variables considered are genera-
tor terminal voltage magnitudes,transformer tep positions, and
installation of reactive compensation at leoad nodes. Generalizsd
reduced gradient is used to decompose the variable sets into

two sets, namely depenuent variables set and independent variables

set,

Three methods, based on sensitivity relationship between
state and decision variables asre presented to solve the problem
of transmission losses reduction via reactive compensation ias—
tellation at load nodes. The methods used are Qu&si.mewton metiod,

using Bs.GS update, iFletcher's method and Sparse hessian method,

Decomposition method to reduce transmission losses in
large transmission system is developed in which transmission
system is decomposed 1nto smaller systems by applying arbitrary
voltage sources at the interconnection nodes to represent inter—
connection, no auxiliary matrix is required like ! matrix of
removed network! as in the case of diakoptics decompositions,
Computation time, memory and round off error are decreased subs-
tantially due to decomposition. 1The solved example in chapter—IV
snows that a significant reduction in computation time and

memory is acnleved,
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avoltaze dependent model to reduce distribution
losses by optimal conductor gradation is formulated. The model
minimizes cost of power and enérgy losses, installation, opera-
tion and maintenance cost of distribution line via group varia-
tional method, Growth in load factor, growth in load, and in-
crease in cost of power and energy, labour and equipment cost
is considered, This model takes into consideration all tﬁe cost
and benefitsAin a realistic manner, lo approximation in load

representation is done.

4 new voltage .dependent model for optimal shunt capa-
citor installation in a distribution system, resulting in reduced
distribution losses is presented in tris investigation which
takes into account the increase in cost of energy. and power loss,
labour and equipment cost, growth in load and load factor. The
model is solved by group variational method, This model accounts
for all the cost and benefits in a realistic manner and re-

present shunt capacitor installation problem exactly.

Improvement in existing distributlon system is the another
aspect by which distribution losses can also be reduced signi-
ficantly to an optimal level, Based on the models proposed ear-
.lier procedure to reduce distribution losses is described by
changing the conductor of distribution lines and installation
of shunt capacitors at load nodes, Utility of the procedure 1s

shown by an example in chapter VIL.
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all the mathematical models presented in this study
are tested on the examples taken out from MPEB power syster,
an electric utility in India, The mathematical models presented
in this investigation are reliable, efficient, realistic and
promising, It is hoped that work investigated in the’thesis

will be useful to powtr system operating and planning engineers,



10.

154

RafsRBNCES

Adams, K.W., and Laugkton, M.A., ' Optimal Planning of
Power networks using mixed integer programming', Proc, of
1k, Vol,121, No.,2, pp. 139-148, feb, 1974,

kdler, K,B., kiran, J.G., and Hazeiriggz, @.A., ' & dis-
tribution system/end user model', IwEL Trans., Vol, Pal-
100, wo.?, PP. 3590-3598, July 1981,

Andiretich, R,4., Brown, H,E., Hansen, »,H,, and Happ,
H.H., ' Piece-wise load flow solutions of very large
size networks', [EEE Trans, Vol, Pa5-90, ko.3, PP 950-
951, 1971,

Andretich, R.G., Brown, H,E., Hapn, H.H, and Person, C.H.,
! The piece-wise solution of the impedence matrix load
flow', LgwkE Trans, Vol, Pa5-87, PP, 1877-1882, Oct., 1948,

Bae, Y.G., ' Analytical method of capacitor allocation on
distripution primary feeders!', LELm Trans, Vol, PaS-97,

_No.4, PP 1252-1238, July/Aug, 1978,

Balet, w.J. and webb, R.L., ' Reactive power and its
control in large metropolitan electric supply system!',
Loty Trans,, Vol, PaS-87, Wo,l, PP,49-52, Jan, 1968,

Boess, #,R., Gangel, M.W., Reinbold, R.Ii, and Schultz,
iK.R., ' Optimal distribution and sub transmission planning
by digital computer-V. The total system,V Iiwms Trans,

Vel, PaS-85, PP 1083-1091, Qct., 1950,

Brameller, 4., Jomn, M,N., and Scott, M,R.,,' Bractical
diekoptics for electriedl networks!', (Book) London, Chapman
and Hall, 1969,

Brown, D.k., ' Performance analysis of a variable sotrce
of reactive power on distribution system primary feeders!,
[BE Trans, vol, Pab-100, PP 4364-4372, NWov, 1981,

Chang, N.bk., ' Locating snunt cuapacitors on primary feeder
for voltage control and loss reduction!', Liws Trans, Vol,
PAS-88, Ko0.10, PP 1574-1577, Dct, 1969,



11,

12,

3.

14,

15.

171

18,

l9l

29,

135

Chang, ii,is,, ' Generalized eguations on loss reduction
with shunt capacitors', [iuwk Trans, Vol, Pa5-91, PP 2189-
2195, Sept./0ct, 1972,

Converti, V, ender, R.C., Gangel, M.w., Rungbold, R.b:,
nist P,&., and Schultz, N,.K,,' Optimal distribution and
sub transmission system planning bydigital computer_II
system philosophy', IEsw Trans, Vol, PaS-8%3, PP 341,
April 1964,

Cook, R.i., ' analysis of capacitor application as affect—
ed by load cycle!, alik Trans, Vol, PaS-78, Pt,IiI, PP 950-

Cook, R.F,, ' Optimizing the application of shunt capa-
citors -for reuctive volt ampere control and loss r:diuc-
tion', alpw Trans, Vol, Pab-80, PP 431-444, Aug. 1951,

Cook, H.,#., ' Calculating loss reduction afforded by shunt
capacitor application', IkEK Trans, Vol, PAS-8%, PP 1227-
1230, Dec. 1964,

Dennis, J,.i, and More, J,, ' Cuasi Newton Method methods,
motivation and theory!, Tecunical Report, sew York, June
1975, '

Desai, K. and Brown, p,R., ' Multiple Vvariable sources
of reactive poweron distribution systemplanning feeders!,
LBt Trans, Vol, PaS-101, 1o0.2, PP 4674-4680, Dec, 1982,

oommel, H,+. and Tinney, w,i., ' Optimal power flow solu-
tions!, Llhuf Trans, Vol, PaS-87, PP 1866-1876, Dec, 1938,

pDopazo, J.r ., Klitin, 0,A,, Stagz, G.W., and wWatson, M,.,
' 4n optimization tecinique for reactive power allocationt,
Proc, lBREW, Vol,s5, No,ll, pp., 1877-1885, 1957,

Duran, H,, ' Opcimum number, location, and size of shunt
capacitors in radial distribution feeders, a dynamic pro-
gramming approach!', LEsE Trans, Vol, PaS-87, ho,9,

pp 1769-1774, Sept. 1968, -



21,

22,

250

28,

290

3")'

136

Dyliacco, T.w., ' Control of power systems via the
multi level concept', Ph,D. dissertation, CASE western
Reserve University, (leveland, Ohio, 1968,

mstrada,s,, ' sconomical load allocation', flectrical
world, Mmarcn-1, 1930.

fawzi, T.H., hl-Sobki, S.M, and Abelholin, M.A,, ' New
approach for the application of shunt capacitors to the
primary distribution feeders!, Isik Trans, Vol, PaS-102,
PP 1J-13, Jan, 1983,

Jernandes, H.a., Happ, H.H,, and Wirgau, K.A., ' System
loss reduction by coordinated transformer tap and generator
voltage adjustment!, Paper presented 2t the 1978 Aamerican
Power Conference, Chicago, 1llinois. '

ferpandses ,R.a., Hange, 7., Burchett, K.C., Happ, H.H.,
and wirgaw ,K.a,., ' Large scale reactive power planning',
Likt Trans, Vol, PaS-102, PP 1083-1088, May 1983,

Junk kouser, a.W., ' A method for determining economical
ABSR conductor sizes for distribution systems!, «lTE
Trans, Vol, Pab-74, PP 479-483, June 1955,

Gangel, M.w., iken, J.P., and Taylor, H.,V.,' Optimized
distribution and sub transmission system planning by
digital computer-II- Secondary system and primary control
design!, LELES Trans, Vol, PaAS-83, 1964,

Gangel, w.,W., Siken, J.P., Smith,J.a,,and.Taylor, H.V.,
! Optimized distribution and sub transmission planning
by digital computer~III Primary main circuilt design',
Liwk Trans, Vol, Pab-84, PP 1159, Dec. 1965,

gralner, J.J., and Lee, S,H., ! Capacity release by shunt
capacitor placement a new voltage depemdent model!,

LRiL Trans, Vol-Pas~101, no.5, PP 12%36-1244, May, 1982,

bimmelblau, D.M,, ' Applied non linear programmingf® (book),
sedraw Hill Book Company, New York, 1972,



31,

32.

33%.

34

35.

36;

38.

49,

41,

137

Hano, E., Tamura, Y,, narita, S,, and Matsumoti, K.,
'Heal time control of system voltage and reactive power!?,
IF.e Trans, Vol, PaS-88, Lo,10, PP 154y-1559, 1969,

Happ, H.H., ' viakoptics and piecewise metihods!, LEEL
Trans. vol, PnS-89, PP 137%-1384, July, 1970,

Happ, H.i. and Young, C.C., ' Qearing algorithms for
large scale network programmest!, LEEE Trans, Vol, PaS-—
90, 10,5, PP 2639-2649, 1971,

Happ, H.H., ' Diakopties and networks', academic Press!,
New York, London (1971), (book)

Happ, H.,H. and wirgaw, K.A., ! Static and dynamic VaR
compensation in system planning', IEEE Trans, Vol, PaS5-97,
0,5, PP 1564-1572, sept./Oct., 1978,

Hindi, K.S., and Bramellor, a., ' pesign of low Voltage
distribution networks - A mathematical programming
method', Proc. lir, Vol, 124, PP 54-58, Jan, 1977,

Hobson, k., ' Network constrained reactive power con-
trol using linear programming', IBkE Trans, Vol, Pas5-99,
PP 868-875, May/June 1980,

Hopkins, O,L, and Samson, -D,R., ' Useful methods for
deterinining primary feed points in future distribution
system planning!, aiik Trans., Vol, PaS-7%, PP 854-862,
Aug. 1954.

i#yland, E.J., kamthum, M.R., S.ith, J.4. and inder, R.L.,
"Optimized distribution any sub transmission planning by
digital computer—IY, sub transmission system designt, -
LEpk Trans, Vol,Pa5-84, PP 1165, vec, 1995,

wiran, W,G., and adler, R.B,, ' Distribution system cost
molel and its application to optimal conductor sizing',
Lkel Trans, Vol, PaS-101, wo.2, PP 271-275, ifeb, 1982,

fistore, A, and Hili, E.7,, ' Static optiudization of
reactive power sources by use of sensitivity parameters’,

Lifs Trans, Vol, Pa5-90, wo.3, PP 1166-117%, may/June,1971.



42.

44,

43.

45.

46,

47,

48,

49.

50.

51.

138

Kohli, W,P. and wohli, J.C., ! Optimal capacity allocation
by J-1 programming!, Paper A 75476-2, LEilL summer power
meeting, Lan Franscisco California, July 2)-25, 1975,
Kuppurjulu,; A; and Raman Nayar, ! Minimization of reactive
power installation in a power system*, Proc, I% n‘Vol 119,
PP 557-563, May 1972,

Kron, G.,' Diakoptics~ the piece-wise solution off large
scale systems!, London, lMeponald, 196% (book).

Laughton, M.a.,y ! Decomposition techniques in power system
network load flow analysis using the nodal impedance matrix!
Proc, IEE, Vol, 115, PP 539-542, April 1968,

Lawler, ®.L., and Bell, M.D., ' A method for solving dis-~
crete optimization problems'!, Operations Kescarcn, Vol,l4,
Ho.6, PP 1098-1112, iov./Dec, 1966.

Lawyence, R, F,, Raps, D.N. and Pattan, A.D;;' Distribution
system planning through optimized design I and II', AIEE
Trans, Vol, PaS-79, PP 199-213, June 1960,

Lee, S.H. and Grainger, J.J., ' Optimum placement of fixed

and Svitched capacitors on primary Jdistribution feeders?,

ILpk Trans, Vol., PAS-109, #0.1. PP 345~352, Jem, 1981,

Lee, S.H, and Grainger, J.J., ! Optimum size and location
of shunt capacitors for reduction of 1osses on distribution
feeders!, 1iEE Trans, Vol, PAS-10), uo.3 PP 1105-1118,
March 1981,

Levenberg, K,,' A method for the 3ulutlon of certaln
nonlincar problems in least squares!, . Appl. Math.,
PP 164,2, 1944.

Mamandur, K.R.C. and Chenoweth, R.D., ' Optimal control

" of rcactive power flow for improvements in voltage profile

for real power loss minimization', IEEE Trans. Vol PAS~
100, no.7, PP 3185-313y4, July, 1981,



52.

53 .

54 .

55.

58‘

59.

60,

61.

139

maliszwski, R.M,, Graver, L,L., WoOd, &A.J., ! Linear
programming as an aid in planning Kilovar requirementst,
Ikuk Trans, Vol, PaS5-87, No.l2, PP 1963-1968, Dec.1968.

Marquardt, D.w., ' an algorithm for least squures esti-

~mation of nonlinear parameters', SIim J. Appl, Math, 11,

EP 431) 19630

Masud, E., ' An interactive procedure for sizing and
timing distribution substations locations using opti-
mization tec.niques', Ikuk Trans, Vol, PaS-93, PP 128l
1286, Sept. 1974,

Maxwell, M,, ' The economic application of capacitor to
distribution feeders'; ali. Trans, Vol,”9, PP 353353,
Aug, 1960,

Narita, S. and Hamman, M.5.A.A., ' A computational
algorithm for real time coritrol of system voltase and
reactive power'!, IEHEE Trans., Vol, PA5—90, No.6, PP 2495-
2508, Nov,/vec, 1971, -

Neagle, N,M, and Samson, D.R.; ! LoSs'féduction from
capacitors installed on primary feedérs‘, alpp Trans,
Vol, Pab-75, Pt.I1I, PP 950-959, 1956,

Peschon, A.J., Piercy, D.5., Tinney, W,F. Tveit, 0.J.,
and Cuenod, M,, ' Optimum control of reactive power flowf,
LBEmr Trans, Vol, Pas-87, No,l, PP 40-48, Jan, 1998,

Ponnavdkxo, M, and Rao, K.,5.P.,' 4 approach to optimal
distribution system planning through conductor grading!',
Likh Trans, Vol, PaS 101, 'No,5, PP 1735-1742, June 1982,

Ponnavaiko, M, and Rao, K.S.P., ' Optimal choice of
ﬁiﬁgd and switched shunt capacitors on radial distribu-
by the method of local variations!, ILEE Trans,

Vol PAS-102, 0,5, PP 17256-1731, June 1983,

Pretelt, 4 M., ' Automatic allocation of network capa-

citors', IELE Trans, Vol, PAS-9), PP 54-61, Jan/Feb,
1971,



63

64 ,

67

681

69.

70.

71,

149

Ram chandran, r., and Sharma,; J.D:y ' A mixed integer
programming for optimal static capacitor allocation in
poser systems!, Computer andElect, kngg. Vol.6, PP 19-25,
may 1979,

Roy, L., ! Piecewise solution of large electrical systems
by nodal admittance matrix!, LELg Trans, Vol. PaS-91,
No.4, PP 13861395, July/aug, 1972,

Roy, L, and Rao, N,D.y ' A new algoritam for real time
optimal dispateh of active and reactive power genera-
tion relating non linearity!, LELs Trans, Vol, PAS-102,
PP 832-842, Feb, 1983, ‘

Sachdevay 5.5, and Billinton, R,, ! Optimal network Vain
Planning by non linear programming!, Ilus Trans,, Vol,
PaS5-92, PP 1217-1225, July-Aug, 1973, |

Sasson, a.bM.,! Non linear programming solutions for the
load flow, minimum loss, and economic dispatching pro-
blems!, IEEW Trans, Vol, PAS-88, No,4, PP 399-401, 1959,

Sasson, AM,, ' vecomposition techniques applied. to the
non linear programming load flow method!', IiEsx Trans.
Vol, PaS-89, PP 78-82, 1970,

saveluscu, $:C., ! uantitative indices for the system
voltage and reactive power controll; Lumk Trans, Vol,

PaS-95, PP 1413-1421, 1976,

scheer,G.B.,, ' Future power prediction', bnergy Inter-
national, PP 1416, Jeb, 1966,

SchmiliyJ .V%0ptimal size and location of shunt capacitors
on distribution feeders', ILEEk Trans,, Vol, PaS-84,
PP 825—832, bept 1965,

Sharif, T.A M: and Berg, G J.,' Volt ampere reactlve
compcnsatlon using chance constralned programmlng'
Proc, lEE, Vol,129, Pt-C, PP 24-29, Jan; 1982,



2.

3.,

5,

76‘

7

8.

79!

80,

141

Shoults; ®,R, and Chen, M,S,,' heactive power control

by least squares minimization', Lkdil Transg; Vol. PuS-

95; PP 325-334; 1976,

cong, K.Y:; ' System voltage ind reactive power control
techniques!; Presented at 3rd South Eastern Symposium on -
! yystem Theory', Georgia Institute of Tetunology, atlanta

_ georgia, 5-6 April, 1971,

Steinberg, M,J, and Smith, T,H,; ' The theory of incre-

“mental rates Part I and i1', slectrical mngineering,

March and April 1934,

sullivan, H,L. and Elgird; 0,I., | Minimally bebér_
tioned reactive generatlon control v1a automacic tap
changing transformer', Proc PICA, PP 23%- 241, may 1969.

Sulllvan, R. L.,’ A survey of reactlve _power and voltage
control technlques', Presented at Brd South iastern
S;mposium on System theory, ueorgla Institute of Technodlogy
Atlanta, ueorvla, 5-6 april, 1971

bulllvan, ReLaey ! Controlllng generator hVAh loadlng using
a static optlmlzatlon technique!, I[hiE Trans., Vol, PaS-91,
No,3, PF 906-910, May/June 1972, .

sun, D,I.H., 4be, S., Shoults; R,R.,Chen, M; s., Eiciember-
ger, P,, and Ferris, By o8 A Calculation of energy losses

in a distribution systemt, IBLE Trdns.# Vol, PA&-99,

0.4y PP 1347-1356, July/asug, 1980,

sun, D.1.H,, farris, D,h.y Cote, P,J,, Shoults, R,K,,

and Chen; 1,5.; ' Optimal distribution substation and
primary feeder planning via the fixed charge forumulationt,
L&fE Trans,, Vol, PaS-101, Ho.3, PP 602-509, March 1982,

Teint, PHL, * On sparse and symmetric matrix updating
subject to a lincar ecguations’*, Math, Computations,

PP 954-961, 31(1977),.



81,

82.

83 .

84,

85.

87,

88.

89.

92.

142

1oint, PHL, ' Some numerical results using « sparse matrix
updating formula in unconstrained optimization'!, Math,
Computation, PP 839-851, 32 (1978),

Tuder, J.K. and lawis', W.a., ' Transmission losses and
economy loading by the use of admittance constants!, IEHE
Trans,, Vol, PA5-82, PP 673-683, Oct., 1963,

Vanwarmes, #.C., ' Some aspects of distribution load area
geometry!, AlUE Trans, Vol, PaS-73, FP 134%3-1349, Dec,
1954.

Velghe, J., and Peterson, i.k., ! Optimal control of real
and reactive power flow under constraints!, Power system
computation conference Grenoble, Sept., 11-16, 1972,

wall, D.,L., Thompson, G,L,, and North Cotegreen, J.E.D.,
'an optimization model for planning radial distribution
networks?!, IEik Trans, Vol, PaS-98, PP 1061-1067, May/
June 1979,

ward, J.B, and Hale, H,E,, ' Digital computer-solution of
power flow problems', allk Truns,, Vol, PaS-"5, PP 398-404,
June 1956, '

watson, R.E. and Stadlin, W.0., ' The calculation of incre-
mental transmission losses and general transmission equa-
tions!, AlpE Trans,, Vol, PAS-78, PP 12-18, April 1953,

Young, J.B., ' Optimal static capuacitor asllocation by
discrete programming developuent of theory!, IEEE Trans.,
Vol, PAS-8,, Wo0.9, PP 1499-1503, Sept, 1970,

Zollenkopt, K,, ' Load flow calculations using loss mini-
mization techniques!, Proc, Ikk(London) Vol,1lls, PP 121-127,
1968,

Zzo0llenkopt, K., ! Large sparse sets of linear equations?',
in Bifactorrisation- Basic computational algorithms and
programming techniques (Book) edited by J.K. (Reid) 1970,



143
APPENDIX - A

TEST SYSTEM DATA

In this appendix system data for 6 Bus[ 86] , 30 Bus
(MPEB), 103 3us (MPEB), and 40 Bus (MPER) systems are given,
6 3us, 30 Bus, and 103 Bus svstems are transmission system,
While 40 QusAsystem is a distribution system.. Thé~data is

presented in the following manner :

(1) ' Generator Bus data
(i1) Loaijus daﬁa
(1ii) Line data

(iv)  Transformer data

(v) ‘Shunt capacitor data

A,l 6 Bus Test System :

A single line diagram of a 6 3us transmission system is

shown in Fig. A.l,slack 3Bus is 1, Base MvA 4 259TVA

TAMLE = A.l,1

Generator 3us Data

T A — -t e Aot

- ----Generation--- .. - ..

‘3us No, .-
Real ~ Reactive =—=—— MVAR
MW Min, - Max,
1 | - -10,0 30,0

2 25 - 5.0 15,00
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FIG. Al . IEEE 6 BUS TEST SYSTEM

LEGEND

TRANSMISSION LINE

TRANSFORMER ——§~———
GENERATOR i y

LOAD BUS _——“;-""‘

~

BUS NUMBER (j

LINE NUMBER a4
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TADLE - A\,1.2

Load 3us Data

3us No, | Load
Real Reactive
- MW MVAR
3. 27.5 6.5
4 i .
5 15,0 9.0
6 25,0 2;5

TAJLE - A,L.3

Line Data
Line No,  3etween Line Impecdance Half line charging
the buses R ] X - susceptance
p.U. POUO B pQU‘
1 1-4 .08 Firr ,007
> 1% 6 123 518 ,0L
3 2 -3 .723 1,05 0.0
4 2 -5 282 0,64 0.0
5 4 -6 097 0,407 0,0075
TA3LE A, 1.4
Transformer Data
Transformex Botween the Reactance
No, _ - Juses P.U,
1 3-4 0,133

2 5 - 6 0,3
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TABLE - A,L,5 '

Shunt Capacitor Data

Shunt Capacitor 3us No, _ Capaci'ty
No, ~ : MVAR
1 Jug 5
2 3 11 ' 5

A2 30 DUS TEST SYSTEM
L "Sinqle line diagram of 30 3Bus test system is given in

Fig, A.2. 3us Mo, 3 has been taken as slack Bus , Rabe MY A L, loalVA

mLE e L

Generator 3us Data

TTTTGeneration. - o - i o-

Jus No, = T e
Real Power Reactive Power ——e——— MVAR

W i) Min, ‘Max,
L 105 xee L 45
2 0 ’ L ) 45
3 . ~110 125
4 240 : . =110 - 200
5. 0 LM eu 30
6 70 - 30 S s0
7 176 -110 . 140
8 ' 200 =110 140
o 200 | L110 140
10 .51 | -3 30
11 0 - 30 30




@ -
0 |
. TN‘“ .
v | |

" SINGLE LINE DIAGRAM 30 BUS SYSTEM
.”
]
] ) ol

-

e

FIG. A-2




T\_\)LE - :'-\.2 02

Load 3us Data

40

us No, LOAD
1eal Reactive
MY MV
114 95 5G
127 75 17
177 L7 65
194 125 55
198 440 20
221 80 26
222 A0 24
223 ¢ (i
227 3 8
228 3c 15
229 45 19
230 50 20
231 935 36
232 15 10
234 175 76
. 233 G G
240 160G A2
241 0 G
212 20

148
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- TAILE - \,2.3

Line Data

Line - Between ‘the" "Line : Impedancea - Half line charging

No, . Buses X ~susceptance (P,U,
a P.U, P,

1o 127 172 8 127 , 047

2 221 . 202, L ..CICH L0526 w5
3 - o221 231 0158 .08 268
4 222 ¢ 223 o 084 - 0419 0354
5 dm Seoae” . [L,desq ques M 21

6 L 23k 31 ol o105 ,093 ,314
Ly 232 1 2350 T 0155 GaTT = L2627

any- 235 | adB AN F ol od e N 2

d =oac.] 2l L0135 A R Y

20 241 | 242 038 188 16
13- 227 ¢ 230 022 T B0
vl - %31 230 L0148 074 .C625
M 21 0 203 L0105 ,0526 ,0445
. 21y g%, ™= 0185 003 078

15 227 '228 4 ,041 | 204 o W ,173



Transformer Dats

TY

b
J

LE - \,2.,%

150

Transformor Jotween the 3uses Reactance
Ne, P.U,
j. 1 127 JLUA3
2 2 1 1 CuA
3 3 & D52 .28
) 4 232 .C36
5 é 194 .1313
4 7 24C ,092
7 a 240 L1185
8 9 235 . 04858
9 1C 198 2348
10 241 177 015
11 N5 177 212
12 240 194 LO61
13 293 114 ,055
14 235 198 ~ e
15 1l 228 174
TALE - 1,2,5
Shunt Capacitor Data .
-.,._§_}.’_‘:1..rljc ,Cap acitor No, “mé No, Ciprcity MVWR
1l 114 1
2 229 1
3 242 1
4 223 1
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A.3 103 3US TEST SYST=M

1 single line diagram of a 103 3us power system is

\

shown in Fiqg, A.3, 3us No, 3% 1is a slack Bus, BaneM v AL too YA

TA3LE A,3,1

Generator 3us Data

—— -

Jus No, - «- - - - Ceneration - - - - ---
Reat Reactive ~— MV AR
bW Min, Max ,
1 105 L p5 R P
2 0 25 30
4 240 25 200
5 ) : e 1% 30
6 70 =25 60
e 160~ 1] =26 140
oy 200 £ 140
9 200 -25 140
10 , 51 = =25 40
L1 | -0 =25 30

3 1 $110 125
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TA3LE A 3.2.

Load Bus Datna

Bus LOAD
No, Real Reactive
MW MVAR
) 3.4 2.1
61 2 1.25
€2 5455 = 3wk
63 2 v 1,25
64 2.6 1,6
101 c:0 0D
100 11.6, 7.2
103 7.25 4.5
104 28,1 17 .4
105 12.6 7.8
106 13.2 8.2
107 6.5 5.5
108 10,9 6.75
109 . 18,6 11,5
110 13.4 8.3
111 8.0 5.9
112 38,9 24,1
113 30,6 19.
114 29,3 18,2
115 3.6 2.2
116 : 2887 17.2
117 8,9 55
118 \ 33.5 20.8
126 3.4 2.1
127 5.5 3.4
128 18,6 11,5
129 12,1 7.5
130 10,7 6.7
140 18,9 %1'7
141 1.9 1.1

Contd,



Tahle A,3.,2(%ontd)
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Bus LOAD
No.

Re al Reactive

MW MV AR
142 6.95 5.35
143 7.85 4,9
141 10.9 6.8
145 33.3 20,6
146 12 4 I3
147 22.3 13,8
148 9.5 5.9
149 13,2 8,2
150 18,9 L%
151 27.1 16.8
152 6,1 3.8
153 6.5 4,1
154 12,5 7.8
155 8.2 511
158 12.3 7.6
159 6.7 4,1
161 32.3 20,1
162 13,7 8.5
163 19,3 11,4
164 10,6 6.6
165 8,2 Sl
166 10.4 6.4
167 1722 10,6
168 3.6 2.2
169 7.1 4,4
171 7.5 5,6
172 14,1 8.75
176 6.6 4,1
177 119.5 74 .4
178 7.2 4.5
179 11.35 7.1
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155

Bus LOAD
No, Real Rractive
MW MV AR
180 11,3 7.1
181 11,3 7.1
182 11,3 . N
183 18,7 11,6
-]-84 6.8' ‘4'.2
187 27,7 17,2
188 3.6 292
189 23,65 14,7
191 6.8 4,2
192 14 .8 9.2
193 15,8 9,8
164 12 ,95 8.1
196 6.6 4.1
197 10,6 6.55
198 18.9 i 175
199 7.07 4.4
221 00 0.0
272 0.0 690
223 0:0 0:0
227 0.0 00
228 0:0 0¢0
229 00 020
230 0°0 0°0
231 0% o
232 0-0 D0
233 0ce 010
234 00 030
235 oro 000
240 100 62
241 60 00
242 0.0 00



Taglly - A,3.3.
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Line Data
Line Between the Iupedarice of the kalf CTine charg-
o, line ing susceptance
R X B.U.
P.U. P.U.
1 2 3 4 5 6
1 62 61 .26 175 .0016
2 61 62 L106 27 .0006
3 62 6% 264 .189 - .0016
4 63 64 264 <189 . 016
5 101 102 .05 L1206 L0135
6 101 104 .081 .2007 0222
7 102 13 .01 .025 .00#6
8 103 104 .02 .05 L0054
9 104 105 .054 L34 .015
10 104 110 .104 <254 ,028
11 105 106 .108 274 .0284
12 105 110 . 0485 « 1204 .0133
13 106 107 056 L1411 ,0153
14 107 108 L0511 L1227 .014
15 109 110 .036 .o8? .0099
16 110 111 .03 073 L0523
17 111 112 .005 012 .006
18 112 113 .01 .025 .003
19 112 114 .0506 .1255 .0139
29 113 1340 . 046 .118 .013
2l 114 115 046 .118 .013
22 114 118 .05 125 .014
23 114 126 .102 125 .028
24 114 127 172 JA2l .047
o5 114 140 .05 .097 .0098
26 114 143 .056 . 165 0175
o7 115 116 046 - .116 0125
28 116 117 L0276 .0684 .0075
29 116 118 .036 .092 . 0099

Contd,
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1 2 3 4 5 6
30 126 127 .07 177 .019
31 127 128 071 .175 .019
32 128 129 .0423 . 105 012
33 128 30 .0101 . 231D .0028
34 14) 142 .0812 .158 L0154
35 141 142 .36 .089 .0098
36 142 145 . 963 .187 .0184
37 143 144 .04 14 . 103 L0112
38 144 145 .09 .228 .025
39 L5 . 146 .0258 0639 L0071,
40 145 147 .082 .206 022
41 146 147 .057 L 143 L 016
42 147 148 .055 139 .015
43 149 150 .05 .123 0134
44 15) 151 .006 016 .oo7
45 151 152 .06 .15 .064
46 152 153 . 055 .138 .061
47 153 154 .62 .155 .017
48 154 155 .62 .155 . .017
49 155 158 .09 .216 .0245
59 155 161 .082 . 206 022
51 158 159 .063 iz .017
52 161 162 . 064 .164 L0176
53 161 163 .011 .029 .013
54 161 164 . 043 .107 .047
55 161 171 1% .282 032
56 164 165 .03 .066 .008
57 165 166 L0267 L0661 .0073
58 166 167 032 .08 .009
59 167 168 1 .28 .03
60 167 169 47 .118 .0128
61 171 172 L0701 1756 -.0194
62 171 176 L0701 1756 .0194
6% 176 177 L146 365 .04

Contd.
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1 2 3 4 5 6

64 177 178 .08 .2 .02
65 177 183 .22 LY .006
66 177 188 .0"89 146 .0161
57 177 189 =1k 21317 L0302
68 179 180 .046 12 012
69 179 181 .016 041 .017
70 181 182 .0l8 .046 .019
71 143 184 .047 .18 .013
72 187 188 026 .0639 .0269
73 188 189 L0515 L1277 L0141
T4 189 194 039 .08 .039
75 191 193 .04 .035 . 004
76 192 193 .07 s 18 .019
77 193 - 194 .038 .092 .01
78 194 197 .96 .24 .026
79 196 197 .0735 .182 .02
80 197 198 . 066 .16 .17
81 198 199 .05 .187 .075
82 201 ) 222 L0195 L0526 L0445
83 221 22% . 0105 . 0526 .0445
84 221 229 .0185 .093 .078
85 221 551 .0158 .08 .268
86 222 223 . 0784 L0419 L0354
87 227 228 041 204 .173
88 227 230 | [Cr .11 .093
89 230 231 . 0148 074 L0625
90 231 232 .0028 .0148 .21
91 231 23 4 . 0185 .093 314
92 232 233 .025 126 Al
93 234 235 .0155 o717 L2627
94 235 240 .012 .06 .2

95 240 241 .0135 076 - .26
96 241 242 .38 .188 .16



159
TaBLk A3 .4

Transformer Data

Transformer Between with ‘ Reactance
No, buses P.U.
1 1 127 . 063
2 2 114 4

3 3 252 .028
4 4 232 .036
5 5 177 | 212
6 6 194 11313
7 7 240 042
8 8 240 L0485
9 9 235 . 0485
10 10 198 .2348
11 11 228 174
12 172 03 o4

13 22l 110 .056
14 222 111 .0278
15 223 114 .055
16 221 153 .0555
17 228 151 .055
18 229 104 .J56
19 230 145 056
2) 231 147 .56
21 232 60 JJ032
22 234 Snpdle .0278
23 235 M8 . 103
24 240 194 | 061
25 241 177 .015
26

242 179 : . 0553
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Shunt Capacitor Data

160

shunt capa- Bus lio. Capacity

citor no, MVAR
1 102 7.
2 - 106 8.0
3 108 6.5
4 111 5.
5 112 23,
6 116 15.0
7 117 5.
8 118 15,0
9 128 10,
10 129 [ B
11 149 P o
12 151 7.5
13 158 5.
14 167 5.
15 105 7.5
16 107 5.
1 142 5.
18 154 7.5
19 164 5
20 171 5.
21 189 b
22 119 8.
2% 169 25
24 180 By
25 162 8.
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A.4 40 Bus test system

A single line diagram of a 4J bus test system is shown
in fig.A.4, BaPe MY A L {000 KV A:

Tasue A4.1
Bus Data

Bus lo. LU A D

Real Reactive

K KVAR
1 0020.0 1000,0
2 ‘ 0930, 1001.0
3 . 0029.0 1200,0
4 0000.0 0.2
1l 0.0 0.9
12 100.,0 090.0
13 100.0 090.0
14 102.0 090.0
15 75,0 065 .0
16 . 0.0 0.0
17 075.0 65,0
18 375 0 65.0
19 075.,0 065 .0
20 075.0 65.0
21 075,0 065.0
22 075.0 65.0
23 0.0 0.0
24 125.0 110.0
25 125.0 110.0
26 125,90 110.0
27 125,0 110,0
o8 150.0 135.0
29 150.0 135.0
30 150,0 135.0
z] 375.0 065.0
32 375.0 065 .0
33 125.0 1% %0
34 200.,0 180.,0
35 0.0 0.0
36 150.0 135.,0
37 150.0 135.,0
78 20,0 180.0
79 230.,0 180,90
40 0,0 0.0
41 250,0 225.0
42 150,0 135.,0
43 150,0 135.0
44 150.0 135,0
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LEGENDS FOR FIGURES

TRANSMISSION LINE

TRANSFORMERA. R . .
GENERATOR BUS 1. @
(0AD BUS T ©
LINE NUMBER 3 i

3US NUMBER S
TRANSFORMER NUMBER = .

.~

FIG. A5
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TI'X-BLE A.4.2.

LINk Dala .

Line Between the Impedence of , Length of
No. buses line line

R P.U. X.P.U. Kms. -
1 2 o o 3 4 5 .
1 11 12 0,0%23 20,0138 4,25
2 il 13 0,0%32% 0.0138 4,25
3 16 11 0.03 23 0.0138 4.2%5
4 13 14 0,0323 0.0153 4.25
5 13 42 0.0304 0.0130 4.0
6 14 15 0.0494 0.0211 6.5
7 16 17 0.3 04 0.0130 4.9
8 16 18 0.03 04 0.0130 )
9 1 43 0.0418 0.0179 5.5
10 17 44 0.0%40 0.0146 4.5
11 18 19 0.0%23 0.0138 4,25
12 19 20 0,0% 23 0,0138 4.25
13 19 21 0. 9% 0.0098 3,00
14 21 22 0.03 04 0,0130 4.0
15 23 24 0.0494 0,0211 6.5
16 23 26 0.0475 0.020% - 6.25
17 2% 28 0,03 23 0.0138 4.25
18 23 30 0.0340 0.0146 4.5
19 23 p o] 0.03 23 0,)138 4,25
20 24 25 0.0703 0.0301 9.25
21 26 27 0.0817 0,0349 10,75
22 28 29 0.0475 0.0203 5.25
23 31 32 0.0646 0.0276 8.5
24 32 3% 0.03 23 0.0138 4.25
25 35 54 0,0323 0.7138 4.25
26 34 45 0.0323 0.0138 4.25
27 35 36 0.0304 0.0130 4.9
28 35 37 0,032% 0.7138 4.25

Contd,
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1 .2 3 4 5
29 36 46 0.0%23 19,0138 4,25
39 38 39 0,0855 0.0366 11,25
31 40 38 0.0323 0.0138 4.25
52 40 41 0,03 23 0,0138 4.2%
33 30 43 0.3 04 0.013 4.29
34 i 3% 46, 0,304 0,013 4.
35 37 41 0,394 0.013 4.0)
36 1 2 0,0500 0.0216  29.20
37 2 3 0.0520 0,0216 20,70
38 3 4 0,0500 0.0216 20,20
TABLE 4.4.%.

Transformer'Data
Transformer Between the Reactance
No, _ buses P.UA
1 1 16 .4
2 2 23 .200
3 3 35 L400
4 4 40 4000
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APPENDIX - B

UNIDIMENSIONAL SEARCH -

The efficiency of the solution of the minimum of a
function in a given direction is of particular importance

in the solution of optimization problems. After establish-
ing the direction of search in eéch. iteration of the optimi-
zatioh prOCess, optimal Vstep size is determined by using
~single dimensionﬂ’ séafch ﬁechniunS so that maximum possible

| change in the function is obtained.

The method ﬁse‘d employs Quadratic interpolation and
function values only. The method is due -to Davies, Swann,
and Campey (DSC) [[30 7] with an addition by Powell., The
combination of the DSC and Powell algorithms is found to be
better than either of the individual algorithms. The combi-
nation uses the DSC algorithm to bracket the minimum and
powell algorithm for interpolation. Figure B.1l shows the
successive step lengths chosen for finding its optimal valwe.

The steps of the algorithm are given below,.

Step 1

Set k = 0. Estimate f(a) at the initial point oc(o).
If f(oc(o) +aa) £ f(oc(o)), go to 'step 2. If
f,(oc(o)‘+ aa) > f(a(o)), let M = - 20 and go to

step 2.
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Step 2
Compute

o (K41 &(k) N

Step 3
Compute |

f(a(Kfl))
Step 4 ,
g f f(a(k+l)) < f(agk)), double A a and return to
step 2With k =k + 1. If f(a(k*'l)) < f(oc'(k)),
deno te a(k+l) by a(m), o (K) by a(m"l), etC.,

reduce 2o by one-half, and return to steps 2 and

3 for one more (only) calculation. See Figure B.l.

Step 5 ‘
Of the four edually spaced values of ¢ in the
set a(m+l), on(m), oc(m"l), a(m-z) , discard either
oc(m) or oc(m"z), which-ever is farthest from the |
o COrrespondi‘ng to the smallest value of f(a) in
the set, et the remaining three wvalues of « be
denoted by a(a), a(b), and a(c), where oc(b) is the

center point and a(a) = oc(b) -0 and oc(c) = a(‘b)+ 200

Step 6

Carry out a Quadratic interpolation to estimate .

so [oal®@y -2l ) ]
o[ 1(al®y - 2oy 4 £(a(®)) ]
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Step 2
Compute

a(k*'l) = .oc(k) + A0

Step 3

Compute
f(a(k+l))

Step 4 .
1T f(a(k+l)) < f(a(k)), double A and return to
step 2with k = k + 1. 11 £(a{¥+)y ¢ p(@(®)),
deno te a_(k+1) by oc(m), oK) by oc(m'l),, etc.,
reduce s by one-half, and return to steps 2 and

3 for one more (only) calculation, See Figure B,1,

Step 5 :
0f the four eQually spaced values of o in the

(m+l)’ a(m)’ oc(m*l), oc(m—Z) , diseard either

set a
&(m) or a(m-Z)’ which-ever isg farthést from the
o corresponding to the smalle st value of f(a) in
the set. ILet the remaining three wvalues of o be
denoted by oc(a), oc(b), and oc(c), where oc(b) is the

(a) =Oc(b) (C) =Oc(b)+ AL

center point angd « - 20, and «

Step 6

Carry out a quadratic interpolation to estimate o

A« [f(oc(a))- - f(a(c) ) ]

a¥ - o(b) |

2[f(a(a)) - 2f(oc(b)) + f(a(C)) ]
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Step 7 _ ’

If «* and whichever of a(a), a(p), a(c) corres- - .
ponding to the smallest f(a) differ by less than the
prescribed accuracy in a, or the accuracy in the corres-
ponding values of f(a); the search is terminated with_ocx
as the optimal step size, Otherwise evaluate f(ax) and
43 soard from the set  al®), o(P) oc(c)v the one that

corresponds to the greatest value of f(a) and go to step 8.

Step 8

Estimate the value of o by

| @) 24al)2 | 2a @) oa(Dy 2p(a )2 [ 2a(®)
" v ] £ @y 2 g (P)y2 | go(0)y '
a

= (q(b)~a(c))f(a(a))*"(a((_-’)a( a))f((x(b))-(-((x(a) —a(b))f(oc(c))

and go to step 7.
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