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ABSTRACT <Y 	v MY. 

A flow line production system is characterised by a 

number of stages arranged in series, where the work material 

passeg through all the stages in a fixed sequence. The varia-

bility in the production rates of the stages cause t;  delays and 

hence loss in production. A number of factors, external and 

internal to the system, may be responsible for the variability 

in production rates of the stages. Two factors; which have 

generally been considered in the literature are : 

(i) Random variations in operation times of the stages. 

(ii) Breakdowns of the stages. 

It has been found that in most of the existing litera-

ture, only one of these two causes of production line ineffi-

ciency has been considered. In each case the exact analytical 

models of line efficiency are available for two or three stage 

lines only, The application of numerical methods is also limit-

ed to small problems only. The empirical models, developed 

from the simulation data, have been found to be specific in 

nature and limited in application. A little work has been done 

to analyse the lines having variable operation times, as well 

as subject to breakdowns. Also, not much work has been done to 

study the performance of unbalanced lines. 

In this thesis, simulation, the most versatile tool for 

analysing the large complex systems, has been employed. Flow 
line systems having ; 



(v) 

• 
The applicability of the empirical models has been 

demonstrated with the help of illustrative examples and a case 

study. In each case the sensitivity analysis has been perform-

ed to examine the effect of system parameters on the optimum 

size of the inprocess buffers. The sensitivity of the net gain 

from the system, to deviations from the optimum values of in-

process buffer size and the number of repairmen has also been 

examined. 

The subject matter of the thesis has been presented 

under the following heads : 

1, Introduction 

2. Review of past work 

3. System description and design of simulation 

experiments 

4, Balanced flow lines with random operation times 

5. Unbalanced flow lines with random operation times 

6. Balanced flow lines with unreliable stages 

7. Unbalanced flow lines with unreliable stages 

S. Flow lines with random operation times and 

unreliable stages 
9. Effect of repair policy and crew size on line 

performance 

10. Conclusions and scope for future work, and 
Bibliography 



(i) Random operation times (manual flow lines), 

(ii) Unreliable stages (automatic transfer lines), and 

(iii) Random operation times as well as unreliable stages, 

have been simulated in FORTRAN IV to study the influence of 

system parameters on the line efficiency and the work -in - 

process inventory. 

Validity of the simulation models has been tested by 

comparing the simulation results with the available data 

reported by others.. Simulation experiments have been designed 

to ensure a reasonable degree of confidence in the results. 

The data thus obtained has been analysed to develop simple 

and reliable empirical models for the efficiency of balanced 

manual flow lines, as well as, for the balanced automatic 

transfer lines. While the empirical models in case of manual 

flow lines are valid for normal and Erlang distributions of 

operation times of the stages, the empirical model for the 

efficiency of automatic transfer lines is applicable when the 

failure and repair times are exponential. In each case the 

cost analysis of the system has been conducted and expressions 

for the optimum inprocess buffer size derived. 

The empirical models of line efficiency for the two 

cases, viz., manual flow lines and automatic transfer lines, 

have been incorporated in an approximate formula for deter-

mining the efficiency of the system, when both the cases of 

production rate variability viz., random operation times and 



) 

breakdowns of stages are present simultaneously. The validity 

of the approximate model has been proved by comparing its 

results with the simulation results. 

In case of unbalanced lines, simulation experiments 

have been planned to determine the effect of various types of 

imbalances on the line efficiency and the work—inprocess 

inventory, A number of line configurations involving the 

following types of imbalances have been examined. 

(1) 	Unequal mean operation times (in case of lines having 

variable operation times). 

(ii) Unequal reliabilities (in case of lines having unreli-

able stages), 

(iii) Unequal inprocess buffers, 

(iv) Unequal coefficients of variation of the operation, 

failure and repair times. 

From the simulation results some conclusions have been 

derived, which would prove useful in the design of flow line 

systems. 

The influence of number of repairmen on the line perfor-

mance has also been studied. A systematic search has been 

employed to optimise the size of the inprocess buffers and the 

number of repairmen, for a given set of cost factors. In addi-

tion, the effect of some repair priority rules on the systems 

efficiency has been compared, 
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CHAPTER - 1 

I N T R O D U C T I O N 

Inventories in production systems have been known to 

play an important role. A multistage production inventory 

system would exist whenever a product requires the use of 

more than one processing facilities. Material processed at 

one stage and waiting for operation at the next stage, consti-

tutes the inprocess inventory, Depending upon the operational 

characteristics, the multistage production inventory systems 

can be of various forms, which can broadly be grouped into 

batch production and continuous production systems. The object 

of work inprocess inventory in case, of batch production systems 

is to reduce the cost of productiont whereas,' in case of conti-

nuous production, the inprocess, inventory buffers help to 

reduce the idle time of the stages and increase the utilisa-

tion of the system. 

The continuous production systems can be classified 

into the following types : 

(1) 	Job shop systems 

(ii) Flow line systems or manual flow lines 

(iii) Transfer lines or AutoMatic production lines., 

In a ,jbb shop, a workpiece 0811 follow any desired. 

sequence of machines, while in a flow or transfer line, all 

workpieces must follow the same sequence of operations. The 

flow lines, commonly referred to as manual flow lines are 



2 

characterised by random processing times at different stages, 

whereas, the transfer line comprises of automatic work stations 

(fixed operation times). The idle time in the transfer line 

system arises due to random breakdowns and subsequent repairs 

of the stages, whereas,both the breakdowns and variability in 

operation times force the stages to idle in case of flow lines. 

Three varieties of manual flow lines can be identified 

Single model lines, on which a single item is produced. 

Multi model lines, on which two or more similar items 

are produced in separate batches. 

(iii) 	Mixed model lines, on which two or more similar items 

• are produced simultaneously. 

Flow lines can also be classified as non-mechanical 

and moving belt lines. In case of moving belt line the work-

pieces may be fixed on the line or removable but the operations 

are paced, since the belt moves at a constant speed, Opera-

tions on non-mechanical lines are normally free of any mechani-

cal pacing effects, hence the use of buffer stocks of items 

between the workstations is an important feature of such lines. 

In contrast, physical buffer stocks of items are rarely practi-

cable on the moving belt type lines. The research reported in 

this thesis has considered the unpaved non-mechanical flow 

lines only. 
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There are three general configurations of the auto-

matic transfer lines (also called fixed cycle production lines) 

(1) 	Rotary type or circular indexing type - the flow of 

work units is usually around a rotating dial or table. 

(ii) In-line type - stages are arranged in a straight flow 

line configuration. 

(iii) Link-line - the workstations are linked by conveyors. 

The production line is a common material handling and 

processing device of the modern industry and is used for mass 

production. Such systems involve huge capital investment and 

provide little flexibility for the machines and operators to 

do productive work during the idle periods caused by the im-

balances in the system. A large capital investment held idle 

causes high opportunity cost, and even a small improvement in 

the utilisation of such system, would have a drastic effect 

on their overall economy, The design of flow line systems has 

thus become an important activity in Industrial Engineering. 

Three major problems in the design and operation of 

production lines, as emphasised by Buchan and Koenigsberg[17: 
are : 

(1) sequencing of jobs into stages and determination of 

the number of stages, 

(2) location of bunkers or storage spaces for inprocess 

inventory, 
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( 3) 
	

determination of the size or capacity of the pulsating 

stores. 

A major part of the research embodied in this thesis 

deals with problems 2 and 3 above. Ore way of improving the 

efficiency of the flow line systems is by the provision of in-

process buffers, which in turn has associated with it high costs; 

as the cost of storage space, cost of holding inprocess inven-

tory and material handling costs. Thus, the selection of 

appropriate number of storage points," the total inprocess buffer 

and its distribution among the storage points is essential for 

maximising the gain from the system. The problem of buffer 

capacity distribution becomes more critical specially when 

the line is unbalanced. 

The requirement of inprocess buffer arises due to the 

variations in the production rates of the different stages in 

the line. The variability may be due to a number of factors 

external and internal to the system. Two causes of variability 

which depend upon the characteristics of the stages have been 

considered in literature : 

(i) Random variation in operation times of stages. 

(ii) Breakdown of the stages. 

In majority of the existing research, the two causes 

of variability have been treated independently by assuming only 

one of the two to be present at a time. Studies dealing with 

the breakdown of workstations are confined to the automatic 
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transfer lines only, whereas, the studies related to production 

lines take into account the variability in operation times 

only and assume that the stages are 100'percent reliable. How-

ever, in the manually operated flow linest both.  the sources of 

variability are present. 

To optimise the profits from a flow line system, it is 

essential to know its efficiency and the average inprocess 

inventory, in addition to the various cost functions Analy-

tical models have been employed for determining the efficiency 

of small systems having two or three stages only and with a 

small capacity of the inprocess buffers. For the larger real 

life systems, the only possible approach of analysis seems to 

be the simulation, which in turn consumes considerably large 

computation time, and in some cases, the computation cost 

could make its use uneconomical. Hence the use of heuristic 

and empirical models. 

In the research work embodied in this thesis, simula-

tion models of the following types of flow lines have been 

developed. 

(i) Flow lines with variable processing times. 

(ii) Flow lines with unreliable stages (Automatic transfer 

lines). 

(iii) Flow lines with variable processing times and un-

reliable stages. 
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The data generated by simulation has been used to 

develop empirical models for the efficiency of balanced manual 

flow lines as well as automatic transfer lines. In case of a 

flow line having variable aperation times and stages subject 

to failures, the simulation model has been employed to test the 

applicability of a simplified method for determining the effi-

ciency of a system. The empirical models have been used to 

optimise the size of the inprocess buffers. 

Extensive simulation experiments have been undertaken 

to gain better insight into the behaviour of unbalanced lines. 

A number of unbalancing policies involving unequal operation 

. times of the stages (in case of manual flow lines), unequal 

reliabilities of the stages (in case of automatic transfer lines), 

unequal inprocess buffers, and unequal coefficients of variation 

of the operation times and reliabilities, have been examined 

with regard to their efficiency and the average inprocess inven. 

tory. Based on the simulation results some guide lines have 

been developed, which would prove very useful in the design of 

flow line systems. 

In the case of automatic transfer lines, the size of 

the repair crew, is an important parameter which largely affects 

the system costs. A search procedure has been incorporated in 

the simulation model to determine the optimum combination of the 

crew size and the size of inprocess buffers. In addition, the 



effect of a number of repair priority rules on the performance 

of the system has been studied. 

The simulation programmes have been written in 

FORTRAN IV and simulation experiments conducted on DEC-20 

computer system, 
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CHAPTER - 2 

REVIEW OF PAST WORK 

2.1 INTRODUCTION 

Research publications dealing with various aspects of 

the production inventory systems are quite exhaustive, The 

survey of literature concerning this has been published by a 

number of researchers. A good account of the work relating to 

the inventory theory and applications can be found in Scarf 

115.] Veinott E 128 ] Iglehart 	72 	Lampkin E 83 

and Aggarwal 1 j. Research work concerning the problem of 

economic lot scheduling has been extensively reviewed by 

Elmaghraby E 39 J . Clark E32] on the other hand has 

presented a survey of multi-echlon inventory theory. This 

covers publications upto the year 1971. Hollier and Vratari 

have updated the work of Clark, till the year 1975. A review 

of the research work on multistage production inventory systems 

can be found in the work of Kumar [,82]. 

Since the literature dealing with production inventory 

systems is vast, the survey of literature, presented in this 

thesis is restricted to flow line production systems only. 

Except some earlier reviews E80,92,114 exhaustive survey 

of literature dealing with multistage production inventory 

systems, of the flow line type, is not available. 
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2.2 CLASSIFICATION OF RESEARCH EFFORTS 

Researchers have modelled the flow line systems using 

different assumptions and a number of analytical techniques 

have been employed to analyse them. The research effortsin 

this direction can be grouped under the following categories, 

depending upon the characteristics of the stages in tha line. 

(1) Random operation times and no stage failures. 

(2) Fixed operation times with random failures. 

(3) Random operation times with random failures. 

It is quite difficult to classify a particular system) 

exactly under one of the above categories however, the 

author has made an effort to group the available literature, 

based on the techniques used for analysing the systems. The 

various techniques used have been identified as analytical, 

numerical, empirical, heuristic and simulation. However, 

for the sake of convenience, the available literature can be 

broadly divided into the following two categories : 

(i) Analytical models 

(ii) Simulation models 

2.3 LINES WITH RANDOM OPERATION TIMES AND NO STAGE FAILURES 

In this section the research effort dealing With the 

flow line systems, in which the stages are assumed to be 
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100 percent reliable, and having'variable processing times 

defined by some probability density function have been 

reviewed. The models whether analytical or simulation 

are normally based on a number of assumptions. Some of the 

assumptions are related to the, 

(1) 
	

nature of variabilities in the processing times of 

the stages, often described by p.d.f. of the process-

ing time 

(ii) type of material flow-discrete or continuous, 

(iii) nature of the input process characterised by infinite 

queues before the first station with random arrivals 

o inexhaustible supply of parts to the Ist station 

(ivy 	type of queue formation viz., open ended or cyclic, 

( v) 	type of line-balanced or unbalanced. 

In addition, other assumptions which are common to all 

types of models are : 

(i) There is always some storage space available in which 

the last stage can discharge. 

(ii) Only one type of product flows into the system. 

(iii) No spoilage of workpieces and hence no rejections at 

any of the stages 

(iv) Stages are always set up for the product. 
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2.3.1 Analytical Models 

In analytical models, the system is often described 

by the various states it can attain. For exponentially distri-

buted service times of the stages, the vector defining the 

states is a markov process, whose state probabilities, in 

statistical equilibrium, satisfy a set of linear equations, 

Solution of these equations yieldsthe steady state probabilities 

and the production rate is determined by considering all states 

in which the last stage (N) is busy, and the production rate( ) 

that can be attained is given by the equation (2.1). 

p E: stage N is busy 
000 (2.1) 

E (PO 

Pioneering studies on the performance analysis of 

production lines was initiated by Hunt DI], He considered 
the effect of interstage storage restrictions by modelling them 

as infinite queues, finite queues, and no queues between the 

stages, and developed. expressions for the maximum utilisation 

of the : system and the corresponding number of customers in the 

system, 

2.3.1.1 Infinite queues before the stages--random arrivals 

Production lines with infinite queues between the stag-

es have been studied by a number of researchers as reported in 

[21]. A survey of the work done in general area of queues in 

series has also been presented by Saaty [114]. Most of his 

work relates to queueing systems with infinite queues, Poisson 

't = 
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input and exponential service times, Burke [ 19 ] showed that 

if the input process to the first stage of the system was 

Poisson, the output process and hence the input process to 

the next stage would also be Poisson. This result enabled the 

application to such systems of the well established formulae 

for single stage, single server queues. Disney, et al. 1.371 

assuming a general service'time distribution, have found that 

the departure process would be a renewal process if and only if 

the queue is in steady state and waiting line capacity is zero, 

Hilderband E62,63 analysed the systems having in-

finite queues with random arrivals, by separating the effects 

of various stations with respect to starving, blocking and 

vacant times, but he could not provide new results pertaining 

to the system performance or queue lengths. Similar studies 

have also been reported by Neuts E102,103] and Goode and 

Saltzman I:57]. 

2.3.1.2 Infinite queue before the first stage and finite 
interstage queues 

A two stage system having infinite queue before the 

first stage and no queue between the stages has been studied 

by Avi-Itzhak and Yadin E871. They assumed the operation 

times of both the stages either fixed or exponentially distri-

buted and showed that the sequence of the two stages did not 

influence the output rate of the system. Avi-Itzhak E7,] 

extended the analysis to N-stage system 4th finite queues and 
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fixed service times of all the stages. A similar investiga-

tion was independently conducted by Friedman :461 Makino 

E89 J  slightly extended Hunt' s results for two and three stage 

lines for the case of zero in_process buffers, Analytical 

methodst employed in the study of finite queues have also been 

discussed by Patterson  [108 j. 

2.3.1,3 Inexhaustible supply to first stage and finite queues 
between others 

According to Hunt E71j, for a two-stage system with 

exponential service times, and interstage storage of capacity S, 

the production rate can be obtained from equation (2.2) 
2( p +2 	 52+2) 

S+3 	S+3 
1 - 2 

... (2. 2) 

For the situation, pi  = p 2  = 1, using L'Hopital's rule this 

reduces to 

S + 2 
ti = 773 • • • ( ?.3) 

Hunt's model for the line with an inexhaustible storage 

before the, first stage has been extended by a number of resear-

chers E 61, 65-67 J. Hillier and Boling [65 3  applied the 

numerical methods to solve a set of simultaneous equations for 

obtaining steady state probabilities. They admitted that the 

numerical approach was computationally feasible only for small 

problems, Motivated by the result of Burke E 19 3 which 

states that for infinite interstage queues, each stage in the 
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line has Poisson input process, Hillier and Boling E:65] 

developed an approximate method for determining the performance 

of the system having finite interstage queues. The results 

obtained were quite accurate for smaller values of N and for 

larger values of S, but for larger N and smaller 8, the approxi-

mate method resulted in over estimation. 

A three stage system was analysed by Hatcher [611 

who obtained closed form expressions for the state probabilities. 

However, because of lengthy computations involved,his model like 

that of Hunt E71] was difficult to solve for pbeyond three 

stages, and validity of this model was disproved by Knott Ft7:1. 

In another study, Knott E78D modelled a production line with 

identical stations, He used delay in production as a measure 

of system performance, and suggested an approximate formula. 

equation (2.4), for computation of system delay. 

D = (CV2.3)/(S+J) 	

• 	

(2.4) 

where 	J was a slowly varying function of S, and of the ser- 

vice time distribution and its CV, and 

= 2(N-1) N 	 * Oft (2.5) 

Knott showed that delay D was proportional to X for 

binomial uniform, cup and cap shaped service time distributions, 

while in case of Erlang distribution D/(1+D) was proportional 

to X. The results of the approximate formula were compared with 
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that obtained by others E4,65:j1  and by Simulation. Simulation 

results did not support the approximation of Hillier and Boling 

[65 J  for larger systems with zero queue capacities, and for 

the same conditions, considerable difference was found between 

the simulation and approximate results of Knott [78 j. 

The problem of flow lines with random processing times 

has also been investigated by Kraemer and Love E8ljand Muth 

E96,971 Muth's 1_ 9611 model, unlike others, is based on, 

not the states of the system, but the service times, blocking 

periods, and idle times of individual items, as they progressed 

through the system. He replaced the system of N stages having 

total buffer of Z work units, a system of (N+Z)f*tages with 

zero buffers. The Z stations haying zero processing times, 

were located in place of buffers'in the former line 	He 

established the upper and lower bounds (Ru  and Rd. of the mean 

productiOn rate of thelines as follow* : 

A method for determining the intermediate buffers was also 

developed, but this suffered, from computational limitation 

as in case of other models Muth further demonstrated that 

the use of exponentidlly distributed' service times gave highly 
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pessimistic results, whereas, Erlang distribution gave more 

realistic results, 

Disney L,36] analysed a large flow line by decomposing 

it into independent single channel queues and obtained approxi-

mate results. Related studies are also reported in Cinlar and 

Disney [31] and Pritsker [110 j, 

2.3.1.4 Systems modelled for mean cycle time 

Some researchers [ 24,112,1131 have developed expressions 

for the mean cycle time for the system, which is reciprocal of 

production rate of the line. Buzacott E 24 j considered a two 

stage line with deterministic time (T) for the first stage and 

exponentially distributed operation time (P) for the second 

stage and obtained the following relationship : 

exp( -T/p.) 
I.  MCT = T + [P.exp(-T/P) ] ---r -----,-, 

1- ii- exp - iTi.--) 

Since this model is based on the assumption of a single 

unit buffer in the line, its applicability is limited. Rao 

[ in] using normal and Erlang distributions for processing 

times for the two stage system without any interstage buffer, 

showed that for such a system, 

co 
ccs  MCT = f (MCT)1  gi.(ti)dta.  = f(MCT)2  g2(t2)dt2  

0 	 0 

where gi(ti) and g2(t2) are the probability density functions 

of the service times t1  and t2; (MCT), and (MCT)2  can be obtain- 
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ed by fixing the values of t1  and t2  respectively. In an-

other study [112:, he assumed exponential service time at the 

first stage keeping normal or Erlang at the second and combined 

his approach of [111] with the state probabilities of the 

system. It was shown that Erlang and normal distributions 

give very nearly the same results for the same coefficient of 

variation, while uniform distribution gave significantly 

different results. 

For series production systems with identical Erlang 

service times, Rao E113 j proposed an alternative approach. 

This involves the solution of the integral equations developed 

by Muth [96], The computational burden limits the applica-

tion of this method to smaller lines only. The number of 

simultaneous equations to be solved in this case increases 

with the Erlang shape factor, k. 

2.3.1.5 Systems with feed back loop 

Koenigsberg E79] and Buchan and Koenigsberg E1.7j have 

investigated the buffer storage problem as a system of 'cyclic 

queue' as illustrated in Fig.. 2.1, This forms a closed loop 

system within which a finite number of units that have complet-

ed the service at the last stage return to the first stage. 

This model is particularly applicable to production lines in 

which the workpiece is loaded to a jig or fixture or in chemi-

cal processes in which a solvent is reprocessed and used again. 
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For M number of frames, and with no storage restriction 

between the stages, the utilisation, U, of the line can be 

given by, 

U = ------ with U. =U Vi 
	 (2.10) 

M+N-1 

Equation 2.10 has been used by Basu L11 _I in his cost 

analysis model of the manual assembly line. Basu's model 

gives significantly higher values of the interstage storage, 

as compared to those obtained by using the results of Anderson 

and Moodie [:41j, Hillier and Boling L 65 and Knott [ 781 

As the number of frames is increased, the accuracy of the 

Basu's formula increases, because the system tends to behave 

like an open ended queue, with reduced restrictions on the 

input to the first stage. 

2.3.2 Simulation Models 

Simulation has been used by a number-  of researchers to 

validate their analytical and approximate models, to develop 

empirical models, and also as a tool to analyse the behaviour 

of the large and complex systems. Some of the situations 

where simulation has been used extensively are discussed in 

the following subsections. 

2.3.2.1 :Inexhaustible supply to first stage and finite 
inprocess buffers 

One of the earliest simulation study on flow lines is 

due to Barten [ 1O], who simulated an open ended, balanced 



production line with inexhaustible supply of material to the 

first stage, and normally distributed operatiOn times of the 

stages. He developed equation (2.11) to depict the behaviour 

of the system and to act as a basis for the simulation progra- 

mme. 

N-1 

L 3=1 

3 	i 
' Tt1  P(EN®L L. 

2 
1-P(Ei  N-(L+1) 

P(Ei  
RN,i-1 	N .  

(2.11) 

where, DN9i  

N,i 

is the delay time 

is the production 

of N stage line to make ith  item 

rate of Nth stage for ith item, and 

P(EA) is the probability that stage Nth is busy at time i. 

Borten's results show that with increase in storage capacity, 

the variations in the mean output time decreases. Anderson 

and Moodie L4  continued this line of investigation by simulat-

ing a 5-stage line with equal buffer capacities and by regre-

ssion analysis of the results, developed the following empiri-

cal equations. 

(Average Delay) Dt1,93--= 
al 

S aa2 

where 	and a2 are functions of N 

(Average inprocess inventory) IN, S= -10.13-0.32S+0.98N+0.45NS 

.,.(2.13) 
-••■•■••..........■■••■■•■••• 	 

CP Symbol Tc has been used as'product operator' in this thesis. 
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Incorporating these two equations alongwith the cost 

parameters, he developed a model to optimize the size of in-

process inventory. 

It can be shown that the delay (eqn.2.12) model is 

similar to the model of Hunt [ 71:1 except for the constants 

al and a2 
which are specific in nature and limit the applica-

tion of the model to the situation when CV = 0.3. In another 

study 5 1 they presented a method of approximating the opti-

mum inprocess inventory by taking averaged value of CV for the 

lines with unequal coefficient of variation of operation times 

at various stages. But the results obtained were significantly 

different from the simulation results. Warnecke, et al. 1:131: 

also used the idea of averaged coefficient of variation in 

their empirical model for the computation of the production 

rate and average work content in the line. Their model is 

based on simulation results obtained by using normally distri-

buted operation times with CV < 0.4. For the considered 

situation they found the optimum inprocess buffers size to be 

between 3 and 4 units. 

Knott 178:j employed simulation to verify his results 

obtained from the approximate model, and also checked the 

results of Hillier and Boling's L. 65  :1 approximate formula. 

2.3.2.2 Lines with infinite inprocess buffers 

A 20-stage production line with infinite storage space 

between the stages was simulated by Payne, et al. - 1:109 ]. 
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They showed that for the situation when the line was balanced, 

stations towards the end incurred more idle time as compared 

to those towards the beginning of the line. However, these 

results included the transient effects, as the interstage 

stores were assumed to be empty at the start of the simulation 

2.3.2.3 Random arrivals to first stage 

Mcgee and Webster [:91:1 simulated a two stage system 

where, in addition to the operation times, the interarrival 

times were also independently and normally distributed, but 

were not necessarily equal. Allowing infinite buffer capacity 

between the stages, they tried to obtain a suitable distribu-

tion for the output process from the first stage. If the input 

and output processes of a stage could be determined, the whole 

line could be analysed by studying the stages independently. 

Though the study -did not lead to any concrete suggestions, the 

results did indicate that, the output process was not identical 

to the input process. They developed a regression equation for 

the expected time, an item spends in the system,as a function 

of mean interarrival time and mean service times. However, 

this equation has limited applicability. 

2.3.2.4 Some case studies 

A three stage conveyor serviced system was simulated by 

Crisp, et al. r:33:14 They concluded that the general assumpt-

ion of stationary Bernoulli distribution of units on conveyors 
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is not established. A cotton spinning system, characterised by 

a series of stages with:different number of parallel machines 

at each stage has been simulated by Bonier and Satir [691 

wherein, they investigated the influence of various technologi-

cal and operational factors on the performance of the system. 

2.3.3 Unbalanced Lines 

A balanced line has been defined as the one having identi-

cal operation time distributions at various stages and provided 

with equal capacity interstage buffers. A line would be defin-

ed as unbalanced, if it has any one or more of the following 

unbalancing properties : 

(i) Unequal mean operation times. 

(ii) Unequal variances of the operation times, 

(iii) Unequal capacities of the interstage buffers. 

For comparing the performance of unbalanced lines with 

the balanced lines or within the unbalanced lines, the sum of 

variable parameter over the length of the line is kept a 

constant, i.e., 

N 
E gi  = N.4 

1=1 

N 
E CV. = N. CV 

1=1 1  

N 
E Si  = (N-1).S. 
j=2 
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Unless mentioned otherwise, the assumptions made in 

section 2.3, hold here also. 

In the year 1966, Hillier and Boling  [64j demonstrated 

that the performance of a production line could be improved by 

deliberately unbalancing  it. As a consequence of this, a num. 

ber of research papers dealing  with the unbalanced lines 

appeared in literature. Exponential or Erlang  distributions 

of operation times have generally been assumed in the analyti-

cal models, while normally distributed timeshave commonly been 

employed in simulation studies. 

2.3.3.1 Unequal mean operation times 

Hillier and Boling  64:j analysed symmetrically un-

balanced lines, having  unequal operation times at various 

stages, and demonstrated that a small line with middle stages 

slightly faster than the outer ones, is more productive as 

compared to a fully balanced line. They termed it as the 

'Bowl Phenomenon'. In subsequent publications E:66-683, they 

reported the effect of the number of stages, capacities of 

interstage buffers, and the variances of the operation times 

on the performance of unbalanced lines. They showed that the 

advantage gained by unbalancing  the line increases for larger 
adriesamicuminisheswithincreaseins(S.=s  V j) and 

decrease in CV (CVi  = CV V i). Magazine and Silver L88 J used 
heuristic procedure to obtain the production rate of a system, 

and obtained results similar to Hillier and Boling  1:64j. They 
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suggest that largest gain due to unbalancing occurs for inter 

mediate values of N( = 5 to 20) and small values of S( =0) and 

k( =1). For other situations, they did not consider it computa 

tionally economical to search the optimal unbalanced alloca-

tions. The bowl phenomenon has also been confirmed by some 

other researchers [29,98,126,136]. Muth and Mehta [99°3 

demonstrated that the conjecture of reversibility i.e,, 

R(W) = R(W') 	 ...( 2. 14) 

where, 	W = M1, 429 • • • 

and 	= 	t-EN-1•• • Pr 

holds for a general class of production lines. 

Payne, et al. [109 1 based on their simulation study 

confirmed the results of Davis [134 11, who was of the opinion 

that in order to achieve maximum output, very fast, fast and 

slow stages should respectively be placed in the beginning, 

middle and at the end of the line. Their study, however, 

includes the transient effects, since they started the line 

with empty buffers and did not impose any restrictions on 

their maximum capacity. 

2.3.3.2 Unequal variances of operation times 

The consequences of positioning a single workstation 

having  high variance as compared to others, at various posi. 

tions in a line was investigated by Kala and Hitchings [75 J. 
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They proposed that station with largest variability should be 

put at the end of the line. On the other hand Payne, et al. 

E 109 determined the maximum deterioration in line perfor- 
, 

mance, when the variance of operation times increased progressi- 

vely towards the end of the line. These two studies imposed 

no restrictions on interstage storage capacity. Flow lines 

with finite interstage buffers, and unequal variabilities of 

operation times defined by Weibull distribution was simulated 

by Carnall and Wild [29 and by Wyche and Wild E.  136 D. They 

observed that line with less variable stages in the middle 

performs better, and that placement of steadier and variable 

stages alternatively gave results closer to the balanced line. 

Paced and unpaced flow lines having operators with 

different service time distributions have been investigated 

by Buffa .18 J  Sury 123-125 j p Davis E 34 j  and Buxer..end 
Sadjadi E 20 -j, In each case the provision of inprocess buffer 

and increase in tolerance time, resulted in vast improvements 

in the system output and operator utilisation. Buxey and 

Sadjadi E 20 discussed alternative methods of incorporating 

buffer storage space to complement tolerance time in paced 

assembly lines, thereby reducing the frequency of 'misses' and 

increasing the productivity. 

Wild and Slack E 134j investigated the advantage of 

substituting one line with two operators at each stage, for 

two lines with one operator at each stage, and found the 
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arrangement beneficial in case of lines having large number of 

stages, low inprocess buffer capacity and large operator time 

variability, 

2.3.3.3 Unequal interstage buffers 

The influence of providing unequal interstage buffers, 

was examined by Hatcher [61 ]. He determined analytically 

that equal size buffers lead to optimum performance in a three 

stage line having identical operation times and recommended 

that, for maximum gain, if an additional unit is to 'be added 

to the inprocess buffer, it should be added to the second 

bunker. This result was however, contradicted by Knott £77 

While Payne, et al, [ 109 questioned the propriety of provid-

ing equal buffers in the line, Carnall and Wild E 29 3 and 

Wyche and Wild [136] suggested that buffers should either be 

uniformly distributed or concentrated slightly in the middle 

of the line. They further showed that the values of buffer 

allocation strategy were independent of the length of the line 

or the degree of station time variability. Smith and Brumbaugh 

120 determined that the positive effect of unequal buffers, 

in the three stage line, was more significant at lower levels 

of inprocess inventory, 

2.3.3.4 More than one parameter unbalanced 

Effect of more than one factor leading to imbalance in 

the line has also been considered by some researchers 29,112, 

120 	Rao [112], based on the results of his analytical 
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study of a two stage line, suggested that the efficiency 'of a 

' line could be improved by assigning slightly higher work loads 

to the less variable stages. Smith and Brumbaugh [1203 and 

Brumbaugh and Smith [14] based on a simulation study of 3 - 

stage line, proposed that largest buffers be placed in the 

vicinity of the more variable stages. On the other hand, 

Carnall and Wild [29] observed that the effect of buffer 
distribution was independent of the station time variability. 

2.4 LINES WITH FIXED OPERATION TIMES AND SUBJECT TO BREAKDOWNS 

The research work relating to the flow lines where the 

processing times of the stages are deterministic, but the stages 

are subject to random breakdowns, has been reviewed in this 

section. Some of the assumptions which have generally been 

made by the various researchers in this area, are : 

(1) The first stage is never starved and the last is never 

blocked, 

(2) Only one type of product flows into the system. 

(3) Up times and down times of the stages are independent of 

each .other. 

In most of the analytical studies, the failure (up) and 

repair (down) times have been assumed to be exponentially or 

geometrically distributed, whereas exponential distribution 

has mostly been used in simulation studies. 
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The various models differ in their assumptions about; 

(1) Causes of failures - operation dependent or time 

dependent failures. 

(2) Limitations on the number of stages being down at a 

time - simultaneous repairs allowed or not allowed, 

(3) Repair priorities. 

(4) Work transfer mechanism - sequential relay or serial 

relay. 

2.4.1 Analytical Models 

2.4.1.1. Automatic transfer lines with zero or infinite buffer 

The efficiency of automatic transfer lines with no in.. 

process buffer and with interstage buffers of infinite capacity, 

has been studied by many researchers L:9,239599961 For 

operation dependent failures (i.e. a stage can not fail when 

in forced down state), the efficiency of the line without in-

process buffer, can be obtained from the equation 2.15 (Muth 

[96 ]). 

N 1-R. 
= 1 1 + E o 	-13.7 i=1 

...(2.15 ) 

When failure of the stages are time dependent i.e., the 

failure mechanism remains active during the forced down time 

as well [,279 1271 the system efficiency is given by, 

N 
= n R. 

1=1 1  
... (2.16) 
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Automatic transfer line without inprocess buffers has 

also been studied by Groover E59]. He modelled it for the 

frequency of stops per cycle (F) caused by the stage failures. 

If pi  is the probability that a part would jam at stage i due 

to stage breakdowns, and each failure caused the workpiece on 

the stage to be rejected, then 

N 
F = 1 -n (1-p1) 

1.1 
... (2.17) 

for a case where breakdowns do not cause the part to be removed 

from the line, 

N 
F E pi  

i.1 
... (2.18) 

and the efficiency of the line could be expressed as 

(MFT)/(MFT+F (MRT)) 	... (2.19) 

Difficulty in the use of the equations (2.17 - 2.19) is mainly 

in obtaining accurate values of pi  for various stages. 

In case of lines having infinite capacity buffers, the 
A 

line efficiency is determined by the most inefficient stage 

[ 22 j  and is given by equation (2.20). 

cc = min [Ri j 	 ... (2.20) 
1<i<N 

Okamura and Yamashina [ 105  J  tried to use equation (2.20) in 

their model of a two stage line, and observed that this equa-

tion does not always hold true. The disagreement as brought 
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out by Shanthikumar :1171 resulted from Okamura and 

Yamashinals assumption that the workpiece on a machine when 

it fails, is scrapped, In Buzacott's model [.22,], whereas, 

the failures do not cause the workpieces to be scrapped. 

Shanthikumar derived a generally applicable formula for the 

production rate of lines with infinite buffets and with 

Possible rejection of workpieces. 

2.4,1,2 Lines with finite inprocess buffers 

Production lines having automatic stages and finite 

inprocess buffers, have been analysed by several researchers 

F3,22,26,48-51,53-55,73,86,1161 Finch, as reported by 

Buchan and Koenigsberg C:173modelled the effect of inprocess 

inventory on the output of a production line having exponen-

tial failure and repair times, He considered the failures 

of the stages to be time dependent and number of repairmen 

to be sufficiently large, so that a stage does not wait for 

repairs. His model of two stage line showed that gain in out-

put increased with increase in inprocess buffer upto a certain 

extent and then became constant. 

Another study on production lines with inprocess 

storage, quoted by Buchan and Koenigsberg [117] is due to 

Vladzievskii, who assumed that only one station could be 

down at a time. He employed embedded Markov chain approach 

to obtain the probability distribution of the inventory 

levels, from which a loss transfer coefficient and the effi- 

ciency of the line could be estimated. The applicability of 
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this approach is limited, since it does not account for the 

storage space required in the forward direction in order to 

allow output from previous stage to be stored, when the 

succeeding stage is occupied or down. Sevastyonov [See 27] 

extended Vladzievskii' s model to lines with non-identical 

stages, But because of the assumption of loss propagation 

in forward direction only, the model is of limited value. 

Assuming identical repair time distributions, and 

operation dependent failures, Buzacott L22] developed an 

analytical model for the effectiveness of buffer in a two 

stage line. He found that for the same performance of the 

line, the buffer capacity required for a geometric repair 

time distribution was about double of that required for a 

constant repair time distribution. The analytical approach, 

however, could not be extended to larger systems, and instead 

an approximate method was developed. Buzacott [22] assumed 

that the probability of two events, failures or repairs, in 

one cycle was negligible. He extended the analysis L..25 

to the exact operation dependent failures in which more than 

one event could occur in a cycle, and presented the following 

model for the efficiency of a two stage line,. 

2 -I + KS(1+ x) ...( 2.21) 
2( 1+2x)-7 ( 1+x) 2+ICS( 1+x) 2  

where, 	x 	(1 - Ri)/Ri 	 •• 2.22) 
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In another study ttaacott [ 24] developed a simple 

model to show that for a two stage line, similar buffer capa-

cities were required when one of the repair or breakdown times 

were random, and that the buffer capacity requirements were 

almost doubled, when both were random. He suggested that the 

line in general be divided into 4 or 5 stages only, and the 

buffer capacities should not be in excess of 4 nr 5 times the 

mean repair time production of the stage. 

From analytical studies of a two stage line, Okamura 

and Yamashina E:105, 1063 concluded that the difference in 

breakdown rates of the stages, reduced the effect of in-

process buffer, whereas the differences in repair times did 

not. 

Two stage automatic transfer lines having geometri-

cally distributed failure and repair times and finite inter. 

stage buffer, have also been modelled as Markov chains by 

Gershwin [48], Gershwin and Schick [541 Gershwin and 

Berman [51] Berman [12].  Schick and Gershwin [116] 

obtained the steady state probability distribution of the 

states of the Markov daain, which could in turn be used to 

determine the average efficiency and the average inprocess 

inventory of the system. The proposed method is computation-

ally more efficient than the conventional method of solving 

the linear transition equations for the states of the Markov 

chain. Gershwin and Schick [53, 55] extended the applica- 
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tion of their method to three stage lines with two inprocess 

buffers. However, for larger lines and for larger capacity 

buffers, their technique too was found to be computationally 

infeasible because of high computation time, memory and preci-

sion requirements E53D. 

The methodology proposed in [53,55 has been employ-

ed by Ammar [3] to the study of assembly merger networks 

(ANN). Treating transfer line as a special case of ANN, he 

confirmed the result of reversibility of transfer lines [68, 

98,99 ], according to which the efficiency of the line remains 

unchanged when the order of stages in the line is reversed, 

Ignall and Silver [73] making use of the known results 

of Barlow and Proschan [9 3 for lines without buffer (equation 

2.15), and of Buzacott [23] for lines having infinite in 

process buffer (equation 2.20) developed an approximate model 

to predict the output rate of a two stage line, where each 

stage comprised of a number of automatic 'machines. His model 

is characterized by the following equation. 

T 
s 	+ (T 	)111(S) OD 0 110 	( 2.23) 

where m(s) is the weighting factor increasing from m(0) = 0 

to m(oo) 	1, as S increases, and is given by equation (2,24) 

m(S)=max%f —, 
x 12 

h, gsr 
(1 - (7:-`) 

1  - (1)gsr+1 
x2 

( 2. 24) 



x2 
}..1• • • 11 	 2 	 ( 2.25) 
2 (r r)S- If 2 

xp f- 
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where, g is a function of the repair time distribution. 

A two stage line having deterministic but unequal 

production rates has been modelled by Wijngaard C:133,1, He 

employed negative exponential distribution for the failure 

and repair times of the stages, and assumed that stage 2 

starved and stage 1 blocked, had the same failure rates as 

running. For the case Al  = A2  =1, he.  obtained 

	

yl  / 
	1+ ?- 

(X141  1)(X 24Y 	1 2  

where, r 	r = 	. 	1  r,  

	

f 	g 	Y1 	7 2 I ‘d  

with a = 
(X 	+ 	) 1 2 1 	1 2 (2.26) 
(X1+X2)(11+ 12)  

This is similar to the result obtained by Finch, given in1:17,1, 

except that the value of a differs, which according to 

Wijngaard was due to some error in Finch's equation. 

2.4.1.3 Models with deterministic failure and repair times 

Transfer lines with deterministic failure, repair, and 

operation times have been modelled by Canuto, et al. [283 

and Villa, et al. [129], for unequal production rates of the 

stages. Their models have been based on the analysis of a 

module comprising of two stages with an intermediate buffer. 

The cumulative effect of all modules in the line, has been 
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analysed by analytical as well as graphical methods, to deter-

mine the size of the inprocess buffers for the desired produc-

tion rate. 

2.4.1.4 Models in which simultaneous repair of stagesis not 
permitted 

Fox and Zerbe E4,33 analysed a line in which some stages 

could have buffers, while some others could be provided with 

back up units. Their methodology consisted of determining the 

equivalent availabilities of different stages, which were than 

substituted in Barlow and Proschan's [93 model of system 
availability for lines with zero in process buffers. They also 

assumed that each buffer (surge) protected only one stage on 

its downstream side, and that a repaired stage could speed to 

restore the surge. In their two stage system, they assumed the 

second stage to be much faster as compared to the first, such 

that buffer was emptied after each repair. 

Murphy [933 extended Fox and Zerbe's [433 model and 

considered the case where the protected stage (stage with buffer), 

could fail before its upstream buffer is emptied. He treated 

the buffer level as a random variable and developed recursive 

procedure to estimate its expected value (T). The same was used 

in conjunction with the results of Fox and Zerbe to obtain 

approximately the effect of buffer on system availability. 

Murphy [943 further modified the methodology by improving 

the assumption that 'repair' instead of 'operation or repair' 

of the output device is suspended in the event, the input device 
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fails. He presented an approximate method to estimate the 

output of a line having more than one inprocess buffer. In 

another study [95,j, he showed that the stochastic behaviour 

of buffer protection (T), in a single buffer series system 

could be modelled with arbitrary closeness of a Markov chain, 

and presented a method of obtaining the limiting distribution 

of T, as well as its transient probabailities. It may be 

pointed out that the common assumption that more than one 

stage cannot be repaired at a time [43,93.95 J is quite 

restrictive and would not hold true in majority of the larger 

lines, since the number of stages down at a time, will increase 

with the length of the line, and also with increase in the in-

process buffer capacity. Similarly the assumption [94,95 

that operation of the output device is suspended in case the 

input device fails, is not valid in practice, and can be made 

only for the purpose of computational tractibilitY. 

A two stage system similar to the one .discussed in [:93r  

95 J  has been analysed by Bryant and Murphy [15,163 with 

slightly less restrictive assumptions. However, they also 

did not allow simultaneous repairs. They gave priority to 

the repair of the slower stage, i.e. in the event of the 

failure of the slower stage, repair of the faster stage is 

suspended. 
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2.4.1.5 Location of inprocess buffer in automatic transfer 
lines 

The problem of location of the inprocess buffer storages 

in automatic transfer lines has been studied by a number of 

researchers [22,121,122 1 In a line with even number of 

identically reliable machines, the optimal placement of a 

single buffer is exactly in the middle E 221 Pt formal proof 

of this has been given by Soyster and Toof [122 ]. For a line 

with stages not necessarily identically reliable, the single 

buffer (jN) should be so placed as to minimise the absolute 

value of the difference between the reliabilities of the two 

parts of the line [85 D. 
J 	N 	j 	N 
it R. 	it 	R. 	min 	it  R. — it 	R. 	...(2.27) 

i=1 	. 	 . 	, 1=J+1 	i.1 	1=j+i 

For the location of two or more buffers in the lines, 

Lev and Toof [85 J  evaluated the steady state probabilities 

from the one step transition probability matrix. However, this 

approach is feasible for small problems only. Buzacott E223 
proposed that inprocess buffers should be located so that the 

stages (groups of work stations between the two successive 

buffers), have approximately the same breakdown rate. 

2.4.1.6 Sequential relay model 

A sequential relay automatic transfer line in which all 

events including station failures, repairs and transfer of 

parts occured at the same point (epoch) in time, has been 

considered by Sheskin E 118 1 He presented an approximate 
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algorithm for predicting the output rate of a line, and 

obtained numerical solutions for three and four stage lines. 

Sequential relay model has also been employed by Soyster and 

Toof [122] in the analysis of a two stage transfer line. 

They have derived the equation (2.28) for the computation 

of the probability (fN(S)) of obtaining a unit per cycle from 

the system, having inprocess buffer of capacity S. 

e(S) 
kg2(1- f6s)/( q2-q1 /S) 

	
if  cia A q2 

qS/(Si-l-q) 	if qi=cleq... (2.28) 

where, 

I6  
= 

q1(1-q2)  

ql  and q2  are the probabilities of the respective stages 

being in order. 

Soyster, et al. [121] extended the work of Soyster 

and Toof E122: to N stage production lines, and computed 

the upper and lower bounds on the steady state reliability 

ei(S) (eqn.2.29). 

l 
q. < e(S) < min 

q 
 . 

i=1 1  
• • • 2.29) 

1<i<N 

In order to obtain a compromise solution between the 

upper and lower bounds, the use of the following surrogate 

function for the system availability has been proposed D.21:]. 



N-1 
g(s) = it fi(S.) 1=1   

where, fi(Si) is the steady state reliability of the two stage 

subsystem comprising stages i and i-1 with interstage buffer 

of capacity Si. Evaluation of the objective function and its 

upper and lower bounds was however, possible by simulation only. 

2.4.2 Simulation Models 

Simulation has been used, in the context of automatic 

transfer lines, mostly for the purpose of validation of analy-

tical and approximate models [60,73.94,105,121,13n and 

sparingly for the purpose of laying down heuristic rules for 

the determination of the system performance [45,84,901 

Using the actual data from a production line, Hanifin 

et al. [60] carried out simulation studies pertaining to the 

effect of inprocess buffer on the output rate of a two stage 

linephaving unequal reliabilities of the stages. Comparison 

of his results with the analytical data of Buzacott E25 

revealed that the analytical results were quite different from 

the simulation results. The difference was small when the 

inprocess buffer was zero and increased with the size of the 

buffer. 

Muxphy [94] and Ignall and Silver [73] employed 

simulation technique to validate their approximate predictive 

models of two stage balanced and unbalanced lines. Soyster, 

et al. [1213 integrated their analytical model of the 
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optimisation process into a simulation model for the purpose 

of evaluation and comparison. A two stage unbalanced line 

was simulated by Okamura and Yamashina C106] for obtaining 

some useful qualitative results. They showed that the buffer 

was most effective in a balanced line, and that the effective-

ness of the buffer decreased with increase in imbalance. 

A three stage automated production line with exponen-

tially distributed failures and repair times of the stages 

was simulated by Freeman EL6 3, He determined, that like a 

two stage line, the buffer capacity required to achieve a 

predetermined gain in the efficiency of a three stage balanced 

line, is a linear function of X/Y. He also used simulation to 

study the behaviour of unbalanced lines. Masso and Smith DD] 
employed simulation technique to find the total inprocess 

buffer required in a three stage line, having constant produc-

tion rates and exponentially distributed repair and breakdown 

times of the stages. They developed linear regression equation 

(2.31) for the required buffer capacity, as a function of the 

system deficiency factor (.6 ) 
sys 

Z K . 6sys 
	 (2.31) •  

The value of the constant K, is specific to the problem 

considered. They further developed an approximate method based 

on the availabilities of the stages, to distribute the total 

buffer capacity between the two interstage storages. The 

analysis was limited to three stage lines, with time dependent 
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failure, and hence is of limited practical value. 

2.4.2.1 Some case studies 

Singh, et al, E119: simulated the working of a flow 

shop with 40 machines having exponentially distributed inter-

breakdown and repair times. They studied the effect of buffer 

on the performance of line and proposed a buffer stock policy, 

along with the installation of some backup units, to improve 

the system output. 

An automatic bottling plant of a brewery was simulated 

by Kay E76,]. The bottling line comprised of 5 machines 

connected by belt conveyors. It was shown that a moderate 

improvement in buffer resulted in drastic improvement in 

system efficiency. The efficiency however, falls as the 

buffers are enlarged still further. 

2.4.3 Some Results of Unbalanced Transfer Lines 

A transfer line having identical stages with regard to 

their breakdown and repair times and provided with equal in. 

process buffers is considered to be balanced. Thus, if any 

one or more of the following unbalancing properties are present, 

the line is said to be unbalanced; 

(1) 	Non-identical probability density functions of failure 

times of stages. 

(ii) Non-identical probability density functions of repair 

times of stages. 



(iii) Unequal inprocess buffer capacities, 

The analytical models reviewed in section 2.4.1 has 

generally been developed by considering unequal up and down 

times of the stages, and the formulae for balanced lines have 

been derived as special cases. In the case of two stage line, 

since there is only one buffer, the line can be unbalanced by 

having non-identical reliabilities of the stages. It has 

generally been shown that the balanced lines are the most 

efficient, and that the effect of inprocess buffer decreases 

as the imbalance between the stage is increased. There are 

only a few available studies, analytical as well as simulation, 

which relate to more than two stage lines. In this section 

some important results pertaining to the unbalanced transfer 

lines have been presented. 

Freeman [45] has recommended that a bad stage in the 

line should be surrounded by good stages, and that larger 

buffers should be placed close to the bad stages. He further 

observed that placing of a bad stage at the end of the line is 

more critical, Sheskin E118,], on the other hand, analyti-

cally demonstrated, that a bad stage put either in the beginn-

ing or the end of the line has same effect in case of symmetric 

lines with reliabilities arranged in increasing or decreasing 

order. This result has also been proved by Ammar [33 and 

Gershwin and Ammar [50 :]. 

4.3 
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Okamura and Yamashina E 105 3 concluded that the effect 

of interchanging the two stages, which have different produc-

tion rates is almost negligible. However, they suggested that, 

when the difference in the production rates of the two stages 

is large the faster stage should be located first. In an-

other study E 106 .3 they determined that the difference in 

breakdown rates reduces the effect of installing a buffer, 

while that of repair rates does not. 

The studies on two stage lines support the intuition 

that the line with identically reliable stages is the most 

efficient. For larger lines, Buzacott 24 is of the opinion 

that there is a slight advantage in placing stages with some 

what higher breakdown., rates in the beginning or the end of 

the line. 

Sheskin E 118 1 determined that for lines having identi... 

cally reliable stages, the production rate could be maximised 

by providing buffers of approximately equal capacity, and in 

case of non-identical stages larger share of buffer be allocat-

ed to less reliable stages. The later result 'of Sheskin has 

also been confirmed by Soyster, et al. [121 	Ohmi [104] 

and Okamura and Yamashina [ 105 D. Ohmi [ 104 proposed that 

locally averaged allocation of buffers be made in order to 

achieve maximum yield from a line with stages of different 

reliabilitie s. 
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2.5 LINES WITH RANDOM OPERATION TIMES AND SUBJECT TO BREAK- 
DOWNS 

Extensive search of the published literature has reveal-

ed that only two research papers have been published which deal 

with the combined effect of variable processing times and break-

downs of the stages in a line. Buzacott E 26 1  using Markov 

chain analysis developed an exact analytical model for comput-

ing the production rate of a two stage system. Gershwin and 

Berman E.523 also used the Markov chain to model a two stage 

system. Their model differed from that of Buzacott [26D in 

respect of the assumption regarding the failure mechanism. 

Ettacott assumed geometrically distributed failure times, 

whereas Gershwin and Berman employed exponential distribution 

for the same. The processing and repair times were exponen-

tial in both the cases. Since the analytical model was found 

to be very cumbersome to use, Buzacott [26] proposed an 

,approximate method for determining the average cycle time of 

the system. The method comprised of combining the analytical 

model valid for fixed processing time and random failures 

[223 with that of Hillier sand Boling's E 65  J for exponen-

tial processing  times and no breakdowns. The mean cycle time, 

then could be approximated by, 

MCT = P+ [(MCI)- 	3+ [(mcT) 	... ( 2.32) VT p 	BD P is 

where, MCT S 
VT 	p, • s 	2 • . (2.33) 
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(NcT)BD  .11 a+ 	
2+(s-1)(a+y 
	 (2.34) 

Where, a is the probability of a breakdown during the 

processing time kt. 

The results of the approximate model compare closely 

with the results of analytical model in case of two stage 

system. However, the validity of the approximate method for 

larger systems has not been verified. 

2.6 MODELS WITH REPAIR PRIORITIES 

In the models of automatic transfer lines subject to 

breakdowns, reviewed in section 2.4.1.1 to 2.4.1.3, the number 

of repairmen employed has been assumed to be sufficiently large, 

so that no stage has to wait for repairs. In section 2.4.1.4, 

some two stage models have been discussed in which only one 

stage could be repaired at a time. The repair priority rules 

in [9,4193-95 3  has been employed only for the purpose of 

computational tractability, and not as a parameter affecting 

system performance. Very few studies [38, 403 have been 

devoted to examine the effect of repair priority rules on 

the production efficiency of the system. Dudick [38 3 

analysed a two stage transfer line having inprocess buffer 

and considered three repair policies, viz., repair priority 

to Ist stage, repair priority to 2nd stage and priority 

dependent upon buffer occupancy. Elsayed and Turley [40 3 

also analysed a two stage system, in which each stage could 
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fail in two modes. They compared three repair policies in 

which breakdowns were serviced according to (i) First come 

first served (FCFS) rule, (ii) priority to type I failures, 

and (iii) priority to type II failures. They found that the 

FCFS rule yielded better results. 

2.7 PROBLEM FORMULATION 

From the review of literature, the following observa-

tions can be made : 

(1) Two types of flow lines, one having random operation 

times and completely reliable stages (manual flow 

lines) and second having fixed operation times, but 

stages subject to breakdowns (automatic transfer lines). 

haw generally been treated separately, though in 

practice, most of the manual flow lines have variable 

operation times and are subject to random failures. 

(2) For the types of flow lines above,analytical models 

could be developed for 2 or 3 stage systems only. 

Because of computational burden, use of numerical 

methods is also restricted to smaller problems only. 

( 3) 
	

The simulation technique has generally been employed 

to analyse the specific situations, or to validate 

the analytical and approximate models. In a few cases, 

simulation data has been used to develop empirical 

models, which are generally specific to the situations 

considered. 
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(4) The work relating to unbalanced lines is comparatively 

limited, and in many cases, the available results are 

contradictory. 

(5) The effect of number of repairman employed, and of 

the repair priority rules have not been given much 

attention. 

(6) In most of the investigations on balanced and un-

balanced lines, the system has been modelled for 

predicting the production rate or the production 

efficiency of the lines. The work-in-process inven-

tory, and the size of the inprocess buffers, has not 

received the due attention. 

• In this thesis, an attempt has been made to investigate 

large, balanced and unbalanced, flow line systems, with regard 

to their production efficiency .and the WIP inventory. System 

simulation has been employed as the tool of analysis, and 

simulation models have been developed for the following cases:- 

(i) Flow lines having variable operation times and no 

stage failures. 

(ii) Flow lines having fixed operation times, but stages 

subject to random failures. 

(1 
	

Flow lines having variable operation times and stage 

subject to random failures. 
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Based on the simulation data, empirical models have 

been developed, for the system efficiency and the optimum 

size of the inprocess buffer storages, valid for balanced 

lines of the types (i) and (ii) above. 

An attempt has been made to conduct a thorough 

investigation of the unbalanced lines, and to recognise 

the line layouts and inprocess buffer distribution policies, 

which may result in maximisation of the system efficiency 

and help to keep the WIP inventory low. 

An approximate formula for predicting the efficiency 

of a balanced flow line having random operation times and 

unreliable stages, has been examined and found valid over 

a wide range of system parameters. A search procedure has 

been presented to optimise the size of interstage buffers. 

The influence of the number of repairmen on the line 

performance has been studied. A search procedure has been 

Presented to optimise the size of inprocess storages and the 

number of repairmen. A number of repair priority rules 

have been compared to determine the best one. 
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CHAPTER-3 

SYSTEM DESCRIPTION AND DESIGN' OF SIMULATION EXPERIMENTS 

3,1 INTRODUCTION 

In this chapter,a general description of the flow line 

system has been presented and the various terms used have been 

defined, The assumptions that are common to most of the chapters 

have been given, This chapter also presents some of the important 

features of the analytical technique employed. 

3.2 STRUCTURE OF THE SYSTEM 

The system considered for analysis comprises of a number 

of workstations arranged in series, so that each work unit passes 

through all the stations in a fixed sequence, In between some or 

all the workstations inprocess inventory or buffers are provided 

(Fig,3,1), The stations grouped in between the inprocess buffers, 

but having no buffer within the group are regarded as one stage. 

The line is of open ended type with'an inexhaustible supply of 

material before the first stage and there is infinite space to 

accomodate the output from the last stage, 

At each stage certain operations are performed on the work 

material, The specific nature of operations is of little conse-

quence in the present analysis. However, the operation times of 

the stages may be fixed or random. Each stage is also liable to 

breakdowns. Since several factors are responsible for the failure 

of a particular stage, the downtimes of.the failed stages, like 
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the uptimes of the operating stages are random variables. The 

variability in the operation times and the failures of the stages, 

cause interference between the working of the stages, giving rise 

to production delays due to forced down times. If a stage is for-

ced to stop due to non-availability of work material in its up-

stream storage, the stage is said to be starved. Similarly when 

a stage is forced to stop due to its downstream buffers being 

full, it is referred to as blocked. These effects propagate up 

and down the line, if the interference between the stages is 

large. 

Interstage buffers partially decouple the adjacent stages 

and help to mitigate the effect of failures and variability in 

the operation times of one stage on the operation of others. How-

ever, when the buffers are empty or full, this decoupling can not 

take place. Thus, as the capacities of the inprocess buffers in-

crease, the probability of their being empty or full decreases, 

and the efficiency of the line increases. However, increase in 

size of buffers, give rise to the inprocess inventory, since more 

partially completed material is present between the stages. 

3.3 STAGE CHARACTERISTICS 

3.3.1 Processing Times 

The processing or operation time of a stage is defined 

as the time taken by the stage to process one work unit. It is 

reciprocal of the production rate of the stage. In case of au-

tomated lines, the processing times of various stages may be 
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constant, but in case of manually operated lines, the processing 

time will vary from operator to operator and from time to time. 

In most of the analytical studies,exponential distribution has 

been used to define the processing times F 7 ,20,61,65-67,1141 

Some researchers E4,78,96:1consider it to be highly pessimistic. 

Normal distribution has generally been employed to define the 

processing times in simulation models C:4,10,18,20,109,1311 In 

the present work both the Erlang and normal distributions haV'e 

been considered. 

3.3.2 Reliability of a Stage 

If a stage is completely decoupled from the adjacent 

stages, the fraction of time, it is expected to be operational, 

defines the availability of the stage. This has also been used 

as a measure of the efficiency of an isolated stage, and is given 

by equation ( 3.1). 

MFT  
Ri MFT' NET • • (3.1) 

The time unit adopted is the average time required by a 

stage to process one work unit. The up and down times, as defined 

below have been measured in these units. 

3.3.3 Mean Failure Time (MFT) 

The average number of operations ( work units) completed 

between two successive breakdowns. 
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3.3.4 Mean Repair Time (MRT) 

The average number of operations ( work units) which could 

be completed during the time, the stage remained under repair. 

Note that the terms MFT and MRT do not include the forced 

down time of the stages or the time for which a failed stage may 

have to wait before its repair is undertaken, 

3.3.5 Mean Cycle Time (ACT) 

If the number of repairmen are sufficiently large, so that 

the repair could start as soon as a stage breaks down, then the 

average time between two successive failures of an isolated 

stage is defined as the cycle time. 

ACT . MFT MRT • • (3.2) 

3.3.6 Failure and Repair Times Distribution 

The failure and repair times of a stage are random vari-

ables. Various types of distributions have been used by research-

ers to define these terms. The selection of the distribution 

mainly depends upon the analytical technique employed. Geometric 

and exponential distribution have commonly been used in analyti-

cal models, whereas a variety of distributions have been used in 

simulation studies. 

Each stage of the system comprises of a group of several 

types of machines and components and since each of them have 

their own failure characteristics, the resulting overall failure 
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distribution for such a complex system could closely be approxi-

mated by exponential distribution. This phenomenon has exten-

sively been analysed and discussed by Von Alven C:130:1. 

3.4 LINE EFFICIENCY 

The steady state efficiency of the flow line has been 

defined as, 

Actual output over time T 
Ideal output over time L T co  .. 	(3.3) 

where ideal output is the output of a hypothetical line, having 

100 percent reliable stages and inprocess buffers of infinite 

size. 

Since the output from the line is the number of units dis-

charged from the Nth stage, hence, 

.. (3.4) 

3,5 WORK-IN-PROCESS INVENTORY 

The level of semifinished goods in different interstage 

buffers will fluctuate between zero and maximum ( full). If Si,  

is the capacity of the buffer storage j, and TOj  is the time 

averaged value of the buffer held in it then the average buffer 

utilisation can be given by, 

	

BUJ 	. 	
3 

	

. 	IS/ 	j= 2,3,... N 	.. 	(3.5) S.  

The average buffer utilisation for the entire line gan 

be written as, 
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A3„ 	N 
u (N_i) BU. 

j=2 

and the average work-in-process inventory is given by, 

(3.6) 

= E IS. = ABU. E S. 
j=2 	i=2 3  

3,6 ASSUMPTIONS 

.. (3.7) 

Some of the assumptions which are common to various cases 

considered in Chapters 4-9 are as follows: 

1. Only one type of product flows in the system, that is the 

mean values of processing, failure and repair times of the 

stages do not change with time, and their distributions 

are stationary. 

2. Workpieces are not reworked or rejected at any of the 

stages in the line. Partially finished workpieces do not 

enter the line. 

3. First stage is never starved and the last stage is never 

blocked. 

4. Time to move the workunits between the stages and in and 

out of the buffers is negligible as compared to the opera. 

tion times, 

3.7 FEATURES OF SIMULATION MODEL 

After the formulation of the problem, the important steps 

in the present study are, 
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i) Development of computer simulation methodology, flow 

charting and programming. 

ii) Validation of the simulation programme. 

iii) Design of the simulation experiments. 

iv) Analysis of the results. 

Since the work embodied in this thesis comprises of the 

development of a number of simulation models, with varied para-

meters and assumptions, it would be more appropriate to discuss 

the details of model building and validation of different mode's 

separately. Some aspects of the simulation models and design of 

simulation experiment, which are common to allp. have been briefly 

described here. 

3.7.1 Simulation Language 

In addition to the general purpose langauges such as 

FORTRAN, ALGOL, COBOL etc., a number of special purpose simulation 

langauges such as GPSS, SIMSCRIPT, GASP, SIMPA,C, DYNAMO, SIMULA 

etc., have been developed. The selection of a langauge depends 

upon a number of factors, first and foremost being the 'availa-

bility. Since the compilers for the special purpose, langauges 

were not readily available, FORTRAN IV has been used for writing 

the simulation programmes extensively. Advantage of the FORTRAN 

is that it is well known and is considered to be more efficient 

than the special simulation langauges with regard to the compu, 

tation time, as well as storage E101:1. However, it is harder 

and time consuming to prepare programmes in FORTRAN for complex 

systems. 
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In this thesis all the programmes have been written in 

Fortran IV, 

3.'.2 Length of Simulation Run 

One of the most important features of the design of sto-

chastic simulation experiment is the choice of correct length 

of simulation run, which should give results within some speci-

fied tolerance limits and at a reasonable degree of confidence. 

Length of run (LOR) is analogus to the sample size in physical 

experiments. A number of statistical methods are available to 

estimate accurately the sample size for experiments in science, 

engineering and other fields. The most commonly used relation-

ship which gives the sample size 'n' for an experiment is as 

follows: 

(YI/2)
2 

C
2 

,, 	(3.8) n 
t  

 

 

Derivation of the equation (3.8) is based on the follow-

ing two assumptions;- 

i) The distribution of the variable being observed is 

stationary. 

ii) The samples are statistically independent. 

These two assumptions are generally satisfied in the phy-

sical experiments and also in case of static stochastic experi-

ments. But in case of dynamic stochastic experiments, both of 

these assumptions have to be cared for, since such a system 

exhibits very prominent and distinct transient behaviour, and 

its output data may be auto-correlated, 
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3,7,3 Elimination of Initial Bias in Simulation Experiments 

The length of transients will depend upon the starting 

conditions of the system, Fig.3.2 shows the transient behaviour 

of the system for three starting conditions viz, with all inter-

stage buffers empty, full and half full, 

Proper selection of the starting conditions, which would 

be as close to the steady state as possible, will eliminate the 

initial bias to a certain extent or alternatively, the observa-

tions recorded in the beginning over a period of time, which may 

include the transients, be ignored, The simulation studies report-

ed here has used an approach which incorporates both the above 

methods. 

3,7,4 Statistical Independence of Observations 

When the recorded value of a variable at a certain instant 

of time is likely to be influenced by its value recorded earlier, 

the data is said to be serially correlated or autocorrelated. 

Mathematical techniques are available to analyse the serially 

correlated data, but to start with it is essential to know the 

chances of the data being autocorrelated, 

In the present work in all the cases the main response 

has been chosen to be the system efficiency or the output from 

the Nth stage of the system, The processing times have been 

assumed to be random and follow a prescribed distribution, The 

input rate of units to the Nth stage is not dependent upon one 

single factor but a host of random variables, which combine to 
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make the input as well as output process random. Hence, it would 

be safe to assume that the observations of the response are sta-

tistically independent. Secondly, each observation corresponds to 

averaged value of a group of observations, which helps to reduce 

the chances of autocorrelation between them. Further, to make 

sure that the estimated length of run takes into account, if at 

all, any autocorrelation is present, the method of ° blocking°, 

which is considered to be most suitable to handle the correlated 

data C35,54 has been used to determine the simulation run 

lengths, 

3.7.4,1 Estimation of LOR 

A. pilot experiment was run on each of the simulation 

models considered in the thesis, in which after allowing suffi-

cient warm up time, the observations were recorded. after a spe-

cified run length ( 5 batches) the standard error ( S.E.) of the 

mean was computed. If the error was found to be within the pres-

cribed limits, the simulation was terminated, otherwise it was 

continued for the next batch of 1000'time units, Standard error 

of the observed values was computed as follows3 

Mean value of efficiency = = 1 E  
i=1 i. 

where b is the number of batches 

ri  is the average efficiency of each batch. 

.. (3.9) 

-2 Variance of the blocked mean, o = 2 /b ,. (3.10) 



S,E, = (1.96 a /n )1/2  

Then LOR = n 1.9671  
2 (S E E. ) 

(3.11) 
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The length of run required for a particular experiment 

depends upon the parameters of the system. Since the parameters 

considered in each experiment have been varied over a large range 

(N= 2 to 20, S = 0 to 20, CI= 0 to 1.0), the LOR required also 

varies widely. The influence of various factor levels on LOR 

( for t = 1 percent and a = 0,05) can be judged from Fig.3.3 

and Table 3.1. Since it is not computationally economical to 

determine LOR for each factor level combination, the values given 

in Table 3,1 have been used as a guide to fix the LORls for va-

rious line arrangements. 

3.7.5 Variance Reduction 

A number of variance reduction techniques ( VRT) are given 

in standard text books on statistics but the circumstances under 

which each of these techniques viz., antithetic sampling, corre-

lated sampling, importance sampling, and stratified sampling etc. 

can be employed satisfactorily and their comparative gains are 

still not fully known El01:1. Application of any of the VRT is 

not getting something for nothing, additional information about 

the system has to be gathered which consumes considerable com-

puter time, In certain situations the use of VRT could worsen 

rather than improve the precision of the results, 
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The common random numbers (CRN) is the most widely used 

VRT, where two or more alternatives have to be compared with each 

other. It is logical that comparisons be made under identical 

conditions, so that the variance of the difference between two 

population estimates be the minimum. Though Wright and Ramsay 

L 135_1 point out that in complex systems, the use of CRN may 

not show the desired effect, it has been shown by Wemmerlov 

Ea.32—j that CRN is more effective and computationally much more 

efficient than any other TRT. Because of its simplicity and intu-

tive appeal, the CRN has been employed in this study where the 

comparison of certain alternatives, as of unbalanced lines, line 

repair policies and probability density functions, etc., has to 

be made. 

3.7.6. Analysis Techniques 

Since the total work involves several types of different 

experiments separate analytical technique has been employed in 

each case. Regression analysis has been used to develop empirical 

models for the efficiency of balanced lines with variable times 

and/or with breakdown of stages, Analysis of variance techniques 

such as T-test, and F-test has been used in comparing  the alter-

native strategies. Nonparametric tests such as signs test and 

Wilcoxon T-test has also been used. Search procedures have been 

developed to locate the optimum points on the response surface. 

Details of analysis are discussed at the appropriate places. 
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3.7.7 Time Flow Mechanism 

A fundamental part of simulation technique is the time flow 

mechanism. For this purpose, after each simulation, we must ad-

vance time, determine the state of the system at new points in 

time, keep track of the elapsed time and terminate the experiment 

at the end of specified simulation periods. Time flow mechanism, 

timing routines, event scheduling procedures or simulation exe-

cutives all terms that are widely used, have been catagorised as 

belonging to one of the two general methods, i.e. fixed time in-

crement or next event increment E:30:1. The definitiorspapplica-

tions and their comparative advantages and disadvantages are dis-

cussed in a number of text books .F35,58, '01:1. Nance 1:100:1 

pointed out certain ambiguities and inconsistencies in the use 

of fixed time and next event classification, in the case of a 

patrolling repairman problem. He advanced the concept of a con, 

tinum of time flow methods between the fixed time increment and 

next event increment methods. However, there is no yard stick to 

decide which method would be computationally more efficient for 

a given simulation model. The only way to find the better method 

is to experiment with the alternative methods, which is seldom 

justified by the amount of labour involved. The programers 

judgement and programming convenience are thus the most important 

criteria for the selection of time flow mechanism. In the present 

study in some of the models fixed time increment and in others 

next event increment methodsfas given below,have been used. 
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Simulation models 	Time flow mechanism 

System with variable operation 	Next event increment 
times 

System with breakdowns of 	Fixed event increment 
stages 

System with variable operation 	Next event increment, 
time and breakdowns of stages 
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CHAPTLR-4 

BALANCED FLOW LINES WITH RANDOM OPERATION TIMES 

4.1 INTRODUCTION 

The production efficiency of a flow line system having 

100 percent reliable stages depends upon the number of stages, 

capacities of the inprocess buffers, the production rates of 

the stages and the variability in the processing times, of the 

stages, The processing times may remain constant for machine 

controlled operations, and in such a case the slowest stage 

determines the output rate of the line, If the stages involve 

manual operations, considerable variation in processing times 

of the stages, is unavoidable, The variability in operation 

times disrupts the flow of material, causes idleness of the 

stages and reduces the output from the system, For such situa-

tions provision of adequate size buffers can help in increasing 

the system output, Theoretically, an ideal solution would be to 

provide interstage storages of infinite capacities such that 

a stage is never starved or blocked, This would ensure that the 

stages become independent and work uninterrupted, However, an 

infinite storage is not practicable because of very high cost, 

On the other hand, 11' no storages are provided, the stages will. 

be completely coupled and variability in one operation time 

would influence the entire line, leading to frequent idling of 

the stages, As a compromise finite interstage storages are 

commonly provided in such systems, 
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One of the problems in flow line design, which eludes 

a satisfactory solution, is the determination of the production 

rate and hence the efficiency of the system. Because of the 

large number of interacting parameters that influence its per-

formance, it has not been possible to develop analytical models 

for the efficiency of large vstems. 

In this chaptert a simulation model of the flow line is 

presented, which enables us to study the influence of various 

parameters on the system performance. Based on the simulation 

results, empirical models have been developed, which very closely 

predict the efficiency of a balanced flow line. 

4.2 SYSTEM MODELLING 

The flow line system considered here, consists of N 

stages arranged sequentially with interstage buffers between 

them. The system works as follows: 

The work unit enters the line at the first stage and 

after passing through all the stages leaves at the end of the 

line as a finished product. After the operation at one parti-

cular stage have been completed the work unit moves to the 

following inprocess store if a vacancy exists, otherwise, 

the stage gets blocked. As soon as the stage becomes free, 

i.e. relieved of the previous work unit, a fresh work unit is 

drawn from the predecessor store, if available, otherwise, 

the stage starves. 



69 

4.2.1 Assumptions 

The system has been considered to be balanced with all 

stages having identical operation time distributions, and all 

inprocess buffers of the equal capacity. In addition, the follow-

ing assumptions have been madeg ,  

1) Only one type of product flows in the system. 

2) The probability of a stage breakdown during the 

production run is zero. 

3) There are no work rejections and rework at the stages. 

4) First stage is never starved and last is never blocked. 

5) The transit time of the work units between the stages 

and in and out of the buffers is negligible, QOM,- 

pared to the operation times. 

6) The operation times of the stages are random and 

independently distributed. 

For the sake of convenience, the mean operation time 

of the stages has been taken as one time unit (t= 1.0 Vi), 

and hence the production rate and production efficiency of the 

line are synonymous. 

4.3 SIMULATION MODEL 

'A generalised computer simulation model has been deve-

loped for an N stage line with non-identical operation times 

of the stages and with N+1 buffers. The first and the last 

storages are of infinite capacity whereas, the size of inter-

stage storages may be finite or infinite. The level of raw 
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material in the first storage at the start of the run is assigned 

such a high value that it does not get depleted during the length 

of simulation run. The finished goods storages, is taken to be 

empty at the start of the run. The operation times of the stages 

are generated by employing the random variate generators. Sub-

programmes to generate the normal and Lrlang variates have been 

incorporated in the simulation. The simulation programme,however, 

can be used for any type of operation time distribution. 

On account of programming convenience and high computa-

tional efficiency, two different simulation programmes have been 

developed for the following cases, 

Case 1 - Line without inprocess buffers 

Case 2 - Line with finite inprocess buffers 

4.3.1 Case 1 - Line Without Buffers 
• 

Simulation flow chart for this model is given in Fig.4.1. 

In this case all the stage's in the line are idle initially so 

that the first work unit will pass through the line without any 

delay at any of the stages. For each work unit, the processing 

times at different stages are generated and then its progress 

through the line is followed from first to the last stage, where 

it emerges as a finished,product. In each pass through the line, 

the service beginning and service ending times of. the stages are 

updated. A clock is employed to register. the elapsed time, 

th While the number of units added to the (141) storage give 
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substantial increase in system efficiency. With exponentially 

distributed operation times of the stages, even very high 

storage capacity would not be able to ensure 100 percent pro-

duction efficiency. 

4.5 FLOW LINE EFFICIENCY WITH FINITE INPROCESS BUFFERS 

The object of this experiment was to generate data for 

developing the empirical predictive equations for the effici-

ency of the balanced flow lines. To ensure the applicability of 

the empirical model to a wide range of practical flow lines, the 

range of parameters selected for the purpose are.quite wide. It 

is known from the previous researchers E 4,65,78,131J that the 

line efficiency is more sensitive to the changes in N. and S 

when their values are small, and hence, more weightage has been 

given to their lower levels. The coefficient of variation of the 

processing times has, however, been found to have a significant 

effect on the line efficiency at all levels over the'range 

considered. To get a good number of data points simulation was 

run for all the combinations of N,S and CV for the following 

levels: 

	

N 	2,3, ....10,12,15,20 

	

S 	0,1,.....6,8,...12,15,20 

	

C/ 	0.1, 0.2, ...1.0 

4.5.1 Influence of System Parameters on 

Variation in system efficiency as a function of the 

number of stages, for several values of interstage buffer 

capacities, has been shown in Fig.4,7, for exponentially 
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the number of units produced. Every time a work unit is com-

pleted, the clock is updated, Since the stages are idle in 

the beginning, the production of first few units is ignored to 
N 

remove the initial bias:  A warming up period of 10 L pm  time 
i=1 

units has been found to be satisfactory. After the warming up 

of the line, the efficiency of the line was computed and sta-

tistics of interest were recorded at intervals of 25 time units. 

After a fixed length of run of 5000 time units, the mean effi-

ciency, standard deviation, and standard error of the mean 

efficiency were computed. If the error at this stage was within 

the specified limits of ± 0,5 percent, the simulation run was 

terminated, otherwise it was incremented further by 1000 time 

units. For a 20-stage line, with coefficient of variation of 

operation times equal to 0,5,the experiment terminated after 

about 25000 time units of run, 

4.3.2 Case 2 - Line With Finite Inprocess Buffers 

The flow chart of the simulation model for this ease 

is given in Fig.4.2. For developing this programme, event to 

event variable time model was used. In this case the clock, 

which follows the progress of the experiment, is updated at the 

occurence of each of the subsequent earliest events, After 

initialising the variables, the processing times of all the 

stages are generated, and the stage (j) with the smallest pro-

cessing time is recognised. Since all the stages start working 

at the same time, completion of operation'on stage j marks the 
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earliest event, The clock is advanced by the time PT, and states 

of all the stages and the two storages on the sides of stage j 

are updated. Then the processing time for the next unit on stage 

j is generated and the line is scanned to find the next earliest 

event. After every 25 time units the statistics of interest were 

computed and recorded, and after a predetermined length of run 

(see section 3.7.2), the efficiency of the line and the 4IP 

were computed. 

4.3.2.1 Starting conditions 

The starting state of the simulated system depends 

upon the object of the experiment. When the experiment is 

designed to study the growth of buffer in the line as a function 

of LOR, the system is started with empty buffers. On the other 

hand, when the steady state performance of the flow line is to 

be obtained, it is essential to ensure that the system reaches 

a steady state before the record of data is obtained. For that 

purpose the following steps have been taken:- 

i) All interstage buffers were set to half full in the 

beginning. 

ii) All the stages were started at the same time. 

iii) To eliminate the initial bias, results of initial 

1500 time units of simulation run were ignored, 

4.4 GROWTH OF 1 WIP,  IN INFINITE CAPACITY BUFFERS 

A simulation experiment was planned to study the be-

haviour of the interstage buffers of infinite capacity, in a 
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balanced line having exponential processing times, such that 

it could operate at 100 percent efficiency. The simulation 

model of the line having finite imrocess buffers was modified 

to study the fluctuations in the buffer levels, The flow chart 

for the same is given in Fig.4.3. The line was started with 

arbitrarily selected high levels of interstage buffers (IS3  . = 

100 V j), and all the stages started operating at the same time. 

The maximum and minimum levels of the buffers were continuously 

monitored. After a fixed interval of 10 time units the storage 

states were recorded for determining the average level of the 

individual buffers. Fig,4.4 shows the maximum and minimum buffer 

levels attained at different stages during a run of 100 time 

units, As the experimental run progressed, the buffer levels 

required for 100 percent production were found to increase con« 

tinuously and did not attain a steady state even after a run of 

10,000 time units, Fig.4.5 shows the increase in the range of 

buffer fluctuation with time at the 2nd stage of a 4—stage line, 

To determine the growth of WIP and with time,a 10 stage produc-

tion line having exponentially distributed operation times, was 

started with empty buffers and was run for 5000 time units. 

Fig.4.6 shows that within 200 time units of run, the efficiency 

could attain a value of 90 percent for an average buffer level 

of 7 units only, With further increase in time, the increase in 

efficiency was very small, whereas, the ABL continued to grow 

rapidly, These results confirm the view that the line efficiency 

is sensitive to variations in buffer only when its value is low, 

and that with increase in buffer the WIP increases without 
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distributed processing times, Fig,4,8 illustrates the influence 

of N on 77 at different values of 8 for normally distributed 

operation times with different values of coefficient of varia-

tion of operation times, It can be observed that in all the 

cases ( Figs.4.7  and 4.8), as the number of stages increases, 

the efficiency decreases, the rate of decrease being signi-

ficantly large for smaller values of N, and gradually diminishes 

as N increases, The line efficiency is also influenced by S 

and CV, Fig,4,9 shows a plot of , as a function of S for several 

values of N with exponentially distributed operation times, 

Similar... results for. the line with normally distributed opera--  

tion times are illustrated in Fig.4,10. It can be noticed that 

provision of a small buffer is significantly beneficial, but 

the benefit of the buffer gradually diminishes as S increases, 

This effect is more prominent when the variability in process-

ing times of the stages is low (fig.4.10). It can be noticed 

from Fig,4.10, that for CV = 0,1, when inprocess buffers of 

only one unit capacity are provided, the efficiency of a 20 

stage line increases from 90 to 98 percent, while the increase 

in S from 1 to 5. units results into an 77 improvements of 

< 1,5 percent. 

The effect of variability in processing times of the 

stages for lines with different number of stages (h) and in-

process storage capacities(S) is illustrated in Fig.4.11, 
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The increase in coefficient of variation of processing times, 

causes deterioration in system efficiency, the effect being 

more prominent when the number of stages is large and inprocess 

buffer is small, Thus, for a fixed length of line, the effect 

of variability in operation times is consumed by the inprocess 

buffer. Hence, for a particular line configuration, the amount 

of inprocess buffer required would be strongly influenced by 

the variability in operation times. 

4.6 COMPARISON OF SIMULATION RESULTS WITH OTHER STUDIES 

4.6,1 Exponential Times 

Before analysing the simulation results it would be 

in order to compare the results obtained, with those available 

in some existing studies. Exact analytical results have been 

obtained by Hillier and Boling L.65:), for small lines with 

small S and exponentially distributed operation times, The same 

has been given in Table 4.1, alongwith the simulation results, 

By employing Wilcoxon T-test it has been found that there is no 

significant difference between the two sets of data ( at a = 0.05). 

This confirms the validity of the simulation model. 

A comparison of the results with those obtained numeri-

cally by Hillier and Boling C165:1, and empirically by Panwalkar 

and Smith C107-I is given in Fig.4.12. For smaller values of St  

the efficiency obtained by Hillier and Boling is higher. as com-

pared to the simulation results, while it. is lower in case of 

Panwalkar and Smith 710771, The difference increases as the 
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TABLE, 4.1 - Comparison of Simulation Efficiency,with the 
Results of Hillier and Boling 65 
(Simulation values in brackets 

Exponential Processing Times 

S Number of Stages (N) 

4 6 

0 .5641 .5148 .4858 .4667 
(0.5667) (.5173) (.4896) (.4635) 

1 .6705 .6312 .6076 .5918 
(.6731) (.6299) (.6044) (.5928) 

2 .7340  .7007 .6805 
(.7349) (.6985) (.6857) 

3 .7767 .7477  
(.7749) (.7492) 

4 .8075 .7818 
(.8071) (.7858) 

5 .8308 .8077 
(.8294) (.8098) 

.8490 
(.8477) 

.8637 
(.8601) 

8 .8757  
(.8767) 

9 .8858 
(.8907) 

10 .8944 
(.8920) 
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length of the line increases. For larger values of S, the results 

of the two studies agree well with those given by simulation. 

4.6.2 Normally Distributed Times 

In case of production lines having normally distributed 

processing times, the simulation results have been compared 

with the approximate results of Anderson and Moodie E 4] and of 

Knott L.781. As illustrated in Table 4.2, the approximate re.. 

sults are quite different from each other and from simulation 

results at lower levels of S. The difference increases with in-

crease in N. At higher levels of S the difference between the 

three studies diminishes. 

4.7 DEVELOPMENT OF PREDICTION EQUATION 

It has been demonstrated analytically by Hunt E:71:1 

that for a two stage line, the line efficiency can be given by 

equation: 

2  
rs 	= s 4 3 •• (4.1) 

A thorough investigation of the results revealed that 

the efficiency of a line with any number of stages could be 

plotted as a linear function of a parameter S K --747-ITT 	The value 

of the constant K varied with the coefficient of variation of the 

operation times. However, it was found to remain constant for a 

particular value of CV. Some of the representative plots for 

values of CV = 0.1, 1.0 and 0.5, are shown in Figs.4.13 and 

4.14 respectively. 
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To determine the efficiency of the line for the given 

set of the operating parameters, values of K, 1
2 and ri

20 
are 

required. As can be seen from Figs.4.13 and 4.14 that the value 

of K varies with coefficient of variation of the processing times, 

and that r2 and 71
20 are also functions of CV, By performing poly. 

nomial regression analysis of the simulation data for 2 and 20 

stage lines having zero inprocess buffers, following expressions 

have been obtained. 

10
2  

:.1.9956l -.505193 CV 4,149002 CV2  

20 .990139 -.940139 	981CV X020 
 .422493 CV

2 

• • 

• • 

(4.6) 

(4.7) 

The coefficients of correlation for the equations (4,6) 

and (4.7) respectively were 0.9994 and 0.9995. 

To determine the value of K for each value of CV, a 

search procedure was employed. The flow diagram of the computer 

programme for this purpose is given in Appendix A 4,1. The search 

started with an arbitrarily selected values of K which was incre-

mented/ decremented in steps. For each value of K, the efficiencies 

at the selected parameter levels were computed and the sum of the 

squares of the differences between computed and simulated values 

was determined. Search continued until the value of K correspond-

ing to the minimum sum of squares was obtained. The coefficient 

of correlation between the predicted and simulated values was 

also determined. At each value of CV, value of K was determined 

at different levels of N separately, The difference in values of 

K was found to be quite small, and hence the mean value was 
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Similarly it is possible to obtain linear relationship 

between r and ( N+ 2)/N ( Figs.4.15 and 4.16). 

For a particular value of S, the efficiency of a N 

stage line can be expressed in the form, 

N 2 
, (r2 

1 	
_ 7720) 

- 	‘'s 8 - rs. - 	s 	
(2-N') 

2-1.1 

	

2 	(2-li ) 	(112 
- y

20
) 	(4.2) 

	

rs 	0.9 	s 	s 

The efficiency of an N stage line as a function of S can be 

written as, 

1-rN  

- 0  

1  - K+1 

K+1 	N 
= 1 -s7RT1 0.-r 

0 

84(K+1)71N  
0 

S+K+], 

2 	S+(K+1)rc2) 
• . r

s 
= S  +K+1 
s.k.(K+1)7120 

and r20 
s 	S+K+1  

S-1.1( -1  
S+K+1 

• • 

	 (4.4) 

N 

rS 
 

Substituting the values of r2 and r20in equation (4.2), 

we obtain, 

S+(K+1)n2  	(2-N') 	K+ 1 
	 ( 2 	20 

S+K+1, 0.9 	S +1 ‘11o ro 

S+K+1 i.S.4(K+1)/72
o 
 - c()147

.9
2  i) (K+1) (rg - r

20 )3 
.. 	(4.5) 
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To determine the efficiency of the line for the given 

set of the operating parameters, values of K, 71(2)  and ro20  are 

required. As can be seen from Figs.4.13 and 4.14 that the value 

of K varies with coefficient of variation of the processing times, 

and that 772 and 7120 are also functions of CV, By performing poly 

nomial regression analysis of the simulation data for 2 and 20 

stage lines having zero inprocess buffers, following expressions 

have been obtained. 

ro2   =39561 -.505193 CV 4,149002 CV2  • • (4.6) 

r
0 
= • 990139 -.94981U .422493 CV

2 
o  • • (4.7) 
The coefficients of correlation for the equations (4,6) 

and (4.7) respectively were 0.9994 and 0.9995. 

To determine the value of K for each value of CV, a 

search procedure was employed. The flow diagram of the computer 

programme for this purpose is given in Appendix A 4.1. The search 

started with an arbitrarily selected values of K which was incre-

mented/ decremented in steps. For each value of K, the efficiencies 

at the selected parameter levels were computed and the sum of the 

squares of the differences between computed and simulated values 

was determined. Search continued until the value of K correspond-

ing to the minimum sum of sqUares was obtained. The coefficient 

of correlation between the predicted and simulated values was 

also determined. At each value of CV, value of K was determined 

at different levels of N separately, The difference in values of 

K was found to be quite small, and hence the mean value was 
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adopted. As a sample, the values of K for different values of 

N when CV = 0,4 are given in Table 4.3. *  

TABLE 4.3 - Values of K for Different Values of N for CV=0.4 

2 3 4 5 6 8 10 12 15 20 

K 0.07  -0.16 -0.07  -0.03 0.0 -0.11 -0.09 0.05 0.13 -0.10 

Mean values of K =-0.03 

The value of constant K varied with CV as shown in Fig.4.17 

Regression analysis of the data, yielded the following relation-

ship between K and CV 

K =-0.987 1.988 CV 	1.01 CV2  

A coefficient of correlation of 0.99853 was obtained for 

this expression. The constants in equation .(4.8) could be rounded 

off to the nearest whole numbers as follow; 

K = -1.0 	2 CI -4- CV2 
	 .. 	(4.9) 

with little effect on the degree of correlation 

(CR = 0.998123). 

Thus equations (4.5) to (4.7) and 4.9 can be_employed to 
compute the efficiency of a balanced line. 

4.7.1. Adequacy of the Model 

To test the adequacy of the proposed model, predicted and 

simulated results for 100 combinations of the factor levels 
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were compared for 100 factor level combinations randomly select-

ed over the range 2 < N < 20,0 < S < 20 and 0.1 < CV < 0.5. Both 

the Students t-test and F-test were employed to check the diff-

erence between the means and the variances of the efficiencies, 

obtained in the two cases. It was found that the two sets of va-

lues were significantly the same at 99 percent confidence level. 

However, when the sets of values corresponding to situation CV > 

0.5 were compared separately, it was found that normal distri-

bution gave better efficiency as compared to Erlang, The differ-

ence increased with increase in CV and was significantly large 

_at CV = 1.0, i.e. for exponential distribution. Thus for larger 

values of CV ( CV > 0.5), the empirical model ( Equations 4.5 to 

4.9) would give approximate results for Erlang distribution. 

4.7.3 Exponentially Distributed Times 

Analysis of the simulation results revealed that the same 

transformations as used in the case of normally distributed op-

eration times could be employed for exponential time distribution 

as well. ( Figs.4.18 and 4.19). The value of K(=2) obtained in 

this case is the same as for:the normally distributed operation 

times with CV = 1.0. Since the efficiency of a two stage line 

With exponentially distributed operation times is given by 

equation (4.1),. equation (4.2) can be written for the exponen-

tial times ast. 

N 	S42 	(_ama ) r 	_ _20  (4.10) 77s= 	S+3 	0.9 N ) 1- Q 3 	ris 
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between the range of' N = 2 and 20, S = 0 and 20 and CV = 0.1 and 

1.0 (Appendix A 4.2) were compared employing the Students° t-

test. The difference in the results was found to be insignificant 

at 99 percent confidence level, and the simulated and predicted 

results yielded the coefficient of correlation equal to 0.9662. 

In the present case, although the model has been developed 

on the basis of the data generated for lines of upto 20 stages, 

but it is expected to yield significantly accurate results even 

for lines with N > 20 and over the range 01 S K a). 

4.7.2 Erlangian Processing Times of Stages 

The empirical model developed in section 4.7 is based on 

the simuiation data obtained by assuming normally distributed 

operation times. However, it can also be applied with consider-

able accuracy to situations when the operation times follow 

Lrlang distribution. Rao E 112:1 using a two stage line demons-
trated that at lower values of CV, the Erlang and normal distri-

butions give practically identical results. This is because the 

Erlang and normal curves have similar shape when the coefficient 

of variation is low. It has also been indicated that, the pre-

sence of intermediate storages helps to conceal the effect of 

the specific forms of distribution curve. Thus, for a line with 

finite storage and smaller variability in processing times it 

is the value of CV which is important, and not the type of dis-

tribution. To check the validity of this statement, efficiencies, 

obtained by assuming normal and Erlang time distributions, 
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were compared for 100 factor level combinations randomly select-

ed over the range 2 i N S  20,0 S < 20 and 0.1 < CV i 0.5. Both 

the Students t-test and F-test were employed to check the diff-

erence between the means and the variances of the efficiencies, 

obtained in the two cases. It was found that the two sets of va-

lues were significantly the same at 99 percent confidence level, 

However, when the sets of values corresponding to situation CV > 

0,5 were compared separately, it was found that normal distri-

bution gave better efficiency as compared to Erlang, The differ-

ence increased with increase in CV and was significantly large 

at CV = 1.0, i.e. for exponential distribution. Thus for larger 

values of CV ( CV > 0.5), the empirical model ( Equations 4.5 to 

4.9) would give approximate results for Erlang distribution. 

4.7.3 Exponentially Distributed Times 

Analysis of the simulation results revealed that the same 

transformations as used in the case of normally distributed op-

eration times could be employed for exponential time distribution 

as well. ( Figs.4.18 and 4.19). The value of K(=2) obtained in 

this case is the same as for:the normally distributed operation 

times with CV = 1.0. Since the efficiency of a two stage line 

With exponentially distributed operation times is given by 

equation (4.1),, equation (4.2) can be written for the exponen-

tial times as:. 

r
N 	&Ira 	) r 	.. 	(4.10) s= 	5+3 	` 	N ) 	►L- ‘.A. 3 	
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By regression analysis of the data for a 20 stage line 

and 0 K S K 20, the following expression was obtained 

r20= 0.3938 	.576  ( s 	3) 
	.. 	(4.11) 

with a coefficient of correlation of 0,9978, 

Thus, with the help of equations (4.10) and (4,11) the 

efficiency of a balanced line, having exponentially distributed 

operation times could be obtained. For values of N ranging from 

2 to 20 and 0 S < 20 a coefficient of correlation of 0.9798 was 

obtained between the predicted and simulated results, 

4.8 INFROCESS BUFFER STORAGE COSTS 

The provision of inprocess buffer in a flow line helps 

to increase its production efficiency, It however, involves ex-

penditure of money in terms of the value of space occupied, the 

cost of handling the material and the cost of inprocess inventory, 

For a given operating configuration, it would therefore be de-

sirable to obtain the buffer capacity that would maximize the 

overall gain. from the system. The following cost parameters per-

taining to the inprocess inventory have been considered, 

i) Storage space cost ( SC) 

The space required for the inprocess storage would depend 

upon the number of storage points in the line, as well as on the 

capacity of each, The space requirement of the work unit may vary 

as it progresses through the line, but in most of the cases it 

can be assumed to remain constant, If one work unit occupies one 
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unit space, and Ci  is the cost of unit space per unit time, then 

for a balanced line, the cost of the storage space can be ex-

pressed as 

SC = Ci. S(N-1)/ unit time 	.. 	(4.12) 

ii) Inventory holding cost (IC) 

Inprocess inventory carrying cost will depend upon the 

amount of inprocess inventory and its cost. In atalanced line, 

the average inprocess inventory has been found to remain at about 

50 percent of the provided buffer capacity. Since each operation 

adds to the value of the work unit, the intrinsic value of the 

material increases as it progresses through the line. Taking the 

average value, let the inventory carrying cost be C2  per work 

unit per unit time. Then IC can be written as 

'IC = C2 
	2  
S  . Q17)  / unit time 	.. 	(4.13) 

iii) Storage handling cost (HC) 
• 

This will comprise of the cost on the investment in the 

material handling equipment and the operating cost. For each 

storage the first has been assumed as fixed while the later may 

vary as a linear function of the storage size. 

HC = C
3
(N-1) 	0

4 
S(N-1)/ unit time 	.. 	(4.14) 

where, C3  is the fixed cost of each storage per unit time, and 

C
4 
 is the variable cost per work unit per unit time. 
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iv) Additional Revenue ( AR) 

Increase in capacity, of the inprocess storage contributes 

towards improving the system efficiency and the output. If P is 

the profit from each unit produced, then the increase in revenue 

due to the provision of buffer can be expressed as4  

AR = (rN rN ) P/unit time 	.. 	(4.15) 
s 	0 

v) Net gain 

Net gain from the system per unit time would be equal to, 

GAIN = AR - ( SC + IC + HC) 	(4.16) 

Fig,4.20 shows the variation in various cost elements,as 

a function of the inprocess buffer capacity for a 10 stage line 

with normally distributed operation times (4,=1.0 and CV = 0,5). 

In this case the various cost factors were assumed as given below, 

C1  = 0.125/ unit capacity/ 100 time units 

C
2 = 0.25/ unit capacity/ 100 time units 

C
3 

0,70/ buffer/ 100 time units 

P = 125/ unit produced 

The optimum capacity of each buffer for the situation con, 

sidered comes out to be as 4 units, beyond which the net gain 

from the system decreases and for 6 > 15, it becomes negative. 

4.9 OPTIMUM BUFFER CAPACITY MODEL 

In a balanced flow line of the type modelled in this chap-

ter, the system efficiency and hence the revenue from the system 

would depend upon N,CV and '6 and for a particular N stage line 



103 

having fixed CV, the revenue is a function of S only, The various 

cost parameters are also functions of S alone, Therefore, it is 

possible to derive an expression ( Eqn. 4.17) for the optimum 

capacity of the inprocess buffers (SN  ), in terms of the line 

parameters and the buffer costs, 

.. 	(4,17) 

	

(N-1) P 	(K41) (1) C 

Where, C = Ci  4 02. A311 + C4  

2-N 	2 and 	L = ( K41) ,no2 	( 5751 ) (K41) (rho2  ro
0 
 ) 	(4.18) 

Detailed derivation of the equation ( 4.17) is given in Appendix 

A 4.3. 

The utility of the model can best be illustrated by an 

example. 

4.10 ILLUSTRATIVE EXAMPLE 

The cost data given in Section 4.8 pertains to a 10 stage 

balanced line having normally distributed operation times with 

CV1  . = 0.5 yi. Since the costs are given for 100 times units, P 
would also be scaled to 100 time units, 

Since the average buffer utilisation in case of balanced 

lines is about 50 percent, we have, 

C = 01  4 0,5 C2+ C4  = 0.25 

	

P = 1,25 x 100 	= 125 

From equations (4.6),(4.7) and (4.9), we get, 
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no = 0,78026 

,20= 0.62086 
K = 0.25 

Substituting the values in equation (4.18), we get 

L = 0.79822 

and the optimum inprocess buffers size is 

i 24 = 	0.25 + 1 - '79E122  
9 (0,25) 1.25 = 3.76 

1-*-~ 4 units 

Same value of Sis obtained from Fig.4.20 as well. 

411 SENSITIVITY ANALYSIS 

For a line with fixed number of stages, the optimum oapa-

city of the interstage storage ( SN  ) would depend upon the 

variability in processing times and the profit and cost factors. 

Fig. 4.21 illustrates that the value of Sm  increases with increase 

in coefficient of variation and that the increase is almost li-

near. It is evident from equation (4.17) that SN  will be propor-

tional to/P and inversely proportional to / C. The effect of P 

and C for the assumed situation is illustrated in Fig.4.22.  When 

the profit per unit produced is high, larger size buffer should 

be provided to get the maximum gain from the system, while the 

reverse is true when the costs associated with the buffer are 

large. 

Due to practical considerations, it might not always 

be convenient to use the optimal bufter size or it might not be 

possible to accurately estimate the values of different parameters 



105 

4 6 10 12 14 16 

FIG.4.20 EFFECT OF BUFFER CAPACITY ON SYSTEM COSTS 

e 

6 

tn 	4 

P a 1.25 
C r 0.25 

N a 10 

1 	1 	1 	I 	1 
0 2 	04 	0.6 	0.8 	1.0 

CV 

FIG. 4.21 EFFECT OF OPERATION TIMES VARIABILITY ON S*  

2 



106 

used in the model. Under these circumstances, the total gain 

from the system would not be optimum. Fig.4.23 shows the varia-

tion in gain as a function of S for different combinations of 

P and C. It can be observed that when the cost parameters re-

sult in higher value of SN  , the gain curve obtained is flatter 

around SN  as compared to the case when the value of SS  is low. 

This effect is more clearly demonstrated in Fig. 4.24. In case 

when S*  is low ( SN  = 2), the deviation from S causes greater 

percentage loss in gain, as compared to the cases where SN  is 

large (SN  = 4 or 6). It can also be observed that under estima-

tion of SN  is more harmful as compared to its overestimation. 

Hence, it is very important to provide inprocess buffers as close 

to the optimum as possible, specially in cases, where the line 

parameters are such as to require smaller size buffers. 

4.12 COMPARISON WITH ANDERSON AND MOODIE'S MODEL 1:57] 

Anderson and Moodie E 5:1 developed an empirical model for 
the efficiency and the optimum buffer storage capacity for the 

situation, when CV = 0,3, For other values of CV, they recommen, 

ded the use of equation ( 4./9) 

C S = CV 	0,3 ' 0,3 .. 	(4.19) 

The results obtained by the use of this equation have been cm, 

pared with those obtained from equation ( 4.17), in Fig.4.25. 

The cost data employed, has been adopted from Anderson and 

Moodie E:5]. It can be observed that at lower levels of CV, the 

difference is negligibly small, which goes on increasing with 
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increase in CV. The constants in E. 51 are specific for CV=0.3, 
i for which the value of S is in close agreement with the one 

given by the present model, but Anderson and Moodie's approxi-

mation of linearity between Sx  and CV leads to over estimation 

of buffer size at higher values of CV. 

4.13 CONCLUSIONS 

Based on the results given in this chapter the following 

conclusions can be drawn:. 

1) Estimation of buffer capacities for 100 percent efficiency 

of flow line is not feasible, since their values go on 

increasing as the length of production run is increased. 

The efficiency soon gets saturated for inprocess buffers 

of 4 or 5 units, while the ABL or {SIP continues to grow 

with time. 

2) The system efficiency is very sensitive to changes in S 

and N when. their values are small. At higher levels, as 

S and N are increased, their effect on n gradually vanishes, 

However, with increase in CV, n gradually decreases at all 

levels, the effect being more for small S and large N. 

3) Based on the simulation results, empirical model of line n 

has been developed, which can very efficiently be employed 

to determine n for exponential, normal and Erlangian opera-

tion times of stages. 

4) The optimum size of inprocess buffers, can easily and 

accurately. be computed by employing the empirical model 

( Eqn.4.17) developed here. 
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5) The value of e is more sensitive to variations in costs 

at their lower levels, while it increases almost uniformly 

with increase in CV. 

6) The underestimation of SN  causes greater decrease in gain 

f,'^m 

 

the system as compared to its overestimation. 
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APPENDIX A 4.2 

SIMULATED AND EmpIRICAL VALUES OF FLOw LINE EFFICIENCY 
WHEN THE OPERATION TIMES ARE DISTRIBUTED NORMALLY 

riSIM rEtip N S rsiM 

CV = 0.1 cv = 0.3 

6 10 .9971 .9981 6 3 .9600 .9570 
4 6 .9962 .9972 5 8 .9836 .9824 
20 15 .9992 .9985 10 0 .7584 .7559 
5 20 .9998 .9991 3 5 .9993 .9918 

12 2 ,9887 .9903 12 6 .9704 .9740 
6 12 .9973 .9984 15 1 .8915 .8960 
10 5 .9978 .9959 2 20 .9966 .9952 
15 3 .9946 .9932 20 12 .9877  .9858 

8 0 .8993 .9072 8 2 .9381 .9383 
2 8 .9983 .9986 5 10 .9806 .9857 

cv = 0.2 cv = 0.4 

8 3 .9766 .9779 5 3 9283 9327  
4 1 .9547  .9547  9 15 9807  9816 
10 8 .9914 .9907  2  20 9994 9916 
6 4 .9821 .9837  6 8 9722 9691 

2 n .8986 ,9005 12 1 8421 8465 
15 20 .9967 .9960 3 5 9635 9619 
2o 5 .9830 .9849 15 0 6805 683 0 
3 10 .9953 .9944 10 12 9785 9771 

8 6 .9376 .9882 5 6 9568 9616 
10 15 .9943 .9949 20 4 9280 9371 

CV = 0.5 cv = 0.8 

8 6 .9379 .9388 5 8 .8972 .9040 
10 8 .9492 .9508 3 1 ,7306 .7355 
5 0 .63?9 .6740 12 12 .9203 .9233 
20 4 .8998 .9092 2 15 .9676 .9592 

4 12 .9656 .9707 6 3 .8001 ,8067 
3 20 .9889 .9835 15 0 .5107 .5076 
12 3 .8893 .8914 20 6 .8463 .8638 

2 10 .9817 .9754 4 5 .8757 .8707 
6 1 .8106 .8117 10 20 .9520 .9516 
15 15 .9700 .9711 8 10 .9012 .9140 
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= 0.6 	 C V* = 0, 9 

10 	15 	.9667 	.9615 	3 	2 	7698 	7694 5  
2 	20 

3 	.8606 	.8730 	8 	5 	823 0 	8309.9825 	.9815 	5 	10 	8903 	9043 6 	1 	.7650 	.7663 	15 	0 	4900 	4843 
20 	12 	.8567 	.8505 	2 	20 	9619 	9608 15 	5 	.9003 	.8994 	20 	3 	7438 	7564 8 	2 	.8213 	.8247 	12 	12 	8917 	9088 20 	8 	.9242 	.9299 	4 	8 	8830 	8913 
12 	0 	.6005 	.5852 	10 	6 	8326 	8474 4 	10 	.9521 	.9525 	6 	15 	9298 	9294 

CV = 0.7 	 CV = 1.0 
12 	3 	.8242 	.8239 	25 	8674 	8645 20 	5 	.8625 	.8712 	15 	3 	7224 	7342 3 	15 	.9662 	.9604 	3 	0 	5763 	5740 2 	6 	.9293 	.9315 	12 	20 	9163 	9314 
4 	20 	.9657 	.9665 	6 	1 	6230 	6311 6 	12 	.9430 	.9426 	5 	8 	8559 	8692- 10 	4 	• 8573 	.8559 	10 	6 	8288 	8271 5 	8 	.9202 	.9219 	8 	10 	8704 	8825 15 	2 	* 7778 	.7755 	20 	2 	6683 	6772 8 	0 	.5656 	.5627 	4 	12 	9091 	9080 
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APPENDIX A 4,3  

OPTIMUM BUFFER CAPACITY MODEL 

For the cost parameters discussed in section 4.8, the net 

gain from the system can be expressed as s 

G = AR ( SC+IC+HC) 

=
(
r
N 
 - rN ) P -D(N+1)(Ca4 ABU+C4)+C3(N-1)4 	(A4.1) 

s 	0 

For a given line, N, C1,C2 , ABU, C3, and C
4 

are constants, and 

let, 

C = C
1 

C
2 
ABU +C4 	 .. (A4.2) 

= N-1 	 .. (A4.3 ) 
When r is taken as percent, all costs are scaled to 100 time units. 

G = ( rN r
N 

) P-S7C-C
3 

IT 
s 	0 

or 	G = 11  P - STC -( N  71 	7) P 	C
3 

1\1) 	.. (A4.4) 
s 	 0 

Here, 1
14 
P + C3  7 = constant = 	 say 

 0 

and from equation (4.5) 

N .L 	1 	
D4(K41) 1()  - (2-111) 	

2 	20 - 
s 	

7) - r  ),J n
s - S+K+1 	0.9 2 	0 0 

Since .S is the only variable, we can put 

	

(K+1) r2 	1:211. (v+,) (r2 _ 120) 	L = constant 
9 . 

	

0 	0 0 
(A4.6) 

.. (A4.5 ) 

• • 

N 	
S410 ( S+L) .. (A4.7) 

Where, K1  = K+ 1 
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Hence, from equations (A.4.4),(A4.5) and (A4.7 ), we get 

(SirL)  G- S+KI P - sRc_ Kl  

Differentiating equation(A 4.8)w.r.  t S and equating to zero 

[(1,5+KI ) - (s+L),_  
-Kc=o 

or 	( s+0 )2 	(K'-L)P  
LOC 

Or 	S =  ICK,-4)P 	K 
NC 

(A4.9) 

The model for the optimum buffer capacity could also be 

obtained by considering P as the delay cost per unit time, 

Then the total cost could be written as, 

TC = (1 - rs  ) P 	S(N-1)(C1+C24C3)-CN-1)C4  

S L 
67; (1 7-77, ) P SNC - R C4  

or, 	TC = (t4#) P SNC R C4  (A4,10) 

By differentiating equation (A 4,10) w.r.t S and equating 

to zero, the same model as in Eqn, "(14,9) is obtained, 
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CHAPTER — 5 

UNBALANCED FLOW LINES WITH RANDOM 

OPERATION TIMES 

5.1 INTRODUCTION 

It has already been defined in Chapter 4 that a flow 

line is considered to be balanced, only when all the stages 

have identical operation times and the interstage storages are 

of equal capacity. In practice, it may not be possible to 

have completely balanced lines, and hence, it is necessary to 

understand the behaviour of the unbalanced lines. 

Survey of literature (Chapter 2, Sec. 2.3.3) reveals 

that relatively less attention has been paid to the study of 

unbalanced production lines. Some of the researchers D4,64, 

109,1361 have proposed that slight unbalancing of the line 

improves its production rate, but their opinions about the 

choice of unbalancing policy are contradictory to each other 

in some of the cases. In most of the studies, analytical as 

well as simulation, the efficiency or the production rate of 

the line has generally been adopted as the criterion of system 

performance, while the amount of inprocess inventory, which has 

a great bearing on the system economy, has not been given due 

attention. 

The simulation results reported in this chapter per-

tain to a flow line system of Fig. 3.1, wherein, several 

policies of the line unbalancing have been examined in detail, 

specially as regards to their production efficiency and 
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inprocess inventory. 

5,2 UNBALANCING POLICIES 

The following line unbalancing policies have been 

examined by assigning : ' 

(i) Unequal mean operation times to stages, 

(ii) unequal variability in operation times at different 

stages, 

(iii) unequal interstage buffers. 

For the purpose of conducting this study very large 

number of combinations of the system parameters are possible, 

However, they have been varied, only in the following systematic 

orders, so that certain general conclusions could be drawn : 

(a) 	Variable increasing along the line. 

( b) 	Variable decreasing along the line, 

(c) Variable increasing upto middle of the line and then 

decreasing. 

(d) Variable decreasing upto middle of the line and then 

increasing. 

In all the experiments, the values of the operating 

parameters have been selected so as to satisfy the following 
, 	- 

relationships : 

N 
E Ai  = gN . constant 

i =1 
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N 
E Si  = S(N-1) = constant 

j =2 

N 
E CVi  = CV(N -1) = constant 
1.1 

where, p, S and CV are the average values, used in case of 

balanced line. 

5,3 OPERATION TIME DISTRIBUTION 

Simulation runs have been made for exponential, Erlang 

and normally distributed operation times of the stages. The 

Erlang and normally distributed times have been used to demons-

trate the influence of operation time variability on the perfor-

mance of unbalanced lines, whereas exponential time distribution 

was used to check the validity of Hillier and Boling's Bowl 

phenomenon L64:1, 

5.4' LENGTH OF SIMULATION RUN 

System efficiency has been chosen as the response of 

major concern and the same has been used as the basis for deter-

mining LOR, as given in Sec. 3.7.2. Four replications of each 

run were obtained so as to reduce the error to within ± 0,25 per-

cent at 95 percent confidence level. 

The details of the system model, simulation model and 

assumptions are the same as given in Chapter 4. 
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5.5 RESULTS AND DISCUSSION 

5.5.1 Interstage Storage Utilisation 

To study the variations in the average buffer level 

(ABL) from stage to stage along the line, a balanced production 

line having exponential processing times, and finite interstage 

storage capacities was examined for several values of S and N. 

The percentage buffer capacity utilisation at each stage, for 

a few typical line configuration is shown in Fig.5,1, In all 

these cases the average capacity utilisation of the whole line 

(ABU) was found to be about 50 percent. The capacity utilisa-

tion was higher for'the stages in the beginning of the line and 

decreased towards the end. This is caused by the fact that each 

stage is dependent upon its predecessor for its supply and hence 

with larger number of predecessors, the probability of a stage 

being starved increases. Similarly, the probability of a stage 

being blocked increases towards the front end, causing the 

buffers to remain at higher levels Based.on similar observa-

tions, Payne get al.: E 109 J suggested, that in order to reduce 

total station idle time, operations with greater time variabi-

lity should be allocated to positions towards the end of the line. 

5.5.2 Unbalanced Production Lines 

5.5.2.1 Unequal operation times 

For this study the total work load of the line was 

divided among the stages in a manner such that they had unequal 

mean processing times. The coefficient of variation and the 

interstage buffer capacities were kept same for all the stages. 
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5.5.2,1a. Increasing/decreasing operation times 

The simulation results for 3 and 5 stage lines with 

uniformly increasing, constant, and uniformly decreasing process-

ing times (processing rate is inverse of processing time) are 

given in Table 5.1 for exponentially distributed times. In 

each case the production rate of the middle stage has been kept 

as one unit per unit time, and E gi  = N. Some results for 
i=1 

lines with normally distributed operation times are illustrated 

in Fig, 5.2, It can be noticed from Table 5.1 and Fig. 5.2, 

that amongst the cases examined here, the balanced line appears 

to be the most efficient, and that as the amount of imbalance 

is increased, the efficiency of the line deteriorates. The 

efficiency curves are symmetrical about the equal times ordi-

nate, which proves the following reversibility property. 

'1(419A2...4N) = 1(p 1, PN_it 6.. Ai) 
	... (5.1) 

It can be observed from Fig. 5.2, that a line with 

smaller number of work stations is more sensitive to imbalance 

as compared to larger lines and that the sensitivity increases 

with increase in S and decrease in CV, Thus,we see that the 

results do not support the findings of Payne, et al, [109:1, 

who reported that a line with fast, medium and slow workstation 

in the beginning, middle and end respectively would lead to 

smaller percentage of idle time of the stages, On the contrary, 

this arrangement of stages not only lowers the efficiency of 

the system, but results-in higher work inprocess inventory, as 



121 

Table 5.1 Efficiency and ABU of unbalanced lines 

(Unequal exponential processing times and equal 
buffers, Si  S V j) 

•■•••■■■•■•■••■•■■..... 

Processing 
rates 

N = 3 
ABU 

N = 5 
11% ABU % 

N =9 
% 

. 
ABU % 

0.6 - 1.4 55.00 43.63 49.12 30.77 44.77 25.63 

0.8 - 1.2 62.53 46.08 58.22 40.39 52.07 35.50 

1.0 - 1.0 68.56 49.61 62,48 50.00 55.85 51.50 

1.2 - 0.8 64.10 50.98 57.40 62.50 53.39 69.50 

1 4 - 0.6 53.32 51.67 47.25 68.27 44.97 78.63 
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is evident from Table 5.1 and Fig. 5.2. A fast stage in the 

beginning of the line pumps into the system work material at a 

faster rate,whereas, the slow stage towards the end turns out 

the work at a slower rate, thus leading to an increase in the 

• level of inprocess inventory. The reverse would happen,• when 

the fast stage is located towards the end of the line and 

slower stage is placed in the beginning. Fig. 5.2 also shows 

that the effect of imbalance on ABU is more when the value of 

CV is small. In case of balanced lines the average buffer in 

the line has been found to remain at about 50 percent of the 

provided capacity. 

5.5.2.1b. Bowl/inverse bowl formation 

To investigate into the Hillier and Bolings' E64] 

bowl phenomenon, extensive experimentation was performed by 

assigning unequal processing times to the stages. The line 

configuration with middle stage having smaller work load as 

compared to the outer and arranged symmetrically about the 

centre has been termed as 'Bowl formation'. Fig.5.3 and 5.4 

show some of the results obtained when the processing 'rates of 

the stages were respectively exponential and Erlang, while the 

results for normally distributed processing times are given in 

Figs. 5.5 and 5.6. In Figs. 5.3 - 5.6, in almost all the cases, 

the maximum efficiency point can be seen to lie slightly towards 

the left of the equal rates ordinate. Though, the improvement 

in efficiency due to unbalancing is very small, the results do 

show a trend which confirms the Hillier and Boling's Ei41 
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finding that an unbalanced line with middle stages slightly 

faster than the outer ones would yield better results. 

Fig. 5.5 reveals that the system with smaller variabi-

lity in processing times is more sensitive to unbalancing as 

compared to the one having larger variability. The figure 

shows further that when the variability in the processing times 

is decreased, the point of maximum efficiency moves closer to 

the equal times ordinate. A similar effect could also be 

achieved by increasing the size of inprocess buffer, (Fig.5.6). 

When the value of S is increased from 0 to 1, the point of maxi-

mum efficiency shifts to the equal times ordinate. Thus we 

find that a slight increase in efficiency can be obtained by 

unbalancing the line in bowl form, only when the variability in 

operation times is high and the inprocess buffers are low. The 

ABU remains at about 50 percent in all the cases where the line 

is arranged symmetrically about the centre.. 

5.5.2.2 Unequal coefficients of variation 

In this study, the mean operation times of the stages 

and the interstage buffer capacities were kept constant through-

out the line, while the coefficient of variation of the opera-

tion times was varied from stage to stage. Effects of the 

following types of variations in CV along the line have been 

examined. 
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5.5.2.2a. CV increasing/decreasing along the.  line 

Fig. 5.7 shows the results for different allocations 
N 

ofCV1  . (i a. 1, N) with E CV. = 0.5 N. It can be observed 
i.1 

that in this case too, the balanced line with CVi  = 0,5 V i 

leads to maximum efficiency. Comparison of results for N 2 

and N = 3 at S = 0 show that smaller lines are more sensitive 

to imbalance as compared to the larger ones. Fig. 5.7 also 

reveals that as in the case of Fig. 5.6, the sensitivity in-

creases with increase in S. The present results lead us to 

conclude that : 

'1( CV1, CV2 	CVN ) = ‘1(CVN ,CVN.a.4.;.. CV].) 	... (5.2) 

The ABU is about 50 percent for the balanced cases, 

and increases as the CV1  (i = 1,N) are arranged in the increas-

ing order, larger being the increase in ABU for larger imbalances 

(Fig. 5,7). The reverse is true when CVi are arranged in the 

decreasing order. Thus a stage with smaller variability in 

operation times, behaves in the similar fashion as a stage with 

smaller processing times. 

5.5.2.2b. Bowl/inverse bowl formation 

Results for this arrangement are shown in Fig. 5,8. It 

can be seen that when the stages are arranged with middle stages 

having smaller coefficient of variation as compared to the outer, 

the efficiency of the system slightly improves. Fig. 5.8 also 

shows that slightly larger imbalance can be afforded in larger 

lines, as compared to that in smaller lines, 
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Since the line was symmetrical about the centre, the 

average buffer capacity utilisation in this case too was 50 per. 

cent for all the N and S combinations. 

5.5.2.3 Unequal mean operation times and unequal coefficients 
of variation 

In these experiments the line was arranged with CVi  

decreasing in equal steps along the line from 0.525 to 0,075, 

and the mean processing times varied from gradually increasing 
N 

(0.8 to 1,2) to gradually decreasing (1.2 to 0,8), with E 
i=1 

as shown in Fig. 5,9. It can be noticed that for the situation 

under consideration, the point of maximum efficiency lies to-

wards the left of the equal mean times ordinate, suggesting that 

for maximum effiOiency, stages with larger variability in opera-

tion times should have smaller operation times, Also with 

increase in N, the point of maximum efficiency shifts further 

away from the equal times ordinate, and the improvement in 

efficiency over,  the balanced line, increases. This would imply, 

that larger imbalance in operation times is required to achieve 

Maximum output from a long line with unequal variabilities in 

operation times. These results suggest that less work load 

should be assigned to the more variable stages. 

Fig. 5.10 illustratesthe influence of line unbalancing 

in bowl or inverse bowl formations. It can be noticed that when 

the variability of the outer stages is small as compared to the 

middle stages, the maximum efficiency occurs for an arrangement 



132  

Q .  D 

I 
I..:  3 
wZ  

UJ Q  .LA 
> 
C.) 

L. 
0 w 

— 0 Z 
Z ° 
W 
(5 cl 
LL. WCC  
U. < 

o > 

a) 

0 n  

U) 

o > 
Z 

u uu 	 j 
-.1 I 

O 0 0 (11 0 Z 
CO 0 

J " in 
^I  < • U 

0 00  

• 	

^ 
11J Ul 
Z 

g g mo 	cr 
000  

LU 
IA O 

f*1 PI 0  6 
• O Z co 

111 
D 
-J 

o 0 ,.. 	LL 
0  6 6 Z 

03 
In 



133 

where middle stages have less work load in comparison to the 

outer. The reverse is true when the operation times of the 

middle stages are less variable than the outer stages. Figs. 

5.9 and 5.10 also reveal that an increase in S helps to shift 

the point of maximum efficiency towards the equal times ordi-

nate. At higher values of S, the line with equal mean times 

gives the optimum efficiency inspite of unequal coefficients 

of variation at different stages, 

5 5.2.4,'Unequal interstage buffers 

5.5.2.4a. Buffers arranged in increasing/decreasing order 

In order to study the effect of unequal buffers on the 

efficiency and the work inprocess inventory of the system, the 

processing times were taken as identical for all the stages. The 

line was divided in three approximately equal segments, to whith 

different inprocess buffer capacities were'allocated, Results 

for some line layouts having exponential processing times are 

given in Table 5.2, and for normally distributed processing 

times (CV = 0.2) are illustrated in Fig. 5.11. These results 

show that provision of unequal buffers leads to reduction in 

efficiency, and that effect of unbalancing is more in case of 

larger lines. For any set of inprocess buffers, 11 remains un-

changed, When the order of buffers is reversed i.e. 

s1,s2, 	sm) = 11( sm t sm+1 	s1) 	(5.3 
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Table 5.2 Effect of Unbalancing 

N 
1-t 

3 

the 

. 4 
ABU 

Buffers 

Buffer capacities 
in line segments 
1 	2 

N . 10 
/ 	ABU 

N = 15 
ABU 

2 4 6 75.89 37.06 69.38 30.86 67.19 29.72 

3 4 5 77.56 44.56 71.76 40.77 71.59 43,04 

4 4 4 78.13 52.61 72.86 49.92 72.16 51.54 

5 4 3 77.67 56.33 71.93 62.36 71.28 62.43 

6 4 2 77.12 63.15 69.03 72.46 67.66 73,66 

3 6 3 78.04 50.44 72.08 52.17 71.50 54.42 

4 5 3 77.97 52.70 72.91 58.91 71.54 62.96 

3 5 4 77.90 48.99 72.77 49.65 71.88 44.66 
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The work inprocess inventory depends upon the arrange-

ment of the buffers. For the case of high, medium and low 

allocations in the first, second and third segments respectively, 

the ABU increases, while the reverse is true for low, medium and 

high allocations. 

5.5.2.4b Buffers in bowl/inverse bowl formations 

Fig. 5.12 illustrates the results when the inprocess 

buffer is distributed in the bowl (smaller buffers in the 

middle) and inverse bowl formations. As in the case of unequal 

operation times and variabilities, in this case too, a slightly 

better efficiency can be obtained by allocating larger buffer 

capacities to the middle stages of the line. At larger im-

balances the efficiency falls. The ABU remains at 50 percent 

in almost all the symmetrical cases. 

Simulation results illustrated in Fig. 5,13 disapprove 

Hatcher's [613 contention that for maximum gain in production ' 

of a 3-stage line, capacity of the second buffer should be in-

creased. As can be noted from this figure, almost equal gain in 

efficiency is obtained, whether additional units of capacity 

are added to the first or second bunkers. 

5.5.2,5 Unequal buffers and unequal variabilities 

It has already been established that buffers help to 

smoothen out the effect of variabilities in operation times. 

Fig. 5.14 demonstrates the effect of providing unequal buffers 

in the line segments, where the variabilities of the operation 
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times are also different in different segments. It is clear 

from the figure that to achieve the maximum from the system, 

larger buffers be allocated in those sections of the line where 

the variability in operation times is large. 

5.6 CONCLUSIONS 

From the results reported in this chapter, the follow-

ing conclusions can be drawn : 

(1) The average inventory held in various buffers in a 

balanced line is higher in the beginning and decreases 

towards the end of the line, with the WIP for the 'line 

being around 50 percent of the provided buffer capacity. 

(2) Flow line layouts with larger buffers in the beginning 

and smaller towards the end or with faster stages in 

the beginning and slower towards the end, or having 

stages with larger variability towards the end result 

in higher WIP, while their reverse arrangements 

reduce the work in process. 

(3) When the line has 4i, CVi or Si  symmetrically arranged 

about the , centre, the WIP remain at about 50 percent 

of the provided buffer capacity. 

( 4) 	When the layout of a line is reversed so that the new 

layout is a mirror image of the original, the line 

efficiency remains unchanged, 
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i.e. '1(41CV1Sipµ2 VNSm) 

.11(kiNCVNSN' /*IN -1' CVN-1' SN-1...111CV1S1) 

(5.4) 

(5) System with smaller variability and/or with larger 

inprocess buffer i.e. having greater efficiency are 

more sensitive to unbalancing. 

(6) Results confirm the Hillier and Boling's 'Bowl Pheno-

menon' that a line with middle stages slightly faster 

than the outer is more efficient than the balanced 

line. The application of this rule has also been 

proved for variability in operation times and in-

process buffer capacities. The results,however, show 

that the phenomenon occurs only when either CV is 

large or when S is small. In majority of the 

practical situations where S > 2 and or CV < 0.4, 

the balanced line is the most efficient. 

(7) Lesser work load or larger inprocess buffers should 

be allocated 'to stages having larger variability in 

operation times. 
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CHAPTER — 6 

BALANCED FLOW LINES WITH UNRELIABLE STAGES 

6.1 INTRODUCTION 

Flow line system.  modelled in this chapter comprises 

of automatic stages arranged in series. Each stage in the 

line may consist of a number of automatic machines which are 

subject to random breakdowns and requiring random repair times. 

In such a case,the inefficiency of the system is caused not 

by the variabilities in the processing times but by the 

failures of the stages. When one stage fails, it may force 

the other stages to stop work and lead to loss of production. 

The forced down time of the line would depend upon the failure 

characteristics of the stages, number of stages and the 

capacities of the inprocess buffers. 

A simulation model of the flow line, having unreliable 

stages with random interbreakdown and repair times and having 

fixed processing times at different stages, has been presented 

in this chapter. Based on the simulation data, an empirical 

model has been developed to predict the efficiency of the 

balanced line, which is valid for a wide range of operating 

parameters. The utility of the empirical model has been 

demonstrated by its application to the study of a flow line 

system for the mass production of crankshafts. 
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6.2 SYSTEM MODELLING 

The flow line modelled in this chapter comprises of 

sequentially arranged automatic stages. Each stage may com-

prise of several machines, but the operating characteristics 

of all the stages have been assumed to be identical, and in—

process buffers are assumed to be of equal capacity i.e., 

R, .RVi 

(MFT)i. MFT V i 

(MRT)i. MRT V i 

KSJ  . = KS V j 

6.2.1 Operating Policy 

Each work unit enters the line at the first stage and 

passes through all the stages in a fixed sequence. In case of 

line without buffers, work unit is transferred from stage to 

stage, while in case of line with finite inprocess buffers, 

the work is transferred from one stage to the next through 

the intermediate store. After all the operations at one 

particular stage have been completed, the work unit moves to 

the following inprocess store, if a vacancy exists, otherwise 

the stage gets blocked. As soon as a stage becomes free, a 

fresh work unit is drawn from the predecessor store, if 

available, otherwise the stage starves. A stage maintains 

normal (constant) speed at all times when it is operating. 

When all the stages are working, there is no change in the 

buffer levels. When a stage breaksdown, other stages in the 
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line continue to work till they are forced down (blocked 

or starved). Thus, the level of the buffers would change 

only during the breakdown of the stages. 

6.2.2 Classification 'of Failures 

The system failures can be categorised into total line 

failures or single stage failures [:27j. The total line 

failure is caused by events outside the boundary of the 

system. These may be power supply failures or the non-

availability of raw materials etc. The single stage failures 

are caused due to factors oresent within the system. These 

would range from machine stoppage for tool adjustment to 

major breakdowns. The failures can also be classified as 

follows : 

(I) 
	

Operation dependent failures : Some failure mechanism, 

such as tool wear, remain active only during the time 

a machine is operating. Such failures cannot develop 

during the forced down periods. 

(ii) 	Time dependent failures : Si,ch failures occur due to 

some phenomenon, which remains active all the time, 

including the operating and forced down periods, e.g., 

electronic control equipments may fail even when the 

machine is forced down. 

Hanifin as reported by Buzacott and Hanifin [27], 

based on a case study of transfer lines has reported that 85 

percent of the failures were single station failures, and out 
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of these in 93 percent of the cases, the cause of failure 

was operation dependent. Hence in this study the failures 

have been assumed to be operation dependent only. 

6.3 THE SIMULATION MODEL 

For the sake of convenience and computational efficiency, 

the simulation model of a flow line subject to failures was 

developed in two blocks as described below and the flow charts 

for which are given in Figs. 6.1 and 6.2; The following 

assumptions have been made in order to develop the model : 

System processes only one type of product. 

The failures of the stages are operation dependent. 

The first stage is never starved and the last is never 

blocked. 

There are no work rejections or rework at any of the 

stages. 

Enough repairmen are available, and each breakdown is 

attended to immediately without waiting. 

Up and down times of the stages are mutually independent 

and are exponentially distributed. 

Repairs do not impair the performance of the stages, 

i.e. a repaired stage performance is as good as of a 

new machine. 

6.3.1 Block 1 : Line Without In-Process Buffers 

The line without inprocess buffers was simulated by 

employing the event to event variable time increment model 
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(Fig.6.1). The breakdown of a stage would mark the occurrence 

of an event, while the state of the system is defined by 

CLOK, SUT and a /ector UT(I), 

where, CLOK : Total time elapsed since the start of the run 

SUT Sum of the elapsed up times of the line 

UT(I) : Time to failure of stage I, (I = 1,N). 

After the occurrence of an event the repair time of 

the down stage is generated and the state of the system is 

updated, Next the time to failure (uptime) of the repaired 

stage is generated and the system is scanned to search for 

the next earliest event. The number of units processed are 

stored in the buffer at the end-of the line, while CLOK keeps 

a record of the elapsed time. After allowing for the warming 

up time, to enable the system to reach steady state, the 

statistics of interest were recorded after fixed time inter-

vals of 100 time units. After the estimated length of run 

(LOR), the standard error of the mean efficiency was computed. 

If acceptable, the simulation was terminated, otherwise LOR 

was incremented by 1000 time units and sequential testing was 

employed. 

6,3.2 Block 2 : Line With Finite In-process Buffers 

In this case the system has been simulated by using the 

fixed increment time flow mechanism (Fig. 6.2). One time unit, 

which has also been taken as the unit processing time at the 
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stages, has been selected as the fixed time increment. The 

cycle time (MFT + MRT) has been taken as 100 time units and 

to increase the computational efficiency the time to failure 

(TTF) and the time to repair (TTR) are rounded off to integer 

values. After every one time unit, the 'line is scanned to 

check the states of the stages and the inprocess buffers. If 

a stage has broken down, its repair time is generated and if 

the repair of a down stage has been completed, its next time 

to failure is generated. The input and output buffers at the 

stages are checked to determine if a stage is in operating or 

forced down state. After updating the states of all the stages 

and the inprocess buffers, the CLOK is advanced by one time 

unit. 

After allowing the system to warm up, initial statis-

tics of interest were recorded and simulation test performed 

for the predetermined length of run (Chapter 3). The length 

of the simulation run was selected so as to achieve an accuracy 

of + 1 percent at a = 0.05, in computing the mean efficiency. 

After computing the results, the buffer level was updated for 

the next simulation. 

For each simulation run, the system was started with 

all the interstage buffers half full and all the stages start-

ed simultaneously. 
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6,4 EFFICIENCY OF LINE WITHOUT BUFFERS 

In case of automated production lines, with no inprocess 

buffers, analytical models are available for predicting their 

efficiency. These models do not account for the nature of up 

and down time distributions of the stages, they however, 

consider the type of failure. 

When a line is subject to time dependent failure, that 

is the failure mechanism remains active during the forced down 

time also, the line efficiency is given by the well known 

formula, 

N 
- n R. 0 _1=1  1 

... (6.1) 

However, when the failures are operation dependent, • 

that is a forced down stage cannot fail, the efficiency of 

the line is given by equation (6.2), (Barlow and Proschan 

1 	 ... (6.2) 

1=1 

Equations (6.1) and (6.2) yield significantly different 

results except for the case when N 1 and/or Ri. 1.0 V i. 

The difference can be important especially when Ri  is low 

and N is large. For example, when Ri  = 0.8 V i and N = 3 

the system efficiencies calculated for the time dependent and 

operation dependent cases are 0.5120 and 0.5714 respectively. 
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The valuesof obtained from equation (6.1) and (6.2) are 

compared with the simulated values in Table 6.1. Student's t-

test revealed, that there is no significant difference between 

the results given by simulation and the equation (6.2) 

Table 6.1 	Efficiency of Line with Zero Inprocess Buffei's 

Ri  (i = 1,6) = 0,8, 0.55, 0.85, 0.8, 0.75, 0.8 

N 
	 Predicted 39 	 Simulated 11 

Equation( 6.1) Equation ( 6. 2) 

2 .6800 .7010 

roe 

.7027 

3 .5780 .6238 ,6209 

4 .4624 .5397 .5390 

5 .3468 .4574 .4552 

6 . 	.2774 .4105 .4121 

6.5 EFFICIENCY OF LINE WITH INFINITE CAPACITY BUFFERS 

When breakdown of one stage of the system has no 

effect on the working of other stages in the line (i.e. the 

forced down time of stages is zero), then all the stages work 

independently and in such a case the slowest stage determines 

the efficiency of the line. For such a situation, the effi-

ciency is given by equation (6.3) 

t oo = min (R1, i = 1,N) 	 ... (6.3) 
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6,6 EFFECT OF BUFFER DISTRIBUTION 

Consider an automated production line with k identi 

cal workstations and having total inprocess buffer capacity of 

Z units. The k-station line can be divided into N stages by 

grouping k' = k/N stations together. The total buffer would 

then be divided into M = N-1 inprocess storages. If A is the 

efficiency of each station, then the efficiency of each stage 

(R) is given by : 

R = 	+ 	 -1 

If the number of stations grouped into a single 

stage is large, the stage efficiency would be low. Effect of 

the number of inprocess buffer storages (N) on the efficiency 

of a line with k = 12 and z = 330 is illustrated in Fig, 6.3. 

In this figure it can be seen that as the parameter M is 

increased, the value of 'lop  increases, thus increasing the 

scope for improvement in the system performance due to the 

inprocess buffers. The value of 	(Fig. 6.3) also goes on 

increasing as M is increased. 

In order to study the effectiveness of the buffer, 

let us define the buffer effectiveness (E) by equation (6.4) 

... (6.4) E men•Yeet 
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For the total buffer of 330 units, when the line is 

divided into two parts with a single inprocess buffer, E comes 

out to be as 0.71, while E = 0.96 when the line is divided in-

to 12 stages allocating 33 units capacity to each inprocess 

buffer. Thus for achieving high buffer effectiveness, effort 

should be made to divide the line into as many stages as 

possible. However, the reliability of all the stages should 

almost be identical. 

6.7 SIMULATION RESULTS 

The object of simulation experiment was to generate 

data for developing an empirical model of the system efficiency. 

Since the efficiency is more sensitive to changes in N and S, 

specially when their values are small, more weightage has been 

given to their lower levels. Simulations were run for.all the 

factor combinations at the following levels : 

N e 	2,3,4,...6,8....l2,15,20 

KS : 

R : 	0.8, 0.85, 0.90, 0.95 

6.7.1 Influence of Line Parameters on Efficiency 

The effect of number of stages on the efficiency for 

various values of KS is illustrated in Fig. 6.4 for Ri=0.8, 

0,85, 0,9 and 0.95. As the length of the line is increased, 

the decreases, the effect being more at lower levels of N, 

and for smaller values of inprocess buffer. When KS is large, 
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the increase in the length of line beyond a certain level, 

has insignificant effect on the system efficiency. Fig. 6.4 

shows that the sensitivity of srl to, changes in N and KS decreas-

es as the reliability, of the stages is increased. 

From Fig.6.5 it can be noted that the production effi-

ciency increases rapidly with increasing inprocess storage 

size, however, beyond S = 3KS, the improvement in the rate of 

increase in efficiency slows down considerably. It can also 

be observed that the gain due to inprocess storage is remark-

able in case of longer lines. 

Fig. 6.6 illustrates the effect of MFT on the line effi-

ciency for the selected values of MRT. As the MFT is increased, 

the reliability of the stages increases, causing increase in 

the line efficiency. In this case again the system is more 

sensitive to changes in MFT at lower levels. The effect of 

MRT on the '1 for a 5 stage line with Si  . 10 V i is illustrat-

ed in Fig. 6.7 for several values of MFT. For a fixed value of 

MFT, increase in MRT reduces the reliability of the stages and 

hence a loss in efficiency. 

6.8 DEVELOPMENT OF EMPIRICAL MODEL 

The graphical analysis of the simulation data has 

revealed that the vs KS curves (Fig. 6.5) for various values 

of N and R could be plotted as straight lines by transforming 

the scale of KS to a newly defined parameter (KS + K)/(KS+K+1). 
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Where the value of the constant K would vary with N and R. 

For each combination of N and R, the value of K, which gave 

the least sum of the squares of the differences between the 

simulated and predicted values, was obtained by employing a 

systematic search procedure. (Appendix A4.1, Chapter 4). 
In each case the coefficient of correlation between the simu-

lation and predicted values was greater than 0.995. 

Figs. 6.8(a) and (b) show the plot of efficiency as a 

linear function of (KS 10/(KS+K+1) for some combinations of 

N and R which had the values of K close to 0.0. and -0,11 

respectively. 

The nature of variation in K with N, for several values 

of R is illustrated in Fig. 6.9. The relationship between K 

and N for each value of R could also be transformed to linear 

form by plotting (N+J)/N instead of N against K. The value of 

J was found to be very close to 2, for the range of R consider-

ed in this study. The relationship between K and (N+2)/N is 

illustrated in Fig. 6.10. 

From Fig. 6.8, the following expression for the effi-

ciency of the system could be derived 

01N 	(1 	Es tx ) 
= 1100  - __2a_ 	KS+K+1 

KS 
(1+ R.-$.1) 

KS 	'co \ 'co - 'o KS + K +1 
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RSince 	= V i 

= R 

and 1 + 11-R)  
1=1 

R + N(1-R) 

Substituting the values of N 	in equation (6.5), the oo 
following expression for 	is obtained. 

_ 
KS - 	 EKS + 	+ 1— 	(6,6) 

KS + K + 1 	R + N (1-R) 

From Fig. 6,10 for each value of R, the value of K could be 

expressed as, 

K = A + B (N+2)/N 	 ... (6.7) 

The values of the constants A and B for various values 

of R obtained by the method of least squares, along with the 

coefficients of correlation obtained, are given in Table 6.2. 

Table 6.2 s Values of Constants in Equation (6,7) 

R A B CR 

0,80 -1,75 1.490 .9879 

0.85 -2.04 1. 6556 .9907 
0.90 -2.35 1.8335 .9885 

0.95 -2.63 2.000 .9928 

162 
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The constants A and B can further be expressed as 

linear functions ,of R as follows : 

A = 3.05 - 6.0 R 
	

CR = 0.9998 
	(6.8) 

B 	.1.23-1- 3.4 R 
	

CR = 0.9999 	... (6.9) 

6.8.1 Adequacy of the Model 

The adequacy of the empirical model of line efficiency, 

developed in this chapter, has been checked by making a compari-

son between the empirical and simulation results. Data for 

randomly selected 24 factor .level combinations' of N and KS 

has been compared by employing the two tailed t-test for each 

/value of R = 0.80, 0.85, 0.90, 0.95, as given in Appendix A.6.1. 

In each set of the related data, difference between the predict-

ed and simulated values was found to be insignificant at a=0.05. 

6.9 AVERAGE WORK INPROCESS 

The total work inprocess inventory in a line would 

depend upon the number of inprocess buffers, their capacities 

and their time averaged levels. The average buffer level or 

the average utilisation of the buffer depends upon the line 

operating policy. In a flow line the material may move from 
or 

stage to stage directly/through the intermediate storage, as 

illustrated in Fig. 6.11(a) and (b) respectively. In the first 

case (Fig. 6.11a), when stages complete one operation the work-

piece moves from stage i to stage j directly. The storage J is 

operated only when one of the stages is forced down. In the 

second case (Fig. 6.11b) in one transfer cycle workpiece moves 
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from i to J or from J to j only and not from 'i to j. Thus, 

there would be instances, when storage changes state from 0 to 

1, that stage j would starve for one time unit. In case of 

small capacity buffers, this will lead to average buffer levels 

greater than,  50 percent and may slightly affect the efficiency 

of the line. But when the inorocess buffers are of adequate 

size (KS = 2 or 3), the difference between the two work trans-

fer mechanisms would become negligible. Thus for all practical 

purposes, in case of balanced lines, the WIF can be taken as 

50 percent of the provided capacity. 

6.10 'OPTIMUM SIZE OF INPROCESS BUFFERS 

The provision of inprocess buffers in the line involves 

expenditure. The major costs associated with this would be the 

cost of storage space, cost of material handling and the in-. 

process inventory carrying cost etc. These costs can be divided 

into two groups : 

(1) 
	

Fixed cost (C f) e ) • wEich will depend upon the number of 

inprocess buffers, but not on their capacities. This 

includes the cost of storage space, cost of handling 

equipment and a part of the operation costs. 

Variable cost (CV) : This will depend upon the number 

and capacity of the inprocess buffers, and the inprocess 

inventory and operational costs. 

C I 	C v.(N-1).MRT V  ... (6.10) 
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Then total cost per unit time 

TC = Cf  + CV.KS 

If P is the profit on each unit produced, then addition 

in revenue due to inprocess buffer can be written as, 

AR = 	- '10) P 

and the net gain from the system per unit time is, 

= 	- '10)P 	Cf - Cv KS 	 ... (6.11) 

Substituting the value of '1 from equation (6,6), and solving, 

we get, 

KS G Ain p 	- c 	d KS KS +K+1 	fv (6.12) 

where, 	= 1100  -'10  

Differentiating equation (6.12) w.rit. KS and equating to zero, 

the following expression for the optimum size of inprocess 

buffers, can be obtained. 

KS*  = ,A11-Q4 	- (K+1) Cv 

Then Sm  = KSm  . MRT 

( 6.13) 

... (6.14) 

On account of the term (K+1), equation (6.13) will underesti-

mate the value of KSm  slightly, when the value of LM-70. 

However, this will happen only for small lines with highly 

reliable stages, where the buffer required is very small. 
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6.10.1 Illustrative Example 

To illustrate the utility of the model of optimum in-

process buffer size (equation 6.13), a 10 stage line with the 

following parameters is considered: 

MFT 90 time units 

MRT . 10 time units 

4 	= 1.0 

Cv = 5.00/unit buffer capacity/100 time units 

• P = 300/unit produced 

Since there would be 9 inprocess buffers in the line 

hence, C; = 5 x 9 x 10 = 450 per 10 unit capacity/100 time 

units. For 10 stage line with Ri  = 0,9 V i, 

11oo =0.9 
-1 

0 = [l+ 10(.1/.9)] 	= .4737 

z111 = .4263 = 42.63 percent 

and 
	
K = 	1.8335 (12/10) . -0.1498 

KSN. (42.63(1-.1498) 300/450)
1/2
- .8502 

. 4.065 

or, 	SN  = 41 units 

6.10.2 Sensitivity Analysis 

In practice, it may not be practicable to determine all 

the parameters of the line very accurately and hence a sensiti-

vity analysis of the parameters affecting the system performance, 

would be of practical utility. 
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The value of the optimum size of the inprocess buffer, 

SN, depends upon All, K, P and Cv. An overestimation of P 

will result in higher values of SN, while overestimation of 

Cv will result in lower values of S
N. Since KSN  is a function 

of/Cv, a small change in P or C will not have much effect 

on SN. The reliabilities of the stages (R), effect the value 

of ,01 as well as of K, and the value of R is affected by the 

error in estimation of mean failure and repair times. For a 

fixed value of ACT, the effect of variation in R on the 

values of KSN  and SN  is illustrated in Fig. 6.12. Figure 

shows that SN  is highly sensitive to changes in R. 

6.11 CASE STUDY 

The case considered here is that of a crankshaft manu-

facturing line at :Tatd;Engineering-and Lobbitotile Company, 

Jamshedpur. The data has been taken froM a published case 

study reported by Singh, R.D., et al. [ 119 	The line 

comprises of 40 machines, the average breakdown and repair 

times of which are given in Table 6,3. The processing time 

on each machine is deterministic, while the interbreakdown 

times and the repair times are exponentially distributed. 

When the queue length at each machine is allowed to be as 

large as the number of units produced per shift of 8 hours 

and the line works for 26 days a month 4?  20 hrs a day, 

the annual output of the. line is 24000 crankshafts. 



STORAGE 

STAGE 	 STAGE 

(a) STAGE — STAGE WORK TRANSFER 

STORAGE 

168 

STAGE STAGE 

(b) STAGE- STORAGE—STAGE WORK TRANSFER 

FIG.6.11 WORK TRANSFER MECHANISMS 

FIG. 6.12 EFFECT OF RELIABILITY- OF STAGES ON THE 
OPTIMUM SIZE OF INPROCESS BUFFERS 



169 

TABLE 6.3 : Breakdown data of machines E1191 

(MFT and MRT are in hours) 

Machine 
No. 

MRT MFT 

1 - 1.0 
2 77-.075 271.5 .9746 
3 5.1 271.5 .9816 
4 1.59 543.0 .9971 

5 2.8 4344.0 .9994 
6 3,69 394.9 .9907 
7 5,76 . 	217.2 .9742 
8 3.06 482.0 .9937  

9 2.53 1448.0 .9983 
10 0.50 4344.0 .9999 
11 5.5 724.0 .9925 
12 15.02 120.7 .8893 

13 2.4 2172.0 ,9989 
14 9.72 434.4 .9781 
15 - 1.0 
16 5.79 289.6 .9804 

17 5.08 1086,0 .9953 
18 3.04 620.6 .9951 
19 14.17  1448.0 .9903 
20 4.87  63.0 .9282 
21 - - 1.0 
22 - - 1.0 
23 8.29 289.6 .9722. 
24 4.20 2172.0 .9981 
25 - 1.0 
26 26.08 1085.8 .9765 
27  
28 

2.3 
- 	

. 620.6 	- 
- 

.9963 
1.0 

29 - - 1.0 
30 
31 

2.57 
7.12 

724.0 
188.8 

.9965 

.9637 
32 - - 1.0 
33 1,0 4344.0 .9998 
34 5.83 482.7 .9881 
35 
36 

2.7 
- 

4344.0 
- 

.9994 
1;o 

37  3.83 1086.0' .9965 
38 2.0 4244.0 .9995 
39 3.68 434.4 .9916 
40 5.74 620.6 .9908 



170 

6.11.1 Line With No Buffer 

If the line considered is allowed to run with zero in-

process buffers, that is with machines completely coupled to 

each other, then the line efficiency would be the lowest. 

Assuming the failures to be operation dependent and the process-

ing times to be equal to the processing time of the least 

reliable machine, the line efficiency_ can be obtained as : 

	

40 	1 - A. -1 
= 1 + E 	------. 1 	. 0.66743 or 66.74 percent 

	

i=1 	A, I 

6.11.2 When Infinite Buffer is Provided 

The machines No,12, has the lowest availability, and 

that would be the upper limit of the line efficienCy. In this 

case 11 . 0.8893. Thus the steady state efficiency of the line oo 

under the given conditions could be increased from 66.74 percent 

to 88.93 percent. 

Examination of the breakdown data of the machines in 

Table 6.3 shows a large imbalance in the availability of the 

machines:  Since, it is known that the inproceas buffer is most 

effective only when the line is balanced., therefore, instead of 

providing buffers between all the machines, they should be 

located such that the reliability of all the stages becomes 

more or less equal. It can be seen that 29 out of 40 machines 

have reliability greater than 99 percent, while there are only 

two stages with reliability less than 96 percent. Thus,, the 

line performance could drastically be improved by making the 

following improvements in the design of the system. 
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(i) 	Improve the reliability of machine numbers 12 and 20, 

either by putting additional machines in parallel or 

by replacement with better machines. 

ii) Locate inprocess buffer storages in such a way that the 

line becomes approximately balanced. 

Since cost data of the line is not available, the effect 

of improving the reliability of machines 12 and 20, on the over-

all economy of the system cannot be evaluated, but the cost 

involved is expected to be much smaller as compared to the gain 

from the increased production. Now the lowest reliability in 

the line is 0.96. 

• 

• • 	= 96 percent 

and 	110  = 72.25percent from equation (6.2) 

Since -the line has been assumed to be balanced with 

regard to the processing times, there is no advantage of some 

stages being highly reliable as compared to the others. Hence, 

we divide the line into stages so that reliability of each 

stage is as close to 0.96 as possible. This. reduces the 40 

machines line to 11 stage line. The reliabilities of the 

stages and the grouped machines are given in Table 6.4. 

6,11.3 Average Failure and Repair Times of Stages 

In each stage the average up and down times of different 

machines differ from each .other significantly. In order to 

determine the mean failure and repair times of a stage, the 
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frequency of failures of each machine in the longest failure 

cycle of the stage was determined, and then the frequency 

weighted average value of the repair times of the stage was 

calculated. For example, in stage 2, there are four machines 

(Nos. 3,4,5 and 6) and machine No.5 haS the longest failure 

cycle (LFC) (MFT MRT) = 4346.8 hrs. Mean failure and 

repair times are determined as under : 

Machines in stage 2 

Average down time of 
machines (MRT) 

Average up time of 
machines (MFT) 

Frequency of failures (f) 
in LFC . 4346.8 

3 

5.1 

271.5 

15.715 

4 	5 

1.59 	2.8 

5P3.0 4344.0 

7.98 	1.0 

3.69 

394.9 

10.905 

Ef ., 35.6 

ELMRT. 135.8742 

Mean repair time of stage 2 = Ef MRT 3.8167  
Ef 

LFC Mean failure time of stage 2= L  --- .mRT 118.284 E f 

The availability of the stage determined from the 

failure and repair times could be checked with the availabi-

lity determined by equation (6.2). The values of the MFT 

and MRT for different stages are given in columns 4 and 5 in 

Table 6.4. 
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6.11.4 Allocation of Inprocess Buffer 

The 11-stage line is now almost balanced with respect 

to the availability of the stages, but the MFT and MRT are 

different for different stages. Since the effect of an inter-

stage buffer storage is maximum on the adjoining stages, its 

capacity can be fixed as a multiple of the average of the 

MRT's of the stages on its up and down stream sides, i.e., 

K S S .J 	2 = 	(MRT j-1  MRT j) -1  

The values of inprocess buffers to be provided when 

KS = 1 are given in Table 6.4. 

6.11.5 Efficiency of Line with Finite Inprocess Buffers 

For determining the efficiency of the line correspond-

ing to various values of KS, the empirical model developed in 

Section 6.8 can be used. 

N N 1+K = 	-
N 
- 

KS 00 
 

co 0 KS+K+1 

For N = 11, and R = 0.96, from equations (6.2), (6.3) and (6.7) 

we get, 

,100 = 0.96 

0 . 0.7235 

K 

Then efficiency for finite inprocess buffers of size 

KS will be given by 

. 0 96 -21221aL Ks 	- 	.  
Ks+0.81686 
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The values of 11KS 
determined from the above equation 

have been compared with the simulation results in Table 6,5, 

The difference has been found to be less than 1.0 percent in 

most of the cases. The mean difference is 0.515 percent only. 

The slightly higher values obtained by simulation may be attri 

buted to the error involved in rounding up the mean failure 

and repair times to integer values. The error involved, 

however, is so small that it will not effect the optimum size 

of the inprocess buffers. The optimum value of inprocess 

buffer size can easily be obtained by employing the equation 

(6,13), once the costs involved in the provision of inprocess 

buffers are known. 

Similarly by improving upon some more stages the values 

of 0  and co could further be improved. That will require 

larger number of storage points. But the utility of such 

improvements can be assessed only by cost analysis, 

6,12 CONCLUSIONS 

From the results reported in this chapter the following 

conclusions can be drawn : 

(1) 	The distribution of inprocess buffer in a flow line,  

having unreliable stages and fixed processing times, 

have a significant influence on the line performance. 

A large number of small capacity buffers are comparati 

velY more effective than a few large sized buffers, 
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Table 6.4 : BreaXdown Data of 11-stage line 

Stage 
No. 

Machines 
grouped 

R MRT MFT Buffer size 
for KS . 1 

1 1 - 2 .9746 7.025 271.5 a 
2 3 - 6 .9692 3.817 118.28 5 
3 7 - 11 .9600 4.93 108.32 4 
4 12 .9600 5.03 120.7 5 
5 13 - 15 .9770 8.48 360.3 7 
6 16 - 19 .9600 5.89 145.86 7 
7 20 .9600 4.87 116.88 5 
8  21 - 24 .9704 7.80 25 4.23 6 
9 25 - 30 .9697 7.91 249.75 8 

10 31 .9637 7.12 188.8' 8 
11 32 - 40 .9665 4.55 128.08 6 

Table 6.5: Predicted and Simulated Efficiency of n-stage line 

KS , 	Predicted II Simul2t ed percentage 
Error 

0 72.35 73.13 1.07 
1 85.37 86.07 0.81 
2 89.14 90.15 1.12 
3 90.94 91.47 0.58 
4 91.99 92.23 0.26 
5 92.68 92.98 0.32 
7 93.53 93.97 0.47 

10 94.21 94.35 0,15 
15 94.78 95.00 0.23 
25 95.25 95.87 O. 65 

co 96,00 96,00 
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(2) The efficiency of the flow line system having unreliable 

stages, can very closely and efficiently be predicted 

by employing the empirical model presented in this 

chapter. 

(3) If the costs associated with the inprocess buffers are 

available then the size of the inprocess buffer can be 

optimised by employing the relation proposed in this 

chapter (equation 6.13). 

The models presented are applicable over a wide range 

of .the line operating parameters, and hence can be applied to 

a variety of practical system. 
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CHAPTER-.7 

UNBALANCED FLOW LINES WITH UNRELIABLE STAGES 

7.1 INTRODUCTION 

A flow line having constant operation times and un-

reliable stages has been defined to be unbalanced, when the break-. 

down characteristics of the stages are non-identical and/or the 

inprocess buffers are of unequal size. In practice, it may not 

be possible to have perfectly balanced lines. Some stages may 

have comparatively higher reliability ( good stages) than others 

(bad stages). The location of a bad/good stage in a line would 

affect its efficiency as well as the average work inprocess in-

ventory (WIP). Similarly, the distribution of total inprocess 

buffer capacity.in between the stages would influence the system 

efficiency and the WIP. Provision of inprocess buffers involves 

huge expenditure in terms of money and hence, determination of 

the optimum buffer distribution plan is one of the important 

aspects, of the flow line design. 

Review of literature (Chapter 2) reveals, that rela-

tively limited attention has been paid towards the study of the 

performance behaviour of unbalanced automatic transfer lines, 

Most of the reported studies are limited to the analysis of two 

stage systems only and some of the findings are contradictory. 

Further, the performance behaviour of a few of the important line 

configurations such as with stages arranged in the bowl(worst 

stage in the middle) or inverse bowl ( best stage in the middle) 
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formations, remain unanalysed. Studies reported so farE24,451 

104-106 118:1, relate to the effect of the line layout and buffer 

allocations on the production rate of the system, whereas, the 

effect of buffer allocation policies and the type of line layout, 

on the WIP inventory has not been investigated satisfactorily. 

The simulation results presented in this chapter re-

late to the effect of line layout and buffer allocation policies 

on the unbalanced line efficiency and WIP inventory. 

7,2 SYSTEM MODEL 

The flow line system analysed in this chapter is simi-

lar to the one modeled in Chapter 6, Operating policy for the 

system and assumptions given in Sections 6.2.1 and 6.3 respec-

tively are also valid in the present case, except, that different 

reliability values and inprocess buffers, have been assigned to 

various stages of the line. The production rates of all the 

stages are identical and constant, and have been taken to be 

as unity. While the tin and MRT would be different for different 

stages, the ACT has been kept constant and equal to 100 time 

units. 

7.3 DISTRIBUTION OF FAILURE AND REPAIR TIMES 

It was pointed out in Chapter 3 that failure and re-

pair time distributions of a stage, has mostly been assumed to 

be exponential. However, to study the influence of the co-

efficient of variation of the failure and repair times, normal 
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distribution has also been employed in addition to the exponen-

tial distribution. In addition, in some of the cases Erlang dis-

tribution has been used, but it has been found to consume larger 

CPU time as compared to normal distribution case, especially at 

higher values of Erlang shape factor. 

7.4 LENGTH OF SIMULATION RUN 

In this study,the system efficiency has been taken as 

the major response, and based on the same, the length of simu-

lation run has been fixed as per method discussed in Chapter 3. 

The LOR depends upon the combination of system parameters, and 

could vary widely with N,R or CV. For the range of N and R con-

sidered in this study, the following values of LOR have been 

found to give the mean efficiency well within + 1 percent at 

a 	0.05. 

Distribution of failure 
and repair times 

LOR (Time units) 

Exponential 80,000 

Normal, CV = 0.5 35,000 

CV = 0.2 17,000 

Four replications of each run were obtained so as to 

bring the accepted error within + 0.05 percent. The details of 

the simulation model are the same as in Chapter 6.. 

7.5 RESULTS AND DISCUSSION 

The following results have been presented in this 

chapter. 
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i) Effect of the location of the good/bad stage an line 

efficiency, 

ii) Efficiency of line with unequal reliabilities of 

stages. 

iii) Efficiency of line with unequal buffers, 

iv) Efficiency of line with unequal reliabilities and 

unequal buffers. 

v) Work inprocess inventory. 

7,5,1 Effect of the Location of the Good/Bad Stage on Line 
Efficiency 

The influence of the location of a particularly good 

or bad stage in a flow line has been studied by employing in-

process buffers of equal capacity (Si.S Vj), Simulation results 

have been obtained for three and five stage lines. With values 

of S ranging from ;1 to 50 and for the exponential and normal 

distributions ( CV = 0,05) of the failure and repair times of 

the stages, The values of efficiency of the line with bad stage 

(R . 0.85) placed in the beginning, middle and at the end of 

the line are given in Table 7,1, Each set of data was analysed 

by employing the Wilcoxon T-test and in each case it was found 

that at a 0,05, the layout with bad stage at either of the 

two ends was better than the one with the bad stage in the 

middle, The layouts with bad stages in the beginning and end 

were found to be equally efficient, From these results it can 

be concluded, that installation of a bad stage in the centre of 

the line should be avoided and conversely good stages should 

be located in theniddle of the line. 
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TABLE 7,1 - Efficiency of Production Lines with Non-identical 
Reliabilities of Stages 

(ACT = 100, Si  . S Vi, Ri= 0.95 V I except i=j,Ri= 0,85) 

.Exponential failure and repair times 

S 

N = 3 
3 	1 2 3 1 

N . 5 
3 5 

1. 78,17 77,34 77.86 71,07 71,4d 72,40 

2 78.43 77.95 79.10 75,00 74.58 74.68 

3 79.52 79.85 79.83 76,14 75.55 75.08 

5 81.29 79.33 80.81 78.94 78.48 78.85 

7 81.78 81.16 82,01 79,86 79,37 79.88 

10 82,73 82.43 83,08 81,18 81,04 82.47 

15 82,83 82.94 83,81 83,65 82,45 83,41 

25 84.21 83.97 84.03 84.54 83.87 85,09 

50 84,65 84,62 84,64 85.08 85.03 85.54 

Normal failure and repair Times(Cv= 0.5) 
N = 3 N = 5 

1 2 3 1 3 5 

1 79.38 79,19 79.03 74,77 73.97  74.07  

2 80,38 80.20 80,67 76,77 76,70 76,77 

3 81,71 81.23 81,14 78.96 78,88 78,68 

5 83.51 83,17 83.49 82.60 81,85 82.51 
7 84,55 84.08 84,19 84.34 82.95 84.59 
10 84.80 84.84 85,02 85,03 84.79 84.95- 

15 85.28 85.05 85.21 85.04 84.97  85.01 

25 85.49 85.27 85.44 85.46 85.39 85.47  

50 85.62 85.45 85.62 85.50 85.55 85,76 
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7.5.2 Efficiency of Line with Unequal Reliabilities of Stages 

In case of flow lines, where the reliabilities of all 

the stages differ, arrangement of stages so as to achieve the 

maximum production efficiency should be determined. In order to 

investigate into this problem, the performance of the following 

four configurations of a 6-stage line, having equal inprocess 

buffers (Sj= S Vj) were compared, 

i) Stages arranged in a manner such that their reliabi- 

lities increase from beginning towards end, 

ii) Reliabilities of the stages decreasing from beginning 

towards end. 

iii) Reliabilities of the stages decreasing upto centre 

and then increasing ( bowl formation). 

iv) Reliabilities of the stages increase upto centre and 

then decrease ( inverse bowl formation) 

Simulation results for the above mentioned configura-

tions are given in Table 7,2, The line configurations with re-

liabilities arranged in the increasing or decreasing orders are 

equally efficient. Thus, when the order of stages in a line is 

reversed, the efficiency of the system remains unchanged, or 

we can write t. 

r (1111R2„, RN-1, N) = r (RN, RN....1  ,,„ R2,Rl 
	„ (7,1) 

This result supports the findings of Sheskin L118.1, 

However, the results of Table 7.2 indicate that the line with 

reliabilities arranged in inverse bowl configuration yields 
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better efficiency, as compared to others, whereas, the efficiency 

in case of bowl configuration is the least. 

7.5.3 Efficiency of Line with Unequal Buffers 

It is well known that the provision of inprocess buffers 

helps to improve the efficiency of the flow line systems, The 

distribution of the total inprocess buffer between the various 

intermediate storages however, is an important problem in the 

flow line design. Sheskin L.118:1suggested that, in a line with 

equally reliable stages, equal inprocess buffers would lead to 

maximum production rate, The simulation results reported in the 

previous sections of this chapter, however, indicate that the 

middle of the line is more critical and required better atten-

tion. To investigate into the influence of unequal buffers on 

the performance of a line having identically reliable stages, 

simulation was run for a 6-stage line, for several arrangements 

of buffer allocations pertaining to the bowl and inverse bowl 

configurations. In each arrangement it was assumed that 

N 
E S. = 25 units 

j=2 

Fig,7.l illustrates the results for a line with ex-

ponentially distributed failure and repair times of the stages.  

whereas, Figs.7.2 and 7,3 relate to simulation results corres-

ponding to the normally distributed failure and repair times. In 

Figs.7.1 to 7.3, the point of maximum efficiency can be seen to 

lie towards the left of equal buffers ordinate at R = 0.85 

and 0.90, while for R = 0,95, the maximum efficiency corresponds 
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to the equal buffers arrangement. Thus, in case of lines having 

smaller reliability of the stages, maximum efficiency is obtain-

ed by allocating larger share of the inprocess buffer to the 

middle of the line ( inverse bowl formation of buffers), This 

contradicts the results of Sheskin C:118:1. Examination of the 

results in each of the Figs,7,l to 7,3 shows that smaller the 

reliability of the stages, greater is the imbalance required in 

buffers, to achieve the maximum output from the system, Figs,7,1 

to 7,3 also reveal that the improvement obtained in efficiency 

by providing unequal buffers is comparatively more prominent when 

coefficient of variation of the failure and repair times is low, 

7.5.4 Efficiency of Line with Unequal Reliabilities and Unequal 
Buffers 

When reliabilities of the stages in a production line 

are unequal, interstage buffers of unequal capacity have to be 

provided to achieve maximum output from the line, It has generally 

been the practice C:24,45,104,118:1, that larger buffers be placed 

close to the stations with lower reliabilities, To check the 

applicability of this conjecture, extensive simulation runs were 

made for various line configurations, using a number of buffer 

allocation policies in each case, The results for lines with 

N=3,5 and 7 with one stage particularly good/bad are illustra-

ted in Figs.7.4-7.6. Fig.7.4 indicates that when R1=(,95„85,.85) 

a slight improvement in efficiency, over that attainable for a 

line with equal buffers is possible by allocating larger sized 

buffers to the second bunker, and that a larger buffer in the 

first bunker improves the efficiency when Ri  = (.851.85„95), 
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Similarly, performance of the system could be improved by allo-

cating larger share of the buffer to the first and second bunkers 

in case of R. =(.85,.95,.95) and (,95„95„85) respectively. 

In case of symmetrical arrangements, R = (.85,.959.85) and (.95, 

.859.95), equal size of the two bUffers led to maximum efficiency, 

Though the improvement in efficiency has been found to be quite 

small, results do support the conjecture that larger share of 

buffers be allocated to the storages close to the bad stages. This 

result has further been confirmed in Figs.7.5 and 7,6, In case of 

5-stage line (Fig,7,5), when the middle stage is less reliable 

(R
3
= .85), buffer allocation of 3-7-7-3 results'in maximum effi-

ciency, whereas, buffer allocations of 7-5-5-3 and 3-5-5-7 gave 

the maximum efficiency when the bad stage was in the beginning 

and at the end of the line respectively, A similar trend is also 

demonstrated by the, data given in Fig,7,6, It should however be 

noted that in all the cases very large imbalances bring down the 

production efficiency, 

Fig,7,7 shows the efficiency of the line when the 

reliabilities are arranged in the, 

a) decreasing order 

b) increasing order 

c) bowl configuration 

d) inverse bowl configuration 

It should be noted that in case (a) the buffer alloca-

tion S = 1,3,5,9,7 gives better efficiency than the allocation 

Sj= 1,3,5,7,9, and in case (b) the allocation policy S,.7,9,5, 

3,1 is better than S,=9,7,5,3,1, In case (c) inverse bowl 
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formation of buffers has proved to be beneficial, however, the 

reverse of this is not true, When the reliabilities are in the 

inverse bowl form, case (d), a very small improvement in effi-

ciency is possible, and that too corresponding to a small im-

balance in the inverse bowl formation of buffers, Thus, the 

rule that larger buffers be allocated to lesS reliable stages 

does not hold true in all the cases, and has to be applied with 

caution, 

In almost all the cases it has been observed that 

the central part of the line is more critical, Stages in the 

Middle of the line should have higher reliability or the larger 

share of inprocess buffer be allocated to them. Bad stages or 

smaller buffers near the ends of the line do not have signifi-

cant effect on the line performance, When bad stages are in the 

middle of the line (Fig.7.7c) large improvementsin efficiency 

are possible by making proper allocation of inprocess buffers, 

However, the maximum efficiency obtained in this case is not 

comparable to the efficiency of the line when more reliable 

stages are in the middle ( Fig.7,7d), 

7,5,5 Work In-Process Inventory 

The average inprocess inventory in a flow line depends 

upon a number of factors including the breakdown characteris-

tics of the stages, layout of the line, capacities of the inter-

stage buffers and the buffer operating policy, The WIP has been 

found to differ considerably for different line layouts and 

buffer allocations, 
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Fig.7,8 showS the variation in.WIP for a three stage 

line, where the stages with unequal reliabilities are arranged 

in different orders, It can be observed that when the firSt stage 

is less reliable than others, Ri  = (.85, .95, .95), the inven-

tory held in line remains at lower level, while in case, when 

Ri= .95, .95, .85, inprocess inventory remains high. The distri-

bution of the inprocess buffer between the intermediate storages 

also has a great bearing on WIP, With total inprocess buffer of 

10 units (S2  S3  = 10), when 82  < S3, WIP is low, and larger 

the difference (53-82), the smaller is the WIP. The reverse is 

true when S2 > 83' In Fig,7,8 it can be seen, that the 
varia-

tion in WIP due to change in buffer allocation is more prominent, 

when the reliabilities of the stages are symmetrical about the 
and for 

centaT(Ri . = ,95, .85, .95)/the case R. = .95 Vi. When the. total 

inprocess buffer is increased from 10 to 100 units, the varia.. 

tion in WIP with a change in buffer distribution (Fig.7.9) is 

quite small for the cases, R1  = ,85„95, .95 and Ri=. .951.951.85, 

but the change is significant in case of the symmetric lines, 

Ri 	.95, .85, .95 and Ri  = .95 Vi. 

Some WIP results for a 6-stage line having unequal 

reliabilities of the stages and equal inprocess buffers have been 

given in Table 7,2, From the results of Figs,7,7 and 7,8, and 

Table 7,2, it can be concluded that a bad stage at the end or a 

good stage in the beginning of the line results in higher inprocess 

inventory, and reverse is true when a good stage is placed at the 

end or a bad stage is put in the beginning of the line. 
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TABLE 7.2 Comparison of Some Line Layouts 

= 6, CV= 0,5 	Sj=5V j ) 

R.(i=1'  N) n percent WIP percent 

.85,.85,.90,.90, 

.95,.95 71.03 31.24 

.95 	951 .90,90, 

.85$.85 71.00 62.38 

.95,.90,.85,.85, 

.90,.95 70.71 50.08 

.851.901.95).95, 

.90„85 73.48 49.96 

Fig.7.10 shows some of the results for a 5-stage•line, 

for three layouts, with bad stage in the end, beginning and 

middle respectively. In addition to the effect of buffer dis-
tribution, the effect of variabilities in failure and repair 

times has also been illustrated in this figure. For the case of 

lines with less reliable stages in the end (R5= .85), the WIP 

for various buffer allocations remains high for exponentially 

distributed failure and repair times, as compared to the case 

when failure and repair times are normally distributed with 

CV .o.5 and CV = 0.2. The reverse of this happens when the first 
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stage is less reliable (R1=.85), This shows that when the varia-

bility of the failure and repair times increases, the performance 

of the bad stage further deteriorates, causing frequent blocking 

in the material flow within the line. Fig.7.10 shows that irres-

pective of the arrangements of the stages, larger share of buffer 

in the beginning of the line leads to increase in the WIP, while 

the larger share of buffer towards the end helps to reduce the 

WIP. 

In case of symmetric lines, with buffers symmetrically 

distributed about the centre, the WIP is affected by the operat-

ing.policy of the line as discussed in Chapter-6. Since stage-

storage-stage material transfer mechanism has been employed in 

this study, the WIP remains a little higher than 50 percent, when 

the inprocess buffers are small. A comparison of symmetric cases 

in Figs,7.8 and 7.9 will show that while WIP is nearly 60 percent 

in case of 82  = 83  = 5, it reduces down to 50 percent when S2= 

S3  = 50, In Fig.7.10, when 	S. = 20, the WIP remains at about 
i'=1 

57 percent in all the symmetric arrangements. 

7.6 CONCLUSIONS 

The following conclusions can be drawn from the results 

reported in this chapter. 

1) 	A bad stage located in the middle of the line results in 

lower efficiency as compared to its location at the ends 

of the line. 
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2) ' A good stage located either in the beginning or in the 

end of the line has similar effect on the line efficiency. 

However, a good stage in the beginning results in higher 

inprocess inventory as compared to its location in the 

middle or erd of the line, 

3) BufferS arranged in decreasing order lead to higher WIP 

inventory as compared to their arrangement in increasing 

order. However, both the allocations are equally , effi. 

dent. 

4) When the reliabilities of all the stages in a line are 

identical, provision of slightly higher buffers in the 

middle of the line leads to some what better performance, 

5) When the reliabilities of the stages are unequal, follow. 

ing allocations are recommended, 

Reliabilities 

Increasing order 

Decreasing order 

Bowl formation 

Inverse bowl formation 

Buffer allocation  

Inverse bowl, skewed to right 

Inverse bowl, skewed to left, 

Inverse bowl 

Inverse bowl or equal 
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CHAPTER — 8 

FLOW LINES WITH RANDOM OPERATION TIMES AND UNRELIABLE STAGES 

8.1 INTRODUCTION 

It has been discussed in Chapters 4 and 6 that the 

'inefficiency of a flow line system is mainly on account of 

delay in production, which in turn is caused due to variabi-

lity in production rates of the stages. Out of numerous 

external and internal factors, which affect the production 

rate of a stage, two factors which contribute to the ineffi-

ciency, in a major way, have been considered independently 

in Chapters4 to 7. 

In Chapters 4 and 5, the variability in operation 

times of the stages has only been considered, while the 

stages were assumed to be 100 percent reliable. In Chapters 

6 and 7, the operation times of the stages were assumed to 

be fixed and only the breakdowns of the stages were accounted 

for. In practical situations, however, both the causes of 

variability would be present simultaneously. This aspect of 

flow line systems has not been investigated in detail. 

It has been indicated in Chapter 2, that only two 

research papers [26 52] have been reported in literature, 

which consider the operation times to be random as well as 

the stages to be unreliable. 'For such a situation, develop-

ment-of the analytical model is restricted to two stage 



202 

systems only. An approximate method for the determination of 

the average cycle time has been proposed by Buzacott [26]. 

In this chapter, an indepth study of Buzacottts approximate 

model has been made, using simulation methodology, so as to 

check its validity and applicability to the system considered. 

8.2 SYSTEM MODELLING AND ASSUMPTIONS 

The system chosen for this study incorporates the 

design features of the systems modelled in Chapters 4 and 6. 

The processing times of the stages have been assumed to be 

random and each stage is liable to fail. The failure and 

repair times of the stages has also been taken to be random..  

The line has b'en assumed to be balanced with 

4 V i 

MFTi 	MFT V i 

MR .Ti 	= 	MRT V i 

Si 
	

s v j 

i= 1—> N and J = 2—> N 

The failure and repair times have been assumed to be 

exponentially distributed, while exponential as well as normal 

distributions have been employed to define the processing 

times. 

8.3 SYSTEM SIMULATION 

The simulation model employed in this chapter, is a 

combination of the simulation models employed in Chapters 4 



203 

and 6. In this case, the system has been simulated in two 

blocks, one for line without buffers and the second for line 

with finite buffers. 

8.3.1 Line Without Buffers 

For this simulation study variable increment time 

flow mechanism has been employed (Fig. 8.1). The system 

starts with all the stages in working condition and in idle 

state. To begin with failure times of all the stages, FT(I), 

are generated. For each work unit the processing times at 

all the stages (PT(I)) are generated, and the progress of 

the work unit through the line is followed. Starting with 

the first stage, the state of each stage is checked and the 

service beginning times SB(I), service ending times (SEM)/ 

and failure times are updated. As the work unit leaves the 

Nth stage, a counter, employed to register the number of units 

produced, is advanced by unit Y. As soon as the failure time 

of a stage reduces to zero, i.e., a stage breaksdown, its 

repair time is generated. This corresponds to forced down 

time of the line. After updating the state of the failed 

stage, its next failure time is generated. 

To eliminate the initial bias, sufficiently long warm 

up period is allowed, after which the system is run for the 

estimated length. The mean efficiency and the standard error 

of the mean efficiency are then determined. If the error'is 

within the accepted limits, the simulation experiment is 
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UT(J)4- UT(J) -PT(J) 

PRINT RESULTS 

'COMPUTE RESULTS 

GENERATE RT(J), UT (J) 
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(START READ N,ACT,EMU,R (I) 
Ia1)N WUP 'RUN 

     

GENERATE PT (I)) UT (I) I = 1,N 
K NT 	WUP 

 

      

          

          

          

Or SE (1)4- S B (I) + PT (I) 
UT (I)*-UT(/)- PT (I) 
SB (J) 4--SE (I) 

t•-1) .P.1+ 1 , se (1) .."-o 

4- 

'FIG.8.1 FLOW CHART FOR SIMULATION OF FLOW LINE WITHOUT INPROCESS 
BUFFERS 
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terminated, otherwise the LOR is incremented by 1000 time 

units. 

8.3.2. Line with Inprocess Buffers 

In order to study the performance of a flow line, having 

variable operation times with stages liable to breakdowns, and 

provided with intermediate buffers, simulation model shown in 

Fig. 8.2 was employed. In this case, to start with, all the 

stages were assumed to be in working condition with inprocess 

buffers half full, The times to failure and the processing 

times of the stages were generated. The completion of opera-

tion on a work unit by a stage marks an event. At the 

occurrence of earliest event, the state of the affected stage 

(j) is checked. Its time to failure, (FTJ) input and output 

buffers, (ISj and IS j}1) and the processing times of all the 

stages are updated. The processing time of the stage j is 

generated next and the line scanned‘to identify the next 

earliest event. As soon as a stage breakeoungits repair time 

is generated and is added to the processing time of the work 

unit being processed at that instant. The output from the 

system is measured by the number of finished work units added 

to the store at the end of the line. A clock is employed to 

register the elapsed, time. After allowing the system to warm 

up for 5000 time units, simulation experiments were run for 

the estimated LOR as discussed in Chapter 3. 
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FIG.6.2 FLOW CHART FOR SIMULATION OF FLOW LINE HAVING FINITE 
INPROCESS BUFFERS 
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8.4 EFFICIENCY OF THE LINE 

The exact analytical model for the flow lines, where 

both the causes of production rate variability, i.e., variabi-

lity in operation times as well as the breakdown of stages, 

are present, is difficult to formulate. Such models are 

limited to two stage systems only. Simulation on the other 

hand consumes large computation time and may not be economical 

under certain practical situations. This led Buzacott [26D 

to develop an approximate method for computing the efficiency 

of such systems. His method requires the determination of the 

effect of two causes of inefficiency on the system performance 

separately, and then the two effects are combined to give 

equation (8.1). 

. P + (E - 	+ (D 	 ... (8.1) 

where F is the approximate mean cycle time for variable 
operation times and unreliable stages 

E is the mean cycle time for variable operation times 
but no breakdowns 

D is the mean cycle time for fixed operation times 
and unreliable stages 

p is the production rate of the stages 

Buzacott assumed the operation times and repair times to be 

exponential, whereas, failure times were geometrically 

distributed. He compared the approximate results with the 

exact analytical results available for two stage lines for 

0 < S < oo, and found that the deviation between the results 
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obtained from the use of analytical model and the equation 

(8.1) was within 1.0 percent. 

In the present study, the failure and repair times of 

the stages have been assumed to be exponentially distributed, 

While the processing time of the stages has been taken to be 

exponential as well as normally distributed. 

8.4.1 Buzacott's Approximate Model in Terms of Efficiency 

Since the mean. cycle time of the line is the reciprocal 

of its production rate, equation (8.1) can be written as 

1 	= 	1. 4. 	1 
	1 	

000 (8.2) 

APP 	't  VT 	Pc BD 

The efficiency of the line has been defined (Chapter 3) 

as the ratio of actual production rate to the ideal production 

rate, i.e., 

=ti (fore = 1) 

1 	_ 	. 1

BD A  ÷ 'PP 

or 	 1 	1 

APP  = °VT 	11BD 
(8.3) 

8.5 SIMULATION RESULTS 

Simulation results have been obtained for a large number 

of parameter combinations, over the range; 0,8 < R < 
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0 < S < 150 and N = 3,5,10,15,20. Results for a few line 

configurations are given in Fig.8.3. This figure illustrates 

the effect of inprocess buffers size on the system efficiency. 

In this case the operation times of the stages, as well as 

their failure and repair times have been considered to be 

exponentially distributed. Alongwith the simulation efficiency 

of the system ('1SIM"  ) the efficiencies for the cases where 

only one of the two sources of production rate variability 

is present, has also been plotted. Efficiency of the line 

having exponential processing times and no breakdowns NT) 
have been obtained from equation (4.10) (Chapter 4), whereas the 

values of efficiency for unreliable stages having fixed process-

ing time ('BBD) have been computed from equation (6,6)(Chapter 

6). It can be observed from Fig. 8.3, that when the number 

of stages in the lines is small (Figs. 8.3a and 8.3b) the 

effect of inprocess buffer on '1BD is quite small as compared 

to its effect on NT  That is the variability in processing 
times is the major cause of inefficiency in case of smaller 

lines. On the other hand, when N is large (Figs. 8.3c and 

8.3d) both'IvT  and )1131)  increase as the sizes of the inprocess 

buffers are enlarged. In all the cases, as NT  approaches 

100 percent, the simulation efficiency of the line approaches 

the '9 BD' 

8.6 COMPARISON OF APPROXIMATE AND SIMULATION RESULTS 

A comparison between the approximate values of the 

efficiency ('IApp) obtained from equations (8.3), and of the 
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simulation results ('lsIm) from the model in this Chapter,has 

been made in Fig. 8.4. It can be noticed that when a little 

or no inprocess buffer is provided, '.114pp  is less than Nim, 

and the difference between the two increases as the length of 

the line increased. However, when the size of the inprocess 

buffers is increased, the difference between '1S  and'qApP 

diminishes. Simulated and approximate efficiencies are al-

most equal at all buffer levels for N = 2. Similarly, when 

infinite interstage buffers are provided, the difference 

114pP becomes zero for all the levels of N. 

The variation of ('tsim  — 11A1Dp) with the size of the in—

process buffer, at smaller buffer levels, has further been 

illustrated in Fig. 8.5. In this case the percentage of 

approximation, defined by equation 8.4, has been plotted 

against the inprocess buffers size (S) 

(NIM 1lApp) 
6  = 	

x 100 
SIM 

(8,4) 

The error '6' in Fig. 8.5 can be seen to be maximum 

when inprocess buffer is zero, and is larger for longer lines. 

As the inprocess buffer size is increased, 6 rapidly decreases 

and becomes very small as KS-4-1.0. A comparison of various 

sets of curves plotted in Fig. 8.5, shows that the reliability 

of the stages also influences the error of approximation. When 

reliability of the stages is low, the error (6) is comparati-

vely larger, but as illustrated in Fig. 8.6, its Overall effect 
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is quite small. Fig. 8.6 shows the result for a 20 stage 

line. For smaller lines, the effect of reliability of stages 

on the error of approximation, would still be smaller and 

hence negligible. 

The effect of variability in processing times of a 20 

stage line having stages with 80 percent' reliability is illus-

trated in Fig. 8.7. As the coefficient of variation of the 

processing times increasesIthe error of approximation increas-

es, though slightly. Since in practical situations, the 

variability in processing times would rarely be as large as 

CV = 1.0, the approximate formula will give results still 

closer to the actual. Similarly a reduction in the variability 

in the failure and repair times would also help to reduce the 

error of approximation. 

From the results discussed above, it can be concluded 

that the error of approximation is effected mainly by the 

number of stages in the line, and that too only when the in-

process buffers are very small. However, it has been determin-

ed in Chapter 6, that the optimum size of the inprocess buffer 

is generally more than two times the down time production 

(K S' > 2), Simulation and Approximate Results for KS > 1, 

for several combinations of N and R are given in Table 8.1..  

'A comparison of the results obtained by Simulation and 

approximate methods, employing Wilcoxon T-test has revealed 

that the approximate formula gives efficiency values lower than 
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simulation under identical conditions. However, the 

difference between the two was generally within 1 percent, 

and the average difference was only 0.4264 percent. Thus 

in case of practical flow lines, the approximate formula can 

be employed to predict the system efficiency with reasonable 

degree of accuracy. 

8.7 OPTIMISATION OF INPROCESS BUFFER SIZE 

The object of computing the system efficiency is main-

ly to analyse the economics of the system and to optimize the 

size of the interstage buffers, It is' well established that 

increase in inprocess buffers size leads to increasedproduction 

from the system. This, however, results into increased costs 

associated with the buffer, and hence the need to optimize the 

buffer size. The various costs and gains, associated with the 

provision of buffers, have already been discussed in Chapters 4 

and 6. In this Chapter, the effect of the approximation in 

computing the system efficiency by equation (8.3) on the gain 

has been studied. 

The gain from the system can be expressed as : 

GAIN = th.P 	Cv.S - Cf 
	... (8.5) 

The first term on the R.H.S.i.e., the revenue from the system 

is a function of'Is  and'10. Since the difference between 

and .r1 PP  is appreciable at zero buffer level and negligible 

at higher buffer levels, £?l would be considerably larger when 
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the approximate formula is employed, as compared to the case 

when simulated efficiencies are used. Thus (AR)ApP as well 

as (GAIN) APP  would be larger than the actual (simulation) 

values. This is illustrated in Fig. 8.8 for 10 and 20 stage 

lines having the following assumed cost values : 

C = 0.1/unit buffer/100 time units. 
Cf 0.3/storage point/100 time units. 

P = 1.35/unit produced. 

It can be observed from Fig. 8.8, that error of approxi-

mation has little or no effect on the optimum value of buffer 

size. The gain curves for 5 and 20 stage lines,obtained by 

employing simulation and approximate model of efficiency,have 

been compared in Fig. 8.9 for several values of stage reliabi-

lities. This figure shows that there is little or no effect 

of approximating the values of'qs  and '10  on the optimum size 

of the interstage buffers. 

8.7.1 , Comparison Between KSN  and KSLI  

A comparison of KeApp  (hereafter taken as K?) values 

with the KeD  values (where only the breakdowns of the stages B 

are considered) has been made in Table 8.2. Values of KS/B6D  has 

been obtained by employing equation (6.13). For all the factor 

level combinations considered, KSN  has been found to be greater 

than KSNBD* However, at higher levels of N the difference be-
tween the two is quite small. 
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Table 8.2 : Optimum size of inprocess buffers 

SD - Computed from empirical equation (6.13) B 

SE-  Computed from approximate model (8.3) A 

(P=1.35, Cv  = 0.1, Cf  = 0.3) 

s••-•••- 

N 5 

 

N=10 	N=15 	N . 20 
csacc,-, 

SN BD 

• ••••••••••••,.*_ ao•temm•ae-•■• aor•se• •••••.••••con 

 1E S APP 	S BD 	SAPP SBD SAPP SDD S APP 

0.80 30 35 19 23 14 15 11 12 

0.85 26 32 18 20 14 15 ' 11 11 

0.90 20 27 16 18 12 15 10 11 

0.95 12 24 9 15 8 10 7 10 

R 
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8 7.2 Search Procedure to Optimise KS 

As discussed above, for a particular line configura- 

tion the value of KS!!D  is less than KS*
, and hence, it can 

-b 

be used as a base to start the search for KS*. A simple and 

efficient search procedure, flow charted in Fig. 8.10, can 

be employed for this purpose. The search starts by computing 

KS . KSI)  from equation (6.13). By employing the empirical 

models (equations (4.10), (6.6) and (8 

are determined corresponding to buffer size KS and for zero 

buffers. Then corresponding to the given cost factors, the 

GAIN from the system is computed. The value of KS is incre-

mented in steps and the gain computed so long as the gain 

increases. Then KS is decremented in smaller steps. The 

process is continued till the step in increment or decrement 

of KS reduces to one unit (S = 1). Since KS*BD  is quite close 

to KS*, in most of the cases, it helps to make the search very 

efficient. 

8.8 CONCLUSIONS 

The efficiency of a flow line system with random opera-

tion times, and unreliable stages, can be predicted with 

reasonable degree of accuracy by employing Buzacott's approxi.. 

mate formula (eqn.8.3). This equation has been found to be 

applicable over a wide range of system parameters, which would 

encompass the majority of practical flow line systems. When 

KS > 1, the error of approximation is less than 1 percent of 

the simulated efficiency and has little effect on the optimum 
size of the inprocess buffer. 

.3)), NT, '11BD  and ''LAPP 
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CHAPTER -9 

EFFECT OF REPAIR POLICY AND CREW SIZE ON LINE PERFORMANCE 

9,1 INTRODUCTION 

In the analysis of flow line production systems, having. 

fixed processing times of the stages and when the stages are 

subject to random breakdowns, one of the following two assumptions 

is generally made 

i) Only one stage can be down at a time, 

ii) Enough repairmen are available to repair the failed 

stages simultaneously, 

Majority of the existing literature pertaining to the 

automatic production lines, relates to two or threest4ge systems 

only, In such systems, the above assumptions can easily be justi-

fied. But in case of flow lines comprising of a large number of 

stages with inprocess storages between them, the probability of 

more than one stage being down is large, The frequency of break-

downs of the line increases with the number of stages. The second 

assumption would imply that a very large work force and unlimited 

repair facility is available, This would lead to large idle times 
and 

of the repairmen/under utilisation of the repair facilities, On 

the other hand, work force smaller than the required would mean 

idling of the failed stages and loss of production. Thus the 

choice of repair crew size would have a large bearing on the 

system economy, On the other hand,the size of inprocess buffer 
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would have significant effect on the system performance. This was 

studied independently in Chapter 6. The size of the inprocess 

buffer is also expected to influence the number of repairmen to 

be employed. Hence, to achieve maximum gain from the system, it 

would be essential to optimise the inprocess buffer and the re-

pair crew size. 

With limited number of repairmen, during actual operation, 

a number of stages are likely to queue up for repairs. In such 

a situation, the repair policy employed would also influence the 

system performance. As discussed in Chapter 2, Section 2.6, only 

a little effort has been made towards the study of the effect of 

repair priority rules on the performance of flow line production 

systems. The available studies apply to two stage systems only. 

In this chapter, a simulation model for evaluating the 

performance of large automatic production lines, having finite 

inprocess buffers, and limited number of repairmen, has been 

presented. The effect of the size of inprocess buffers and of 

the number of repairmen on the system efficiency has been studied. 

In addition, a search prOCedure has been developed to optimise the 

crew size for maximum gain attainable from the system. Simulation 

model has also been used to examine the performance of five di-

fferent repair policies. The analysis has been supported by means 

of an illustrative example. 
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9.2 SYSTEM MODELLING 

The system considered in this chapter is similar to the 

one modelled in Chapter 6, except that the number of repairmen 

employed in this case is limited, and hence, a failed stage may 

assume any one of the following states : 

i) Repair in progress. 

ii) Waiting for repairs : No repairman is available to 

undertake the repairs. 

If at a particular instant of time, more than one stage 

is waiting for repairs, repairs are undertaken by following a 

predetermined policy. A repair once started is never suspended 

inbetween to take up some other repair. 

All other assumptions and definitions used in this chap-

ter are the same as in Chapter 6, 

9.3 REPAIR POLICIES 

The effect of the following five repair policies, which 

depend upon the order of failUres, repair time durations, and the 

buffer occupancy has been examined with regard to the system 

efficiency. 

RP1, First Come First Served (FCFS) 

If more than one stage is waiting for repairs, the stage 

with the largest waiting time is given priority over the others, 
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RP2, Minor Repairs First 

The repair time lesser than a fixed value (Tmnr) has 

been treated as minor, Out of the minor repairs, the failed stage 

requiring the smallest repair time is given priority. If no stage 

has minor repair time, FCFS rule is applicable. 

p23. Major Repairs First 

The repair time greater than a fixed value (Tmjr) has 

been treated as the major repair. Out of the major repairs, the 

stage requiring maximum repair time is attended first. In case 

of no major repairs being present, FCFS rule is applicable. 

RP4. Stage with Largest Empty Space in the Following Storage 
First 

The states of buffers following the broken down stages 

are checked, and the stage having largest empty space in the 

following storage gets repair priority over the others. 

RP 5. Stage with Largest Buffer in the Preceding Storage First 

The buffers preceding the broken down stages are checked, 

and the one with highest buffer level gets priority over the 

other failed stages, 

9.4 SIMULATION MODEL 

The simulation model presented in Chapter 6, has been 

modified to include the effect of limited number of repairmen 

for the present studies. The flow chart of the modified simula-

tion model is shown in Fig.9,1„ The model is based on the fixed 
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After every one time unit, the system is scanned to de-

termine if any stage has broken down or the repair of a failed 

stage has been completed. The states of the inprocess storages, 

waiting times of the down stages, and times to completion of re-

pairs being done, are updated. The appropriate repair policy is 

employed and the number of free repairmen and number of down 

stages waiting for repairs are updated, before the clock is ad-

vanced to the next step. The flow charts for the various repair 

policy subroutines are given in Figs.9.2-9.4. After allowing for 

the warming up period ( WUP), the starting statistics of the sys-

tem are recorded. The length of simulation run and the starting 

conditions were the same as in case of simulation model of Chap-

ter 6. However, in case,of repair policies, as the difference 

between their effectiveness was expected to be small, four re-

plications of each run were obtained. Thus the efficiency ob-

tained was within + 0.25 percent of the mean at 95 percent confi-

dence level. 

9,5 RESULTS AND DISCUSSION 

9.5.1 Efficiency With No Inprocess Buffers 

In flow line systems where the stages are completely 

coupled to each other, i.e, with zero inprocess buffer, failure 

of one stage forces the entire line to stop. Since the failures 

have been assumed to be operation dependent only, no stage can 

fail during its forced down state. There is little probability 



INITIALISE 
MWT -IP-- I W T (N) 

K J 	 N• 
K B -0-- N-1• 

MWT "10- IINT (KB) 

KJ .4". KB 

(E NTER 

IS 

IWT (K8) < MWT 

NO 

YES 

STAGE (K J) "4-* UR 
NFR NFR - 1 
NOSE-- NDS - 1 

IRT (KI) 	IRT (KJ) -1 

IS 
NFR 0 
NO5 ›. 0 

7 

NO 

(RETURN) 

JU 

Flq.9.2 FLOW CHART OF SUBROUTINE RP 1 



231 

KA-41-N > MNRT-4- 1000 
MGRT.4--- 0 

IS 

STAGE (KA) =.• 004 > YES  

NO 

NO 
NO 	I  MNRT  "4-- I RT  ( KA) I 

MGRT 	IRT(K A) 	1  

KJ-4-- KA .  

KA 	KA -1 

YES 

YES 

NO 

KA 

MWT 	IWT(KA )  
KJ 4--KA 

YES 

MWT -4-- 

STAGE (KJ) -8--UR > NFR•e-- NFR - 1 
IRT (KJ) -I--  IRT (KJ) -1 NOS"- NOS -1 
I W T (KJ ) 	0 

YES 

	 KAA-KA -1 

KEY 1 

KEY-4,--- 2 

KEY4- 1 

FIG.9.3 FLOW CHART OF SUBROUTINE RP 2- RP3 



IS 
STAGE(1) a DOWN 

IS 
STAGE (N) = DOWN 

7 

IS 
STAGE (KB) • DOWN 

IS 
STAGE(KB) = DOWN 

IS 

IS (K B) < MBL 
7 

YES  
r KC*—KB + 1 

IS 

LBL < IS (KC) 

LBL.1--IS (KC) 
KJ ••— KB 

KB••'-1413+1 

MBL A—IS (KB) 
K -1•••— KB 

IS 
LRP• 5 

INITIALISE 
K B • N-1 KJ= 0 

LBL • MST 

INITIALISE 
K By-2 KJ-•— 0 

MBL4— 0 

STAGE (KJ) 	UR 
IRT (KJ) 	(KJ) —1 
NFR ••--- NFR — 1 
NDS 	N D S —1 

IS 
NFR • 0 

IS 
NOS 	• 0 

7 

RE TUR N 

232 

FIG.9.4 FLDW CHART OF SUBROUTINE RP4-RP5 



233 

of two or more stages breaking down at the same instant, and hence 

in lines with zero inprocess buffer, more than one stage will not 

be down at any instant of time. Therefore, in such systems only 

one repairman would be required. The efficiency of the system can 

be determined from equation (6,2). 

9.5.2 Effect of Inprocess Buffer and INRM' on Efficiency 

Provision of inprocess buffers between the stages would 

enable them to operate somewhat independently and hence would 

reduce their forced down time and lead to an improvement in the 

production efficiency. The other factor which contributes to the 

line inefficiency, is the waiting time of the failed stages,which 

can be reduced by increasing the number of repairmen. 

Some results pertaining to the effect of inprocess buffer 

on line efficiency are given in Fig.9.5(a and b). It can be ob-

served that while operating with small inprocess buffers, even 

a slight increase in the buffer size has a drastic effect on the 

efficiency of the line. However, with larger buffers, a small 

increase in their size has little or no effect on the 77. Figs.9„5 

(a and b) also illustrate tht increasing the buffer size is 

more beneficial when NRM is high In both the 10 and 20 stage 

lines, the increase in p with an increase in KS for NRM > 2 is 

much larger as compared to the situation when NRM = 1. 

Figs.9.5 ( c and d) illustrate the effect of NRM on T) 

for several values of the inprocess buffer size. It can be 

observed that a major gain in in is obtained when NRM is increased 
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within the lower level range and when the inprocess buffers are 

of large size. In Fig.9.5(c), where the operation times are ex-

ponential, and the reliability of the stages high, improvement in 

n with NRM at KS < 2 is negligible for NRM > 3. For KS = 15, sig-

nificantly large improvement in 71 can be obtained by increasing 

NRM upto 4. When the length of the line is large, and reliability 

of the stages is low, comparatively larger number of repairmen 

would be required. The effect of NRM on the of a 20 stage line 

having Ri  = 0.8 Vi for several values of KS is illustrated in 

Fig.9 5 (d). 

The influence of the variability of the failure and repair 

times of the stages on the effectiveness of the number of repair: 

men is illustrated in Fig.9.6, where results for normally distri-

buted failure and repair times have been plotted. It can be seen 

that improvement in n, for each additional repairman is more at 

lower levels of NRM. For all the buffer levels, increase in n  by 

increasing the NRM is more when the variability of up and down 

times is low ( CV = 0.2). In the line considered, the difference 

is maximum when NRM = 1 or 2, and diminishes as NRM is increased 

further. 

The results given in Figs. 9,5 and 9.6 are based on the 

FCFS repair policy, 

9,6 OPTIMISATION OF IS,  AND INRM1  • 

As discussed above, the efficiency of the system can be 

increased by increasing the size of the inprocess buffers as 
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well as the number of repairmen. However, they have high costs 

associated with them, and the maximum GAIN from the system would 

correspond only to an optimum combination of S and NRM. The various 

costs involved in the provision of inprocess buffer are :the sto-

rage space cost, inprocess inventory carrying cost and buffer 

handling costs, and these have already been discussed in Chapters 

4 and 6. In the present case, in addition to the above, the cost 

factor which must be accounted for is the repair cost (Re). This 

would include the wages of the repairmen and the cost due to re. 

pair facilities. 

The repair cost can be assumed to be a linear function of 

NRM and can be expressed as : 

RC = CR. NRM 

If profit on each unit produced is P, then revenue from the sys-

tem ( REV), would be given by equation ( 9.2), 

REV . 71.P/time unit 
	

(9.2) 

and the net gain from the system would be 

GAIN = REV- ( SCi1C+HC+RC) 

or 	GAIN.)1P- Cf,Cv.S-CR.NRM 	.. (9.3) 
Since the system efficiency is a function of the size 

of the inprocess buffers, and/or the number of repairmen, the 

GAIN would also be influenced by them. The effect of S and NRM 

on the GAIN can best be illustrated by the following example. 
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9.6.1 Illustrative Example 

The following assumed cost data, pertains to a 20 stage 

automatic production line, having all stages identically reliable 

(111 	0.8 V i). 

Cf = 38/100 time units 

v. 0..57/ unit buffer/100 time units. 

CR  = 5.0/repairman/ 100 time units 

P = 2.0 / unit produced 

The failure and repair times are distributed normally 

with CV = 0,5. The repairs are attended according to the FCFS 

rule. 

Since the ACT = MFT+MRT = 100, the MRT = 20 

and thus S = 20 KS. Then gain from the system would be 

GAIN = 2.0 71-38.0-11.4 KS- 5.0 NRM 

The values of n corresponding to several values of KS 

and NRM have been obtained from the simulation model. The varia-

tion in GAIN with respect to KS and NRM, for the above cost data, 

is given in Figs, 9,7 and 9.8 respectively, Fig. 9,7 shows that 

at lower values of NRM ( = 1 and 2) KS = 1 leads to larger value 

of the gain and for NRM .> 31  KS = 2 gives the largest value of 

gain, Similarly,from Fig.9,8 it can be observed that the best 

value of gain is obtained corresponding to NRM = 4 and KS = 2. 
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9.6.2 Search Procedure 

A three dimensional plot of the GAIN, results in the 

generation of a hump type response surface ( Fig.9.9), which has 

a single maxima. To reach the highest point in Fig.9.91  a search 

procedure has been developed. The flow chart for the same is given 

in Fig.9.10. The search for KS' and NRM;4  starts by initialising 

NRM = 1 and KS = 1( or some other values smaller than KSN  and 

NRMN ). The simulation program is run to determine 77 and the co- 

rresponding gain. The value of NRM is incremental by 1. Efficiency 

and gain corresponding to new NRM are computed. The increase in 

NRM is continued so long as the gain increases, Then KS is incre-

mented by one unit and the n and gain are computed. If the gain 

increases, the value of NRM is incremented or decremented to find 

the one corresponding to the highest gain on the new KS line. 

The iterative procedure continues so long as the gain increases, 

say upto NRM' and KS'. Then KS' is incremented/decremented in 

smaller steps ( DELKS) to check if the gain further increases. 

Once the gain is saturated KS' and NRMN  are obtained, and the 

search is terminated. Since the n for each combination of KS and 

NRM is determined by simulation KS should be incremented in large 

steps in the beginning. The computer time consumed will depend 

upon the starting conditions and the selection of incremental 

values of KS. It took a little less than 3 min CPU time for the 

example considered above, where the maximum gain corresponded to 

NRMN  = 4 and KSN= 1.75 or SS= 35. 
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FIG.9.10 FLOW CHART FOR THE OPTIMISATION SEARCH PROCEDURE 
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9.7. SENSITIVITY ANALYSIS 

In practice it may not always be possible to determine 

the various cost factors very accurately, and they may vary from 

time to time, and hence it is important to know the effect of 

variations in cost factors on the values of KS and NRM 
	

A 

sensitivity analysis of the system has revealed that NRMx  remain 

practically unaffected even under considerably large variation 

in costs. In the 20-stage line analysed above, NRMx  was found to 

lie between 3 and 4 over a wide range of CR, Cv  and P, except 

at very low values of CR  (Fig.9.11). The value of KSN  was found 

to remain unaffected by variations in CR  (Fig.9.11a), while it 

gradually decreased with increase in Cv  (Fig.9.11b), and increas-

ed with increase in P ( Fig.9.11c), , 

The effect of deviations from the optimum values of 

NRM and KS on the gain from the system is illustrated in Fig.9.12, 

where the ratio $ = 
GAIN
Gam,has been plotted as a function of 

_the ratios g = NRM/NRdiand a = KS/KSx  . The (3 and 4' curves tend 

to be flat in the vicinity of their optimum values, and hence 

gain is not very sensitive to small deviations from KSxand NRMx.  

Also f6 is less'sensitive to variations in KS as compared to 

variations in NRM, especially when the variability in the fail-

ure and repair times is low ( CV = 0.2). From Fig.9.12, it can 

be obServed that in the vicinity of g = R = 1, the j  is quite 

insensitive to a little over or under estimation of KS and NRM. 

On the other, hand, when deviations from the optimum are large, 

under estimation of KS and NRM drastically cuts the gain,, while 

their over-estimation is comparatively less harmful. 



2 

I4 

Imo 

3— 

6 

2 — 

X4 
z 

—cc 

1 

KS*  

N= 20, RI 	0.8Vi 
CV= 057,P=2-0 

NRM* 

12 	18 	24 	30 	36 	42 
CR 

3 	 N :20 1  IR; = 0.8 Vi 
CR : 5.0 1 P : 2.0 

67 

4 	 
cc 
z 

KS
* 

2 

NRM 
 

1 
2 

0.6 0.8 1.2 
CV 

1.6 2.0 2.4 

      

KS* 

NRM* 

N :20 , Ri: 0.8 Vi 
CV= 0.57,CR = 5.0 

- 

FIG. 9.11 EFFECT OF SYSTEM COSTS ON NRM*  AND KS
* 

243 



1.25 1.50 	1.75 

1.0— 

0.8 

CV : 0.2 

NRM*: 4 

KZ*: 1.5 
0.6 

04 

0.2 

1.1..111 

CV ; 0.5 

NRM
*: 4 

KZ*: 1.75 

N = 20 , Ri 2.0.8 V1 

Cf = 38.0J Cv = 0.57 

Cr  :5.0 j P• = 2.0 

1.0 "'"'"' 
e•s•—■ 
* 

Z Z 

0 0 

" 0.8 — 
-e— 	, 

I 

0.6 

0.4 

0.75 	1.00 

(
4 
 1+116,M4 	s  KK5s*  

FIG.9.12 SENSITIVITY OF GAIN TO DEVIATIONS FROM NRM*AND KS* 

244 

1 

0.2 

0.25 	0.50 



245 

9,8 COMPARISON OF REPAIR POLICIES. 

In order to compare the effectiveness of various repair 

policies considered in this study, simulation was performed for 

a 20 stage line having identically reliable stages with Ri= 0,8 

Vi, The reliability of the stages has been taken low (0,8), since 

in case of highly reliable lines, the difference between the per-

formance of various repair policies does not seem to be obvious. 

For the same reason a longer line with N = 20 has been selected, 

The failure and repair times of the stages have been considered 

to be exponentially as well as normally distributed. The results 

have been obtained over a large range of inprocess buffer and 

number of repairmen. For all the repair policies, simulation runs 

were performed with the similar starting conditions and by em-

ploying the same random number series, The simulation results ob-

tained are given in AppendicesA 9.1- A 9.3. The different pairs 

of repair policies have been compared by employing the signs 

test as well as the Wilcoxon T-test, at a = 0.05, for each value 

of NRM, for different values of variability of failure and repair 

times. 

The simulation results obtained by employing exponen-

tially distributed failure and repair times did indicate differ-

ences between the effectiveness of some of the repair policies, 

but these were found to be insignificant and no conclusions 

could be derived, Since large variabilities in failure and 

repair times of the stages were expected to camouflage the 
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differences in the performance due to various repair policies, 

experiments were repeated by employing normally distributed 

times with CV = 0.5 and 0.2 ( Appendices A 9.2 and A 9.3). It 

has been observed that for the 20 stage line with NRM > 5, the 

five repair policies are equally effective. A comparison between 

RP2 and RP3 shows no significant difference at different NRM 

values. On the other hand, the repair policy RP4 was found to 

be better than RP5 within the range 1 I NRM < 5. 

The repair policy RP1 ( FCFS), has been found to be 

better than RP2 and RP3 ( Appendices A 9.2 and A 9.3). The di-

fference depended upon the values of Tmnr  and Tmjr  i.e. the 

limits on the minor and major repair times. When the limit Tmnr  

is increased in case of RP2 and Tmjr is reduced in case of RP3, 

the performance of line with repair policies RP2 and RP3 fur-

ther deteriorates. On the other hand, as a limit Tmn1-4- 0, 

RP2-->RP1 ( FCFS) and as Tmjr 	a), RP3 --)-RP1. The repair 

policy RP1 has also proved to be better than RP5 within the 

range 1 NRM < 5. 

Comparison of RP1 and RP4, revealed very interesting 

results ( Appendices A 9.1 - A 9,3 and Fig.9.13). At NRM = 1, 

the difference between the two was insignificant. RP1 was found 

to be better than RP4 for NRM = 2, as shown in Fig.9.13. However, 

for NRM = 3 and 4, the repair policy RP4 proved to be signifi-

cantly better than RP1, while at higher values of NRM, the 

difference between RP1 and RP4 vanishes. Thus it can be con-

cluded that RP4 is the best among the five repair policies 
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considered, and the FCFS(RPl) is better than all others except 

RP4. 

The repair policy RP4 gives priority to the repair of a 

down stage having the largest empty space in the following in-

process buffer, In a balanced line, the buffer levels remain low 

towards the end of the line and high in the beginning, Thus accord-

ing to this policy failures towards the end of the line would re-

ceive better attention as compared to those in the beginning of 

the line, 

9,9 CONCLUSIONS 

The efficiency of a flow line having unreliable stages 

is highly sensitive to changes in the size of inprocess storages 

and the number of repairmen at their lower levels, The simulation 

model and search procedure presented in this chapter can effici-

ently be employed to optimise the inprocess buffer size and the 

number of repairmen to be employed, 

The optimum number of repairmen is quite insensitive to 

small variations in system costs. The optimum size of inprocess 

buffers is totally insensitive to changes in repair costs, while 

it varies considerably with variations in other cost factors, 

The maximum gain from the system is not affected much 

by small deviation in NRM and KS from their optimum values, but 

is highly sensitive to large under-estimations, 
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The repair priority rule based on the buffer occupancy 

is more effective as compared to those based on the extent of 

repair times, The policy9 in which repair priority is assigned 

to the down stage having largest eiapty space in the following 

buffer, has been found to be the best among all considered, 
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APPENDIX A 9.1 

Simulation Efficiency of 20-stage Line with Ri.= 0,8 Vi 

(Exponential Failure and Repair Times of Stages) 

NRM = 1 NRM =2 

RP]. RP2 RP3 RP4 RP5 RP1 RP2 RP3 RP4 RP5 

10 34.53 35.02 34.01 34.93 33.60 40.18 39.93 40.61 40,07 40,47 

20 37.21 37,47 36,78 37,20 37,90 47.22 47.39 46,49 47.25 46.82 
40 39.04 38.56 39.27  38.81 38.31 51.84 51.45 51.95 52,36 52.68 
60 39.50 38,76 38.24 40.06 38.81 54.50 54,28 54,00 54,40 54,20 
80 39.01 39.92 39.71 40.23 39.44 54.58 55.29 54.96 55.'24 54.71 
100 39.39 39.23 40.02 40.31 38.37 56.36 56.20 56.51 57.67 56,34 
120 39.51 39.68 38.87 39.12 38.90 56.08 55.35 56.89 56.57.55.77  
160 39.70 40.96 39.23 39,78 39.01 58,21 56.57 57.03 57:35 56.68 
200 39,78 40.03 39.41 40.06 38.42 58.14 56.89 57.12 57.31 56,82 

NRM = 3 NRN = 4 
10 41.58 41.71 41,5141,80 41,37 42,12 42.11 41.72 42.91 42,13 
20 50.12 50.14 49.90 49.91 50,16 51.37 51.26 51.07 51,37 50.34 
40 57.84 58,02 58.33 57.89 57.81 59.42 59.57  59.78 60,28 59.70 
60 61,43 60,68 61.67 61.59 61.24 63.73 63,75 63,34 63,84 64,06 
80 63,55 63.85 63.55 64.01 64.06 66.98 66.43 67,61 67,33  67.29 
100 64.55 64,40 64.14 65.34 65.24 68.23 68,96 68.41 68.90 68,84 
120 65,05 65.63 65.74 66.59 66.20 69.35 69.19 69,29 69.52 69.39 
160 67,06 67,70 67.95 68.42 67.15 71,12 71,18 71.02 72,51 71.03 
200 69.01 69.39 68,92 69,36 68,94 72.54 72,70 72.87 73.62 73,34 

NRM = 5 NRM = 6 
10 42.27  42,15 40.99 42.41 42,09 41.79 41.93 41,14 42.44 41.72 
20 50,72 51,26 50,82 51.04 51,00 51,44 51,09 50.54 50.75 51.25 
40 
60 

60,56 
65.71 

59.57 
64,15 

59.49 
65.03 

60,74 
65.78 

59.18 
64.10 

60,44 
64,72 

60,10 
65,16 

60.75 
64,44 

60,00 
65.58 

59,51 
64.98 

80 
100 

68.18 
69,56 

66.43 
68,96 

67.51 
69.19 

67.95 
69,87  

67,50 
69.79 

68,02 
70.18 

67.70 
69.65 

68.11 
69.72 

67,90 
70.08 

68,39 
69,21 

120 
160 
200 

71.67 
73.87 
74,26 

69.59 
71.18 
72.70 

70,51 
73.02 
74,22 

71,08 
73.52 
74,66 

70,62 
72.99 
74.47 

71.44 
73.66 
74.45 

71.44 
73.17 
73.83 

71.58 
72.91 
73.44 

72.10 
73.23 
74.92 

71,84 
73,31 
74.03 
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APPENDIX 49.2  

Simulation Efficiency of 20-Stage Line with Ri=0,8 Vi 

(Normally distributed Up and Down Times 0V=0.5) 

NRM=1 NEM = 2 
RP1 RP2 RP3 RP4 RP5 RP1 RP2 RP3 RP4 RP5 

10 37.83 37.54 37.36 37,61 36,98 47.78 47,42 47.16 47.43 47.40 
20 39.74 39.85 39.61 39.90 39.45 54.19 53.71 53.71 54.31 53.67 
40 40.85 40.54 40.61 40.94 39,70 58.13 57.68 58.09 58.29 57.73 
60 40.92 40.52 40.46 40.40 39.43 58,90 58.23 58,83 59,13 58.82 

80 40.43 40,20 40.47 40.86 40.13 59.98 58.47 59.68 59.90 59.04 
100 40.67 39.92 40.55 40.61 40.44 60,21 59.37  59.88 60.14 59.14 

120 41.00 40.49 39.77  41.27 40.37  60,61 59.52 60.53 59.49 59.11 
160 41.68 40.73 41.21 40.87 40,73 60.36 59.92 61.35 59.95 58.92 
200 40.71 40.89 40.69 40.81 40.50 61.34 60.78 61.26 60.64 59.12 
•••••■•■•■••••••■••■•■•••■••..■■••■■•■•■■•%Nlir lw  

NRM=3 NRM = 4 
10 50.68 51,19 51.04 51.51 50.71 51.98 51,69 51.69 51.45 51.44 
20 60,19 60.64 60.50 61.04 60.75 62.91 63.10 63,06 62.65 62.98 
40 67,46 66.99 66.93 67.96 67.48 70.94 70.72 70,71 70.94 70,76 
60 69.56 69.44 70,03 70.09 69.97 73.86 73.12 73.53 74.08 73,75 
80 70,72 70,49 70,69 71.20 71,10 75,10 74,80 74.63 74.94 75.05 
100 71.28 70,66 72.23 71,96 71,44 75,63 75.33 75.79 76.39 75.47  
120 72.57 71.58 72.13 72.54 71.52 76,10 75,93 76.16 76,67 76,05 
160 73,01 72.20 72.50 73,82 72.02 76,70 76,39 76.71 77.20 77.32 
200 72,81 72.74 73.80 73,50 71,64 77,10 77,07 77,08 77.52 77,37 

NRM=5 NRM=6 

10 52.53 52.32 52.00 52.50. 51.95 52.26 52.29 52.16 52,33 51,68 
20 63.71 63.54 63.19 63.64 63.39 63.95 63.65 63.97  63.89 63.45 
40 71.94 71.95 71.84 71.99 72.01 72.33 72.44 72.26 72.21 72.01 
60 74.65 74.37 74.42 74.65 74,90 74.82 74.80 74.55 74.85 75,07 80 76.24 75.90 75,83 76,00 75,87 76,74 76.04 76.29 76,71 76.29 loo 76.58 76,45 76.70 76.91 76,67 77.81 77.29 77.12 77.42 76.82 120 77,54 77.43 77.29 77,44 77.58 78,09 77.95 77.82 78,21 77,64 
160 78.16 78.24 78.46 77.96 77.91 78.56 78,36 78.34 78,41 78,17 
200 78,36 78.34 78,53 78,75 78,78 78,92 79.26 78,79 78.57 78.97 
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APPENDIX-A.9.3  

Simulation Efficiency of 20,-Stage Line with Ri  = 0.8 Vi 

(Normally distributed Up and Down Times, CV=0.2) 

NRM=1 NRM = 2 

S RP1 RP2 RP3 RP4 RP5,  RP1 RP2 RP3 RP4 RP5 

10 39.06 38.70 38.63 39.01 38.63. 51.12 51.03 50.98 51.07 50.93 
20 40.40 40.25 40.38 40.48 39.64 57.56 56.99 57.02 57.60 56.98 

40 40.85 40.72 40.82 40.63 40.23 60,86 59,90 59,77 60,38 59.71 
60 40.87 40.81 40.63 40.91 43.34 61,35 60.52 60.96 60,67 60.25 

80 40.79 40.53 40.99 40.70 40.49 61.23 61.16 60.96 60.46 60.58 
100 40.65 40.86 40.76 40.85 40.26 61.51 60.93 61.10 60.65 60.56 

120 40.95 40.71 40.49 40.90 40.25 60.88 61.01 60.97 60.75 60.41 
160 41.04 40.61 41.17 40.81 40,49 .61.51 61.33 61,02 60,93 60,26 
200 40.85 40.70 41,05 40.97 40.42 61.59 60,82 61,57 60,83 60.22 

NRM = 3 NRM = 4 
10 56.65 56,48 56.31 56.63 56.44 58,51 58.26 58.19 58,25 57.93 
20 66.96 67.16 66.49 67.04 67.02 71.00 71.15 70.67 70.86 71.13 

40 72.75 72.56 72.12 72,60 72.64 76.38 76,40 76,32 76.69 76.55 
60 73.83 73.92 73.80 74.14 73.82 77.57 77.63 77,54 77,85 77.52 

80 74,63 74.30 74.22 74.79 74.05 77.94 77,96 77.96 78.27 77.92 
100 74,80 74,66 74,86 75.29 73.84 78,31 78.13 78,20 78.52 78,19 

120 75,28 74.93 75.14 75.81 74.22 78.52 78.51 78,34 78.79 78,17 
160 75,39 75,19 75,73 76,13 74,13 78.83 78,62 78,63 78.99 78,70 
200 75,31 75.60 75,86 76.65 74,13 78.81 79.07  78,61 79.24 78.71 

NRM = 5 

10 58.70 58,84 58.83 58.88 58,56 
20 72.50 72.46 72.33 72.39 72,27 
40 77.84 77.84 77,64 77.92 77.84 
60 78,76 78,75 78,68 78.79 78.81 
80 79.08 79.05 79.08 79,17 79,10 
100 79,38 79.25 79.48 79.41 79.29 
120 79.52 79.43 79.59 79.54 79.27 
160 79,70 79.75 79.55 79.71 79.80 
200 79,77 79.72 79.88 79.74 79.78 
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CHAPTER - 10 

CONCLUSIONS AND SCOPE FOR FUTURE WORK 

10.1 INTRODUCTION 

The work presented in this thesis has been summarised 

in this chapter. Also some suggestions regarding the possible 

directions for further research in the field of flow line sys-

tems have been given. 

10.2 THESIS SUAKARY 

In this thesist balanced and unbalanced flow line produc-

tion systems, having random operation times and/or unreliable 

stages have been analysed with regard to their production 

efficiency and the work inprocess inventory. 

From the review of literature in Chapter 2, it has been 

observed that analytical models are unsuitable for large sys-

tems. There also appears to be the absence of suitable empiri-

cal models to predict the performance of the flow line systems. 

In case of unbalanced lines the available literature is com-

paratively small, and several contradictions in results have 

been observed. 

The structure of the flow line system, various terms 

used, and some assumptions common to all the chapters, have 

been discussed in Chapter 3. In this chapter, the salient 

features of simulation experimental design have also been given. 
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Simulation model of the flow line having variable 

operation times and 100 percent reliable stages has been 

presented in Chapter 4. Based on simulation data, empirical 

models have been developed for predicting the efficiency of the , 

balanced systems having exponential (equations 4.10 and 4.11) 

and normally distributed operation times (equations 4.5 to 

4.9). The empirical models (equations 4.5 to 4.9).could also 

be employed in case of operation times defined by Erlang 

distributions, especially when the Erlang shape factor is 

large. The utilisation of inprocess buffer, along with the 

growth of efficiency and WIP inventory with time has been 

studied. A model (equation 4.17), for determining the optimum 

size of the inprocess buffers has also been presented in 

Chapter 4. 

In Chapter 5,unbalanced flow lines of the type modelled 

in Chapter 4 have been studied. Results confirm the Hillier 

and Boling's E663 bowl phenomenon, that the line having 

slightly faster stages in the middle is more productive than 

a balanced line Results show that lesser work load be assign.. 

ed to stages having larger variability in operation times. 

Faster stage in the beginning of the line and/or smaller 

buffers towards the end help. to keep the WIP low, however, 

they result in less efficient arrangement. In case of symme-

tric lines, the WIP remains at about 50 percent of the 

provided buffer capacity. 
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Flow lines having fixed operation times, but unreliable 

stages have been modelled in Chapter 6. The effect of number 

of inprocess storage locations on the performance of the system 

has been studied, which shows that large number of small sized 

buffers are more effective than a few large sized ones. Empiri-

cal model (equation 6,6 to 6.9) has been developed to predict 

the efficiency of the system having identically reliable 

stages with exponential failure and repair times. An empirical 

model for determining the optimum size of the inprocess buffers 

has also been presented (equation 6.13). The applicability of 

the models (equation 6.6 and 6.13) have been demonstrated by an 

illustrative example and a case study. 

Simulation results for flow lines having non-identical 

unreliable stages with fixed and equal operation times, have 

been presented in Chapter 7. The central part of the line has 

been found to be more critical, and the performance of the line 

could be improved by providing more reliable stages or larger 

inprocess buffers or stages having, smaller variability in 

failure and repair times, in the middle part of the line. 

Larger inprocess buffer should be placed in the vicinity of 

less reliable stages, except, when the less reliable stages 

are at the ends of the line. The average WIP has been found 

to be a little more than 50 percent of the provided buffer 

capacity in case of symmetric lines, while a bad stage near 

the end and/or a good stage in the beginning of the line or 
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larger inprocess buffers in the beginning could lead to 

increased WIP. 

The flow lin3 with random operation times of the stages 

as well as stages subject to failures, have been simulated in 

Chapter 8. The approximate formula (equation 8.3), proposed 

by Buzacott C 26  j  has been found to be valid for evaluating 

the efficiency of the system considered. Except for very 

small values of the inprocess buffers, the formula predicts 

the 11 of the system with an error of less than 1 percent. 

This error has little effect on the optimum size of the in—

process buffers, which could be determined by employing the 

search procedure presented in this chapter. 

In Chapter 9, the influence of number of repairmen and 

some repair priority rules on the line efficiency, has been 

analysed. A search procedure for optimising the NRM and in—

process buffer has been presented. Comparison of five differ-

ent repair policies has revealed that the repair priority 

rules based on buffer occupancy are more effective as compar-

ed to those based on the extent of repair time. The policy 

in which repair priority is assigned to the down stage having 

largest empty space in its downstream buffer has been found 

to be the best among all. 

The applicability of the empirical models has been 

demonstrated by illustrative examples. Sensitivity analysis 

has been conducted in each case to study the effect of system 
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parameters on its performance and the optimum size of inpro-

cess buffers. 

10.3 SCOPE FOR FUTURE WORK 

The research work reported in this thesis may possibly 

be extended as given below : 

(1) The simulation model presented in Chapter 4 can be 

extended to consider situations of cyclic queues, from 

where the effect of number of frames (jigs and fixtures), 

on the system efficiency may be investigated. The 

simulation model of Chapter 6 may be extended to incor-

porate the effect of rejections and rework at various 

stages, There is also scope of extending the simulation 

model of Chapter 8 so as to apply to unbalanced lines, 

and in Chapter 9, some more repair priority rules, based 

on the production rate or reliabilities of the unbalanc-

ed lines can be investigated, 

(2) The approach employed in developing the empirical models 

in Chapter 4, should be extended to the cases where 

operation times are defined by p,d.f's other than expo-

nential, Erlang and normal, and also to the modelling 

of cyclic queues. The empirical models similar to the 

one presented in Chapter 6, may be developed for the 

lines, having operation, failure and repair times dis-

tributions other than exponential, and incorporating the 
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rejections and rework at various stages. Some case 

studies may be taken up to further validate the models 

presented in this thesis. 

(3) The predicting of the efficiency of the unbalanced lines 

has always been a problem. It may be possible to extend 

the empirical models of Chapters 4 and 6 to incorporate 

the effect of imbalances. However, in this case the im-

balance would have to be quantified as a system para-

meter. 

(4) More work needs to be undertaken in case of lines having 

variable operation times, as well as, unreliable stages, 

especially where the stages have non-identical operating 

and failure characteristics'. 

(5) It should be possible to construct an empirical model 

for the prediction of line efficiency, when the number 

of repairmen is taken as a system parameter. The same 

may further be extended to determine the optimum size 

of repair crew and inprocess buffers. 
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