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ABSTRACT 

The inherent uncertainties in tunnelling which may be due 

to geological formations, management effectiveness and equipment 

performance need to be studied through stochastic modelling. The 

conventional deterministic approach for evaluation of tunnel 

construction time is inadequate and results in incorrect time 

estimates which are generally on the lower side. The stochastic 

approach developed in this study would hopefully'  provide more 

realistic estimates. 

The present study has been an iterative process of develop-

ment of a methodology involving collection of field construction 

data; its analysis; identification of the needs for more data; 

further data collection, and repeating analysis; and final valida-

tion of the statistical model. The causes for variations in 

tunnel advance rates have been identified as changes in job and 

management conditions. The classification systems have, therefore, 

been developed for both these conditions dividing them into three 

-.categories, viz., good, fair and poor. 

The job conditions have been classified on the basis of 

six simple parameters. These are the geologic structure, rock 

strength, contact zones, ROD, joint spacing and joint orientation. 

All these parameters are normally evaluated during the investiga-

tion stage. The ranges of values for advance per round (APR) 

have also been identified for the three job conditions. 

Rating values for different parameters affecting the 

management performance are proposed to classify the management 

conditions quantitatively. Further, it was noted that the points 

of inflexion on the curves of cumulative relative frequency(CRF) 
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versus equivalent monthly progress (EMP) indicate changes in the 

management conditions. 

For each set of job and management conditions, there are 

two significant components of cycle time which are the actual work-

ing time (AWT) and the breakdown time (BDT). These have been found 

from statistical analysis of data to belong to log-normal and 

Weibull distributions respectively. The cycle time corresponds to 

a given advance per round (APR). The analysis for APR did not show 

a well defined statistical trend. Therefore, weightad average 

values were adopted. 

Tunnel excavation for Pandoh-Baggi tunnel has been simulated 

on the basis of the classification for job and management conditions 

and the statistical analysis. The input to computer simulation 

model included nine statistical parameters for each of the nine 

sets of job and management conditions. All these 81 parameters 

have been evaluated from the field data of 3695 excavation cycles. 

The simulated values were found to be very close to the actual 

production records which indicated that proposed distributions for 

AWT and BDT and the classification of different job and management 

conditions for tunnelling project conform, by and large, to real 

job conditions. 

Finally, a matrix of coefficients has been developed to 

evaluate the expected monthly progress under different sets of job 

and management conditions, where computer simulation may not be 

practicable. The coefficients of this matrix are applicable for 

full face tunnelling using drill and blast method, on a tunnel of 

any diameter. The effect of tunnel diameter is taken care of 

while estimating the ideal monthly progress. 
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CHAPTER 1 

THE PROBLEM 

1.1 Need for the Study 

Excavation of tunnels has been fraught with many uncer-

tainties particularly in the Himalayan region. The estimates 

of!probable time for the completion of tunnels, made at the 

planning stage, have proved wrong as a matter of rule rather 

than an exception., The wide variations in the estimated and 

the actual rate of progress of tunnel excavation are primarily 

due to the lack of proper consideration for these uncertainties 

which may be grouped into the following three classes, viz., 

i) variations in ground conditions encountered; 

ii) various types of breakdowns or hold ups; and 

iii) quality of management. 

The first of these entails changes in the method of 

excavation with changes in geologiCal conditions and adoption 

of a drilling depth per round so that the pull out (length 

excavated in one cycle) is optimum while the rock could be 

supported within the bridge action period. The second per-

tains to the breakdowns or hold-ups in various operations in 

the tunnelling cycle. These hold-ups cause random delays. 

The actual working time for excavation varies from cycle to 

cycle even under the same ground conditions. This is prima-

rily due to variability in the control being exercised by 

the management for performance of various operations in the 

tunnelling cycle which is the third of the above listed 

uncertainties. All the above three types of uncertainties 
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have a random nature of occurrence with respect to the perfor-

mance parameters associated with them. These parameters, 

which account for the three uncertainties, have been found 

to be the actual advance-  2thieved from a particular depth of 

drilling, the breakdown time and the actual working time for 

each excavation cycle. All the three are amenable to statis-

tical analysis, 

The investigators in the past have developed models for 

simulating the muck handling system in the excavation cycle. 

The input to these models has been generally deterministic 

adopting the functional relationships and/Or the data supplied 

by manufacturers of equipment. No attempt appears to have been l  

made to simulate the tunnel excavation on the basis of field 

data; nor any attempt made to test the statistical models for 

the cycle time data. This aspect has been covered in the 

present study. 

1.2 Proposed Methodology 

A methodology has been developed for realistic assess-

ment of the tunnel excavation time for all types of conditions 

obtainable on tunnelling projects. For this purpose a large 

volume of field construction data has been collected from seve-

ral tunnelling projects in the Himalayan region through perso-

nal visits and through questionnaires. Gaps in recorded data 

were observed and the deficiency was made good through personal 

discussions with the engineers and technicians who worked on 

the construction of these projects. 



The various hydro-electric projects visited for collec-

tion of tunnel construction data included Bees Sutlej Link, 

Yamuna, Baira-Siul, Giri, Loktak, Salal, Tehri Dam, Lakhwar 

Dam and Pench. The data collected pertained to the following 

aspects of tunnel construction for each tunnel heading : 

i) Geological formations along the tunnel alighment; 

ii) Monthly progress of excavation; 

iii) Working cycle time for different periods and 
under different job and management conditions 
which include the time taken for individual 
operations in a tunnelling cycle; 

iv) Breakdown time; 

v) Equipment data; and 

vi) Other data reflecting conditions of management. 

On the basis of the information furnished from the above, 

the job conditions and the management conditions which existed 

on the project and are also likely to exist on tunnelling pro-

jects in general, have been classified into three categories 

each, viz., good, fair, and poor. 

The job conditions have been classified mainly on the 

basis of geological formation along the profile taking into 

account the rock lithology, extent of jointing, compressive 

strength and general dip and strike of the formation. The 

presence of water and inflamMable gases has also been given 

consideration. Another important consideration in this classi-

fication has been the adoption of a drilling depth necessary 

to obtain an advance rate for which all operations in the 
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excavation cycle (viz., drilling, loading and blasting, defum-

ing, shifting jumbo, scaling, mucking and rock supporting) 

could be completed within the bridge action period. 

The management conditions have also been grouped into 

three classes designated as good, fair and poor. The various 

factors affecting the tunnelling rate which are attributable 

to management's responsibility have been considered for this 

classification. These factors in the descending order of 

their influence on the tunnelling rate are : 

i) Overall job planning, including selection of 
equipment; 

ii) Training of.personnel; 

iii) Equipment availability and preventive maintenance; 

iv) Operation supervision; 

v) Incentives to workmen; 

vi) Co-ordination; 

Punctuality of staff; 

viii) Environmental conditions; and 

ix) Rapport. 

The above factors have been further sub-divided and 

numerical values assigned to each to evaluate an overall rat-

ing for the management. 

The cycle time data has been grouped according to the 

above classification of job and management conditions into 

nine classes and analysed for further studies. Statistical, 

analyses have been carried cut for the working time, the 
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breakdown__ time and the advance per round and the results of,  

these analyses have been used for simulation of tunnel excava-

tion. 

1.3 Scope of Study 

Simulation studies can be useful and reliable only when 

the model is a true representation of reality and inputs are 

reliable. Therefore, it is essential that substantial field 

data be collected for validation of the simulation model. This 

data has been collected for the present study from a large num-

ber of projects. However, for purpose of analysis the data of 

only the Pandoh-Baggi tunnel of Beas-Sutlej Link project has 

been used due to its availability in sufficient volume and 

detail. 

Classification systems for job conditions and management 

conditions have been developed which combined together result 

in a unified classification system for tunnelling. The field 

data has been divided into nine categories according to the 

proposed classification system. Each category or class has 

three performance parameters and the corresponding three types 

of data have been subjected to statistical analysis. These 

are actual working time (AWT), Breakdown time (BDT) and the 

advance per round (APR). While two of these, viz, AWT and EDT 

have been found to fit into known probability distributions, 

the APR values have not been found to conform to any such 

pattern, and therefore, the weighted average values have been 

used for this parameter while simulating tunnel excavation. 
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Based on the results of statistical analyses and the 

classification system, excavation of Pandoh-Baggi±tunnel has 

been simulated with the help of a computer simulation model 

developed for this purpose. The results of this simulation 

were found to agree closely with the actual progress achieved 

under different job and management conditions. 

A matrix of job and management factors has been deve-

loped from the data for evaluating tunnel advance rates with-

out computer simulation. The frequency distribution curves 

of monthly progress in each job condition have been used to 

find the values of actual monthly progress of tunnel excava-

tion under good, fair and poor management conditions which is 

indicated by points of inflexion on the cumulative frequency 

distribution curves. The ideal progress has been computed on 

the assumption of good management and optimal equipment avail-

ability. The job and management factors in the matrix are 

defined as ratios of actual monthly progress to achievable 

monthly progress under corresponding set of job and management 

conditions. Knowing the achievable production for a tunnell-

ing project, these factors could, hopefully, yield values of 

expected production under different management conditions on 

the project. 
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CHAPTER 2 

LIT ERATUM REVIEW 

2.1 Historical Development of Tunnelling Techniques 

The methods of construction of tunnels have improved on 

the principle of Darwins theory from the use of animal bones 

and horns for rock breakage in 3800 BC to use of fire setting 

methods, wedging and chipping used until 1679 AD (87). Manual 

drilling and gun powder came into use during late seventeenth 

century and continued till later part of nineteenth century, 

when modern innovations including mechanical appliances for 

drilling, high explosives for blasting, and locomotives for 

muck haulage were introduced sometime after 1860. This mecha-

nization was further supplemented with the introduction of 

equipment for loading of muck during the period 1907-1929 AD. 

It was during this period that heavier jack hammers of 52- to 

97- kg class were also introduced. 

Full face tunnelling with light drilling jumbos, using 

detachable drill bits and car handling system was adopted dur-

ing the second quarter of twentieth century. During this 

period two distinct methodS for drilling were in vogue. In 

the American method heavy drifters on hydrobooms were used 

whereas in the Swedish method lighter rock drills were mounted 

on ladders. 

The ultimate in mechanization in tunnel excavation was 

achieved with introduction of tunnel boring machine (TEN), or 

mole during the construction of diversion tunnels for Oahe 
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Dam in USA during 1953-54 (16). The concept of mole had been 

introduced as far back as in 1852 to drive Hoosac Tunnel in 

Western Massachusetts through granite formation. The intro-

duction of TBM necessitated use of high speed back up system 

for muck removal and also for support erection. Thus, conveyor 

belts for muck removal and jigs mounted on TBM for support ere-

ction were evolved to match the TBM productivity. The applica-

bility and performance characteristics of TBM under different 

conditions of geology are discussed by various authors (16, 124, 

125, 126, 131). 

2.2 Conventional Tunnelling Methods 

The methods for excavation of tunnels vary according to 

type of ground conditions, tunnel length, the size and shape of 

tunnel section and the management decision regarding the choice 

of equipment. Several authors have suggested various methods 

for different tunnelling situations (30,37,68,79,84,85,86,104, 

105,111,114,118,119,130,145,147). The full fade single stage 

excavation in good to fair ground conditions is suggested for 

tunnels of diameter upto 8 m by Katoch (68). Katoch suggested 

two stage excavation.by heading and benching method for tunnels 

of diameter more than 8 m to economize on tunnelling cost and 

also to speed up tunnelling rate. The multidrift, pilot drift, 

forepcling and pregrouting methods were suggested for poor 

ground conditions. The adoption of any particular method 

depends upon the specific tunnelling situation. Rabcewicz(114); 

Muller (99); Nussbaum (105); and Ward (147) have suggested the 

adoption of what is popularly known as 'New Austrian Tunnelling 

Method' for poor rocks particularly those squeezing in nature, 
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2.3 Optimization of 3xcavation Process 

For making the conventional drill and blast method effi-

cient and cost effective several types of drilling patterns for 

tunnels of different diameter within various rock conditions 

have been suggested by Fraenkel (30); Katoch (68) and others. 

The quality, quantity and distribution of explosive charges to 

obtain effective blasting results have also been discussed by 

Fraenkel (30); Katoch (68); Lari4efors et al (79); Pequignot(111); 

and Szechy (130). The overall effect of blasting is improved by 

the application of delay firing in the form of better fragmenta-

tion and lesser damage to the surrounding rock. 

The diameter, depth and number of holes in a drilling 

pattern have a significant effect on the cost and advance rate 

of tunnelling. Hamrin et al (40) have developed a computerized 

approach for calculating drilling patterns, charge weights and 

costs of tunnel driving. Wild (152) suggested that an increase 

of 1 mm in diameter of explosive cartridges results in decreas-

ing the number of holes in a blasting pattern by 3 percent. Hbw-

ever, the diameter of drill holes used normally has been dictat-

ed by the commercially available sizes of explosives (111). 

The drilling depth and hence the advance per round (APR) 

is a significant parameter in rapid excavation of tunnels (79). 

The maximum advance is limited by the size of a tunnel, the 

drilling pattern and the availability of suitable drilling 

equipment. To achieve maximum advance from a particular depth 

of drill holes requires experimentation which at times extends 

from 3 to 6 months (17,79). In many cases shorter rounds give 
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a better working cycle and more rapid advance per day. It is 

particularly desirable to adopt such an advance per round which 

can be completed within one working shift. This principle was 

applied in excavation of head race tunnel in Giri Project (117), 

where 1 m advance per shift of 8 hours was adopted for a 5 m dia-

meter tunnel driven in highly squeezing ground conditions. Dutta 

and Barman (28) have conducted an experimental study in a pilot 

tunnel to arrive at the maximum pull for a particular drilling 

pattern, drilling depth and amount of charge. 

Maidl (84) has also suggested a method for computing 

depth of round, number of drill holes and drilling time for 

tunnel construction. 

The optimization of the excavation process involves 

control of the three main interdependent activities, viz.,drill-

ing, blasting and mucking. The overbreak has also to be contro-

lled at the same time, and thus, modern methods of smooth blast-

ing and presplitting have been developed (68). The suitable 

drilling pattern, depth of round and. the amount of explosive 

charges can be computed theoretically or determined experimen-

tally for the various situations obtainable on tunnelling 

projects. The optimization of the whole process including muck-

ing and erection of supports has been studied. through computer 

analysis and the results applied to actual tunnelling situations 

(18,74,103)'. 
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2.4 Clas'sification of Tunnelling Conditions 

Classification systems have been developed so far prima-

rily to, evaluate the tunnel support requirements. No system 

exists to classify the tunnelling conditions for the purpose of 

deciding the method of excavation, the drillability or the frag-

mentation characteristics of the rock masses. The classifica-

tion systems which are in existence for rock supporting purposes 

are of two types (i) the qualitative, and (ii) the quantitative. 

These are discussed in sub-paras below. 

2.4.1 Qualitative systems for rock mass classification 

The first qualitative rock mass classification system 

was propounded by Terzaghi (133) who described the rock mass 

qualitatively with respect to rock pressure phenomenon. Rock 

load factors were also given by him for each rock type. His 

nine classes of rock masses are : (i) hard and intact, (ii) hard, 

stratified or schistose, (iii) massive to moderately jointed, 

(iv) moderately blocky and seamy, (v) very blocky and seamy, 

(vi) completely crushed but chemically intact, (vii) squeezing 

at moderate depth, (viii) squeezing at great depth, and (ix) 

swelling. 

Lauffer (76) introduced the effective span of the un-

supported rock mass as his criterion for classification. His 

classification system which can be correlated to that of 

Terzaghi's as also to modern support methods is depicted pic-

torially in Figs. 2.1 and 2.2. He has categorized his rock 

classes from A to G, where A signifies stable rock and G heavy 

squeezing rock. 
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Terzaghi's and Lauffer's rock mass classification systems 

which reflect practical experiences are most suitable for select-

ing the tunnel route and cross-section where empirical approach 

is used for the design. This serves as the basis for tendering 

and preliminary estimation of tunnel costs and construction 

time (64). 

Lauffer's additional parameters like bridge action period 

and span of unsupported rock mass, which are determined during 

construction, serve as the basis for deciding advance per round 

(Fig.2.2). 

2.4.2 Quantitative systems for rock mass classification 

Deere (23) proposed a classification system based on 

fracture spacing and called this Rock Quality Designation (ROD). 

ROD is defined as the ratio, between sum of lengths of core 

pieces which are 10 cm or longer in length and the total length 

of rock core drilled, expressed as a percentage. He, thus, divi-

ded the rock types into 5 categories on the basis of ROD : 

ROD (percent) 	Rock Quality 

	

0 - 25 	Very poor 

	

25 - 50 	Poor 

	

50 - 75 	Fair 

	

75 - 90 	Good 

	

90 -100 	Excellent 

Wickham, Tiedemann and Skinner (150,151) introduced the 

concept of Rock Structure Rating (RSR) and proposed a quantita-

tive classification system called Ground Support Prediction 
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Model. The RSR concept considered two broad categories of 

factors influencing the rock mass behaviour around tunnel open-

ings. These are : geological factors, viz., rock type; joint 

pattern (spacing); joint orientation (dip and strike); disconti- . 

nuities (condition of joint); faults, shears and folds; rock 

material properties; ground water and degree of weathering or 

alteration; and construction factors, viz., size of tunnel open-

ing, direction of drive and method of excavation. 

The above factors have been grouped into three parameters 

named A, B and C. Parameter A represents general geology of 

the rock mass; B, the joint pattern; and C, the ground water and 

joint conditions. 

Each factor has been evaluated on the basis of past 

experience and corresponding weighted numerical values have been 

assigned which reflect the relative effect of the factor on the 

' overall support requirement. 

The RSR of a given mass for a tunnelling project is 

defined as the sum of the values of parameters A;  B and C corres-

ponding to the local characteristics of this rock mass. The' RSR 

has been found to vary from a lowest possible value of 19 of the 

worst possible rock condition to a maximum of 100 for ideal 

condition. 

In this method the rock pressure is considered to incre-

ase directly with tunnel size (as believed by past investigators). 

This system is more suited to conventional tunnelling method with 

drill and blast method for excavation and supporting with steel 
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arches because 90 percent of case histories which form the 

basis for evolution of this system employed this method. 

The correlation between RSR and rib ratio (RR) is shown 

in Fig. 2.3. RR is defined as the ratio between theoretical 

rib spacing and actual rib spacing. 

Bieniawski (7) has proposed another quantitative classi-

fication system which includes Deere's RQD and several other 

factors listed below (31) : 

(i) Rock Quality Designation (RQD), (ii) state of 

weathering, (iii) uniaxial compressive strength of intact rock, 

(iv) spacing of joints and bedding, (v) strike and dip orienta-

tion, (vi) separation of joints, (viii) continuity of joints, 

and (viii) ground water inflow. 

Bieniawski (7,8) recognized that each parameter does 

not necessarily contribute equally to the behaviour of rock 

mass. He assigned ratings to each parameter in five categor-

ies. The sum of ratings is called Rock Mass Rating (RMR) which 

varies from 0 to 100. The five classes of rock masses as cate-

gorized by Bieniawski are shown in Fig.2.4. 

Barton, Lien and Lunde (5) of the Norwegian Geotechni-

cal Institute (NGI) have also prepared an index for the deter-

mination of tunnelling quality of a rock mass. This starts 

with Deere's RQD and allows for the influence of joint set (Jn), 

joint roughness (Jr), joint alteration (Ja), joint water (Jw), 

and a stress reduction factor (SRF). The resulting rock mass 

quality (Q) is given by 

0,4--(RQD/Jn)X(Jr/Ja)X(Jw/SRF) 
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The first factor (RQD/Jn) represents the structure of a 

rocklnass, viz., the block size; the second factor (Jr/Ja) 

represents the roughness and frictional characteristics of the 

joint walls or filling materials, viz., the inter block shear 

strength; and the third factor (Jw/SRF) is a complicated empiri-

cal factor describing the active stresses. 

The ratings for various parameters have been given and 

final rock mass quality is used to divide the rock mass into 38 

categories as shown in Fig.2.5 for purpose of support require-

ments. The value of Q may vary from a minimum of 0.001 to a 

maximum of 1000. Hence it appears that Barton's system is the 

most sensitive quantitative classification system to date. 

2.5 Statistical Approach 

2.5.1 Sampling 

In statistical analysis the population or universe and 

the sample play a significant role. To derive information about 

the population parameters, random sampling has to be done(6,146). 

If we had equally well established and stable laws of personal 

bias, subjective sampling could be used (109). Markovic(88) also 

suggested that the samples should be drawn after fixing certain 

operating criteria. 

2.5.2 Statistical parameters 

The information about population parameters can be 

projected from the knowledge of the first four moments of 

sample statistic. Schmeiser and DeutSch(123) have used the 

four moments, viz., mean, variance, skewness and kurtosis with 

suitable transformations to develop a versatile four parameter 

family of probability distributions suitable for simulation. 
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Benjamin and Cornell(6) have stated that the first two moments, 

viz., the mean and the variance alone contain a substantial amount 

of information on which to base engineering decisions. 

2.5.3 Sample size 

In sampling experiments, the question of optimal sample 

size is one of economic importance. On the question of sample 

size Ostle (109) has stated that the statistician can provide 

an ' educated guess' after seeking information on several as-

pects. In some cases fairly simple formulae are available for 

estimating the required, sample size (139). Operating charac-

teristic (OC) curves and tables are also available for finding 

the sample size (109). Pentico (110) has suggested simple re-

lations to determine optimal sample size for a given difference 

of means of two samples. 

2.5.4 Class interval 

There is no generally accepted universal method for 

determination of.number of class intervals (88). However, rules 

have been suggested for deciding on the class interval. The 

choice of the length of class interval should be done in such a 

manner that the main characteristic features of the observed 

distribution are emphasized and chance variations are obscured 

(39). Basically there are two concepts for choice of the length 

of class intervals, viz., equal lengths, and equal. probabilities. 

Equal lengths of class intervals are extensively used even 

though there is no theoretical basis for the same and a 

commonly used thumb rule states that the number of class inter-

vals should be so chosen that the average expected frequency 

of any class interval is at least five (88). According to 
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Ostle (109) there should be no fewer than 5 and no more than 15 

intervals in the entire population. Walpole and Myers (146)have 

extended the range of choice between 5 and 20 intervals. Varma 

(138) has pointed out that the class interval should be chosen 

so that an optimum combination of smoothness and detail is 

obtained. 

2.5.5 Goodness-of-fit testing 

The problem of testing the goodness-of-fit of a hypothe-

sized probability distribution to observed sample distribution 

was solved first by Pearson',(1900)  who developed the Chi-square 

test (88). Later, Fisher (29) contributed the significant idea 

of ' degrees of freedom' which account for parameters estimated 

from the observed data while finding the tabulated value of 

Chi-square. Chi-square test is versatile in as much as any 

distributional assumption can be tested. However, it has a 

serious drawback that arrangement of data into arbitrary cells 

can affect the outcome of the test significantly (38). Moreover, 

it is difficult to select a suitable probability density func-

tion in the event of more than one distributions being found 

to fit using Chi-square test. Allen Hazen(1914) developed the 

probability paper. This suitably scaled paper provides a simple 

means of testing any distributional assumption by using the 

corresponding probability paper for plotting the data(122). 

This technique provides: (i) a pictorial representation of the 

data; (ii) an evaluation of the reasonableness of the assumed 

probability model; (iii) estimates of the percentiles of the 

distribution; and (iv) estimates of the distribution parameters. 

This information may be obtained even with censored data(38). 
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2.6 Simulation 

The origin of modern simulation methods can be traced to 

the development and highly successful use of Monte Carlo method . 

by Neumann, Ulam and Fermi for dealing with problems related to 

the shielding of nuclear reactors during World War-II (43,96). 

The extensive use of simulation started only when the high speed 

digital computers were introduced in the 1950's. This review is, 

however, confined to the use of simulation in tunnel excavation 

process only. 

In tunnel excavation the inherent uncertainties which may 

be accounted for in simulation modelling are those of geological 

formation and of the performance of various tasks in the tunnel 

excavation cycle, notable amongst them being: (i) muck genera-

tion; (ii) material handling; (iii) roof support; and (iv) en-

vironmental conditions (100). 

2.6.1 Simulation of geologic formations 

The geological predictions may be both subjective and ob-

jective (97,98). Use of the Markov chains (43) or the theoretical 

analysis (150,151) may be made to predict the rock formation 

along the tunnel alignment. Moavenzadeh et al (98) suggested a 

decision tree concept for prediction of geological formations 

assigning probabilities to various parameter states based on 

subjective judgement of the geologist and through Markov process 

analysis. Vtrbaugh and Carter (43) proposed application of 

statistical distributions for prediction of geologic states. 

These could be the known theoretical distributions, or empirical 

distributions could be constructed based on the data. 
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2.6.2 Random variable 

Many dynamite simulation models require variables which 

are supplied from an external source as exogenous variables. 

These input variables may be deterministic represented by simple 

mathematidal functions or these may be stochastic which show 

random behaviour (43,101). The stochastic variables conform to 

known probability distributions, each characterized by a set of 

parameters (43). The artificial variable whose statistical be-

haviour resembles that of the actual variable may be generated 

through tandom_sampling from the known distribution. The proce-
z. 

dures for generatiOn of random numbers and for statistically 

testing these have been discussed by several investigators(43, 

96,101,135). Modern high speed. digital computers, however, pro-

vide library functions for generation of pseudo-random numbers 

applicable in simulation experiments. 

The variables of interest in simulation experimentation 

may be generated from the known continuous probability distri-

butions by any of the three basic methods, viz., the inverse 

transformation method, the rejection method and the composition 

method (101). For generating variates of an empirical distri-

bution or of a discrete distribution the method suggested by 

Marsaglia could be used (101). 

2.6.3. Simulation of mucking operation 

Out of the various operations in tunnel excavation cycle, 

muck handling has attracted maximum attention. Nelson (102) 

simulated the working of a mine haulage locomotive to decide 

its optimum load size to achieve maximum haulage rate. He had, 

howevet, not considered the simultaneous deployment of more 

than one locomotive which is necessary in excavation of long 

tunnels. 
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This deficiency was studied by Konya et al (74) and 

Mutmansky (100) in their models fot simulating muck handling 

in tunnel excavation. Konya et al (74) haVe applied the simula-

tion model to construction of SEI-KAN tunnel in Japan. They 

identified the optimal number of trains required for muck re-

moval and the average waiting time for trains. Mutmansky (100) 

studied material handling in conjunction with TBM seeking to 

obtain the following information through the application of his 

model: 

optimum number of trains to use in a specific 
tunnelling situation;.  

ii) optimum location of California switches in the 
tunnel; 

iii) proper size and utilization of the tunnel crew; and 

iv) better type of material handling method ( cyclic 
or continuous) for different lengths of the tunnel. 

2.6.4 Simulation of overall tunnelling 

The effect of various types of delays and breakdowns on 

tunnel construction progress has been studied by Nesargi(103) 

in evaluating the effect of concurrent excavation and concrete 

lining on the completion time of tunnel vis-a-vis the sequential 

mode of concrete lining and excavation. In the process of simu-

lating the system behaviour, the optimal combination of equipment 

for least time of construction was also evolved. In his analysis 

triangular distribution was used for most of the variables and 

three time estimates were adopted. The breakdowns were, however, 

simulated through the use of empirical distributions due to 

availability of limited real world data. Priority rules were 

set for permitting movement of locomotives between two California 

switches or rail sidings as also between muck removal and con-

crete placement. 
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2.6.5 Tunnel cost model (TCM) 

Moavenzadeh et al (97,98) have developed a tunnel cost model 

for simulating the tunnelling process through the application of 

three sub-models; the geologic sub-model, the construction sub-

model and the tunnel simulator. They have provided options in 

their model for data to be supplied directly or to be generated 

within the model itself as needed by the analysis. The result was 

a scattergram indicating variability of costs and periods in the 

construction of tunnels. 

2.7 Combined Effect of Job and Management Conditions on 
Tunnelling 

Tunnel advance rates and, therefore, the costs are affected 

as much by the variability in management conditions as by job 

conditions. This aspect of tunnelling has not been studied by 

any investigator to the best of author's knowledge. However, in 

the area of performance of equipment, Nikirk developed factors 

for scaling down the ideal production of excavators for different 

job and management conditions (112). All working conditions were 

divided into four categories of job and four categories of 

management conditions, viz., excellent, good, fair and poor. 

Table 2.1 gives the matrix of these factors as suggested by 

Nikirk. 

TABLE 2.1 

JOB AND MANAGEMENT FACTORS FOR EXCAVATORS 

Management condition 
Excellent 	Good 	Fair Poor 

Excellent 0.84 0.81 0.76 	
. 

0.70 

Job Good 0.78 0.75 0.71 0.65 
condition Fair 0.72 0.69 0.65 0.60 

Poor 0.63 0.61 0.57 0.52 
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2.8 Concluding Remarks 

On the basis of this review the following gaps were identi-

Lied in the area of simulating the tunnel excavation process: 

i) For a particular diameter tunnel, the technique of 
construction is not varied unless there is a signi-
ficant change in the job conditions. This indicates 
a strong need for classification of job conditions 
to suit the significant variations in ground conditions, 

ii) The periods for individual operations, and hence, the 
total cycle time in the tunnel excavation process is 
affected as much by the management efficiency as by 
the job condition. This aspect has not been studied 
yet. 

iii) The Simulation studies conducted for tunnelling so 
far have been based on empirical methods or computa-
tions of average production estimates for equipment 
and operations using manufacturer's data. The per-
formance of equipment and personnel in the underground 
restricted space is adversely affected by changes in 
working environment. The achievable production in 
such cases could be assessed much better on the basis 
of past performance rates for which extensive field 
data is required. 

iv) The analysis of tunnel construction data to discover 
specific statistical behaviour of the activity per-
formance time has also not been done in the past. 

v) Simulation of tunnel excavation based on field data 
has not been attempted so far. 

vi) Factors for prediction of tunnel advance rates under 
different job. and management conditions, such as, 
through use of job and management factors have not 
been evaluated yet. 

Some of'the above listed deficiencies in our knowledge of 

the behaviour of prominent factors in tunnelling performance 

will, hopefully, be made good through the results of this study. 
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CHAPTER 3 

COLLECTION OF FIELD DATA 

3.1 General 

Tunnelling is a complex activity affected by a large number 

of variables. These variables may be ascribed to the job and/or 

management conditions. Thus the data pertaining to both these 

conditions is important in order to study the effect of all the 

• variables on the progress of tunnel excavation. In a simulation 

study like the present one the formulation of problem and collec-

tion of data go together as the experimentation on the model may 

indicate the need for additional data while lack of data may call 

for modifying the problem and the model. Thus, the study becomes 

an iterative process. Hence, the data for the present study was 

collected in different phases as and when its need was felt. 

3.2 Types of Data Needed 

Both the descriptive and quantitative data is of interest 

in this study. The tunnelling rate is affected by both, the job 

and the management conditions, which are usually difficult to 

quantify. 

The job conditions are affected by the following factors: 

i) Geology, such as, type of rock, RQD, jointing system, 
dip and strike of strata, presence of major fault or 
thrust zones and uniaxial compressive strength of 
rock; 

ii) Water flow, including probable quantum of water 
expected to be met with; 

iii) Presence of inflammable gases; 

iv) Size and shape of tunnel; 

v) Whether the construction adits are horizontal or 
inclined; and 
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vi) 	Maximum drilling depth or advance per round which 
can be adopted. 

The management conditions are affected by the following 

factors for which generally the descriptive data is required to 

be collected: 

i) Overall planning for the job including planning for 
equipment, manpower and materials; 

ii) Training of personnel affecting equipment maintenance, 
breakdowns of equipment, overbreak in excavation and 
quality of supervision; 

iii) Incentives to workmen; 

iv) Co-ordination and rapport; 

v) Environmental conditions inside the tunnel; and 

vi) Staff punctuality. 

Both the above, viz., job conditions and management condi-

tions have a cumulative effect on the tunnel cycle time4 which, 

in turn, governs the progress of excavation. Thus, the cycle 

time data for tunnel excavation giving details of time taken for 

each individual operation in the excavation cycle is of utmost 

importance for simulation. This data is needed for a consider-

able period so that it covers, by and large, all possible job and 

management conditions on the project. 

Monthly actual progress of excavation for as long a period 

of construction as possible is another important data needed for 

this study; as this enables correlation of ideal with real pro-

gress or validation of results of the model. 

3.3 Identification of the Sources of Data 

Collection, sorting, collating and disseminating of cons-

truction data is difficult due to the cost and human effort 
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involved in the process. on most construction sites this data is 

either not recorded and maintained at all, or is poorly recorded. 

This is due to the lack of awareness of the need for recording 

data in proper form. The analyst has to sift and painstakingly 

isolate useful content from a mass of redundant and sometimes 

scanty information. However, on projects where the management 

was conscious of this need, the data was properly recorded and 

fairly well maintained. One such project is the Beas-Sutlej Link 

project in the state of Himachal Pradesh in India for which exten-

sive recorded data on tunnelling is available. 

The following sources of data have been found to exist on 

the projects and were made use of for the purpose of this study:- 
, 

i) Records maintained by construction agency in the form 
of registers, charts, graphs, geological profiles,etc; 

ii) Personal discussions with engineers, foremen and other 
technicians in charge of various construction activi-
ties; 

iii) Personal recording of data at site by the author; 

iv) Papers published in various journals and the proceed-. 
ings of symposia and conferences; and 

v) Personal experience of author on the construction of 
a tunnelling project in the Himalaya. 

3.4 Collection of Data and Its Listing 

The data collection was done in more than one stage. As a 

first step formats for collection of data were devised and sent 

to various projects for compliance. The data received thus proved 

to be inadequate and had to be supplemented with information 

collected through personal visits. Copies of records as maintain-

ed by project authorities were obtained, and a scrutiny of the 

same helped in visualizing the need for discussions with construe- 
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tion personnel. The discussions helped to clarify issues and 

indicated need for further information which was collected through 

subsequent visits and/or questionnaires. 

The projects visited for the purpose of collection of 

field data are shown in Table 3.1. Most of these projects were 

under construction during the period of study. Projects at serial 

Nos.1 to 6 as listed in the Table were visited more than once to 

collect necessary data. Eight of the projects pertain to sub-

Himalayan region for which the study is primarily aimed. The 

last of these is located in central part of the country and was 

visited in order to have a relative idea about the working condi-

tions in the two regions. 

The type of data collected from all these projects comprised 

of the following : 

i) geological profile along the tunnel alignment; 

ii) equipment performance and its breakdown; 

iii) monthly progress for all tunnel headings; 

iv) cycle times for each day; and 

v) other information considered of interest. 

The visits to project sites were made over a period of 

4 years from 1978 through 1981. As far as possible on-going 

projects were given priority in visits although a bulk of the 

information was obtained on recently completed projects. 

The cycle time data from all projects was collected and 

recorded in the formats devised for the purpose(Appendix I and II). 
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This data has been stored on a magnetic tape on DEC SYSTEM-20 

Computer at University of Roorkee (1). 

TABLE 3.1 

PROJECTS VISITED FOR DATA COLLECTION 

Sl.  
No. Name of project Tunnel excavation 

Year 
started 

Year 
completed 

1 

2 

BSL Project 

i) Pandoh-Baggi Tunnel 

ii) Sundernagar-Sutlej Tunnel 

Yamuna Project 

1965 

1967 

1975 

1975 

i) Ichari-Chhibro Tunnel 1967 1973 

ii) Chhibro-Khodri Tunnel 1968 1981 

3 Baira-Siul Project Head Race Tunnel 1973 1979 

4 Giri Project Head Race Tunnel 1968 1976 

5 Loktak Project Head Race Tunnel 1973 1981 

6 Salal Project Tail Race Tunnel* 1979 MMO1 

7 Lakhwar Dam Project Diversion 
Tunnels 1980 1981 

Tehri Dam Project Diversion Tunnels** 1979 1981 

9 Pench Project Tail Race Tunnel 1975 1980 

*Project in progress 
**Only heading excavated 

3.5 Processing of Data 

The recorded data was processed for the purpose of various 

analyses given in following chapters. This processing is discussed 

in Chapters 4 and 5. 
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CHAPTER 

CLASSIFICATION SYSTEMS FOR JOB AND MANAGEMENT CONDITIONS 

4.1 Need for Classification 

Working conditions on tunnelling projects are highly vari-

able, even on the same project, and a uniform rate of progress over 

the entire period of construction is difficult to maintain. The 

purpose of the classification system is to divide these working 

conditions into groups of similar behaviour with respect to the 

tunnelling rate. This grouping may be done aCnording to the rate 

of advance made per round and the cycle time for that advance. 

While the advance in each round will be controlled by job conditions, 

the cycle time will generally be governed by the quality of manage-

ment. 

Three main time elements in a tunnel excavation cycle are - 

drilling, muck removal and rock supporting. At present there is no 

classification system for drillability of rocks and their fragmen-

tation characteristics which affect the time for drilling and muck-

ing. However, a number of classification systems for rock masses in 

respect of support requirements (5,7,23,76,133,150) nave been deve-

loped. The geological formations have also been classified accord-

ing to their lithology, such as, rock type, mineralogy and texture 

(41), uniaxial compressive strength (24,128) and extent of jointing 

and type of joint surfaces(5,34). 

The adoption of correct drilling pattern for a given rock 

condition, proper alignment of drill holes and suitable use of 

explosive charges can ensure high percentage of pull out (actual 

advance) and good fragmentation of rock from a particular drilling 

depth in a given rock condition. The control of these factors is 
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governed by the management conditions. Other components in the 

excavation cycle such as mucking, ventilating,etc. are also affect-

ed by management conditions. Therefore, a unified classification 

system for tunnelling is required which considers the effects of 

both, job conditions and management conditions, on the tunnelling 

rate. 

4.2 Job Conditions 

In tunnelling, variations in underground formations result 

in variations in the job conditions, at times, even from one cycle 

to another. Often these variations are significant in affecting 

the selection of tunnelling method and estimating the rate of 

progress achieved, 

In this study the classification of job conditions has 

been done into three categories, viz., good, fair and poor. This 

classification reflects the effect of geologic formations on the 

job and is shown in Table 4.1. Table 4.2 gives an extract from 

tunnelling data showing the actual classification of geology made 

by the author according to the three categories. For each geology 

the monthly tunnel advance made is also shown. 

Job conditions are inherent in the job and have to be faced 

as they occur. Nothing can be done to improve or alter them. It is 

only at the planning stage that an alternative alignment for the 

tunnel may be selected if economically and technically feasible to 

obviate the adverse geology predicted during the investigations. 

- 	- This was done in the case of tunnels on Girl and Yamuna projects in 

India(27,63,117). The alignment of tunnel axis with respect to 

strike and dip of rocks, the presence of water and inflammable 

gases, the size of opening and the advance to be adopted in a 

Particular geology also affect the tunnelling rate. 
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TABLE 4.2 

EXTRACT FROM TUNNELLING DATA 

Tunnel 
heading Month/year Geology Author's 

job classi-progress 
fication 

Monthly 

(m) 

Good 67 

Good 111 

Poor 19 

Fair 25 

Good 82 

Fair 64 

Good 84 

Good 93 

Fair 60 

Poor 39 

Pandoh 	Jan.,1967 Interbedded phylites 
downstream 	and quartzites 

March,1968 Granite 

May, 1971 Blocky to closely 
jointed granite with 
thin kaolinized seams 
(distressed portion) 

Feb.,1972 	Blocky to closely 
jointed granite with 
very minor schist 
lenses and schist seams 

July, 1972 Moderately jointed 
coarse grained granite 

Baggi 	Aug., 1966 Phylitic quartzites 
and phylites (low 
advance rate) 

Jan., 1968 Massive coarse grained 
porphyritic granite 

Nov., 1968 Blocky granite with 
schist bands 

June, 1969 Highly broken granite 

Nov.,1969 	Talcase schist 
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This categorisation of geology into three classes only as 

against five to nine classes suggested by the earlier investigators 

in-relation to support requirements is found to be adequate due to 

the following reasons : 

1) The proposed classification is simple and its parameters 

can be assessed during planning stage. :3arton's parameters 

have not been included in this classification because their 

estimation is difficult ln advance of tunnelling. 

2) The method of excavation is not affected for rock condi-

tions varying from very good to fair but could vary only 

when these conditions change from fair to poor. The 

effect of change in method of excavation is thus adequately 

accounted for in this classification. 

3) Any feasible advance per round may be adopted for good rock . 

conditions as the bridge action period will always be 

greater than the expected cycle time. For fair and poor 

rock conditions the advance per round is governed by the 

bridge action period and has to be so restricted that the 

rock is supported within this period after blasting. 

The basis for classification as -given in Table 4.1 is 

discussed as below : 

1 ) 
	The first parameter (geologic structure) gives qualitative 

description of the rock mass which is based on Terzaghi's 

(133) system. 

The second parameter (point load strength index/uniaxial 

compressive strength) reflects the strength characteristics 

of the rock mass and is based on aieniawski's quantitative 
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system (7). According to IS 8764-1978 (61),maximum compre-

ssive strength is 22 times the point load strength index. 

3 
	

The'third parameter reflects transition conditions. When- 

ever there is a change of geology, it may or may not be 

abrupt. This effect may be classified on the basis of its 

effect on performance. If the change takes place from poor 

to good or from fair to good, then the transition is consi-

dered as 'good'. On the other hand, when 'good' condition 

suddenly changes to 'poor', the transition is considered 

as poor. 

4) The fourth and fifth parameters, viz„RQD and joint spacing 

are inter-related. These have been grouped according to 

Deere's (23) and Wickham's (15w, 151) systems. 

5) The sixth parameter, viz., joint orientation, dip and strike 

are based on Bieniawski's system. Very favourable, favour-

able and fair orientation of joints are all assumed to fall 

under proposed 'good' category. 

6) The seventh and eighth parameters relate to presence of 

inflammable gases and underground water. Inflammable gases 

are generally not expected to exist in good and fair job 

conditions. The mild to moderate waterflow which can be 

controlled without affecting the normal working cycle,could, 

however, be expected under these conditions. The presence 

of inflammable gases and also heavy inflow of water may 

significantly affect the working and, therefore, such 

conditions have been classified as poor. 

The next parameter, viz., range of normal drilling depth, 

is based on the actual achievements realized in the field 

in corresponding rock oonditions. 
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8) 	The last parameter, viz., modified bridge action period 

plays a significant role in deciding the rate of advance 

and has been defined as the period within which no major 

rock fall would take place before supports are erected. 

Bieniawski (7) and Lauffer (76) have considered the bridge 

action period as the time from initiation of blast upto 

the first fall of a piece of rock. Such marginal detach-

ments of rock pieces are not found to affect the normal 

working significantly and are, therefore, ignored in the 

present classification. 

4.3 Management Conditions 

The management conditions on:tunnelling jobs are more 

difficult to classify than the job conditions since the various 

management factors affecting the tunnelling rate are not easily 

quantifiable, and some of•these are even interdependent. The 

concept of quantifying the various factors proposed here is basi'. 

cally a method of describing the quality of management which 

governs the tunnelling rate. All management factors contribute to 

or affect in some way the tunnelling rate achieved: Each of them 

can be considered individually or all of them can be considered 
0 

collectively combining their relative effect on each other. By 

assigning a weighted numerical rating to each factor, it is possi-

ble to define the management conditions on the basis of the total 

sum of ratings for all the individual factors. The higher number 

is reflective of good management yielding higher tunnelling rates 

while the lower number is indicative of poor management resulting 

in slow rate of tunnelling. The factors which have been consider-

ed to develop the classification system for management conditions 

are given in Table 4.3. 
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These factors are based on the study of tunnelling jobs 

done in India and have been listed in the descending order of 

their effect on the tunnelling rate. Each item has been assigned 

a numerical rating after discussions with tunnelling experts of 

long standing and has been further sub-divided for ease in evalua-

tion. The maximum ratings have also been assigned to each sub-

group and represent ideal conditions. These will need downward 

revision depending upon actual working conditions at the site. On 

the basis of the sum of ratings for individual sub-groups, the 

management conditions are classified in Table 4.4. 

TABLE 4.4 

RATINGS FOR DIFFERENT MANAGEMENT CONDITIONS 

Sl.No. Management condition Rating score 

1 Good 80 to 100 

2 Fair 51 to 	79 

3 Poor 50 or below 

The ratings for various items and their sub-groups as 

given in Table 4.3 have been derived on the basis of observations 

and personal experience of the author on tunnelling works. These 

have been supplemented with discussions with field officers and 

crew on major tunnelling projects. 

It was observed that the judicious selection of construc-

tion plant and equipment, personnel and location of adits played 

a highly significant role in achieving high tunnelling rates. 

Next in importanCe was found skill of workmen. The availability 
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of equipment for use on work as and when the same was needed is 

the next item in order of importance. This parameter was assessed 

c the basis of time lost due to non-availability of equipment or 

its breakdown while on work. 

Supervision of all operations particularly drilling is very 

important as it affects the advance rate, the fragmentation of 

rock and its overbreak or undercutting. 

Incentives to working crew for increased production have 

been found to be a positive factor. It has been generally observed 

that mere provision of adequate equipment and personnel did not 

necessarily result in achieving the planned production on a sustain- 

ed basis unless the workmen display devotion to the work. The 
\ 

payment of bonus to the crew resulted in increased production with 

the same equipment (68,117). This increase in cost due to payment 

of bonus is more than offset by the increased progress of tunnell-

ing resulting in an overall reduction in unit cost. 

The effect of application of CPM is not considered signifi-

cant as the cyclic tunnelling operation is well defined and the 

effect of:different operations on overall time is also well known. 

The co-ordination takes care of providing resources as and when 

needed and also to ensure control of single person at various 

levels of working. 

Other factors listed in the table which marginally affect 

the tunnelling rate are : i) environmental conditions, ii) change-

over of shift at the tunnel heading, and iii) the rapport between 

various levels of management. These parameters have been assigned 

low ratings due to their relatively lesser importance on the over 
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all achievement of progress. The pictorial representation of the 

parameters and their ratings is shown in Fig.4.1. 

4.4 Application of Classification Systems to Pandoh-Baggi Tunnel 

4.4.1 Grouping in job-conditions 

The bulk of geological data available from the project is 

in the form of descriptive information (Fig.4.2). However, the 

classification system which has been developed here for job condi-

tions can help in grouping this data into three categories on the 

basis of the descriptive geology as given by geologist and the 

actual rate of advance achieved in different tunnel segments for 

excavation. The different rocks encountered along the Pandoh-Baggi 

tunnel alignment are classified into the three categories viz., 

good, fair and poor, and listed in Table 4.5. After classifying 

the entire tunnel length into three job conditions, these rock 

categories were reviewed vis-a-vis the advance achieved in 

respective ground conditions on a monthly basis. The ranges of 

advance per round for the three job conditions were adopted on 

the basis of the following criteria : 

i) The minimum value of 2.5 m for advance observed under . 
good job condition and the maximum value of 1.2 m for 
that observed under poor job condition are those which 
experienced the highest frequency of occurrence. 

ii) The general range of values of advance achieved under 
fair job condition is between 2.5 m and 1.2 m 

iii) Certain stray values of advance per round falling out-
side the ranges defined above may also occur due to 
random causes under all the three job conditions. 

It was observed in a few cases that the rock category and 

job classification for a certain tunnel length based on achieved 

rate of advance did not match with rock classification as defined 

in Table 4.5. Although the classification indicated good or fair 
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MANAGEMENT PARAMETERS 
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TABLE 4.5 

GROUPING OF GEOLOGICAL DATA OF PANDOH-BAGGI TUNNEL INTO JOB 
CONDITIONS 

Job conditions 

Good 
	

Pair 
	Poor 

Granite: massive,coarse 
grained, porphyritic,blocky, 
and moderately broken and 
jointed. 

Schistose granite with 
schist bands and shear zones 

Massive to blocky granite 
with very minor schist bands 
and shear zones 

Jointed granite with 
kaolinized and shear zones 

Schists 

Schists with granite bands 

Schistose gneiss 

Phylites, quartzites, 
phylitic quartzites and 
quartzitic phylites, inter-
bedded phylites and 
quartzites 

Contact zones between fair 
to good, and poor to good 
rock 

Blocky to highly 
	Talc schist 

jointed granite 
Kaolinized 

Blocky to closely 	schistose 
jointed granite with granite 
thin kaolinized seams 
and/or shear zones 

	Highly broken 
granite with 

Moderately jointed 
	

numerous thin 
granite with thin 	sheared schis 
bands of schists and tose seams 
kaolinized seams 

Shear zones 
Sheared to crushed 
gneiss/schistose 	Cavity portions 
gneiss 

Distressed 
Thinly foliated and tunnel length 
sheared schists 

Contact zones 
Sheared and puckered between good 
phylite 
	

to poor, and 
fair to poor 

Contact zones between rocks 
good to fair and poor 
to fair rocks 
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job condition, lower advance had been recorded. In such cases, the 

rock categories-have been considered to belong to the next lower 

category, to conform to the criterion of advance per round. For 

example, the 'good' classification has been changed to 'fair' and 

'fair' to 'poor', depending on the advance achieved. The listing 

of lengthwise rock formations, corresponding monthly progress rates, 

actual working time and actual breakdown time for Pandoh (Samla-

edit, downstream) and Baggi tunnel headings are given in Appendices 

III and IV respectively. 

When more than one job condition was faced during the same 

month, the ecuivalent monthly progress (EMP) was evaluated for 

each job condition separately as if it existed during the whole 

month. The sample calculations to compute EMP in two job conditions 

faced during one month are shown in Table 4.6. However, in majority 

of the cases, the job condition is the same during a month. 

Wherever some working days were lost due to existence of 

cavities or drilling of extra, exploratory holes; the recorded 

progress was increased proportionately to account for :0-lee lost 

days. This is also shown in Table 4.6. 

4.4.2 Grouping in management conditions 

The actual monthly progress and actual working time for 124 

months for Pandoh-Baggi tunnel of Baas-Sutlej Link project (65 

months for Pandoh Heading and 59 months fOr Baggi Heading) have 

been isted in Appendices III and IV. The eoAdvalent monthly 

progress (EMP) for the three job conditions has been computed and 

recorded. (Column 9) against given job condition (Column 5). The 

EMP values for each job condition are then taken from these 

appendices and are grouped together in class intervals of 15 m 



(NI 

0 
U) 

 

0 
C 

IC 

  

z 
0 
c4 
0 
rti 

R4 
Z 
ix) 

Er) 

c:4 
(.7 
0 
124 

■) 
. 

aW 
p4 H 

5 a 
W 
0 
U) z 
0 
H 
6:4 

(2,4 Z 
8 

R4 z 
0 C 

0 
0 

0 	4.) 
H 	-r4 
, 	rO 
1-4 	0 

 

Zoo 
rrl -rn 0 

..-••• A 
E 

4-)  
0 g 
H 0 

H (44 	E 
(t) 	o u) 
4) 	• 	a) 
0 o c 
El 0 rci -P 
4)g 
(r) 	4) 
0 	e 
r-4 en 0 

E 
U) 	-,--1 
>-, 	5-4 	(I) 
a) 	,c 
P rO -P 

i 

171 	a) 
rf 0 ro ,e g 

• 
En 

(0 •ri 	4) 4.) 
4-)  g 	(1) 

P 
X 

01-1E0)0 
H O-HOE 

3 -p -H 

0) C 0 
r-.4 0 H 0 0 

'- 
• 

PX U 0 
a) 	-rt 

(r) 
S-4 1

.  

-p $.4 E 4 4) 
U o .H 0.H 

S 
' 

< 	4)  "r-VCI 
0 

(i) 	0 
CO 	-ri 

H (3) 4 4) 

en 'rn ne E 
-P 0 
U 14 Z 0 
< go .H 0 

0 
0 
H 
4) 

,0 .,--4 
0 r0 
t'D 	0 

0 
0 

0 
•-I 	0 
0:, •d 
0 4-)  

a -H
0) 
0s--1 

r--1 	0 
0 tO 

0  a) a) 
rd 

1  
C
h
a
i
n
a
ge
  

 

o 
E-i 

... 
E 

kr) 
r- 
0 
m 

cs 
0 
m 

i 

• 

E ...-.. co ■0 
0 

rx4 
E tr) 0 

co 
N 
0 
en 

53 



54 

each after arranging in the ascending order. The relative fre-

quency (RE) and cumulative relative frequency (CRF) have then been 

computed (Table 4.7) and plotted (Figs. 4.3, 4.4 and 4.5). The 

categorization of EMP into good, fair and poor management condi-

tions has been done based on points of inflexion on the CRF curves 

for the respective job conditions. It is presumed that a change 

in the slope of the curves represents a different management condi-

tion. Thus the matrix of EMP in different job and management 

conditions has been obtained and is shown in Table 4.8. On the 

basis of this matrix the months falling under the three management 

conditions for a given job condition have been identified. The 

cycle time data for the months falling in the same cell is then 

isolated for further analysis which is discussed in the next 

chapter. 

4.5 Elimination of Unrepresentative Values from Data 

In the field data in certain months there are some stray 

observations of actual idvance rate which are significantly 

different from that normally expected progress. These low values 

are due to change in job condition in most cases. The number of 

such observations, if very small (viz.,less than 5) does not 

represent the existence of a distinct job condition for the 

purpose of computation of EMP in that job condition for that 

month. These values have, therefore, not been considered in the 

study. 

During the months of February, 1969, September, 1970 and 

December 1971 on Pandoh downstream heading, the advance rates 

achieved were not found to be consistent with the type of rock 

encountered. The data for these months was not considered 
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TABLE 4.7 

• 
FREQUENCY DISTRIBUTION OF EQUIVALENT MONTHLY PROGRESS (EMP) 

■••■■■•■ 	 

Class 	Frequency 
interval 
(m) 	(F)  

Relative 
frequency 
(RF) 

Cumulative relative 
frequency 
(CRF) 

A 
• 

- 	Good Job Condition 

0.092 
0.224 

0.303 

0.224 
0.118 

0.039 

0.092 
0.316 

0.619 

0.843 

0.961 
1.000 

45 
60 

75 

90 
105 
120 

- 60 	7 
- 75 	17 
- 90 	23 

- 105 	17 
- 120 	9 
- 135 	3 

B - Fair Job Condition 

15 - 30 	4 0.100 0.100 
30 - 45 	13 0.325 0.425 

45 - 60 	13 0.325 0.750 
60 - 75 	7 0.175 0.925 
75 - 90 	2 0.050 0.975 
90 - 105 	' 	1 0.025 1.000 

C - Poor Job Condition 

0 - 15 	3 0.125 0.125 
15 - 30 	12 0.500 0.625 
30 - 45 	8 0.333 0.958 
45 - 60 	1 0.042 1.000 

TABLE 	4.8 

PRODUCTION BASED CATEGORIZATION OF MANAGEMENT CONDITIONS* 

Management condition 
----- 

Good 	Fair Poor 

Job 
condition 

Good" 

Fair 
Poor 

> 94 	72 - 94 

> 	60 	30 - 60 
> 	36 	21 - 36 

4, 	72 

30 
4 	21 

-• 
*Values are for equivalent monthly progress (EMP) in metres 
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reliable and was not considered for the analysis. Similarly, on 

Baggi heading the data for months of June,1972 and January,1974 

was not included in the analysis. 

4.6 Job and Management Factors 

Job and management factor for a particular combination of 

job condition and management condition is defined as the ratio of 

expected rate (or actual rate achieved) of tunnel advance to the 

ideal (or achievable) rate. The ideal rate of advance could be 

estimated with fair degree of accuracy on the basis of best 

advance rates attained as recorded in field data. For this 

purpose the following analytical procedure has been adopted. 

The field data considered for this analysis consists of 

total cycle time (sum of actual working time and breakdown time) 

under good job and good management condition. This data is presen-

ted in Table 4.9. The relative frequency and cumulative relative 

frequency distribution curves based on this data are plotted in 

Fig. 4.6. The principle of point of inflexion showing a change 

in management condition is considered to segregate the excellent 

or ideal from the normal condition. The lower point of inflexion 

on the CRF curve of Fig. 4.6 shows a total cycle time of 12.8 

hours which has been observed to occur for at least 11% of the 

total period. The mean advance per round for this set of condi-

tions was found to be 2.576 m. This is also shown in Table 5.5. 

The ideal monthly advance rate has been computed as dis-

cussed below. 

During the execution of Pandoh-Baggi tunnel 15 holidays 

per year were observed on an average. The work was carried out 
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TABLE 4.9 

TOTAL CYCLE TIME(TCT) FREQUENCY DISTRIBUTION UNDEA 
GOOD JOB AND GOOD MANAGEMENT CONDITION 

Class 
interval 
(Hrs.) 

Frequency 

(F) 

Relative 
frequency 

(RF) 

Cumulative 
relative 
frequency 
(CRF) 

<8 1 0.001 0.001 

8-10 7 0.010 0.011 

10-12 40 0.059 0.070 

12-14 137 0.203 0.273 

14-16 181 0.268 0.541 

16-18 143 0.212 0.753 

18-20 64 0.095 0.848 

20-22. 41 0.061 0.909 

22-24 21 0.031' 0.940 

2-26 19 0.028 0.968 

26-28 8 0.012 0.980 

28-30 1 0.001 0.981 

30-32 3 0.004 0.985 

>32 10 0.015 1.000 
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for the remaining 350 days in the three shifts by staggering the 

weekly holidays of workmen and supervisory personnel. Thus, the 

250 ideal monthly advance rate works out to 12  ---- x 2.576 x --- =140 m. .48 	3 12 

The average achieved rate of tunnel advance for each 

combination of job condition and management condition is derived 

from the analysis of actual recorded rate of progress achieved on 

Pandoh-Baggi tunnel based on field data collected. The ratio of 

this expected rata to the ideal rate of tunnel advance is defined 

as job'and management factor for the'related condition of job and 

management. The computation of these factors is shown in Table 

4.10. 

TABLE 4.10 

COMPUTATION OF JOB AND MANAGEMENT FACTORS 
(Based on ideal monthly progress of 140 m) 

41111110110a 	 01411.11.1•Ma 

Job 
condition 

Management 
condition 

Average monthly 	Job 
advance achieved 

(m) 

and management 
factor 

[Co1.3] 
140 

an.11.110.110111.mrall•011■111.MOMMIN••■ 

1 2 3 4 
41.••■•••••••••••■■••••■■avemoormeroms. 

Good. 108.8 0.78 
Good Fair 84.4 0.60 

Poor 61.0 0.44 

Good 74.5 0.53 

Fair Fair 45.3 0.32 
Poor 25.7 0.18 

Good 42.2 0.30 

Poor Fair 29.9 0.21 

Poor 17.5 0.13 
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CHAPTER 5 

PROBABILITY DISTRIBUTIONS FOR CYCLE TIMES 

5.1 General 

In tunnel excavation a number of operations have to be 

performed sequentially in each cycle. The time taken for the 

performance of any individual operation is random in nature and 

is affected by a variety of causes. The effect of these causes 

on progress of tunnelling operation could be studied through 

statistical analysis and simulation. Unfortunately, the field 

data does not reflect the specific effect of such random causes. 

However, the cumulative effect of these random causes may be 

studied through the consideration of some major factors such as 

job and management conditions. The duration of any individual 

operation within a given set of job and management conditions 

could be considered random in nature. In turn the total cycle 

time would also be a random variable. Thus, the whole process 

of tunnel excavation needs to be studied by simulation modelling 

instead of by deterministic modelling. 

In the present study the total cycle time is divided in 

two parts. These are the actual working time (AWT) and the break-

down time (BDT). Both these components of the total cycle time 

which are of significance in simulating the tunnelling activity 

arc. also amenable to statistical analysis. 

The major concern in such a study is to ensure that the 

selected statistical model not only fits well in the data under 

investigation, but also represents the physical phenomenon under 

study. As such the whole tunnel excavation cycle may be considered 
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to consist of only two components discussed earlier, viz., the AWT 

and the BDT. The first component is the summation of the actual 

working times for various operations in the cycle whereas the 

second component is the sum of the breakdown time which may have 

occurred during the operation in the same cycle. Statistical 

models for individual operations could also be developed but this 

is not considered necessary for this study. 

5.2 Choice of Sample Size 

The number of observations both for AWT and BDT for each 

cell of the job and management matrix are given in Table 5.1. 

These observations are for Pandoh-Baggi tunnel of Beas-Sutlej Link 

project and have been derived by listing the values of AWT and BDT 

for each cycle for the months falling in a given cell of job and 

management matrix. As can be observed from the values in the 

matrix, the sample sizes for this study are very large and can be 

considered to represent the universe. The statistical tests based 

on the concept of confidence interval and confidence co-efficient 

indicate that much smaller samples would give a confidence level 

of as high as 95%. 

TABTE 5.1 

NUMBER OF OBSERVATIONS IN JOB-MANAGEMENT MATRIX 

Manadertint condition Total 
Good Pair Poor 

Job Good 676 1034 475 2185 

conditlot Pair 346 660 86 1092 

Poor 114 156 148 418 

Total 1136 1850 709 3695 
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5.3 Testing of Distributional Assumptions 

Suitability of the statistical distribution model for the 

given data may be ascertained through the application of statisti-

cal tests. The following two approaches are available for such 

testing ; 

i) probability plotting, and 

ii) statistical tests 

5.3.1 Probability plotting 

This technique is simple and highly reliable if a true 

linear plot is obtained on the probability paper for the selected 

probability distribution. For a given distributional model the 

data is plotted on a special graph paper (122) designed for that 

distribution. The plotting coordinates are the ordered observation 

cad; the expected value of an ordered observation. The plotting 

positions are thus determined by finding the expected values of 

ordered observations. The specially scaled graphs obviate the 

necessity for actually calculating the expected values for many 

distributions. This paper is scaled in such a way that the ordered 

d)x100
'  

observations can be plotted directly against (i- 	where i is n-2d+ 1 
the ordered observation, d is a constant and n is the total number 

of observations (38). The value of d as equal to 0.5 has been 

found to be generally acceptable. The plotting position (Pe) is 

thus given by ()x10.If  the assumed model is correct, the 

plotted points will tend to fall in a straight line. Some devia-

tions due to random sampling fluctuations are,however, inevitable. 

But the systematic departures from linearity are indications that 

the model is inadequate. 
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It is a subjective method because the determination of 

whether the data contradict the assumed model or not is based on 

a visual examination rather than on a statistical calculation. 

5.3.2 Statistical tests 

Statistical tests for testing the distributional assump-

tions on the other hand are more objective than the probability 

plots and provide a probabilistic framework to evaluate the 

adequacy of a model. These tests may be used to supplement the 

probability plots if the plots fail to provide a clear cut 

decision. 

One of the most common statistical test is the Chi-square 

test which has been used to evaluate the adequacy of any distri-

butional model. Another test is the W-test which has been found 

to be quite effective in evaluating the normal, log-normal and 

exponential distribution assumptions (38). 

The Chi-square test requires grouping of the data into 

arbitrary cells which affect the outcome of the test to a great 

extent. Further, in the event of validation of two or more distri-

butions by this test it is difficult to select the best fit distri-

bution (75). This procedure permits us to reject a model as in-

adequate, but it never allows us to prove that a model is correct 

(38). Another important condition to be satisfied before applying 

the Chi-square test is that the frequency distribution within each 

class interval should almost be uniform. This assumption in case 

of the data under study (viz., AWT & BDT) is not satisfied. There-

fore, only the method of probability plotting has been adopted for, 

statistical testing in this study. 
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5.4 Probability Distribution for Actual Working Time (AWT) 

The actual working time studied here is the sum of actual 

times taken for performance of the various operations in the cycle 

of excavation. Whereas the performance times for some of the 

operations are almost constant, sometimes even irrespective of the 

existing job conditions, those for others are variable and depen-

dent anon the working conditions. Generally the constant time 

operations are the loading and blasting, defuming, jumbo-shifting, 

scaling and rail-extension. All other operations like drilling, 

muck loading and haulage, erection of supports and initial concret-

ing are distinctly affected by the job and management conditions. 

5.4.1 Choice of interval size for MIT 

The selection of interval size for analysis of the data is 

based on judgement; Too narrow an interval will result in irregu-

larities in the distribution associated with sampling fluctuations, 

while too wide an interval will cover up too much of detail needed 

to confidently establish the general pattern of the universe (138). 

An interval size of 2 hours has been selected for studying the 

statistical behaviour of AWT and provided a near optimum combina-

tion of smoothness and detail. 

A sample of MIT data has been presented in Table 5.2 for 

all management conditions under good job condition. For fair and 

poor job conditions this data is presented in Appendices V and VI 

respectively. The frequency histograms and curves based on the 

relative frequencies and cumulative relative frequencies are 

presented in Fig. 5.1 to Fig. 5.9 for the nine cells of job and 

management matrix. 



[  F
re

q
ue

nc
y  

R
e
la

ti
v
e
  P

lo
tt

in
g  

1 	
fr

eq
ue

n
cy

  p
o

si
ti

o
n

  
(F

) 	
(R

F
) 	

(P
P
)  

i 	
_ 	

_  

H 
nri 

..---- 
II) 
C!) 	a) 	CO 
CO 4i 	I.-1 
H:.0 	Z 
0 s7-1, 	■-■ 

z 
H 
E-4 

0 z 
H 
C4 
0 

0 
0 

0 
r-1 

o 
c-4 

ON 
CO 

Cr) 
k0 

d' 
N 

s:P 
r-- 

r.4 
(N dr--1 

Cb 
CO I-4 

N 
CI' 

(NJ 
Cr) 

co 
V) 

Cr
CO 

• . . . • . • • • • • • • • • • 

0 0 0 ry) 4z1. 0 CO T-1 4--I k0 ("-- \ 
1-1 N lf) N CO CU ON CP C ON CT 

(N 0 CO  r-- •-1 0 Lr") en r-- r•• (N CO CA In Cr) 
0 0 0 rY) 0 0 k0 r•-- CY) ON NO di (N H 4-4 CN 
0 0 0 0 4-4 r-1 H •-4 0 0 O. 0 0 0 0 
• • • • • • • • • • • • • • • • 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 CO rat CC) kr) Cr) CY) kr) CNI 0 r4 CA 1/40 
cia s CO ■0 441  M N r-f •--t 

0 .41 co 0 In GO 0) cY) CO (N d1  (N 0 CO ri's Ln 
O CO Cr) N  r-4 r-1 m CA CV C szp Cr) 0' 
• • • • • • • • to • • • • • 

0 0 0 0)  Cr) Cr) 0 0 d co c■ c■ 

C N r-- r--- 

c\I d,  VD CO CT 

(N 

0\ 

to 

ON 

ri 

Ch 

N 

(:h 

Lr) 

CS 

op 

O1  

(N 

Ch 

NO 
0 0 r-4 CO CO en 0 NO 0 di CNI 0 0 0 0 0 
O C 0 0 ••4 e i (N 1-1 0 0 0 0 0 C 0 

• • 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 

0 C C 0 0 0 0 0 0 0 C 0 0 0 C 

	

c cv co r-- 	.4+ C (N kr) N 	N LC) 00 (N kr)  

	

/-4 co c3") 	r-- O d■ 
4-4 H CV  r-4 N-1 

	

N L.r) (N CO a3. CN 	■-1 C' C' Cr) Cr) 
0 CO CP rs. •<t. N d 'cP CO "-I VD \ • • 	. 	• 	• 	• 	• 	• 	• 	• 	• 	• 	I iI 
C' •-.1 d In d CT Ln N CO Ch a ON 

r-- CO ON 0')  CS ON ON ,C) 

0) ■.0 •;11 r-- N 0)  C' in en di co 

	

0 	(N ,4 co crl 	 0 0 0 
0 0 ri Cc) (N r4 0 0 0 0 0 C I I I 

• • 	• 	• 	• 	• 	• 	• 	• 	• 	• 	• 
C) 0 C) 0 0 0 0 0 0 C) 0 0 

(-N tyi m ON Cf) O N m N 0 0 0 0 
H CC) r-4 CT 0 m H 

(."\I 

0 cN -;ti Q CO 0 (N di kr) CO 0 CN cti lC) l0 
CO r-I ,-, vi 4-4 %-I C%1 (N (NI N N cf) m co in ry.) 
MI IIIIIIIIII 

co 0 cv .41 to co O cN di l0 co C (N •ti 

	

V 	CN CN1 (N.) (N (N m co r•-) /*\ 

68 



FREQUENCY 
HISTOGRAM 

69 

F
R

E
Q

U
E

N
C

Y
 (

F
) 

250 

200 

150 

50 

0.2 

0.1 

0.4 

0 .3 

R
E

L
A

T
IV
E

 F
R

E
Q

U
E

N
C

Y
 (

R
E

) 

12 	16 	20 	24 
	

28 
ACTUAL WORKING TIME ( AWT), Hrs. 

a-RELATIVE FREQUENCY (RF) CURVE 

1.0 

0.9 

CRF CURVE 
0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 
8 
	

12 	16 	20 	24 
	

28 

ACTUAL WORKING TIME ( AWT ), Hrs. 

b- CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.1 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER GOOD-JOB AND GOOD-MANAGEMENT 
CONDITION 

C
U

M
U

LA
T
IV

E
 R
E

L
A

T
IV

E
  F

R
E

Q
U

E
N

C
Y

 (C
R

F
) 



F
R

E
Q

U
E

N
C

Y
  (

F
) 

250 

200 

150 

100 

50 

0.25 

0.20 

0.15 

010 

0.05 

R
E

LA
T

IV
E

  F
R

E
Q

U
EN

C
Y

 (
R

F
) 

FREQUENCY 
HISTOGRAM 

RF CURVE 

C
U

M
U

L
A

T
IV

E
 R

E
L

A
T

I V
E

  F
R

E
Q

U
E

N
C

Y
 (

C
R

F
) 1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

CRF CURVE 

70 

8 
	

12 	16 	20 	24 
	

28 
	

32 
ACTUAL WORKING TIME (AWT), Hrs. 

a- RELATIVE FREQUENCY (RF) CURVE 

8 
	

12 	16 	20 	24 	28 	32 

ACTUAL WORKING TIME I AWT), Hrs. 

b - CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.2 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER GOOD-JOB AND FAIR-MANAGEMENT 
CONDITION 



C
U

M
U

L
A

TI
V
E
 R

E
L

A
TI

V
E
 F
R
E
Q

U
E
N

C
Y
 (C

R
F
 ) 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

CRF CURVE 

R
E
L
A
T
IV

E
  F

R
E
Q

U
E
N

C
Y
 (

 R
F
 ) 100 

FREQUENCY 
HISTOGRAM 0.20 

80 
0.15 

60 
RF CURVE 0.10 

40 

0.05 
20 

	$- 0 

8 
	

12 	16 	20 	24 	28 	32 

ACTUAL WORKING TIME (AWT), Hrs. 

a-RELATIVE FREQUENCY (RF) CURVE 

71 

F
R

E
Q

U
E
N
C
Y
 (

 F
)
 

12 	16 	20 	24 
	

28 
	

32 

ACTUAL WORKING TIME (AWT ), Hrs. 

b- CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.3 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER GOOD-JOB AND POOR-MANAGEMENT 
CONDITION 



0.3 

0.2 

0.1 

R
E
L
A

T
IV

E
 F
R
E

Q
U

E
N

C
Y
 (R

F
) 

C
U

M
U

L
A
T
I
V
E
 R
E
L
A

T
I
V
E
 F
R
E
Q

U
E
N

C
Y
 (

C
R

F
) 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

CRF CURVE 

F
R
E
Q

U
E
N
C
Y
 (
F

) 

100 

80 

60 

40 

20 

FREQUENCY 
HISTOGRAM 

4 
	8 	12 	16 	20 	24 	28 

ACTUAL WORKING TIME ( AWT ), Hrs. 

a-RELATIVE FREQUENCY (RF) CURVE 

72 

4 	8 	12 	16 	20 

ACTUAL WORKING TIME ( AWT), Hrs. 

24 	28 	32 

b-CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.4 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER FAIR-JOB AND GOOD-MANAGEMENT 
CONDITION 



R
E

L
A

T
IV

E
 F
R

E
Q

U
E

N
C

Y
 (R

F
) 

0.25 

0.20 

0.15 

0.10 

F
R

E
Q

U
E

N
C

Y
 (F

) 

0.05 

160 

140 

120 

100 

80 

60 

40 

20 

FREQUENCY 
HISTOGRAM 

CRF CURVE 

12 	 16 	 20 	 24 	 28 	 32 
ACTUAL WORKING TIME (AWT), Hrs. 

4 

C
U

M
U

L
A

T
IV

E
 R

E
L

A
T

IV
E

  
F

R
E

Q
U

E
N

C
Y

 (C
R

F
  )

 

1.0 

0.9 

08 

0.7 

0 6 

0.5 

0.4 

0.3 

0.2 

0.1 

73 

4 
	

12 	16 	 20 
	

24 	28 	 32 

ACTUAL WORKING TIME (AWT), Hrs. 

a- RELATIVE FREQUENCY (RF ) CURVE 

b- CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG 5 5 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER FAIR -JOB AND FAIR-MANAGEMENT 
CONDITION 



FREQUENCY 
HISTOGRAM 

RF CURVE 

F
R

E
Q

U
E

N
C
Y

 ( 
F

 

20 

15 

10 

0.2 

0.1 

R
E

L
A

T
IV

E
 F
R

E
Q

U
E

N
C
Y

 (R
F

) 

CRF CURVE 

12 	16 	 20 	 24 	 28 	 32 

ACTUAL WORKING TIME (AWT), Hrs. 

C
U

M
U

L
A

T
IV

E
 R

E
L

A
T

IV
E

 F
R

E
Q

U
E

N
C
Y

 (C
R
F

 ) 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

74 

8 	 12 	 16 	 20 	 24 	 28 	 32 

ACTUAL WORKING TIME (AWT), Hrs. 

a-RELATIVE FREQUENCY (RF) CURVE 

b- CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.6 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER FAIR-JOB AND POOR-MANAGEMENT 
CONDITION 



20 

25 
0.20 

0.15 

0.10 

0.05 

0 

R
E
L
A
T
IV

E
 F
R

E
Q

U
E

N
C
Y
(R

F
) — FREQUENCY 

HISTOGRAM 

75 
C

U
M

U
L

A
T
I
V
E
 R
E
L
A

TI
V
E
  F

R
E

Q
U

E
N

C
Y
 (C

R
F

) 

12 	16 	20 	24 
	

28 
	

32 

ACTUAL WORKING TfME ( AWT ), Hrs. 

a- RELATIVE FREQUENCY (RF) CURVE 

1.0 

0.9 

CRF 	CURVE 
0.8 

0.7 

0.6 

O. 5 

0.4 

0.3 

0.2 

0.1 

0 I I I I 1 
8 	12 	16 	20 	24 	28 	32 

ACTUAL WORKING TIME ( AWT ), Hrs. 

b- CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.7 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT ) UNDER POOR-JOB AND GOOD-MANAGEMENT 
CONDITION 



76 

R
E
L
A
T
I V

E
  F

R
E

Q
U

E
N

C
Y
 (
 R

F
 ) 

I 

F
R
E
Q

U
E
N

C
Y
 (
F
l
 

25 r 
— FREQUENCY 0.15 

HISTOGRAM 
20 

15 — 0.10 

10 
RF CURVE 

— 0.05 

0 
8 	12 	16 	20 	24 	28 	32 

ACTUAL WORKING TIME (AWT ), Hrs. 

a- RELATIVE FREQUENCY (RF) CURVE 

12 	16 	20 	24 
	

28 
	

32 
ACTUAL WORKING TIME ( AWT ), Hrs. 

b- CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.8 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER POOR-JOB AND FAIR-MANAGEMENT 
CONDITION 



77 

 

25 r- 

       

       

FREQUENCY 
HISTOGRAM 

 

        

0.15 

 

20 

      

           

           

F
R
E
Q

U
E
N

C
Y
 (
 F
 ) 

15 

10 

   

  

0.10 

  

   

  

0.05 

    

    

           

           

8 
	

12 	16 	20 	24 
	

28 
	

32 

ACTUAL WORKING TIME (AWT ), Hrs. 

a-RELATIVE FREQUENCY (RF) CURVE 

 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

  

   

   

C
U

M
U

L
A

T
IV

E
 R

E
L
A
T
I
V
E
 F
R

E
Q

U
E
N

C
Y
 (C

R
F
 ) 

  

8 
	

12 	16 	20 	24 
	

28 
	

32 
ACTUAL WORKING TIME ( AWT), Hrs. 

b-CUMULATIVE RELATIVE FREQUENCY (CRF) CURVE 

FIG. 5.9 FREQUENCY DISTRIBUTION CURVES FOR ACTUAL WORKING 
TIME (AWT) UNDER POOR-JOB AND POOR-MANAGEMENT 
CONDITION 



78 

It is seen from the curves that the distribution is fairly 

smooth for all management conditions under the good job condition 

and also for good and fair management in fair job condition. Though 

the curves are not smooth for the remaining cells of job and manage-

ment conditions, yet the points show a uniform scatter about the 

centrally plotted curves. The general, assessment of the shape of 

curve was also made by the computer regression analysis. 

5.4.2 Test for suitable probability distribution function for AWT 

It is observed from the frequency distribution curves that 

the distribution is continuous and skewed. In most of the cases 

it also shows a tendency for peaking. These features'of the curves 

indicate that log-normal distribution is the most suitable probabi-

lity density function for studying the behaviour of AWT. The log-

normal distribution arises in physical problems when the domain of 

the variable x is greater than zero and its histogram is markedly 

skewed. This skewing occurs when x is affected by random causes 

that produce small effects that are proportional to the variate x. 

Further, the outcome of these random causes, each producing a 

small constant effect, is normally distributed. 

It is interesting to note that the probability plots for 

AWT for all the sets of job and management conditions showed a 

linear fit on the log-normal probability paper (Fig.5.10 to Fig. 

5.12). These plots on probability papers for other continuous 

probability distributions did not show linearity except in some 

cases on Weibull probability paper. But the AWT may not conform 

to Weibull distribution and should rather conform to log-normal 

distribution due to the following reasons : 
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i) AWT can not be characterised as a failure function 
which is the basic requirement for Weibull function. 

ii) Log-normal distribution is unbounded at both the 
ends whereas the Weibull distribution is bounded at 
one end either having a value of zero or equal to 
location parameter. 

iii) The location parameter will have a single specific 
value for a particular situation whereas AWT is a 
random variable and cannot attain any single minimum 
value. 

The probability plots on log-normal probability paper are 

shown in Figs. 5.10, 5.11 and 5.12 for good, fair and poor job 

conditions respectively. Each figure includes plots for all the 

three management conditions in that job condition. The values 

for ordered observation, viz., AWT and the plotting position (pp) 

have been taken for the purpose of probability plotting from 

Table-  5.2 and Appendices V and VI for the different sets of job 

end management conditions. 

The data fits well into the log-normal distribution and 

satisfies all necessary requirements. Thus, it is felt that 

there is no necessity of carrying out any statistical tests. It 

is, however, noted that there is variance of some points at the 

tails. Since these are rare occurrences, they do not affect 

significantly the results of the study. 

5.5 Probability Distribution for Breakdown Time (BDT) 

A variety of breakdowns of equipment or services and hold-

ups in the work occur during tunnel excavation cycle. These may 

be mechanical in nature, such as, the breakdown of drilling 

equipment, breakdown of muck loading and/or hauling equipment, 

derailments, etc. or these may be electrical breakdowcaused by 

failure of electric supply or failure of the electrical components 
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of the tunnelling equipment. Some of the hold-ups may be of a 

mixed nature. These include minor Mishaps, non-availability of 

a particular piece of equipment when needed, rock falls, change- 
• 

over in working shift, tunnel maintenance, extension of service 

lines, survey and preventive maintenance, etc. Recording of the 

nature of breakdowns and hold-ups and their durations for all 

types has not been done on any project for the total construction 

period. However, the total time lost in all kinds of hold-ups in 

each cycle has been recorded and forms the basis for further ana-

lysis in this study. As expected the breakdown time (BDT) in many 

cycles is observed to be zero. Total number of observations in 

each cell of the matrix is the same as for AWT since the basic 

record for both the components of total cycle time is the same 

(Table 5.1). 

5.5.1 Choice of interval size for BDT 

For the same reasons as discussed under AWT, the interval 

size for BDT giving optimum combination of smoothness and detail 

has been found to be one hour (138). The sample frequency data 

of BDT for good job condition is presented in Table 5.3. For fair 

and poor job conditions this data is presented in Appendices VII 

and VIII respectively. The relative frequency distribution 

curves are shown in Figs. 5.13, 5.14 and 5.15 for good, fair and 

poor job conditions respectively. All management conditions are 

covered under a particular job condition in each figure. 

5.5.2 Test for suitable probability distribution function for BDT 

The shapes of curves in Figs. 5.13, 5.14 and 5.15 indicate 

a J.-shaped probability distribution. Such a shape of the curves 

is common to the exponentially distributed variates and the break- 
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downs being failure functions belong to this family of probability 

distributions. Behaviour of a number of time dependent processes 

conforms to exponential distribution (6,136,146). The special 

classes, of exponential distribution are the two-parameter exponen-

tial and three parameter Weibull' distributions. The Weibull 

distribution gives more refined representation taking into account 

the effect of all parameters in the probability distributions such 

as the location, scale and shape parameters. This has, therefore, 

been considered for testing the fitness of the BDT data. In this 

case the Weibull distribution is found to be best fit due to the 

following reasons : 

Weibull distribution is applicable as a failure function 

whenever a system under study consists of more than one component. 

Complete failure occurs due to the most serious defect only out of 

a large number of defects that may be present in the system(136, 

148). This is precisely the case in the tunnel excavation process 

in which all subsequent operations might be stalled due to hold up 

in any one of the preceding operations. 

The probability plots of BDT for all the conditions are 

presented in Figs. 5.16, 5.17 and 5.18 for good, fair and poor 

job conditions respectively. These plots reveal an exceptionally 

good fit of, the data into Weibull distribution for all the condi-

tions. The need for statistical tests is, therefore, not felt due 

to the good fit indicated by the probability plotting. 

5.5 Probability Distribution for Advance Per Round (APR) 

The advance achieved in different excavation cycles is a 

function of both the controlled and uncontrolled factors. The 

advance may be controlled by adoption of a predefined drilling 
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depth and the control of actual drilling operation. The loading 

of explosive charges in the various holes at the tunnel face may 

also be controlled. However, the fragmentation characteristics of 

the rocks will be governed by the jointing, dip and strike of rock 

formations apart from the above mentioned controllable factors. 

This may affect the actual advance under a given set of conditions. 

The scrutiny of data (Figs. 5.19, 5.20 and 5.21) collected 

for tunnel under study reveals that an advance of 2.44 m was 

achieved for over 46% of the cycles and of 3.05 m for over 24% of 

the cycles under good job condition. The actual advance achieved 

under this job condition is shown in Table 5.4. Similar tables 

for fair and poor job conditions are presented in Appendices IX 

and X respectively. The relative frequency curves are shown in 

Figs. 5.19, 5.20 and 5.21 for good, fair and poor job conditions 

respectively. The curves show that the data is unevenly scattered 

for most cases and does not indicate a definite trend for any known 

probability distribution. This is further confirmed by plotting 

the data on the probability papers for various distributions. Since 

none of the plots showed a linear fit, it was decided not to use 

the probability model for advance per round but to adopt a weighted 

average value for the advance from the processed data for all the 

cycles under each job and management condition. These weighted 

values are shown in Table 5.5. 
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CF APT8R 6 

'DMPUTER SIMUL?TION OF TUNNM., EXCAVATION 

6.1 General 

Planning for tunnel construction is a complex exercise. 

Due to the stochastic natur of this activity, the deterministic 

conventional approach is inadequate. Tunnelling involves grappl-

ing with uncertainties at all stages and for such situations, 

stochastic simulation offers the best solution. Specifically 

simulation may be used where analytical solutions are impracti-

cable. Through the use of simulation one may experiment on the 

real system, i.e., the performance of real work may be imitated. 

With the availability of computers, endless permutations and 

combinations can be experimented with and appropriate decisions 

taken based on the results of these experiments. These experi- 

ments have to be carefully planned and performed so as to 

conceptualize the essence of the whole process and also to take 

into account the effect of various exogenous variables and para- 
1.$ 

meters on the performance of the system. The actual field 

performance data chosen with the analyst's experience and adop-

t.ion of statistical methods and probability functions for analy-

sis give an insight into the working of stochastic phenomenon 

ike tunnelling. 

There are two types of effects to be studied in simulation. 

These are, the main effects and the interaction effects (101). In 

the present study only the main effects (AWT and BUT) have been 

studied and it is presumed that the effects of interactions 

(performance times for individual operations) are taken care cf 

by the main effects. 
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6.2 Flow Chart for Simulation Experiments 

The general outline for planning simulation experiment. 

for tunnel excavation is given in the flow chart shown in Fig. 

6.1. Out of the nine steps listed in the figure, the first 

three have been diScussed in the preceding chapters of this 

study. The remaining six steps are evaluated and discussed in 

this chapter. 

6.3 Estimation of Parameters of Probability 'Distributions 

Statistical analyses of cycle time data has revealed 

that the log-normal distribution is the best fit for AWT and 

WeibUll distribution for EDT (Fig, 5.10 to Fig. 5.12 and Fig: 

5.16 to Fig. 5.18). The generation of values for these compo-

nents of the cycle time recruires the estimation of parameters 

of these distributions. This is discussed here. 

6.3.1 Estimation of parameters for log-normal distribution 

The variate of interest in this -case is the actual work-

ing time in hours. If it is designated as x and its logarithm 

(to base e) has a density function f(y) given by 

f(Y) = iexp 
dY  12,7t  

-co < y < co 

6.1) 

where log x = y, and x > 0, then x follows the log-normal 

distribution. 

2 
The parameters, p. and C'y  correspond to the mean and 

variance of y in Eq.6.1. 
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The expected value (EX) and the variance (VX) of the log-

normally distributed variate x are given by the following • 

relations. 
6 2  

OC = exp[k.Ly  

exp 	y + cry2i[exp (6.y2) - 11 

VX 	

L 

= (002  r exp(, 2 )  

... (6.2) 

... (6.3) 

Since the values of EX and VX, are known from the observed data, 
2 

and u can be expressed -in terms of EX and VX and evaluated. 

From Eq.6.3 

VX 	
2) 

 
-1 	 ... (6.4) 

(EX)2 	
exp (6 

2 	VX exp , , = 	4- 1 

(EX) 2  

2  = log[ VX  --0  + 11 
(0C)4-  

... (6.5) 

From Eq. 6.2, 
cs,  2 

log(EX) = +-Y--- 
7 

  

 

VX + 1 
(EX)c- 

 

or 	µy  = log (.EX) - 1/2 log (6.6) 

   

The values of ay
2 
and A can be computed using Eq. 6.5 

eta Eq. 5.6 respectively knowing the values of EX an0 VX. 

The parametric estimates for log-normal distribution for 

all the'nine cells of job and management matrix are given in 

Table 6.1. 
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TABLE 6.1 

ESTIMATES OF PARAMETERS OF LOG-NORMAL DISTRIBUTION FOR"kiiirAIN HOURS 

Management condition 

Good Fair Poor 

14.683 2.880 18.917 4.448 22.006 6.009 
Good 

2.680 0.1152 2.934 0.1111 3.085 0.1111 

11.777 6.117 18.605 8.192 24.756 12.454 
Job Fair 
condition 2.545 0.2077 2.912 0.1529 3.199 0.1418 

17.260 7.035 19.995 9.025 28.049 17.938 
Poor 

2.837 0.1528 2.984 0.1494 3.323 0.1501 

INDEX 

EXA 	STDX 

EY 	STDY 

i) EXA is mean of AWT, 

ii) STDX is standard deviation of AWT, 

iii) EY is mean of log (AWT), and 

iv) STDY is standard deviation of log (WT) 

6.3.2 Estimation of parameters for Weibull distribution 

The breakdown time in hours is the variate under study here 

which is derivable from Weibull distribution function. Weibull's 

distribution is an extension of exponential distribution. Its 

density function f(x) is given as, 

c-1-1 
f(x) = b [ (3- b1z-1) 	exp -a lc 

b ...(6.7 ) 

 

and the cumulative density function F(x) is given as 

F (x) = 1 -exp [ - (x171-  )c 	 ... (6.8) 

for x > 	a > 0, b > 0 and c > 0. 
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Here a is the location parameter which is zero for BDT since the 

origin for the density funCtion of BDT is taken at zero. Thus, 

only two parameters are left for evaluation. These are : the 

scale parameter (b), and the shape parameter (c). If c is equal 

to unity, Eq. 6.7 becomes identical to the density function for 

an exponential distribution. If c > 1, the distribution is bell 

shaped and if c < 1 it is J-shaped like the exponential. The 

expected value (EX) and variance (VX) for Weibull density function 

f(x) are given by the following expressions. 

EX'  = b. 1 (at + 1) 	 ... (6.9) 

VX = b2 7-2 + 1 ) - (EX)2 
	

... (6.10) 

From Eq. 6.9 and Eq. 6.10, b and c may be expressed in terms of 

EX and VX and may be evaluated as follows : 

b c.EX ... (6.11) 

 

I () 

1 + VX 

(Ex) 

2c ( 
,-/ 
-) c (6.12) 

Eq. 6.11 and Eq. 6.12 involve evaluation of Gamma function whose 

values may be taken from the tables (94) and used in Eq. 6.12. 

This equation.may be satisfied for a given accuracy (0.5% in this 

case) to yield a value for c, and then b can be evaluated from Eq. 

6.11. The values of b and c for this study have been determined 

by a computer program (Appendix - XI) and are given in Table 6.2. 
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TABLE 6.2 

ESTIMATES OF PARAMETERS OF WEI BULL DISTRIBUTION FOR BDT IN HOURS 

Management condition 

Good Fair Poor 

1.924 11.228 2.932 35.015 4.746 89.830 
Good 

1.2916 0.6046 1.6688 0.5390 2.7353 0.5433 

ob Fair 
3.099 70.124 2.805 64.365 3.853 54.169 

ondition 1.185 0.4396 0.9818 0.4237 2.339 0.5620 

3.028 111.697 10.147 385.500 24.230 1335.437 
Poor 

0.7605 0.3759 6.0686 0.5565 18.651 0.6816 

INDEX 

EXB 	VX i) EXB is mean of BDT, 

ii) VX is variance of BDT, 

iii) b is scale parameter, and 

iv) c is shape parameter. 

6.4 Evaluation of the Model 

This step of simulation represents the first stage of testing 

the simulation model prior to actual computer runs (Fig.6.1). Initial 

value judgement concerning the adequacy of the model is made. The 

operating characteristics in this model take the form of probability 

distributions for which the tests of goodness of fit have been made 

and suitable probability distributions satisfying the statistical 

criteria have been identified. In this step the following aspects 

of model study are taken care of : 

i) 	Variables not pertinent to the study are not included. 
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ii) All exogenous variables which are likely to influence the 
behaviour of endogenous variables are included. 

iii) The functional relationships have been accurately formulate,d. 
This entails selection of the suitable probability distribu-
tion functions satisfying the physical phenomenon under 
study. 

iv) Estimation of parameters of operating characteristics has 
been correctly done. 

v) The endogenous variables conform to the historical data or 
production records on the basis of hand computations. 

6.5 Computer Simulation Model 

The computer program developed for simulation is given in 

Appendix XII. The simulation of tunnel excavation activity 

entails generation of AWT and BDT for each cycle along the entire 

tunnel length. The values of AWT and EDT have been generated 

using subroutines for this purpose and random numbers for genera-

tion of the values have been adopted from the library function 

available in DEC SYSTEM-20, as R = RAN(X), where R is the random 

number between 0.0, 1.0, and X is any real integer number like 

4, 5, 	, 36, 37 etc. The computer program has been developed 

in FORTRAN language and is equipped with suitable switches for 

availing options in the selection and use of a particular probabi-

lity distribution function for generating values of both AWT and 

BDT. 

6.5.1 Input data for simulation 

The input to computer simulation model is in the form of 

lengths to be excavated in each job condition and % of the length 

failing in each management condition for that particular job 

condition for Pandoh-Baggi Tunnel. The lengths for each job 

condition are derived from the geological profile (Fig.4.2) and 

the job classification (Table 4.5, and Appendices III and IV). 
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These lengths for the three job conditions, viz., good, fair and 

poor have been found to be 9584 m, 791 m and 908 m respectively 

totalling tc 11283 m. They cover the tunnel length excavated 

between January, 1966 and December, 1973, except 123 m length 

which experienced cavity formation. 

The lengths excavated during the year 1965 and 1974 were 

not included for simulation since the initial period in 1965 was 

used for arrangements, training and acclimatisation; while in the 

year 1974 attention had been div erted. to concrete lining of the 

tunnel. However, the length for which simulation is done covers 

85.7% cf the total length of the tunnel (which .comes to 11 283 m), 

while the field data for analysis was available for 57.9% of the 

total tunnel length (which came to 7625 m). 

The field data covering lengths excavated in different job 

and management conditions and the percentage of length and cumula- • 

tive % length in different management conditions for each job 

condition are shown in Table 6.3. The cumulative % lengths under 

different sets of job which have been derived on the basis of 

tunnel profile (Fig.4.2) and the classification system described 

in Table 4.5, have been used as input data for simulation and 

are shown in Table 6.4. 

The values for parameters of log-normal and Weibull distri-

butions are input as shown in Tables 6.1 and 6.2 respectively. The 

advance per round has been input as shown in Table 5.5. 
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TABLE 6.3 

PERCENTAGE LENGTHS EXCAVATED IN EACH JOB AND MANAGEMENT CONDITION 

(Based on field data) 

Job 
condition 

Management 
condition 

Length 
excava- 
ted 
(m) 

Total length 
in job 
condition 

(In) 

% of total 
in job 
condition 

Cumulative % 
in each job 
condition 

Good 1744 0.3121 0.3121 

Good Fair 2693 5589 0.4818 0.7939 

Poor 1152 0.2061 1.0000 

Good 526 0.3470 0.3470 

Fair Fair 898 1516 0.5923 0.9393 

Poor 92 0.0607 1.0000 

Good 124' 0.2385 0.2385 

Poor Fair 204 520 0.3923 .0.6308 

Poor 192 0.3692 1.0000 

Total 	 7625 

TABLE 6.4 

CUMULATIVE LENGTHS AND PERCENTAGES IN EACH JOB AND MANAGEMENT 

CONDITION 

Job 
condition 

Cumulative 
length 

Cumulative percentage length in management, 
condition 

(m) Good Fair Poor 

Good 9584 0.3121 0.7939 1.000 

Fair 10375 0.3470 0.9393 1.000 

Poor 11283 0.2385 0.6308 1.000 



... (6.16) 
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6.5.2 Generation of log-normal variates 

The log-normal variate x to be generated may be found from 

the equation of the standard normal variate z given as, 

log x - N. 
z 

or 	log x =1.4Y 
	Y 

+ cS-  .z 

and 	x = exp 	+1:5-  z) 

K 	K  

i= 
E 
1 
ri  7 

andri  ..is the random number generated. The value of K is chosen 

such that the computational efficiency is balanced against the 

accuracy. If, one chooses K equal to 12 there is a computational 

advantage since (K/12) becomes 1. 

Thus, x is given by 

12 
x = exp H  +6.  ( E r.

1 
 - 6.0)1 

Y y1=1 
(6.17) 

The subroutine for generating log-normally distributed variates 

is given as follows; 

SUBROUTINE LOGNOR (EY,STDY,AWT) 
SUM=0.O 

DO 11=1,12 

R = RAN(4) 
1 SUM=SUM R 

AWT=EXP [EY+STDY* (SUM-6.0) 1 
RETURN 

END 

where 	z = 

Here R is the random number generated by the library function in 

DEC SYSTEM-20 Computer for generation of random numbers. 
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6.5.3 Generation of Weibull variates 

The variate x which follows the Weibull distribution may 

be generated if we use the inverse transformation of the cumula-

tive density function of x which is given by Eq.6.8, that is, 

  

F(x) = 1 -exp ... (6.18) 

  

For EDT the scale parameter a is zero 

• • 	F(x) = 1-exp [-1)1. 	 ... (6.19) 

or 	1-F (x) = exp 	(b )1 
	

(6.20) 

But 	1-F (x) = r where r is the random number such that OK r < 1 

• 

• • x = b(-log r)1/c 	 ... (6.21) 

For generating EDT the subroutine is given below : 

SUBROUTINE WEI BUL (BEDT,CEDT,EDT) 

R = RAN(6) 

EDT = BBDT* (-ALOG (R )** (1 ./CBDT ) ) 

RETURN 

END 

Again, R is the random number generated by the library function. 

6.6 Job and Management Factors Based on Computer Simulation 

Computer simulation model generates values of AWT and EDT 

for each excavation cycle based on input parameters of statistical 

distributions for a particular condition of job and management. 

For the same condition the APR values for each cycle are adopted 

as given in Table 5.5. Total cycle time (TCT) is computed as sum 

of AWT and BDT for each cycle. APR and TOT are cumulatively added 

until TCT adds upto total hours in a month which is 720. The 

corresponding cumulative value for APR is the advance made during 



Good 

112.0 

87.2 

64.1 
.....■■■■■•■•••■■ 

Fair 

Good.  

Fair 

Poor 

Good 	78.2 

Fair 	44.9.  

Poor 	26.1 

0.80 

0.62 

0.46 

0.56 

0.32 

0.19 
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the month. When the tunnel length under a particular set of job 

• and management condition is completed, new set of•data for the 

next set of conditions is used for generating monthly advance 

rates as discussed above. This is done for all the nine sets of 

job and management conditions. The computer prints out values of 

APR, AWT, BDT and TCT for each cycle and also their monthly 

averages. 

The average monthly advance rate is then computed for each 

set of conditions and job and management factors computed as shown 

in Table 6.5. 

TABLE 6.5 

JOB AND MANAGEM€NT FACTORS BASED ON SIMULATION RESULTS 

(Based on ideal monthly progress of 140 m) 

Job 
condition 

Management 
condition 

Average expected 
monthly advance 

(in ) 

Job and management factor 
- 
1Col.31 
L.140 J 

1 2 3 4 

Good 	39.2 
	

0.28 

Poor 
	

Fair 	31.2 
	

0.22 

Poor 	17.7 
	

0.13 
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CHAPTER 7 

DISCUSSION OF RESULTS 

7.0 	This study is based on extensive field data which has 

been statistically analysed and used to simulate the tunnel 

excavation activity. The results of various aspects of the 

study are discussed in this chapter. 

7.1 Development of a Classification System 

7.1.1 Job classification 

The first finding of this study is that the job conditions 

for tunnelling may be grouped into three categories as against 

five or more suggested by various investigators for the purpose 

of providing rock supports. Moreover, this categorization may be 

done on the basis of the knowledge of six simple parameters (Table 

4.1). All these parameters can be known from the investigations 

which are normally carried out before planning for construction 

of the project. Thus the job classification can be done in 

advance of the actual planning and construction. This will result 

in precise estimation of total time for tunnel excavation in the 

planning stage, since tunnel advance rates in different rock 

formations falling in different sets of job conditions can be 

computed on the basis of this study. 

It has been observed that the type of rock along with the 

jointing pattern plays the most significant role in tunnelling 

and affects job classification. While the phylites were found 

by the author to be generally a good tunnelling media on most 

Indian projects, talc schists were found to be poor. Further, 

the formation of cavities can not be ruled out even in good job 

conditions and this prediction at the investigation stage is 
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difficult. Therefore, the prediction of tunnel advance rate 

either by computer or with manual compUtation can not be done for 

this exceptional job condition. 

According to this classification system 74% of the total 

length of Pandoh-Baggi tunnel passed through good, 17% through 

fair and 8% through poor job conditions. The remaining 1% length 

involved cavity formations. 

The comparison of job conditions as predicted by the 

proposed classification to that adopted by project geologist is 

shown in Table 7.1. 

TABLE 7.1 

COMPARISON OF GEOLOGIST'S AND AUTHOR'S CLASSIFICATION SYSTEMS 
(percentages of total tunnel length) 

Basis 
Rock category* 

, 
Good Fair Poor 

Pre-construction (1964) forecast 
by geologist (77) 35 51 14 

Post-construction (1974) 
observations by geologist (77) 69 22 9 

Author's classification based on 
pre-construction forecast(Table 4.1) 74 17 9 

*The geologist had named his three rock categories as good to 
satisfactory, satisfactory to fair and fair to poor. 

Table 7.1 clearly shows that the classification as developed 

in this study (Table 4.1) agrees well with the actual ground condi-

tions as observed by the geologist. 
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7.1.2 Management classification 

The deviation in tunnelling progress from month to month 

in the same job condition is a pointer to the management to gauge 

its own effectiveness. The causes for fair or poor management may 

be easily identified from the study of rating parameters in Table 

4.3. It is significant to note that there is a very close inter-

relationship among and interdependence of various parameters. The 

improvements in some of the items would automatically improve 

conditions in certain other allied activities. For example, the 

training of drilling and blasting crew will help to reduce over-

break and avoid any need for secondary blasting in addition, to 

saving of some time in the performance of these operations. 

Similarly the training of mechanics and operators will help in 

reducing the breakdowns in addition to improved productivity from 

equipment. 

The points of inflexion on the cumulative relative frequency 

curves for equivalent monthly progress (Figs.4.3 to 4.5) were 

considered to indicate the changes in management conditions. This 

fact was confirmed from the study of the values of actual working 

time which were listed in different class intervals for each 

month, while the months themselves were arranged in the d;.scending 

order of their effective monthly progress values. The values of 

AWT for those months which fell in a different management condi-

tion as indicated by the point of inflexion principle showed a 

distinctly different trend having peak frequency for different 

values of actual working time than that for the previous manage-

ment condition. 
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The development of parameter ratings is an iterative 

process. The values proposed here may need slight modifications 

when the sample size for data to compute these values is larger. 

7.1.3 Job and management factors based on field data 

Job and management factors based on field data were computed 

using an achievable production of 140 m per month under good job 

and good management condition as the reference. These values are 

tabulated in Table 4.10. 

7.2 Ascertaining Distribution Patterns for Cycle Time 

7.2.1 Statistical analysis 

In order to simulate the tunnel excavation activity, the 

input statistical parameters to the model are the advance per 

round, and means and standard deviations of actual working time 

and breakdown time. These values, as derived from the present 

study are shown in Tables 7.2 and 7.3. 

It is observed from Table 7.2 that under the good job 

condition the mean advance per round does not vary significantly 

for the three management conditions. It has varied significantly 

under the fair and poor job conditions. It is felt that the 

advance of 1.07 m for poor management under fair job condition 

is rather low. On the other hand the advance of 1.31 m for fair 

and poor management under poor job condition is on the high side. 

These values should be within the ranges suggested in Table 4.1. 

The optimal advance for a. particular job condition could, however, 

be computed through optimisation analysis (18). 

In general the advance should be so selected that either 

a maximum total cycle time of 24 hours or of 16 hours is maintained. 
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SUMMARY OF RESULTS OF STATISTICAL ANALYSIS FOR ACTUAL WORKING 
TIME (AWT) 

Job 
condition 

Management 
condition 

Average 
advance 
per round 
(Table 5.5) 

(m) 

Actual working time (AWT) 
Mean(x) 
(Table 6.1) 

(hrs.) 

Standard 
deviation(00 
(Table 6.1) 

(hrs.) 

COV(%) 
(3-  -- x100.1 [-
Te   

Good 2.58 14.68 2.88 19.62 
Good Fair 2.61 18.92 4.45 23.51 

Poor 2.42 22.01 6.01 27.31 

Good 1,52 11.78 6.12 51.94 
Fair Fair 1.38 18.61 8.19 44.01 

Poor 1.07 24.76 12.45 50.28 

Good 1.09 17.26 7.04 40.76 

Poor Fair 1.31 19.99 9.03 45.14 
Poor 1.31 28.05 17.94 63.95 

TABLE 7.3 

SUMMARY OF RESULTS OF STATISTICAL ANALYSIS FOR BREAKDOWN TIME 
(BDT) 

Job 
condition 

Management 
condition 

Average 
advance 
per round 
(Table 5.5) 

(m) 

Breakdown time (BDT) 

Mean(R) 
(Table 6.2) 

(hrs.) 

Standard 
deviation(L)) 
(Table 6.2) 
(hrs.) 

• COV(%) 
16 --x100.1 .5z  

Good 2.58 1.92 3.35 174.48 

Good Fair 2.61 2.93 5.92 202.05 

Poor 2.42 4.75.  9.48 199.58 

Good 1.52 3.10 8.37 270.00 

Fair Fair 1.38 2.80 8.02 286.43 

Poor 1.07 3.85 7.36 191.17 

Good 1.09 3.03 10.57 348.84 

Poor Fair 1.31 10.15 19.63 193.40 

Poor 1.31 24.23 36.54 150.82 
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This will instill confidence and urgency in the working crew to 

control the cycle time within the shift period and hence increase 

the tunnelling rate. 

The probability plots of actual working time on log-normal 

probability paper show a linear fit thereby validating the assump-

tion of log-normal distribution applicable for actual working time. 

Similarly, the probability plots of breakdown time on-Weibull 

probability paper also show an exceptionally linear fit. The break-

down time, thus, follows the Weibull distribution as is well known 

for such phenomenon (67,136). 

7.2.2 Computer simulation 

The excavation of Pandoh-Baggi tunnel was started in June, 

1965from Pandoh heading and was completed in December, 1974. For 

the purpose of present study the simulation has been carried out 

for the period from January, 1966 to December 1973. The initial 

few months of the year 1965 which were used in training and accli-

ma:cization, and the year 1974 when attention had been diverted to 

concrete lining, were not considered for this simulation. In 

addition, the cavity reaches (exceptional job conditions) were also 

not considered for analysis and simulation as these did not involve 

cyclic operations. The simulation has been carried out to compute 

calender time of excavation. The holidays falling during the 

construction period have, therefore, to be separately considered. 

Percentage lengths for each job condition and under different 

management conditions were computed for months identified by 

points of inflexion in Figs. 4.3 to 4.3. The lengths tin each job 

condition were derived on the basis of job classification (Table 

4.1). The results of simulation indicated a variatie!in of only 
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4.68% with the actual construction period as shown below : 

1) Total calendar construction period from January, 1965 to 

December, 1973 for both Pandoh and Baggi headings taken 

together is 192 months. 

2) Period lost in tackling cavity portions for both the 

headings is 13 months. 

3) Period lost due to holidays for both the headings @ 15 days/ 

year/heading is 8 months. Thus, the calendar period 

actually spent in excavation is 171 months (192-13-8 = 171). 

4) 	Period indicated by computer simulation is 163 months. 

5) 171-163  Deviation in completion time comes to 	x 100 =4.68%. 171 

This shows that probability distributions for AWT and BDT and 

proposed job classification system are excellent representation 

of actual tunnelling activity. 

7.3 Comparison of Values Derived from Field Data and from 
Simulation Data 

A comparison of values of job and management factors derived 

from field data and those derived on simulated data is shown in 

Table 7.4. It is found that the two sets of factors compare well 

with each other. 

The factors based on simulation results are only marginally 

higher than those obtained from real data. The difference is not 

significant since the probability distributions selected far AWT 

and BDT inherently account for these variations. All values of 

factors based on simulated data except one of them are either 

greater than or equal to the counterpart obtained from analysis 
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of field data. It is felt that the factors should be given in 

range of values rather than single values in view of the non-

uniformity of conditions even within the same job and management 

condition. The recommended values of the factor ranges are also 

shown in Table 7.4. The range covers the values in the two sets 

of factors and is,in itself, quite narrow. If prudently used, 

these values could provide a good guide to a planner in his 

estimation of rates of achievable progress on a tunnelling 

project. 

TABLE 7.4 

COMPARISON OF JOB AND MANAGEMENT FACTORS EVOLVED FROM FIELD DATA 
AND SIMULATION RESULTS 

Job 
condition 

Management 
condition 

Job and management 
factors 	based on 

Factor range 
recommended for 
use on projects Field data:Si insulation;,  

Good 0.78 0.80 0.76 - 0.81 

Good Fair 0.60 0.62 0.58 - 0.63 

Poor 0.44 0.46 0.42 - 0.47 

Good 0.53 0.56 0.53 - 0.58 

Fair Fair 0.32 0.32 0.30 - 0.35 

Poor 0.18 0.19 0.16 - 0.21 

Good 0.30 0.28 0.28 - 0.33 

Poor Fair 0.21 0.22 0.19 - 0.24 

Poor 0.13 0.13 0.10 - 0.15 
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CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS 

This study is based on large volume of field data collected 

from several Indian tunnelling projects. Extensive use was made 

of data collected for Pandoh-Baggi tunnel of Beas-Sutlej Link 

project and successful computer simulation was also done. 

8.1 Conclusions 

The conclusions presented below will generally apply to all 

tunnels using conventional drill and blast method with full face 

excavation. 

The job and management classification of tunnelling condi-

tions indicates that : 

i) All tunnelling conditions are adequately represented by 
the proposed job classification system (Table 4.1). 

ii) The quantification of factors affecting the quality of 
management (Table 4.3) gives an insight into the whole 
process of tunnelling. It could provide a handy tool 
for control of various operations during actual 
construction. 

iii) The points of inflexion on the cumulative relative 
frequency curves of equivalent monthly progress (Figs, 
4.3 to 4.5) appear to provide basis for significant 
ch&nges in management conditions. Alternatively, the 
management conditions may be evaluated from Table 4.3 
which gives numerical ratings for various parameters. 

It has also been established in this study that the behavi-

our of prominent components in the tunnelling cycle is statisti-

cally well defined for all tunnelling situations. The analysis 

of cycle time data revealed that : 

i) The data for actual working time (AWT) and break-down 
time (BDT) which are two components of the total cycle 
time conforms to log-normal and Weibull probability 
distributions respectively, for all sets of job and 
management conditions; 
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ii) The testing for distributional assumptions has been 
done by probability plotting method which has been 
found to be quick and reliable; 

iii) 	The statistical parameters for actual working time(AWT) 
are its mean (EXA)and its standard deviation (STDX) 
and the mean (EY) and the standard deviation (STDY) of 
its logarithmic values. Similarly, the statistical para-
meters for break down time (BDT) are its mean (EXB), 
variance (VX), scale parameter (b) and the shape para-
meter (c). These eight parameters for all the nine job' 
and management conditions have been evaluated from the 
field data (Tables 6.1 and 6.2)7 

iv) The data for advance per round (APR) did not fit into 
any of the known probability distributions. Therefore, 
the weighted average values have been adopted for each 
job and management condition which are realistic. The 
best advance rate for any job condition could be eva-
luated through optimisation; 

v) The methodology of simulation as used for the study is 
proved adequate due to the similarity of values of job 
and management factors as obtained from field data and 
as obtained from simulated data; 

vi) In view of the validity provided by the field data on 
production actually achieved, the range of values 
proposed for job and management factors appear to be 
reasonable and could be used in planning a tunnelling 
job. 

8.2 Recommendations for Further Work 

The study has exposed other problem areas where further 

investigations seem to be indicated. These are listed below under 

two distinct headings. 

8.2.1 Collection of data 

i) The present state of recording of data on projects is 
unsatisfactory. Accuracy and proper detailing of the 
field data in its recording are highly important. A 
format for recording cycle time data has been suggested 
in Appendix I. 

ii) The upkeep of data and its availability after a project 
is completed is not assured on most projects at present. 
This aspect needs attention of construction managers. 

iii) Geological information during construction needs to be 
compared and correlated with pre-construction informa-
tion on all major projects. 
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iv) Data files for tunnel construction should be created 
on computer peripherals. 

8.2.2 Analysis of data 

i) Statistical analysis of time of each principal opera 
tion in the tunnelling cycle should be made so that 
the model could be improved. 

ii) The effect of improving management quality in each job 
condition should be separately evaluated. 

iii) A serious study of breakdown time patterns should be 
made to assess the effect of different types of break-
downs on production rates. 

iv) Analysis for different advance rates per round may be 
made. 

v) Management parameters as adopted in the study have 
subjective overtones and could perhaps be improved 
with greater expert opinion. 

0 
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APPENDIX XI 
1 51 

COMPUTER PROGRAM FOR COMPUTATION OF 
WEI BULL DISTRIBUTION PARAMETERS 

C 	COPPUTATION OF WEIBULL DISTRIBUTIOP PARArETERS 

OPEN(UNIT=1,FILE=tRESI,DAT') 

PRINT 61 

61  FORkAT(8X,IEV,E3X,fvV,9X, / B 1 ,9X,'C') 

60  READ(1,1) EX,VX 

1  FOR0AT(2F10,5) 

PRIWT 1,EX,VX 

CONT=0,0 

C=0.5 

ADC=0,5 

CALL RESDUE(EX,VX,C,RES1) 

IF(AbS(RES1)-0,001)3,3,102 

102 IF(RES1)2,3,4 

2  C=C+AOC 

CALL RESDUE(EX,VX,C,RES1) 

IF(ABS(RES1)-0.001)3,3,90 

90  IF(RES1)2,3,5 

5  C1=C 

C2=C1-ADC 

6  C=(C1+C2)/2i 

CALL RESDuE(EX,VX,C,RES1) 

IF(ABS(RES1)-0.001)3,3,9 

9  IF(R6S1)7,3.8 

7  C2=C 

GO TO 6 

8  C1=C 

GO TO 6 

4  COTINUE 

22 C=C+ADC 

CALLA RESDuE(EX,vX,C,REs1) 

1F(ABS(RES1)-0.001)3,3,101 

101 IF(RES1)55,3,22 

55 C1=C 

C2=C-ADC 

111 
	 66 Crx(C1+C2)/2. 

CALL RESDuE(EX,vx,C,RF81) 



IF(ALS(RE31) 0.001)3,3,99 

99  IF(RES1)77,3,86 

77  C1=C 

GI) TO 66 

86 C2=C 

GO TO 66 

3  COLTILLJE 

1000 FORmAT(5X,iNC0NT=,I5,'RES1=',E14.6) 

Z=1./C 

CALL GAMA(Z,RES) 

Al=RES 

B=(C*EX)/A1 

PRINT 100,EX,VX,B,C 

TYPE 100,EX,VX,B,C 

GO TO 60 

100 FORAAT(4F10.5) 

CJ oSE((.INIT=1) 

STOP 

END 

SUBROUTINE RESOUE(EX,vX,C,RES1) 

Z=1./C 

CALL GAMA(Z,RES) 

Al=RES 

Z=2./C 

CALL GAMA(Z,RES) 

A2=RES 

RES1=1.+VX/EX**2-2.*C*A2/(A1*A1) 

PRI1JT1,RES1,C 

1  FORmAT(2F10.5) 

RETuRN 

END 

SUhROIITIilE GAMA(Z,RES) 

IF(Z.LE.1,0E-02)Z=1.0E-02 

2  FORmAT(5X,,7,=,,E13.7/) 

C 	PRINT 2,Z 

DIMENSIDA CZ(16) 
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GZ(1)=1.0 

CZ(2)=0,57721566 

C2(3)=-0.65587807 

M4)=-0.04200263 

07(5)=0,16653861 

CZ(6)=-0.04219773 

C74(7)=-0.00962197 

CZ(8)=0.00721894 

CZ(9)=-Q,00116516 

CZ(1.0)=-0.00021524 

U(11)=0.00012805 

CZ(12)=-0,00002013 

CZ(13)-0.000000125 

U(14)=0.00000113 • 

CZ(15)=-0.00000020 

CZ(16)=0.00000001 

P1=3.1415926 

9  1F- (Z-1.)10,10,11 

10  SUr=0,0 

DO 8 1=1,16 

8  &or=sufl+cz(I)*z*#i 

RES=1./SUM 

GO TO 13 

11  GB=Z**Z*EXP(-7)*SORT(2,*P1/Z) 

GT1=1./(12.*Z)+1./(288.*7.*Z) 

GT2=139,/(51840.*Z4Z*7.)+571./(2488322.*7#Z4Z*7.) 

GT=1.+GT1-GT2 

RES=G8*GT 

13  C0f:TI1vUE 

RETURN 

END 
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APPENDIX XII 

COMPUTER PROGRAM FOR SIMULksTION OF 
 154 

TUNNEL EXCAVATION 

C 	SIOOLATION OF TUAJEL EXCAVATION 

DIgEVSIOr BAeT(4,4),CAINT(4,4),EXo(4,4),AP0(4,4),R1,00,EY(4,4) 

1K(4,4),STDX(4,4),BBOT(4,4),CB1)T(4,4),ALTDP(4,4),SI0Y(4,4) 

OPU(1!1''IT=1,DEVICE='DSn',FILF='SIM.OATI) 

C 	IF  SUBROUTINE IAEIBUL IS OW FiR 

C 	IF  SuBROOTI14E L-4OR IS USED FOR A:7 

C 	IF  SUBROUT1LE EXP'4f IS USED FOR HDT 

C 	IF ;:66=1 SUBROUTIE pEr301,, IS JSEL FOR ,IVT 

READ(1,4)N.F“irtiSp 

PRINT 41,ASw,1SP 

TYPE4,NSW,NSB 

Prr??,AT(212) 

KK=4 

D=1. 

nisT=0.() 

DTSTZ=0.0 

AVA'OT=0.0 

AVPDT=0.0 

AK=0.0 

TIrE=0,C 

C 	JC=NOilBER OF JOB. CONDITIONS 

C 	1.C=JUMbER OF MANAGMEJT CoNDITIOVS 

08714=0.0 

TTz=0.0 

READ(1,4)JC,t,C 

PRINT 111rJC,PX 

TYPE4,JC,1'.0 

kFAD(1,2)((EY(f,J),I=1,1''C),o=1,JC) 

TYPE112,((rA(10.1),I=1 r 1 C),0=1,0C) 

READ(1,2)((STPY(I,J),I=1,rC),1=1,0C) 

IYPE1 13,((STDY(I,J),I=1r:C),J=1,JC) 

1 	FORP0(215) 

READ(1,2)((13ANT(frO),I=1,;, C),J=1,JC) 

TYPE 114,((AvT(I,J),I=1,c),J=1,0C) 

PFAD(1,2)((CA:,T(T,0),J=1,c),0=1,0c) 

TYPE 115,(CCApvT(T,O),I=1,0,0=1,oC) 
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PEAD(1,2)((EXh(I,O),I=IreT),J=1,J(.) 

"TYPE 116,((EX3(T,J),I=1,:C),J=1,JC) 

HEAP(1,2)((BH1,T(1,J),1=1,1C)017-1,0C) 

TYPE 118,((BeDT(1,J),J=1,JC),I=1,AC) 

READ(1,2)((Cgr#DT(I,J),I=10C),J=10.1C) 

TYPE 119,C(CBDT(T,O),J=1,JC),J=1,C) 

READ(1,2)((APo(I,J),I=1,IC),J=1 ,JC) 

TYPE117,((APO(I,J),I=1,:X),J=1,JC) 

REtp(1,2)((AfriTLP(101),I=1, C),J=1,oC) 

TYpE 120,c(A4TI,p(Ci,a),I=1,c)„.J=1,ac) 

2  'FO1o1AT(9r8.5) 

111 FORc4AT(5)( 0, 1 0C-7 1 ,15,'iC=',I51) 

112 FORMAT(5X,'EY= 1 ,9F10.3/) 

113 FORAAT(5X,'STDY=',9E10.3/) 

114 FOWIAT(5X,.'BAP/T=',9E10.5/) 

115 FOR:iAT(5X,,CA,AT=',9F1v.5/) 

116 FORMAT(5X,'EXT= 1 ,9F10.30 

117 FORMAT(5WAP0=',91.10.3/) 

118 FORilAT(5X,,iiii1)T=',0F10.5/) 

119 FOWIAT(5X,'C2DT=',9F10.5/) 

120 FORAAT(5X,IAFTLP=',9F8.4/1 

PRINT 311 

DO 310J=1 ow 

310 PRINT6,(EY(I,J),1=1,t.C),(8TDY( IfJ),1=1,;J:),(iA:T 1  ,J),1=1,X),(CAT 

1T(1,0),1=1,rC) 

6  FORPAT(4(3F9.5,5x)//) 

311 FPHAT(12X,'EY',30X,ISTDY,,3oX,,tiAIT',30X,'CA,0/) 

PHTrT 411 

DO 410J=1,JC 

410 pRIrT 16,(hbDT(I,J),I=1,;T),(chlyr(J,J),I=1,, c),(Kxt,(1,o),I=1,Pc 

1),(APO(I,J),I=1,-C) 

16  FORt4a(4(3F9.5,5X)//) 

411 FORAAT(12X,'HPDT",30X,'CRDT',39X,'EXJ',3uA,'IPw/) 

PRINT2,((WThP(I,0),1=1,,'C),0=1,JC) 

21  P=1 



READ(1,3)ET,7,(PL(I),I=1,3),1/ 

TYPE5,ET,17.,(PL(T),I=1,3),I1 

PRINT5,ET,NZ,(PL(I),I=1,3) 

3  FORNAT(F10.4,15,3F10.4,15) 

5  FOR0(5X,F10.4,15,3F10.4,15) 

31  IF(,;S:..Ei),,0)CAldi %fl 	CHM: T(i+ 4z) 	 ciTI,1) (1 

IFUSt,..1.:0,1)CAU LoOR(EY(N,JZ) ,STDY(. 017.),A:.T,Kr0 

IFL613.Eu.11 )CALL EXP,q(EXB(0,1%Z) ,h0Y,KK) 

IF(,%511.E0.1) CALA, ':'E13UL(FIBIDT(0,JZ),Ct,UT(a,n),6DT,KK) 

AVAT=AVAilT4-A4T 

AVAIDT=AVIIDTthDT 

AK=AK+1. 

TCT=A04T+13DT 

TIVE=TL1E+TCT 

viST=DIsTi-An(N,PZ) 

Go TO 100 

C 	GO TO(10,20,30), 

PRIrT 13 

13  FORP4AT(10x,'APOl f 11X,'',11X,IMr s ,11X,c ri",6X,'ZO ,E 

1TLIEsp6X,'REMARKSI) 

10  PRIXE 40,APG(M,NZ),AWT,BDT,TCT,N1, 

TYPE 40,AP6(P,v17.),10,T,I3PT,TCT,OZ 

40  FORMAT(2F13.2,'+',F6.2,'=',Fb.2.17 X,113) 

GO TL 100 

20  PRIRiT 5r),APO(NOZ),AT,HDT,TCT,4Z 

TYPE 50,AP0(N,n),AwT,R1JT,TCT,v7. 

50  FOP7'AT(F13.2,13X,F13,2,'+',F6.2,'=',F6.2,5X,112) 

GO Tn i00 

30  PRIT 60,AP0(,d,NZ),AJTOIDT,TCT, 

TYPE 60,APO(r,d7,),AwqT,HOT,TCT,tZ 

60  r3w:AT(F13.2,26x,F13,2,,4- 1 ,F6.2, 1 =',F6..2,14) 
100 1)D=D4720. 

IF(TIVi2.■UD)22,130,13C 

130 DsTF'=oisT-usTr 

TIL=TLAKTIr 

AVTtA=11,dAK 
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AVW=AVMPP/AK .  

AVPDT=AVbDT/AK 

AK=0.0 

D=P+1. 

C 	PRItT 131,DST;,AVT!',AVA4T,AVBDT 

TYPE 131 ,OSID,AVT,AVA4T,AVriDT 

AVACe=0.0  

AINDT=0.0 

DSTr=DIST 

TIP=T1''E 

131  FORrAT(/2RX,'PROGRESS FOR ,1 0:.Th=',E7,2//28WAV.CYCIoc, ;z, k' 

1TR=',F7.2//2RX,'AV.MONTHLY /0T=',F15.2//28X,'AV.•0..T,4,Y huT= 1 ,t.1 

15.2//1X,120('..')/) 

22  IF(PIST..ET)211,110,110 

110 TTZ=TIrE...TTZ 

DISTZ=DISIDISTZ 

PRILT 210,DISTZ,TTZ,TI%E 

TYPF 219,DISTZ,TTZ,TIME 

TT7=TI;,:,E 

DISTZ=DIST 

210 FOW.mT(35X,1 7,06E.DIST=',F7.1/35X,'7,0rE T1+-04,:=',h7.1/35X,'IlliAL if #' 

1=',Fh.1) 

IF(IY.EQ.0) GO To 21 

CLOSE(DP;IT=1) 

STOP 

211 XX=(DIST..,DISTZ)/(ET•.DISTZ) 

IF(XX•-PL(fl))31,32,32 

32  PRINT 140,PL(N),DISTZ,TTZ 

TYPE: 140,PL( ),D1STZ,TTZ 

140 1:ORVAT(2VY,'Ph(N)=',F5.4,5X,'DISIZ=',F7.1,5X,'UTZ= 1 ,E7.1) 

t=t41 

Gn TO 31 

END 

SUDROUTIE 	(BMiT,CitiAT,A'4RLP,V,T,KK) 

R10=RA!..(KK) 
KK=Kr+1 



IF(CK,GK.55)KK=4 

kA7=BA0T *(-ALOG(R10))**(1./CA1')+ATLP 

RETURN 

END 

SUBRDUTINF EXPNT(EX6 ,OT,KK) 

R4=RA,(5) 

KK=Kic+1 

IF(KK,GE.55)KK=4  

BDT=-EXIA*AlinG(R4) 

T?ETUR1  
ENn 

SUhRMITINE bAOR(EY,STDY,AWT,KK) 

DC 51:1,12 

R=RA(KK) 

5  Silf*:-.5Ux+R 

KK=KK+1 

IF(KK.GE,55)' K=4 

A4T=EXNEY+STDY*(SUM-6.0)) 

EPo 

SUe,RnUTINc ?",BUT4(1311DT,CBDT,RiproM 

R=FJO(KK) 

KK=K'ci-1 

IF(KK,GE.55)KK=4 

BDT=BB01*(-ALOG(R))**(1,/CBDT) 

RETOkr 

7 D 
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