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ABSTRACT

River Brahmaputra, the life line of North-East, is also the sorrow of many during-high
floods. Huge funds are being spent annually for the profection works at various locations, along
the river Brahmaputra, |

In order to train énd provide access over the river at desired points, it is necessary to
understaﬁd the fluvial dynamics of the river.” River X-éecﬁon is 6né of the important footprints

which provide information regarding the river characteristics.

| Even though, hydrographic surveys at deﬁned‘ X-sections at ifregular time intervals are
available, yet ét any point of space and time, reljable in’_fonnation may not always be available in
the required manner. |

Spatio-Tempéral analysis of morphological parameters wi.th the help of latest technique
. of Artificial Neural Network Woﬁld help in oVefcoming this deficiency to a large extent.

The advent of digital computers has seen the‘ emergence of anél‘ytical tool in analysis and
design of Civil Enginee}ing Systems, which earlier seemed too corﬁplex or rigorous. At this
stage Artificial infg]ligence technique - especially Artificial Neural Nets, or Neural Nets, are
beginning to dominate most of the analytical and design"aspects. The basic advantége in the
use of Neural Neté being the capability of handling imprecise, imperfect and incomplete data
while yet producing acceptable solutions. |

- In the preseﬂt study the application of Neural Nets has been exam-ined with spec_:iﬁc
reference to spatio-tempo;al analysis of morphological parameters in respect of Brahmaputra
' reéch containing "Majuli Islands", the world's largest river islaﬂd, where almost 1/3™ of it's
fotal area has alfgady been eroded by Brahmaputra. The main objective of the study can be

enumerated as follows:

(1)  To construct Neural Network model to correlate river X-section with respect to time.

vii



(2)  To study the river Shieft Pattern with reference to time using Neural Nets.

3) To develop a functional Neural_ Net model to correlate X-sectional information with river
Shi- ft and top width patterns.

(4)  Developing the Né:ural Nets to generate X-sections with reference to space and time
using the hydrograbhic survey data and correlating the same with the latest available
Satellite data.

It is also proposed to use the above spatio-temporal model to correlate it's findings with
the latest available Satellite data of the river Brahmaputra, being utiiized in an R&D prbject

undertaken by WRDTC, U.O.R. Roorkee at the behést of MOWR, Govt. of India.

viii



CHAPTER -1

INTRODUCTION

1.1. GENERAL

The Brahmaputra is one (;f the largest rivers in the world. It passes through
'Tibet, India and Bangladesh béfore it's conﬂue'.nce with Bay of Bengal. The total
Watershed area is 5,80,000 sq.km of which 2,40,000 sq. km lies in India and Bhutan.
The total length of Brahmaputra river is 2897 km out of which 1625 km is in Tibet, 918
. km in India and 354 km in Bangladesh  (Fig. 1.1). The width of the river ranges
- from 3 km to 20 km and at most of the places it is highly braided, as per report of
Brahmaputra Board [1,3]. | |
- The river Brahmaputra is_ infamous for destruction caused by it's periodic
flooding and drastic changes in it's course from time to‘time. The behaviour of the
river is quite dynamic and erratic. It shifts it's course abruptly during monsoon seaéon
causing erosion and ‘deposition at various locations leéding to immense loss of
property. The erratic and dynamic nature of the river can be easily understood frbm
it's behaviour at 'Majuli’, the world's largest river island, where almost 1/3™ of it's totél
area has already been eroded by the Brahmaputra as per R&D project report of
WRDTC [9]. | |

The study of river morphological features like strea£n bed profile is helpful in

calibration and testing of river models and can be used for planning engineering

activities such as road networks, site locations of bridges and other river hydraulic
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structures such as bafrages, sluices, levee etc. Changes in stream bed profile over a
reasonably long period of time can be an indicator of the future trends the river is likely
to adopt, and this information has an important bearing on the stability of the above

stated engineering activities.

1.2  DEFINITION OF THE STUDY

The study of river morphology attempts to describe and explain typical features
of the rivers. These features are forméd as a reéult of complex dynamics of flow ovér a
mobile bed. Almost in all cases, tﬁe river bed profiles have irregular shape and size.
The complex‘ity of representing this informaﬁon mathematically increases, where the
sections are moderately or heavily braided as in the case of river Brahmaputra. In such
situations, the fluvial land form comprising riyer sections undergo changes 1n time and
space. Analysis of this phenomenon is not a simple process énd require extensive input
from field. The analysis has to reasonably account for variation in- space and time. such
an analytical procedure is known as. spatio-temporal analysis.

A river being a dynamic b;dy, it’s morphology can be idealized by adopting a
spétio-temporél analytical procedure.. Even though hydrographic surveys at defined
X-sections at irregular time interval are available, yet at any point of space and time,
reliable information may not alwéys be available in required manner.

- Spatio-temporal analysis of morphological parameters with the help of latest
technique of Artificial Neural Network (ANN) maiy help in overcoming this deficiency

to a large extent.



1.3

OBJECTIVE OF THE STUDY

The main objective of the study are as follc;ws:

To construct Neural Network Mo_del to correlate river X-section with respect to
time.

To study the river shift pattern with respect to time using Neura] Nets.

To develop a functional Neural Net model to correlate X-sectional information

with river shift and top width patterns.



CHAPTER -2

REVIEW OF LITERATURE AND PREVIOUS STUDIES ON THE
' SUBJECT '

2.1 INTRODUCTION

‘ River Brahmaputra, the life line of North — East is also the sorrow of many
during high ﬂoods. Huge funés are being spent annually for the protection works at
various locations, along the river Brahmaputra.

In ofder to train and provide access over the river at desired points, it is
necessary to | understand the fluvial dynamics of the river. River x-section is one of the
important foot prints which ,prbvide information regarding the river characteristics. This
| information can be uséd effectiv_ely‘ in p'lan;ﬁng anci designing any river training
measures or any river hydraulic structures [9].

It would therefore be worthwhile to take a review of studies done on the subject
at International and National level on the fluvial dynamics of the river.

2.2 INTERNATIONAL STATUS

Practically, very little work for modelling the Brahmaputra river has been done
at international level till now. Throne et al (1990) and C.S. Bristow et al (1990) have
presented a study on the Bangladesh portion of the river Brahmaputra. The above

study pertains to the parametric analysis of hydrographic-data without spatio-temporal



proceséing of the data for developing mathematical functions of tﬁe morphological
features. |

Furthermore, most of the river morphological studies carried out already as
reported in the literature: involve non braided rivers of the world. Thus river
morphological studies for a large braided alluvial river like Brahmaputra will call for a
treatment on a different footing from the study and research stand point, in view of it's
multiple channel river configuration. |
2.3 NATIONAL STATUS

At the national level, study and research work for modelling morphological
behaviour of Brahmaputra by incorporating the complexities of each changing channel
geometry is still awaiting it's due attention from the research workers in a
comprehensive way.

The Brahmaputra river over the years has been the focus of many people, due to
it's rapidly shifting nature and havoc caused during flood. Suffering caused by the
flood of the river led to establishment of Brahmaputra Flood Control Department by the
Govt. of Assam and the Brahmaputra Board by the Govt. of India for formation and
execution of strategic overall plan for water management including the preparation of
master plan for training the Brahmaputra river based on a thorough understanding of all
aspects of the river and it's catchment.

A study on the Brahmaputra riv;-:r was carried out by WAPCOS through a team
of renowned engineers like Sri S.Y. Chitale, Prof. R.J.Garde, Sri N.K. Sarma and
others (1980) to identify the baéic morphological parameters of the river Brahamputra

in Assam. Their study was pertaining to shoal formation in the river bed, river



meandering be;d movement, river behaviour under specie;ll- condition and other
hydrological aspects of the river.

Dr. Nayan Sharma, Associate Professor of WRDTC, University of Roorkee and |
presently Principal Invéstigator of MOWR R&D projects on Brahmaputra river,
formulated new braiding indices to. descril;e braiding phenomenon and fluvial land
form }patter-n in quantitative terms. Further, Sharma (1997) also studied the
behavioural pattern of the Brahmaputra and developed certain functional relationship
among the braid indicators for a highly braided river such as Brahmaputra. Singh
(1995) in his unpublished M.E. Dissertation under the guidance of Sri A.D. Pandey,
Department of Earthquake Engineering, University of Roorkee, Roorkee 'used the
normalised data of the measured cross-section and utilised shape function in spatial as
well as temporal direction simulating intermediate cross-section profile and validated
the same.

Issar (1995) in i1is unpublished M.E. bisseﬂation, under the guidance of Dr.
S.K. Ghosh, attempted to.identify the navigation problems in Brahmaputra river by
analysing satellite derived maps and hydrological data.

Other notable studies on thé river Brahmaputra have been carried out by
Bhagawgti (1990), Kalita (1992), Hussain (1992), and Murthy on the morphological
study of the river Brahmaputra and use of remote sensing data at different stretches of
river.

Lahiri (1998) studied on spatial characteristics of drainage geometry of
Brahmaputra river and it's tributaries .b‘ased on visual interpretation of IRS-1B imagery

(on 1.:2,50,000 scale) and topographic maps of different period..



24  CONCLUSIONS

The works enumerated above deal with only the present status of the river and
the analysis of it’s causes. However, the present study which involves spatio-temporal
analysis explores into an important area of morphology for any instance of timt;, and
space using Artificial Neural Network technique. Till now hardly any large scale river
valley projects have been taken up in the Brahmaputra basin for control of flood,
rstabilization of river ﬁomhology and harnessing the large water resources fo; the
economic development of North — East region of India. As and when planning and
implementation of any such large projects are considered, there will be imperative need
to use a'predictive model, as designed to be developed in the present study, for
generating the probable future trend of the river behaviour, and hence the need of such

a spatio-temporal model is eminent.



CHAPTER -3

NEURAL NETWORK APPROACH

3.1 INTRODUCTION TO NEUR'AL NETWORK

A view has emerged during past few years that computing based on models
inspired by our understanding of the structure and funotio'n of biological neural
Network (Brain) may hold the key to success of solving ihtelligent (natural) tasks by
machines. Tl1e new field is called 'Artificial neural Network’. Computing model -
inspired by biological néural network may provide new diroctions to solve problems
arising in natmjal tasks. In particular, the neure;I network would extract relevant
features from tlic input data and p‘eyrform a pattern recognition losk by learning from
examples without explioiﬂy stating the rules for performing the task, (Yegnérayana,
1999).

The problems that are addressed by the Neura[ Networks are intractable or '
cumbersome w1th traditional methods. These new computmg architectures inspired by
' tﬁe structure of the brain are radically different from the computers that are widely used -
today. Neural Networks are massively parallel systems thgt rely on dense arrangements
of interconnections and surprisingly simple processors.

Aﬁiﬁcial neural network take thoir name from the netwofﬁs of nerve oells‘ in the
brain. ‘Although a gi‘eat deal of biological detail is eliminated in tl]eoe computing

models, the artificial neural networks retain enough of .the structure observed in the



brain to provide insight into how biological neural processing may work. Thus, these
models contribute to a paramount scientific challenge - the brain understanding itself.

- 32  ARTIFICIAL NEURAL NETWORK (ANN) - AN OVERVIEW

3.2.1 ANN, a branch of Artificial Intelligence |

Artificial neural networks (ANN) is a branch of Artificial Intelligence (AI). Al
can bé defined as a field of study concerned With designing and programming of
machines tp accomplish tasks that people accomplish using their intelligence. Al also
attempts to understand how human beings think.

The Al distinguishes itself from other computer science and systems
engineering disciélines, by approéclling problem from relatively heuristic point of
view (vié. By Thumbrule and in an Interpolative way).

Though AI has much in common with other computer science disciplines, it

differs from conventional computer science areas in following aspects.

l. It's view point is plausible and logical reasoning, instead of qualitative
calculations.

2. Subject matter (mental activity - very knowledge - intensive).

3. Tolerance for errofs and imprecise or incomplete data.

4. Symbolic manipulation (e.g. pattern recognition) instead of numeric orientation.

5. Evolutionary design principles i.e. non-procedural, ant_icipating addition and
changes.

6. Knowledge based design i.e. learns from experience etc.

7. Inference and deduction i.e. has a line of reasoning and can explain itself.

8. Heuriétic or approximate problem-solving approach.

10



Application of Al is in the as diversified field as: Games & puzzles (chess, rubic
cube etc.); Expert systems, eg. Use of computers for advice & Consultant-decision
support in the field of Finance, Industry, and Military - command and control etc;
Artificial neural network (ANN), natural language proceséing (NLP), Robotics
(Intelligent machines), computer-vision - analysing visual information such as satellite
imageries et. (Patridge D. et al, 1990).

3.2.2 A.N.N. - The Basic Structure

Néural Networks are responsible for ﬁlaking significant advances in the
-traditional Al fields of speech and visual recognition. Investment managers‘ are

creating investment models to better manage money and improved profits. Marketing
professionals are employing neural network to acpurately target products to potential
customers. Geologists can increase their probability of strilging oil. Lenders use neural
networks to determine the credit risk of loan applicallts. Scienlisls and engincers use

‘them to model and predict complex phenomena'such as liquefaction potential of soil,
simulating the analysis of R.C.C. grid structure in‘structurél enginegring, computation
of mode choice analysis in transport engineering, prediction of critical élip surface and
minimum factor of safety of a complex slope at a Site. The variety of problems that can -

~ be solved effectively by neural networks is virtl;ally endless.

A human brain continually recei\}es input signals frofn many sources and
processes them to create the appropriate output response. Our brains have billions of
neurons (=~ 10" neurons) that are interconnectgd by 10" interconnections called
Dendrites, (Fig. .3.1). to create an elaborate neural networks (Yeg Narayana, 1999). ‘

These networks execute millions of necessary functions needed to sustain normal life.

11
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~ree

For some years now, researchers have been developing models, both in hardware and
software, that imitate a brain's cerebral activity in an effort to ﬁroduce an ultimate form
of artiﬁ'cial intelligence.

Back propagation model: The back propagation model, however, is largely

responsible for cllanging this trend. It is an extremely effective learning tool that can

~ be applied to ‘wide variety of problems. Back propagation related models require

supervised training. This means they must be tfained using a set of training data where |
known solutions are supplied.

Training of neural network is essentially carried out through the presentation of
a series of example patterns of associated input and output values. The mosf commonly
used leaming éystem and the one adopted in the present ‘.stiidy, is back propagation

il

model.

Back pr-opagation type neural networks processes information in
intercoxmecting processing elements, known as neurons or neurodes or nodes (Fig'.-3. 1).
These nodes are organized into groups known as layers. There are threé distinct type of
layers in a back propagation neural network (Pandey A.D. et al, 1999).

L The input layer -

ii. The hidden layer or layers, and

i The output layer

A network consists of one input layer, one or more hidden layers and one
output layer. Connection exists between the nodes of adjacent layers to relay the output

signals from one layer to the next. Fully connected network occur when all nodes in

13



" each layer-'receive connection from all nodes in each proceeding layer. Information
enters a network through the nodes of the input layer. The input layer nodes are
unique in that their sole purpose is to distribute the input information to the next
processing layer, i.e. the first hidden layer. The hidden and output layer nodes process
all incoming signals by applying factors to them, known as weights. Fig. 3.2 shows the
architecture of a typical neural network consi;ting of three layers of interconnected
neurodes. All inputs to a node are weighted, combined and then processed through a
transfer function that controls the strength of signal relayed through the node's output -
connections. . The transfer function serves to normalize a node's output strength
between 0 and 1. There are génerally three types of transi'br function;, ihe sigmoid
function, the Binary and Ramp fﬁnctions (Fig. 3.3). Network processing continues
through each node and layer until the network's response is obtained at the output layer.
Here sigmoidal transfer function is used.

During training, the network's response at the output layer is compared to a
supplied set of known answers to the output layer, known as training targets. The
erfors are determined and back propagated through the network in an attempt to
‘improve the network’s response. The nodal weight factors are adjusted by amounts
determined by the training algorithm. Training of the neural network is carried -out
iteratively until the average sum squared errors over all training patterns are minimized.
The iterative procedure of processing inputs through the network, determining the
errors and back propagating the errors through the network to adjust the weights
constitute the learning process. One training iteration is complete when all supplied

_ training cases have been processed through the network. The training algorithms adjust

14



" the weights in an attempt to drive the networks response error (average sum squared
error) to a minimum [5].

Two factors are used to control the training algorithm's adjﬁstment of the
weights. They are the learning rate coefficient 'ﬁ' and the momentum factor 'a’. The
learning rate determines the amount that each wgight will change during each learning
cycle, and the momentum factor determines the amount that each weight will change
relative to the change in the previous learning cycle. If the learning rate is too fast, i.e.
'’ is too large, network training can become unstable. If ' is too small, the network
will learn at a very slow pace. Th"e-momentum faétor 'a' has a smaller influence on
learning speed, but it can influence training stability and promote faster learning for

'most networks. In this present study the learning rate as 0.15 and the momentum -
factor as 0.35 has been arrived at by trial & error.

On satisfacfory completion of the ‘ training phase, verification of the
‘performance of neural network is then carrieci out using data‘ patterns that were not
included iq the training set, however these should bf; in the same range of training data
patterns. This is often called as testing phase. This determines thé quality of
predictions in comparison to the desiréd outputs.

On completion of sdtisfaclory lests, the network is ready for interrogation for
the desired values of inputs provided these are with in the range of training paraméters.

~ During interrogation mode, the network processihg ends at the output layer.

15
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CHAPTER -4

. LAYOUT OF THE MODEL AND DATA PROCESSING

'-4.1 DA‘TA COLLECTION

In order to study the Spatlo-temporal river morphologlcal behav1our of the river
Brahmaputra with spe01al emphasrs on the river reach in the vrclmty of 'Majuli Islands
hydrographic survey data at different Cross sectlons from Drbrugarh (27°3'N, 94°5 5’ E)
to Dhubri (26001’N 90° E), (Fig. 4. ]a & b) was collected by contactmg Assam Flood
‘Control Division, Brahmaputra Board, Central Water Commission w1th cons1derable’
| efforts and tlnle. As r,rver Brahmaputra is an 1nternatlonal rlver', it's data i '1s, restrrcted in
nature and special efforts were req'uired to collect the ‘dla_ta l'rom aforementioned
agencies.

For the con\;enience of hydrOgraphic snrvey‘e'tc. Brahmaputra ri-ver has been
divided into di-lfferent‘ cross sections which are nnmhered from‘l to 65,'. 1 falling in -
Bang'ladesh near the mouth of the river ’l“he C/S ih lndia startsvfr'om'2 (Dhuhri) near
the 1nternatronal Border between India and Bangladesh and extends upto C/S No. 65.
near D1brugarh These C/S were decided during the Brltrsh era, dependmg on.'

' topography and accessrbrllty of the river. ‘Majulr lslands fall within the reach from

cross-sections 44 (km-423.3 l) to cross-section 54 (km 522.27) (F 1g 4, lb)

18
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il

iii.

iv.

Following data was collected for the purpose of present study

Cls 2 to C/s 65 for the years 1957 71, 77 81, 88 and avallable CIoss sectlons

for the years between 1988 to 1997.

Ten daily average discharge of river Brahmaputra for 1981/82, 1988/89 to

1998/99 at G&D site at Pancharatna (Km No 75) (Fig. 4.1%).

Ten dally average stage data at Pancharatna from 1987/88 to 1998/99.

AMonthw1se dally average sedlment concentration for years 1988/89 to 1996/97

at Pancharatna. -

In addition to above data, data as available in the river Atlas of Brahmaputra

Board was utilized, wherever necessary and feasible, for the years prior to 1988.

4.2

TOPOLOGY OF THE MODEL

The main purpose of the present study is to obtain x-section details with respect’

to time and space. It is therefore necessary to choose the input and output parameters in

“such a way as to accomplish this task easily.

4.2.1 Input Layer

(a)

(b)

©

(d)

The input variables used ‘in.the neural network are four, as follows (Fig. 4.2)

Chainage along the river Brahmaputra sfarting from CS2 (km 17.34) upto CS65

- (km 640.07)

Year sterting from 1957 when the earliesf data is available and upto 2010, the.

year upto which predictions are attempted to be made.
Month

Day.
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The cross section available in the data are taken as available on Ist January of -

_that year. The; purpose of choosing these variables for the input | is to enable

. interrogation of the fully trained model for any chainage between CS 2 (km. 17.34) and
CS 65 (km 640.07) fo; any year, month and day ‘between 1957 and 2010.

Aé already stated, .the sole purpose of input laye; is to distribute input data
values to the first hidden layer. The number of nodes in the input layer will be equal to
number of input data values in the model (Fig. 4.2). The total number of input neurons
considered for training, testing and interr;)gating the model are four.

_'4.2.2 The Output Layer

The Number of output neurodes depends upon the number of output variables.
As stated above the main purpose in the stﬁdy is to get the x—sccli(;n point at various
points of time and space. The cross sections available in the raw data are in the form of
reduced distance (RD) from left Bank, and elevation (RL) of river bed at this RD for a
. particula;r cross section as per figure below. Each cross section has varying number of

such surveyed points dépending upon top width (TW) of the river at that x-section.

b | ToP WiDTH (TW)
LeeT
BANK,
Ele

N

Suwyyeved Poinls pu-
Umequad inTepvals

FlG: Typricat Surveyee] X-Sectin
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" However, for a particular model the neural network must have a fixed number
of neurodes at the oﬁtef layer. In order to match the numbef of neurodes in outer layer
6f network with the number of sﬁrfveyed points in a x-section, it is necessary to -
normalize the sufveyed points in the.cross section to a fixed number. In this study the
Cross secﬁon is normalized for 25 equispaced points, so that each point can be
represented by one output neurode. Here normalization of the cross section into 25
equispaced points means, dividing the top width (TW) into 25 equal intervals and
interpolating the river bed elevation at each of thvese pOi'fltS by making use of the

surveyed data, as per fig. below.

Top Wl‘cH’k_(TW)_ ' ,P/;\

[

R?a%uc.e.v{ Aals+. ,FVom\
s ~L_e4;— éan& ) (

(RD

25 ' :

o f\\,,\ /7/ |
oy valia) o

Reolweee| Leved _ >5 7251%3 Fa\ced P;ODHB .

L

/ P
‘ 24 (TW) !
{ 25

Fig. Typical Normalized X-Section
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Thé normalization is accomplished thi'c')ugh Langrange's, interpolation function,
for which a computer software, Normal. F, has been used (Annexure 4.1). There are
sub-routine functions which are to be célled to accomplish the task. The block diagram
of the programe is given at fig 4.3.

The normalization of data, i.e. generation of 25 equispacecd points alongwith
appropriate river bed elevation is the essential part of the output layer, as the number of
output neurons in the training set has to be constant throughout. Thus each neuron in
the output layer from 1 to 26, represents the coordinate, (0,y)), (TW/25, y2), (RQTW/25,
¥3), (3TW/25, y4)...(TW.,y26), respectively, where TW is the width of river and is
represented by 28t neuron, while yi, y,...¢ are the normalized river bed elevation
represented by first 26 neurons. The 27" neuron in the oufput layer represents discharge

Q in m*/s as observed on 1* January of input year at Pancharatna site (Fig. 4.2).

4.2.3 The Hidden Processing Structure

Choosing the number of hidden layers and the number of hidden nodes in each
layer is not an easy task. Currently there is no thumb rule for determining the optimal
number of neurodes in the hidden layer or the number of hidden layers, éxcept through
experimentation. Many factors play a part in determining what the optimal
configuration should be. These factors include the quantity of training patterns, the

_number of input and output nodes, and the relationships between the input and output
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~ data. When a network’s hidden processing structure is too large and complex for the
model being developed, the network may tend to' memorize input and output sets rather
than learn relationships between them. Such a network may train well but test poorly.
Also network training time will significantly increase when a he;cwork is unnecessarily
large and compliex. In the present study one hidden layer is considered for the model
and the number of hidden neurons arrived at, by trial and error, are twenty eight.
43 THE TRANSFER FUNCTION

A node's transfer functions serves the purpose of controlling the output signal
- strength for the node, except for the input layer which uses the inputs themselves.
These functions set the output signal strength between 0 and 1. The input to the
transfer function is the dot product of all the node's input signals and the node's weight
vector.  The sigmoid transfer function is the most widely used function for back
propagation neural networks, which is also use_d.in this study. The sigmoidal function
acts like an output gate that can be opened (1) or closed (0). Since the function is
continuous, it is also possible for the gate to be partial‘ly opened, i.e. somewhere
between 0 and 1. Models incorporating sigmoid transfer functions usually e);hibit
better generalization in the learning process and often yield more accurate models, but
‘may also require longer training time [5].
4.4 TRAINING OF THE NEURAL NETWORK

All the neural network analysis for this study were carried out by using the
Neural Planner 4.10. Neural Planner is a window based neural network system. It

allows to produce muitilayered neural network using a simple graphical editor or create
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a standard three layer networks from training file. There are also facilities for
producing training, teéting and interrogating files in the Neural Planner. The Neural
Planner can learn from training files, self test itself using testing files and allow for
| interrogation by interrogating files.
44.1 The Training Data
A total of 338 sets of data with cross section from 2 to 65, with different
actually observed values of discharge, and top width, for the years 1957 to 1997 have |
been processed. Among the 338 of data sets 318 data sets have been used for training
and the rest 20 cases have been used for testing. The training, testing and interrogation
“data is stored in the networks °.tti’ file (training, testing, inferrogatio.n file). Neural
planner has the facility of feeding the training; testing and.interrogat’ion déla to the
Neural Network through “.tti’ file either manually or through a Notepad, provided the
data is presented in a desired format as given in the Neural Piaﬁner. In this study the |
| training, testing and interrogation data has been fed to the networks *.tti’ file (fin_25.ti)
through the notepad. After the network is fully trained, the results which are stored in
the network’s Interrogation Section (npr file) can be retrieved as the output.
- The full details of actual data used for training and testing can not be
reproduced in this disserfation as this data is restricted in nature.
To account for future predictions, fictitious data, close to some assumed data
for the year 2005 for cross section No. 2 and for the year 2010, for cross section No. 65
have been inducted into training file. It méy be mentioned here that instead of fictitious
data, only a question mark (?) can also be entered against the relevant output in the

training file. ANN is capable of forming suitable patterns connecting input and output

28



data from training file and is capable of correcting the fictitious values so fed in. The
fictitious data is fed in only to allow increase in the range for interrogating of the
network for future predictions.

Some processing of the data is usually required before presenting the input
patterns to the neural network. This usually involves scaling or normalization (this is
different from normalization used 1n section 4.2.2 for generating equidistant points
across a C/S) of thé input patterns to values in the range 0-1. This is necessary because
the sigmoid transfer function modulates .the output to values between 0 and 1.
Normalization of the data can be as simple as either dividing the value by the maximum
value or by subtracting the minimum value and then dividing the resultant value by the
range, which is the maximum value minus the minimum value. The input patterns for
both the training and testing phase were prepared and the normalization was done
automatically by the neural network planner.

All the neural network analysis, for this study, were carried out with the
learning rate n = 0.15, and the momentum factor o' = 0.35. These optimal values of
learning rate and momentum factors were determined through trial and error. Training
of the neural network was carried out until the average sum squared errors over all the
training patterns were minimized, with number of cycles run equal to 18600 in the
testing phase. Once the neural network has been trained, the épatio-temporal analysis
for any reach of the river including in the vicinity of "Majuli Island" between C/S 44 to
C/S 54 for the years between 1957 and 2010 has beén carried out, by providing relevant
values of chainage year, month, day in the input layer of the network, by using

interrogating file section, and seeking the output in the interrogating file.
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The result of some such interrogations especially in the vicinity of ‘Majuli’
Island’ are given in Table 4.2 and Table 4.3. The result of all the interrogation cases
upto year 2010 are reproduced at Table 4.4. The discussions on the results so obtained

including the validity and reliability of the results obtained are discussed in Chapter 5.
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Tdb[ezl»f TYPc'caL Novmh‘ze.d X-Seclion

CROSS SECTION NO.=

-

4

FOR THE YEAR 1957 TOP WIDTH=
FOR THE YEAR 1271 TOF WIDTH=
CFOR THE YEAR 1977 TOF WIDTH=
FOR THE YEAR 1981 TOF WIDTH=
FOR THE YEAR 1988 7T0F WIDTH=
1987 1971
L0 26,35 L0 28,90
475.5% 26.13 JH.0 7R.688
981.0 26.Z8 77&6.0  28.87
1426.4 25.87 1164.0 26.20
C190L.9 26,08 18%2,.0  23.5F
L23ITT A 26017 19480.0 27.60
2B52.9  26.14 ARG ZT7.98
I328.4  Z5.6G.  27146.0  T7 .47
ABOI.H 25,29 2104,.0 24,45
4°7Q.u 26.48 \49&. 2RRg
47%4.8 26.37 IBB0.0 27.83
230,35 26.4B8 4268.0 27,02
S705.8 Z&.27 365460 23.01
&£181.2 26.58 5044 ,0 26,80
LEEL, T 27,36 S432,0 . 26,39
TI3B.2 .a8 SB20.0 26.08
7607.7 24 .33 &L20A.0  2H.3%
BORR.2 22.40 LEQ9L.0 18,90
SS98.4  14.90 &9B4 .0 20,75
Q034,.1 11.38 7372.0 23,15
Q309,46 27.17 7760.0 25,04
9985.1 26.5%2 g148.0 F0.57
104560.6 Z5.68 g8536.0 8®.78
10936.0  25.80 BYZ4.0 11.84
11413.5 Z5.58 I12.0 19.68
i18a7.0 25.29 F700.0  F9.10
CROSS SECTION NO.s= kS
FOR THE YEARR 1957 TOP WIDTH=
FOR THE YEAR 1971 TOF WIDTH=
FOR THE YEAR 1977 TOP WIDTH=
FOR THE YEAR 19814 TOF WIDTH=
FOR THE YEAR 1988 TOF WIDTH=
1957 1971
L0 33.464 L0 31.91%
“78 7 30.Z24 I%¥4.0 31.94
57.4 27.53 788.0 31.%1
Bdh : 12.02 1i8z.0 31.91
1114, 17.88 1%76.0 31.%1
13 W\.é 21.66 1970.0 31.91
1672.5 27.79 2B64.0  Fi.91
1851.0 29,33 - 2Z758.0 31.8Bé
2223.8 29,02 JLGE.0 0 31,09
Z2R0R.5 30,21 JR44H,0 31.48
2787.2 3[1.09 340,00 31,24
J06%.9  J0.03 334,00 29,37
A344, 6 30,23 4728.0 28.79
I3, J0.4% S122.0 29,23
Q?O:-l 30.21 &S16.0 29,18
4180.8 27.76 S910.0 24,10
4459.5 26.85 6304.0 221.56
4738.%2 27.29 668,00 26.50
2017.0 Z7.92 . 7092.0 19,22
S295.7 27.74 7486.0 2Z0.79
an74.4 26.79 7880.0 .21.89
'5B883.1 2B.87 8274.0 29,02
6131.8 24.9%2 R6LB.0 Z7.8A
641046, 25,08 062.0 27.19
65689 .3 " 26.43% 9456.0  3IQ.0Z
&968.0 Z7.09 QRS0.0  Z7.00

11887.000

Q700,000
12479.000
12500.000
13200000

1977
20 29.80
499,2 28.3%5
98,3 24,03
1497.5 22.11
1996.6 25,48
2490.8 26.00
295,00 26,48
24%4,1 24.01

I993.3
4492, 4
4991 .4
5490.8
5989.9
6489. 1
6988.72
7487.4
7986.6
8485.7
B984.9
9484.0
9987 &
10482.4
10981.5
11480.7
11979.8
24790

&4, 000
GEERO . OO0
14920, 000
18475000
13268, 000

(.-.\ . Hé

-18.47

20.04

2'..\ . x_o

o
PIIR P

24 .33
19 /\_l
25.98
PE.47
1e.71
17.84
i1.08

- 24.4)

27.38
26.8%
26.94

26,87

27.50

1977

0
G26.8
1193. 6
1750, 4
2387.2
2984.0
3580.8
4177 .6
4774 .4
9371.2
S7468.0
6364 .8
7161.6
7758.4
Q35,2
Br ..u_,. Q
.448.8
10145.6
10742,
11339.2
11936.0
12532.8
13129.6
13726.4
14323.2
14920.0

B0 A,

33.00
32.38

26,08

Y, B )

o 2 .__\ !
30,10
30,21
29.27
29.86
25.93
25,414
25.95
24,92
21.18
27 .65
26.82
27.42
28.43
27.7%
Z28.41
28.67
Z8.0%5

8.40
27.18
30.29
29.60

29.42

L0
S900.0
10006,0
1500.0
Z000.,0

ZEOO. O

JO00, 0
EHO0.0
A000,0
AEQO0, 0
[O00,0
E500.,0
HO00 .0
500,00
7000.0
7500.0
8000.0
a500.0
QOO0 .0
9500.0
1000D.0
1G800.0
11000.0
11800.0
120000
2E00.0

LQ
6190
1238.0
1857.0
24746.0
JOT5.0
3714.0
43330

4352.0°

SE71.0
&190.0
6HBO9 .0
7428.0
go47.0
B8L64L.Q
GEEE.0
Q904 .0
1OBE3.0
11142
117461.0
12380.0
12999.0
13618.0
14237.0
14856.0
154750

.0

1981
30.77
0,77
30,77
24,85
27 .04
i4.16
28,22

27.59
R27.72
28.96
28,59
19.48
27.77
27,00
25,72

L2 .
23,50

13.80

11.73

) 25

28,56

24 32
8.6
28.65
27.18
27.35
2B.91
£8.28

1981
33.04
25.28
Z26.44
17.51
25,10
30,59
29.61
2a.01

.71

14,86

2r.2

30,38

27.7%

27.684

29.4G

29 .50

29.24

r-} =

28.72 -

W75
24.14
28.72
27.97
28.26
30.08
“9 49

J-\-'l 5

198&
00 31.367
528.0 Z27.4646
1Q86.0 27.40
1584,0 28.08.
2112.0  ZhH.61
2640.0 18.81
3168.0  19.8%
J&GH.0 17,76
22,0 1&6.44

4752.9

ig.a2

2p0.0 0 27.41
uEUQ.U 27,55
636,00  26.94
.6864.0 28.09
J9Z.0 0 23,38
7920.0 Z27.97
84480 27.44
§9746.0 27.98
FAo4 .0 28,07
10022.0 22,43
10560.0 22,89
11088.0 17.54
116146.0 2X.29
12144 .0 27.9}
12672.0 28.93
13200.0 28.94
1988
0 29,04
30,7 Z0.18
1061.4 23.48
1592.2  30.02
2172.9 30.21
2603.6 29,94
3184.3  31.0%
3715.0 Z0.91
A24%.8 29,49
4776.5 2B.92
SEO7.2  28.66
SE37.7 28.48
L3468.6 20,67
6897.4 22.36
7430.1 19.96
7960.8 2ZB.61
8491.5 30.37
0222 30,76
QEER.0 30,17
10083.7 19,38
10614.4 17.21
111481 29.26
11675%.8 2B.BS
Z206.6 24.18
12737.3 30.84
132680 30,72



Table 4.2

GENERATED SPATIAL SERIES FOR YEAR 1998
FOR REACH BETWEEN CS 46 TO CS 47.
(OUTPUT OF fin _25.npr)

Nearon | CSd6,at |  Km457 Km 462 C S 47 at
No. 453.91km 465.13 km
TW = 14500m TW = 14496m TW = 14491 TW = 14488
R.L. R.L. R.L. R. L.
1 78.8 79.4 80.4 81
2 82.3 82.7 835 83.9
3 76.8 77.4 78.4 79
4 75.6 76.1 76.98 . 77.31
5 79.8 80.4 81.38 81.9
6 81.7 82.3 83.2 83.8
7 79.6 80 - 80.56 81.3
8 744 74.9 75.78 76.3
9 69.8 70.4 71.27 71.83
10 73.0 73.6 74.57 75.17
11 81.6 82 - 82.85 83.35
12 80.5 81.23 82.33 83.02
13 75.1 75.6 76.46 76.98
14 76.8 76.65 77.54 78
15 69.7 70.4 71.4 72.11
16 78.9 79.6 80.6 81.29
17 79.6 80.1 81 81.53
18 78 78.5 79.4 79.89
19 75.8 76.3 77.18 77.7
20 76.5 77 719 78.5 .
21 73.6 . 74.3 75.4 76
22 74.3 74.9 75.9 76.5
23 78.8 79.3 80.2 80.7
24 81.0 81.6 82.4 82.8
25 74.15 74.8 75.8 76.5
26 79.5 80.1 81.0 81.6
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Table 4.3

GENERATED TEMPORAL SERIES FOR
CS 47@ Ch. 465-13 FOR YEARS 1995, 96 , 98, 2000.
(OUTPUT OF fin 25.npr)

Neuron No. 1995 1996 1998 2000
TW = 14385m TW = 14430 | TW =14488 | TW =14523 m
R. L. (m) R. L. (m) R. L. (m) R. L. (m)
1 81.7 81.5 81 80.4
2 83.5 83.6 83.9 84.4
3 79 79.0 79 79
4 77.6 77.60 71.5 77.4
5 82.2 82.11 81.9 81.8
6 83.9 83.95 83.8 83.6
7 81.4 81.43 81.3 81.2
8 76.3 76.3 76.3 76.4
9 71.7 71.7 71.8 71.1
10 75.3 75.29 75.2 75
11 834 834 833 83.2
12 83.13 83.1 83 82.9
13 76.19 76.9 77 77
14 7177 77.8 78 78.5
15 72 72 81.3 80.9
16 81.6 81.55 81.3 80.9
17 81.5 81.5 81.5 81.5
18 80 79.9 79.9 79.8
19 77.8 78.77 78.5 78.3
20 78.8 78.77 78.5 78.3
21 759 75.9 76.0 76.2
22 76.7 76.6 76.52 76.4
23 80.8 . 80.7 80.7 80.6
24 82.8 82.8 82.8 82.9
25 76.5 76.5 76.5 76.6
26 - 81.5 81.57 81.65 81.79
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Spoim "Temporar Genevaled Servies UPlo Year 2010

Table 4-4

fin, _25-nPY |
Case Name Chainage Year mm dd Y1l Y2 Y3 Y4 Y5 Y6 Y7
Y8 Y9 vyio yli y12 Y13 Y14 Y15 Y16 Y17 Y18 Y19
Y20 Y21 Y22 Y23 Y24 Y25 Y26 Q W
PRED1 465 2001 1 1 81 80 79 82 82 84 81 76 76
77 77 78 76 77 78 79 78 78 78 78 80 78
78 76 79 79 7167 13935
PRED2 465 2003 "1 1 81 80 79 82 83 84 81 76 76
77 77 78 76 78 78 79 78 18 78 79 80 79
79 77 79 79 7179 14009
PRED3 465 2005 1 1 81 80 79 83 84 85 81 76 76
77 76 79 77 78 79 79 78 78 78 79 81 79
80 7719 79 7186 14099
PRED4 465 2007 1 1 81 80 80 84 84 85 81 76 76
77 76 79 77 78 79 79 78 78 78 80 81 80
80 77 80 79 7191 14205 .
PRED5 465 2009 1 1 81 80 80 84 85 86 82 77 76
77 76 79 77 79 79 79 79 77 78 80 82 81
81 78 80 79 7195 14324
PRED6 465 2010 1 1 81 80 80 84 85 86 82 77 76
77 76 79 77 79 79 80 79 77 78 80 82 81
81 78 80 79 7196 14387
PRED7 454 2001 1 1 79 78 77 80 80 82 79 74 75
76 5 16 14 75 16 77 76 6 6 16 78 ¥
16 14 Tr T16% 13925
PRED8 454 2003 1 1 79 18 77 80 81 82 79 74 75
76 15 76 74 76 77 77 76 76 76 77 79 77
77 15 77 77 7177 14004
|PRED9 454 2005 1 1 79 78 77 81 82 83 79 75 74
75 75 77 75 76 77 77 76 16 76 77 79 78
78 75 78 77 7185 14098
PRED10 454 2007 1 1 79 78 78 81 82 83 80 75
74 75 74 77 75 76 77 77 77 76 76 78 80
78 78 76 78 77 7191 14208
PRED11 454 2009 1 1 79 78 78 82 83 84 80. 75
74 75 74 77 75 76 77 77 77 75 76 78 80
79 79 76 78 77 7194 14329
PRED12 454 2010 1 1 79 78 78 82 83 84 80 75
74 75 74 77 75 7 77 78 77 75 76 78 80
79 79 76 78 77 7195 14394
PREDI 3 454 2003 1 1 79 78 77 80 81 82 79 7
75 76 74 76 74 16 77 7 16 16 76 17 79
77 77 75 77 77 7177 14004
PRED14 457 2001 1 1 80 79 77 80 81 82 80 “15
75 76 75 77 75 76 77 77 76 - 76 77 77 79
77 77 75 78 78 7165 13929
PRED15 457 2010 1 1 80 79 79 83 84 85 80 75
75 75 75 77 75 77 78 78 77 76 77 79 81
79 80 77 78 78 7195 14394 )
PRED16 461 2001 1 1 80 79 78 81 82 83 80 75
76 77 76 78 76 77 77 78 77 77 77 77 79
78 78 75 78 79 7166 13933
PRED17 461 2010 - 1 1 81 80 79 84 85 85 81 76
75 76 75 78 76 78 79 - 79 78 77 77 80 81
80 81 77 79 78 7196 14391
VALID1 138 1997 12 31 40 35 36 36 35 35 35 35
35: 33+ 33 35 34 34 34 36 37 35 34 35 37
37 36 36 39 12716 :

35

6216
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| Table -4~4 ('¢onjc’d )

13285

VALID2 138 1993 1 1 41 35 39 39 37 36 36 37
- 35 32 34 35 35 34 35 38 38 36 35 38 39

37 38 38. 37 41 6911 11345

0200 390 1987 12 31 72 72 72 72 72 13 74 71 71
71 69 70 69 68 70 70 70 .69 70 71 70 68
68 69 75 72 4053 12761

Pl 189 1982 1 1 48 44 46 46 44 45 45 43 43
42 41 43 43 42 43 45 45 45 43 45 45 43
44 44 45 47 5224 10320 -

p2 189 1983 1 1 48 44 46 46 44 45 45 43 43
42 41 43 43 41 43 45 45 45 43 45 45 43
44 44 44 47 5479 10522

P3 189 1984 1 1 48 43 45 46 44 45 45 43 43
4] 41 43 43 41 43 45 45 45 43 45 45 43
44 44 44 47 5733 10711

‘P4 189° 1985 1 1 47 43 45 46 44 44 44 43 42
41 41 42 43 41 43 45 45 44 43 45 45 43
44 44 44 47 5970 10884

P5 189 1986 1 1 47 43 45 46 44 44 44 43 42
41 41 42 42 41 42 45 45 44 43 45 45 43
44 44 44 47 6181 11041

P6 189 1987 1 1 47 43 45 46 44 44 44 43 42

© 40 40 42 42 41 42 45 45 44 43 45 45 43

44 44 44 47 6359 11182 . -

p7 189 1987 12 31 47 44 45 45 44 44 46 43 44
45 42 43 43 41 43 44 44 46 44 44 44 43
44 44 16 47 4029 10926

P8 183 1975 1 1 47 44 45 46 43 44 44 4] 42
43 41 43 44 42 43 44 43 45 43 43 13 41
42 43 44 46 4372 8816 : '

P9 180 1987 12 31 46 43 44 43 42 43 44 41 43
43 40 42 41 40 41 43 43 a4 42 43 43 42
43 43 44 46 4028 10827

P10 193 1987 12 31 48 45 46 45 44 45 46 43 45
45 42 44 43 42 43 45 45 46 44 45 45 43
45 44 46 48 4030 10967

M1 454 1971 1 1 79 79 79 79 79 79 81 78 77
78 78 77 76 76 77 77 76 77 79 79 77 76
76 77 82 80 5057 12121

M2 454 1977 1 1 79 78 78 78 78 79 81 77 77
78 77 77 75 75 76 77 76 77 78 78 77 76
75 76 81 80 4507 12858

M3 454 1981 1 1 79 78 77 78 78 79 80 77 76
77 77 76 75 75 76 77 76 77 78 77 77 76
75 75 80 80 5166 13360

M4 454 1987 12 31 79 79 80 81 81 81 81 79 78.
79 77 78 78 77 78 78 77 77 78 80 78 77
77 78 83 80 4066 13182 ’

M5 465 1981 1 1 81 80 79 79 79 81 82 78 78
79 78 78 76 76 77 78 77 78 79 79 78 77
76 76 81 81 5148 13460

M6 465 1987 12 31 81 81 82 82 82 83 83 80 79
80 79 80 79 79 80 80 79 79 80 82 80 79
79 80 84 81 4070 13236 ' ‘

M7 532 1977 1 1 93 92 91 91 92 92 94 91 91
92 91 91 90 90 91 92 90 92 92 92 90 90
89 90 94 94 4458

34




Table 2.4 (cont'd)

M8 532 1981 1 1 93 92 91 91 92 93 93 91 91
92 91 91 90 90 91 92 90 91 92 92 90 90
89 90 94 93 5067 13663
M9 HhA2 1987/ 12 31 93 99 94 a4h 94 91 91 92 92
94 93 94 93 93 93 93 92 94 94 94 93 92
93 93 96 94 4103 13272
M1 454 1973 1 1 - 719 79 78 78 78 79 81 78 77
78 77 77 76 76 77 77 76 17 79 79 77 76
75 76 81 80 4563 12307
IM2 454 1975 1 1 79 78 78 78 78 79 81 78 77
78 77 77 76 75 76 77 76 77 79 179 77 76
75 76 81 80 4438 12566
IM3 454 1979 1 1 79 78 77 78 78 79 80 77 77
78 77 77 75 75 76 77 76 77. 78 78 77 76
75 75 80 80 4747 13134 , :
IM4 454 1983 1 1 79 78 77 77 78 79 80 76 76
77 76 76 74 75 76 . 71 76 76 77 77 17 75
75 75 . 79 79 5692 13524
IM5 454 1985 1 1 79 78 77 77 78 79 80 76 76
77 76 76 74 74 76 77 76 76 77 77 77 75
75 74 79 19 6181 13631
IM6 465 1983 1 1 81 80 78 79 79 81 81 78 78
79 78 78 76 76 77 78 77 78 79 79 78 77
76 76 81 81 5674 13613
IM7 465 1985 1 1 81 80 78 79 79 81 81 77 77
78 78 78 76 76 77 78 77 78 79 78 78 77
76 76 80 81 6170 13708
M8 457 1981 1 1 80 79 78 78 78 80 81 77 77
78 77 77 75 75 76 77 76 77 78 78 77 76
75 75 80 80 5161 13389
IM9 457 1987 12 31 80 80 81 81 81 82 81 79 78
79 78 79 78 78 79 78 78 78 79 80 79 77
78 78 83 80 4067 13198
IM10 462 1981 1 1 80 79 78 79 79 80 81 78 77
78 78 78 76 76 77 78 77 78 79 79 78 77
76 76 81 81 5153 13433
IM11 462 1987 12 31 80 81 82 82 82 82 82 80 79
80 78 79 79 78 79 79 78 79 79 81 80 78
79 79 84 81 4069 13222 :
I1 440 1984 1 1 78 77 75 76 76 78 78 74 74
75 74 75 73 73 74 75 74 74 75 75 75 74
73 73 77 78 5968 13466
i2 454 1984 1 1 79 78 77 77 78 79 80 76 76
77 76 76 74 75 76 77 76 76 77 77 77 75
75 74 79 79 5949 13584
I3 465 1984 1 1 81 80 78 79 79 81 81 78 - 718
78 78 78 16 76 77 78 77 78 79 78 78 77
76 76 81 81 5934 13667
I4 475 1984 1 1 82 81 80 80 81 82 83 79 79
80 79 79 77 78 79 80 79 79 80 80 79 78
: 78 77 82 82 5922 13729 '
IS - 483 1984 1 1 83 82 81 82 82 83 84 80 80
81 81 81 79 79 80 81 80 81 82 81 81 80
79 79 83 83 5912 13776 -
16 491 1985 1 1 85 84 82 83 84 85 85 81 81
82 82 82 80 80 81 83 81 82 83 82 82 81
80 80 84 84 6149 13834
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| Tabled-4 (Con{’d)

17 499 1986 1 1 86 85 83 84 85 86 86 83 83
84 83 83 82 82 83 . 84 83 83 84 84 83 82
82 82 86 86 6358 13865

18 506 1987 1 1 88 87 85 86 87 88 88 84 84
85 84 85 83 84 85 86 84 85 86 85 85 84
83 83 87 87 6538 13867

I9 513 1987 1 1 89 88 86 88 88 89 89 86 86
87 86 87 85 85 86 87 86 87 87 87 86 85
85 85 88 88 6540 13854 :

I10 523 1979 1 1 91 90 89 89 90 80 92 89 89
89 89 89 88 87 89 90 88 89 90 90 88 88
87 88 92 91 4675 13536

I11 491 1986 1 1 85 84 82 83 84 85 85 81 81
82 82 82 80 80 81 83 81 82 83 82 82 8l
80 80 84 84 6361 13850

I12 491 1987 1 1 85 84 82 83 84 85 85 81 81
82 82 82 80 80 82 83 81 82 83 82 82 81
80 80 84 84 6537 13858 ‘

I13 491 1978 1 1 84 84 83 83 83 .. 84 86 83 82
83 82 82 81 81 82 83 81 82 84 84 82 81
80 81 86 85 4567 13328

Il4 - 491 1979 1 1 84 84 83 83 83 84 86 83 82

: 83 82 82 81 81 82 83 81 82 83 84 82 81
80 81 86 85 4702 13447

I15 491 1987 1 1 85 84 82 83 84 85 85 81 81
82 82 82 80 80 82 83 81 82 83 82 82 81
80 80 84 84 6537 13858

I16 440 1965 1 1 78 77 78 77 78 78 79 76 75
76 76 75 75 75 76 75 74 75 - 77 78 76 76
76 76 80 78 7051 11835

I17 454 1968 1 1 79 79 79 79 79 80 81 78 77
78 77 77 77 76 77 77 76 77 79 79 - 717 77
77 77 82 80 6467 11993

I18 465 1980 1 1 - 81 80 79 79 79 81 82 78 78
79 78 78 76 76 77 79 78 78 79 79 78 77
76 77 82 81 4919 13360

I19 475 1967 1 1 82 81 82 81 82 82 83 80 79
81 80 79 80 79 80 80 79 80 81 82 80 80
79 80 84 82 6764 12155

120 483 1978 1 1 83 82 82 82 82 83 85 82 81
82 81 81 80 79 80 82 80 81 82 82 80 80
79 80 85 84 4574 132717
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CHAPTER -5

—

I

N R ————

——

RESULTS

S.1  VALIDATION OF RESULTS

After training and testing of the Neural Network, the network has been
interrogated for different cross sections spread over different years.

The validation of the results, the spatio-temporal behaviour of the river at these
sections are discussed as follows.

The cross section number 55 at km 531.93 in the vicinity of ‘Majuli Islands’ has
been chosen for the validation purpose. The cross section at this chainage was
generated by interrogating the network for this location for the year 1977 by first
including the actual data for the year 1977 and then excluding this data from the
training file. |

The cross section so obtained was compared with the actual cross section of the
river for this year and was found to be reasonably in agree-ment,- showing a similar trend

over the width (Fig. 5.1).

To compare the sensitivity of the network due to incomplete data, the network
was again trained and tested by excluding the actual data for this cross section for the
yeér 1977, and forcing the network to forget the earlier learnt patterns (by selecting
“forget learning” menu). The result of cross section output showed that there is no

appreciable change in the cross section generated earlier, showing that Neural Network

37



100[" |
e—e GENERATED BY SHAPE FUNCTION (WITHOUT DATA OF 1977)

O0—O GENERATED BY SHAPE FUNCTION (INCLUDING 1977 DATA )
%8  %—x MEASURED CROSS SECTION O
A—=~ GENERATED BY ANN WITH AND WITHOUT 1977 DATA)

96}

T

84

82 | : I ] 1 | 1 J
0 2000 4000 6000 8000 10000 12000 14000

RD. FROM LEFT BANK (m)

FIG.5:1 SENSITIVITY ANALYSIS;CROSS SECTION No.55 AT KM 531-93
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is insensitive to incomplete data. In the same graph (Fig. 5.1), results of generating the
cross section no. 55 for the yca-r 1977, by a statistical method, |7] using shape function |
has been shown for two cases. In the first case the actual data for 1977 is uséd along
with other years-available data (i.e. 1957,71,81 & 88). In the second case, data of 1977

is excluded and cross section no. 55 is generated.

The result shows that the statistical method is quite sensitive to the quality of
data available, as seen from the difference in the two cross sections generated,

although the trend has remained unaltered.

For further validation of the network, another cross section, viz cross section
number 15 at chainage 137.7 km has been generated for the years 1998 and 1993 and
' .results are shown in fig. 5.2. It can be seen that results of generated cross section and
actual measured cross section are in good agreem;nt. Also in fig 5.3 comparison of
generated cross section number 47, for the year 1981 in the vicinity of Majuli island

and the actul measured cross section No. 47 for the year 1981 shows good resemblance

and similar trends.

52  RESULTS OF SPATIO-TEMPORAL STUDIES

Spatio- temporal studies are done to study the changes in profile for any
intermediate location and for any intermediate year between the years of survey. In
addition, in the present study, attempt to study the behavior of the river beyohd the year

2000 are also made.
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Spatial serieg between the cross 'section 46 and cross section 47 for the year
1998 have been generated with the help of trained network and the results are indicated
in the graphs (Fig. 5.4). The study helps in knowing the cross sectional pattern at the
intermediate chainages, where actual surveyed cross sections are not available. The
study also indicates shift of thalweg, changes in the width of the river etc. It can be
seen from graph at Fig. 5.4 that generated CS 46 and CS 47 for the year 1998 resemble
with actual x-section and have similar trend;-

It is however observed from the generated spatial series that there is no
appreciable change in cross sectional pattern between section 46 and 47, for the year
1998, accepting that river longitudinal slopes can be conviniently obtained for the
shorter reaches of the river. These results can be verified from the satellite 'imageries
for the intermediate cross sections.

Temporal series for the cross section No-47 for the years 1995,96,98 have also
been generated by interrogating the trained net-work. In addition this cross section has
been also predicted for the years 2001, 3,5,7,9 and 10. The results are shown in the
graphs (Fig. 5.5, 5.6). |

The perusal of these figures would indicate marked morphological changes in
the cross section over the years by observiné formation of new channels, deepening of
existing channels, indicating erosion and deposition taking place over the years, as
ob;erved below. It can be observed from Fig. 5.5 that generated CS 47 for year 1998

resembles with actual ¢/s and has similar trends.
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53 OBSERVATIONS

The Neural Network has been traiﬁed_ using the hydrographic data for the years
1957, 71, 77, 81, 88 and 1997 for cross section from 2 to cross section 65. The
networks capability of predicting the future morphological changes in the river has also |
been extended by using fictitious data for the year 2005 (for ¢/s 2) and for the year
2010 (for ¢/s 65). Thus now Network is capable of predictihg detailed of cross section

at any chinage of the river upto the year 2010.

As an illustration, the cross section No. 47 at km 465.13 has been chosen and a
temporal series for the year 2001, 2003, 2005, 2007, 2009 and 2010 has been generated
(Fig. 5.6.).

The prediction indicates that there are changes in Bank profile on the left bank
at RD 2000 m to 3000 m as shown at portions indicated at C in the (Fig. 5.6). Also
there is likelihood of formation of channel at pbint B, shown at RD of 12000 km from
left bank. Another intermediate cross section at chinage 457 km between CS 46 and CS
47 at Fig. 5.7 for the yéar 2001 shows clear indication of channel formation at point B
(RD 9500 n_1) and C (RD 12000 m) where heavy erosion is likely. Erosion caﬁ also be
observed at poinl"A (RD 6000) aﬁd a likely hood of channel formation.

A point D, (RD 2000 m) in Fig. 5.7, there is likelihood of deposition and
erosion and change in bank geometry to the extent of 6.0 m between years 2001 and
2010.

The changes in the Brahmaputra river in the vicinity of ‘Majuli Island’, which

are covered from CS 44 to 54, are intense as shown by the study. The details in these .

48



changes can also be obtained by interrogating the trained Neural Network on month to
month basis also, as the input allows for such an interrogation.

The comparison of results of generated temporal and spatial series indicate that
temporal series show more sensitiveness to the morphological changes compared to the

changes shown by spatial series.
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CHAPTER -6

DISCUSSIONS

yThe present study has established that Artificial Neural Netwérk is a powerful
tool that can be deployed in the field of river Engineering for not only simulat’mg the
river cross section profile between the known cross sections but can also be used to
forecast the morpholoAgical pattern of the river in future, the-importance of which needs
no further elnphasization.
The river behavior is a éomplex phenomenon and cannot be predicted- accurately by
present analytical and statstical methods, due to number of simplifying assumptions
made, which have a direct bearing on the quality of the result.

In the application of the ‘Artificial Neural Network’ to such complex problems
no such assumptions are required to the made, butvath'e network learns by ‘examples’ by
forming patterns with the use of known input and outputs. Further the network can
tolerate insufficient or inaccurate data, as shown and experienced during this study.
This property of the neural network-makes it an ideal tool for it’s application in river
engineering, where the data available is seldom sufficient or of high degree of
accuracy.

Neverthless, it hasl been experienced during this study that Net.work takes a
sufficiently long time to formulate and learn the patterns for a complex phenomenon
Iike' fiver engineering and related morphological study. A number of combinations of

‘learning rate’ and ‘momentum’ have to be tried by trial and error method especially
Slo47y




during testing period. It is also important the manner in which the data is arranged to be
fed in the input ‘neurodes’, whether in a chronolo gical (temporal) manner or in a spatial
manner.

It may be pointed out here thét other models having 50 normalized points in the
Cross section or even 100 normalized points in the cross section can be experimented
with. It is possible that the network may be able to learn more accurately (though
~ slowly) to form the patterns.

Further different 'coxnbinafions of input variables such as sediment
concentration, discharge, stage also could be tried in different models to have the best
combination for the output results. Due to limitations in time and absence of adequate
data these innovations could not be tried during the study.

In view of the above some limitations on the quality of output is bound to result,
when the network has to be trained in a given or lifnited period of time.

It has been observed during the study that although the network has generally
performed satisfactorily some outputs are not within a reasonable acéura}cy due to
limitations discussed above. The netwoks efﬁc}ncy can be still improved by adopting
innovative methods for training the network’s, exémining 1;uxnber of combinations of

_input and output, increasing neurodes in output - layer. by increasing number of
normalized points in a cross-section and by giving sufficient time for learning and
tésting phases.

Never the less, the study has shown it’s usefulness in it’s application to
morphological study of complex river behaviour especially that of river Brah maputra,

which is considered to be most braided and erratic, in it’s behaviour.
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CHAPTER 7

SUMMARY, CONCLUSIONS & SCOPE FOR FURTHER STUDIES

71 SUMMARY
This work has been undertaken for the first time to showcase the use of ‘Artificial Neural
Nc;two_rk’ in a complex river behavioural phenomenon such as that of Brahamaputra river,
The input data used for cohstructing the network comprised of river cross sections from
2 to'.65 for the available years from 1957 to-1997, in a length of 640 km from Indo;Bangladesh
Border to Dibrugarh. |
| The reach analysed was that in the vicinity of ‘Majuli Island’ which is'infamous. for
constant erosion, deposition,. and morphological changes. |
A Spatio-temporalﬂ study of the typical reach in the vicinity of Majuli Island was made by
using tl;e trained network. The results generated by the network are obseved to be in general
agreement with ;[he actual. The results generated in the intefmediate sections can be verified by-
use of satellite imageries.
7.2  CONCLUSIONS
‘ Based on the work done and results obtained, the following conclusions emerge
i) Artificial Neural Network is a powerful tool and has good potential to solve complex
river behavioural problems, especially in the highly braided rivers like Brahamaputra,
even with the use of insufficient and inaccurate data.
it) ANN can be used not only to interpolate the cross sections in between surveyed cross
section, both with respect to time & space but can also be used to predict the crosg
section and morphological behaviour of a river for the future. This is by far‘ the most

important property of the network, which needs more investigation and innovative study.
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Innovative methods for training the network, examining different combinations of input
‘and outputs needs to be investigated for such a highly complex network, to enable to learn
accﬁfately and fast.
7.3 SCOPE FOR FUTURE STUDIES
1) The neural network forms different learning patterns in different environments.
Innovations in this respect can be achieved by trial and error method which require
longer time periods. In such scenario it is possible to adopt different options for data
ini)ut and changes in topology of the network, increase in the number of neurodes in the
output léyer by increasing number of normalized points in a cross-section to say 50, 75
or 100, to arrive at highly efficient network through trial and error. Satellite data will aid
| to validate the proqedure of the nerural network.
2) The Neural Network, thus trained, will be capable of very accurately predicting the'
morphological changes in the river cross-section and river course which can serve as
_ guideline for taking precau‘tionary measures in advance, by the concerned

Agencies/depattments.
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