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ABSTRACT 

River Brahmaputra, the life line of North-East, is also the sorrow of many during high 

floods. Huge funds are being spent annually for the protection works at various locations, along. 

the river Brahmaputra. 

In order to train and provide access over the river at desired points, it is necessary to 

understand the fluvial dynamics of the river.: River X-section is one of the important footprints 

which provide information regarding the river characteristics. 

Even though, hydrographic surveys at defined X-sections at irregular time intervals are 

available, yet at any point of space and time, reliable information may not always be available in 

the required manner. 

Spatio-Temporal analysis of morphological parameters with the help of latest technique 

of Artificial Neural Network would help in overcoming this deficiency to a large extent. 

The advent of digital computers has seen the emergence of analytical tool in analysis and 

design of Civil Engineering Systems, which earlier seemed too complex or rigorous. At this 

stage Artificial intelligence technique - especially Artificial Neural Nets, or Neural Nets, are 

beginning to dominate most of the analytical and design aspects. The basic advantage in the 

use of Neural Nets being the capability of handling imprecise, imperfect and incomplete data 

while yet producing acceptable solutions. 

In the present study the application of Neural Nets has been examined with specific 

reference to spatio-temporal analysis of morphological parameters in respect of Brahmaputra 

reach containing "Majuli Islands", the world's largest river island, where almost 1/3 d̀  of it's 

total area has already been eroded by Brahmaputra. The main objective of the study can be 

enumerated as follows: 

(1) 	To construct Neural Network model to correlate river X-section with respect to time. 
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(2) To study the river Shieft Pattern with reference to time using Neural Nets. 

(3) To develop a functional Neural Net model to correlate X-sectional information with river 

Shi' ft and top width patterns. 

(4) Developing the Neural Nets to generate X-sections with reference to space and time 

using the hydrographic survey data and correlating the same with the latest available 

Satellite data. 

It is also proposed to use the above spatio-temporal model to correlate it's findings with 

the latest available Satellite data of the river Brahmaputra, being utilized in an R&D project 

undertaken by WRDTC, U.O.R. Roorkee at the behest of MOWR, Govt. of India. 
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CHAPTER -1 

INTRODUCTION 

1.1. GENERAL 

The Brabmaputra is one of the largest rivers in the world. It passes through 

Tibet, India and Bangladesh before it's confluence with Bay of Bengal. The total 

watershed area is 5,80,000 sq.km of which 2,40,000 sq. km lies in India and Bhutan. 

The total length of Brahmaputra river is 2897 km out of which 1625 km is in Tibet, 918 

km in India and 354 km in Bangladesh 	(Fig. 1.1). The width of the river ranges 

from 3 km to 20 km and at most of the places it is highly braided, as per report of 

Brahmaputra Board [1,3]. 

The river Brahmaputra is infamous for destruction caused by it's periodic 

flooding and drastic changes in it's course from time to time. The behaviour of the 

river is quite dynamic and erratic. It shifts it's course abruptly during monsoon season 

causing erosion and deposition at various locations leading to immense loss of 

property. The erratic and dynamic nature of the river can be easily understood from 

it's behaviour at 'Majuli', the world's largest river island, where almost 1/3rd  of it's total 

area has already been eroded by the Brahmaputra as per R&D project report of 

WRDTC [9]. 

The study of river morphological features like stream bed profile is helpful in 

calibration and testing of river models and can be used for planning engineering 

activities such as road networks, site locations of bridges and other river hydraulic 
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structures such as barrages, sluices, levee etc. Changes in stream bed profile over a 

reasonably long period of time can be an indicator of the future trends the river is likely 

to adopt, and this information has an important bearing on the stability of the above 

stated engineering activities: 

1.2 DEFINITION OF THE STUDY 

The study of river morphology attempts to describe and explain typical features 

of the rivers. These features are formed as a result of complex dynamics of flow over a 

mobile bed. Almost in all cases, the river bed profiles have irregular shape and size. 

The complexity of representing this information mathematically increases, where the 

sections are moderately or heavily braided as in the case of river Brahmaputra. In such 

situations, the fluvial land form comprising river sections undergo changes in. time and 

space. Analysis of this phenomenon is not a simple process and require extensive input 

from field. The analysis has to reasonably account for variation in space and time. such 

an analytical procedure is known as:  spatio-temporal analysis. 

A river being a dynamic body, it's morphology can be idealized by adopting a 

spatio-temporal analytical procedure. Even though hydrographic surveys at defined 

X-sections at irregular time interval are available, yet at any point of space and time, 

reliable information may not always be available in required manner. 

Spatio-temporal analysis of morphological parameters with the help of latest 

technique of Artificial Neural Network (ANN) may help in overcoming this deficiency 

to a large extent. 
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1.3 OBJECTIVE OF THE STUDY 

The main objective of the study are as follows: 

To construct Neural Network Model to correlate river X-section with respect to 

time. 

2. To study the river shift pattern with respect to time using Neural Nets. 

3. To develop a functional Neural Net model to correlate X-sectional information 

with river shift and top width patterns. 

4 



CHAPTER —2 

.REVIEW OF LITERATURE AND PREVIOUS STUDIES ON THE 
SUBJECT 

2.1 INTRODUCTION 

River Brahmaputra, the life line of North — East is also the sorrow of many 

during high floods. Huge funds are being spent annually for the protection works at 

various locations, along the river Brahmaputra. 

In order to train and provide access over the river at desired points, it is 

necessary to understand the fluvial dynamics of the river. River x-section is one of the 

important foot prints which provide information regarding the river characteristics. This 

information can be used effectively in planning and designing any river training 

measures or any river hydraulic structures [9]. 

It would therefore be worthwhile to take a review of studies done on the subject 

at International and National level on the fluvial dynamics of the river. 

2.2 INTERNATIONAL STATUS 

Practically, very little work for modelling the Brahmaputra river has been done 

at international level till now. Throne et al (1990) and C.S. Bristow et al (1990) have 

presented a study on the Bangladesh portion of the river Brahmaputra. The above 

study pertains to the parametric analysis of hydrographic-data without spatio-temporal 



processing of the data for developing mathematical functions of the morphological 

features. 

Furthermore, most of the river morphological studies carried out already as 

reported in the literature involve non braided rivers of the world. Thus river 

morphological studies for a large braided alluvial river like Brahmaputra will call for a 

treatment on a different footing from the study and research stand point, in view of it's 

multiple channel river configuration. 

2.3 NATIONAL STATUS 

At the national level, study and research work for modelling morphological 

behaviour of Brahmaputra by incorporating the complexities of each changing channel 

geometry is still awaiting it's due attention from the research workers in a 

comprehensive way. 

The Brahmaputra river over the years has been the focus of many people, due to 

it's rapidly shifting nature and havoc caused during flood. Suffering caused by the 

flood of the river led to establishment of Brahmaputra Flood Control Department by the 

Govt. of Assam and the Brahmaputra Board by the Govt. of India for formation and 

execution of strategic overall plan for water management including the preparation of 

master plan for training the Brahmaputra river based on a thorough understanding of all 

aspects of the river and it's catchment. 

A study on the Brahmaputra river was carried out by WAPCOS through a team 

of renowned engineers like Sri S.Y. Chitale, Prof.. R.J.Garde, Sri N.K. Sarma and 

others (1980) to identify the basic morphological parameters of the river Brahamputra 

in Assam. Their study was pertaining to shoal formation in the river bed, river 



meandering bed movement, river behaviour _ under special condition and other 

hydrological aspects of the river. 

Dr. Nayan Sharma, Associate Professor of WRDTC, University of Roorkee and 

presently Principal Investigator of MOWR R&D projects on Brahmaputra river, 

formulated, new braiding indices to describe braiding phenomenon and fluvial land 

form pattern in quantitative terms. Further, Sharma (1997) also studied the 

behavioural pattern of the Brahmaputra and developed certain functional relationship 

among the braid indicators for a highly braided river such as Brahmaputra. Singh 

(1995) in his unpublished M.E. Dissertation under the guidance of Sri A.D. Pandey, 

Department of Earthquake Engineering, University of Roorkee, Roorkee used the 

normalised data of the measured cross-section and utilised shape function in spatial as 

well as temporal direction simulating intermediate cross-section profile and validated 

the same. 

Issar (1995) in his unpublished M.E. Dissertation, under the guidance of Dr. 

S.K. Ghosh, attempted to . identify the navigation problems in Brahmaputra river by 

analysing satellite derived maps and hydrological data. 

Other notable studies on the river Brahmaputra have been carried out by 

Bhagawati (1990), Kalita (1992), Hussain (1992), and Murthy on the morphological 

study of the river Brahmaputra and use of remote sensing data at different stretches of 

river. 

Lahiri (1998) studied on spatial characteristics of drainage geometry of 

Brahmaputra river and it's tributaries based on visual interpretation of IRS-1B imagery 

(on 1:2,50,000 scale) and topographic maps of different period. 
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2.4 CONCLUSIONS 

The works enumerated above deal with only the present status of the river and 

the analysis of it's causes. However, the present study which involves spatio-temporal 

analysis explores into an important area of morphology for any instance of time and 

space using Artificial Neural Network technique. Till now hardly any large scale river 

valley projects have been taken up in the Brahmaputra basin for control of flood, 

stabilization of river morphology and harnessing the large water resources for the 

economic development of North — East region of India. As and when planning and 

implementation of any such large projects are considered, there will be imperative need 

to use a predictive model, as designed to be developed in the present study, for 

generating the probable future trend of the river behaviour, and hence the need of such 

a spatio-temporal model is eminent. 
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CHAPTER —3 

NEURAL NETWORK APPROACH 

3.1 INTRODUCTION TO NEURAL NETWORK 

A view has emerged during past few years that computing based on models 

inspired by our understanding of the structure and function of biological neural 

Network (Brain) may hold the key to success of solving intelligent (natural) tasks by 

machines. The new field is called 'Artificial, neural Network'. Computing model 

inspired by biological neural network may provide new directions to solve problems 

arising in natural tasks. In particular, the neural network would extract relevant 

features fromi the input data and perform a pattern recognition task by learning from 

examples without explicitly stating the rules for performing the task, (Yegnarayana, 

1999). 

The problems that are addressed by the Neural Networks are intractable or 

cumbersome with traditional methods. These new computing architectures inspired by 

the structure of the brain are radically different from the computers that are widely used 

today. Neural Networks are massively parallel systems that -rely on dense arrangements 

of interconnections and surprisingly simple processors. 

Artificial neural network take their name from the networks of nerve cells in the 

brain. Although a great deal of biological detail is eliminated in these computing 

models, the artificial neural networks retain enough of -the structure observed in the 
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brain to provide insight into how biological neural processing may work. Thus, these 

models contribute to a paramount scientific challenge - the brain understanding itself. 

3.2 ARTIFICIAL NEURAL NETWORK (ANN) - AN OVERVIEW 

3.2.1 ANN, a branch of Artificial Intelligence 

Artificial neural networks (ANN) is a branch of Artificial Intelligence (Al). Al 

can be defined as a field of study concerned with designing and programming of 

machines to accomplish tasks that people accomplish using their intelligence. Al also 

attempts to understand how human beings think. 

The Al distinguishes itself from other computer science and systems 

engineering disciplines, by approaching problem from relatively heuristic point of 

view (viz. By Thumbrule and in an Interpolative way). 

Though Al has much in common with other computer science disciplines, it 

differs from conventional computer science areas in following aspects. 

1. It's view point is plausible and logical reasoning, instead of qualitative 

calculations. 

2. Subject matter (mental activity - very knowledge - intensive). 

3. Tolerance for errors and imprecise or incomplete data. 

4. Symbolic manipulation (e.g. pattern recognition) instead of numeric orientation. 

5. Evolutionary design principles i.e. non-procedural, anticipating addition and 

changes. 

6. Knowledge based design i.e. learns from experience etc. 

7. Inference and deduction i.e. has a line of reasoning and can explain itself. 

8. Heuristic or approximate problem-solving approach. 

10 



Application of Al is in the as diversified field as: Games & puzzles (chess, rubic 

cube etc.); Expert systems, eg. Use of. computers for advice & Consultant-decision 

support in the field of Finance, Industry, and Military - command and control etc; 

Artificial neural network (ANN), natural _ language processing (NLP), Robotics 

(Intelligent machines), computer vision - analysing visual information such as satellite 

imageries etc. (Patridge D. et al, 1990). 

3.2.2 A.N.N. - The Basic Structure 

Neural Networks are responsible for making significant advances in the 

traditional Al fields of speech and visual recognition. Investment managers are 

creating investment models to better manage money and improved profits. Marketing 

professionals are employing neural network to accurately target products to potential 

customers. Geologists can increase their probability of striking oil. Lenders use neural 

networks to determine the credit risk of loan applicants. Scientists and engineers use 

them to model,  and predict complex phenomena such as liquefaction potential of soil,. 

simulating the analysis of R.C.C. grid structure in structural engineering, computation 

of mode choice analysis in transport engineering, prediction of critical slip surface and 

minimum factor of safety of a complex slope at a site. The variety of problems that can 

be solved effectively by neural networks is virtually endless. 

A human brain continually receives input signals from many sources and 

processes them to create the appropriate output response. Our brains have billions of 

neurons (,& 1011  neurons) that are interconnected by T015,  interconnections called 

Dendrites, (Fig. 3.1) to create an elaborate neural networks (Yeg Narayana, 1999). 

These networks execute millions of necessary functions needed to sustain normal life. 
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For some years now, researchers have been developing models, both in hardware and 

software, that imitate a brain's cerebral activity in an effort to produce an ultimate form 

of artificial intelligence. 

Back propagation model: The back propagation model, however, is largely 

responsible for changing this trend. It is an extremely effective learning tool that can 

be applied to wide variety of problems. Back propagation related models require 

supervised training. This means they must be trained using a set of training data where 

known solutions are supplied. 

Training of neural network is essentially carried out through the presentation of 

a series of example patterns of associated input and output values. The most commonly 

used learning system and the one adopted in the present study, is back propagation 

model. 

Back propagation type neural networks processes information in 

interconnecting processing elements, known as neurons or neurodes or nodes (Fig. 3. 1). 

These nodes are organized into groups known as layers: There are three distinct type of 

layers in a back propagation neural network (Pandey A.D. et al, 1999). 

i. The input layer 

ii. The hidden layer or layers, and 

iii. The output layer 

A network consists of one input layer, one or more hidden layers and one 

output layer. Connection exists between the nodes of adjacent layers to relay the output 

signals from one layer to the next. Fully connected network occur when all nodes in 
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.. each layer. receive connection from all nodes in each proceeding layer. Information 

enters a network through the nodes of the input layer. The input layer nodes are 

unique in that their sole purpose is to distribute the input information to the next 

processing layer, i.e. the first hidden layer. The hidden and output layer nodes process 

all incoming signals by applying factors to them, known as weights. Fig. 3.2 shows the 

architecture of a typical neural network consisting of three layers of interconnected 

neurodes. All inputs to a node are weighted, combined and then processed through a 

transfer function that controls the strength of signal relayed through the node's output 

connections. , The transfer function serves to normalize a node's output strength 

between 0 and 1. There are generally three types of transfer functions, the sigmoid 

function, the Binary and Ramp functions (Fig. 3.3). Network processing continues 

through each node and layer until the network's response is obtained at the output layer. 

Here sigmoidal transfer function is used. 

During training, the network's response at the output layer is compared to a 

supplied set of known answers to the output layer, known as training targets. The 

errors are determined and back propagated through the network in an attempt to 

improve the network's response. The nodal weight factors are adjusted by amounts 

determined by the training algorithm. Training of the neural network is carried out 

iteratively until the average sum squared errors over all training patterns are minimized. 

The iterative procedure of processing inputs through the network, determining the 

errors and back propagating the errors through the network to adjust the weights 

constitute the learning process. One training iteration is complete when all supplied 

training cases have been processed through the network. The training algorithms adjust 

14 



the weights in an attempt to drive the networks response error (average sum squared 

error) to a minimum [5]. 

Two factors are used to control the training algorithm's adjustment of the 

weights. They are the learning rate coefficient 'ri' and the momentum factor 'a'. The 

learning rate determines the amount that each weight will change during each learning 

cycle, and the momentum factor determines the amount that each weight will change 

relative to the change in the previous learning cycle. If the learning rate is too fast, i.e. 

'r)' is too large, network training can become unstable. If 'ii'  is too small, the network 

will learn at a very slow pace. The momentum factor 'a' has a smaller influence on 

learning speed, but it can influence training stability and promote faster learning for 

most networks. In this present study the learning rate as 0.15 and the momentum 

factor as 0.35 has been arrived at by trial & error. 

On satisfactory completion of the training phase, verification of the 

performance of neural network is then carried out using data patterns that were not 

included in the training set, however these should be in the same range of training data 

patterns. This is often called as testing phase. This determines the quality of 

predictions in comparison to the desired outputs. 

On completion of satisfactory tests, the network is ready for interrogation for 

the desired values of inputs provided these are with in the range of training parameters. 

During interrogation mode, the network processing ends at the output layer. 

15 
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Figure 3.3 Some nonlinear functions. 
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CHAPTER —4 

LAYOUT OF THE MODEL AND DATA PROCESSING 

4.1 DATA COLLECTION 

In order to study the .Spatio-temporal river morphological behaviour of the river- 

Brahmaputra with special emphasis on.  the river reach in the vicinity of 'Majuli Islands' 

hydrographic survey data at different cross sections from Dibrugarh (2703' N, 94055' E) 

to Dhubri (26°01'N,. 900  E), (Fig. 4.1 a & b) was collected by contacting Assam Flood 

Control Division, Brahmaputra Board, Central Water Commission with considerable 

efforts and time. As river Brahmaputra is an international river, it's data is restricted in 

nature and special efforts were required to collect the data from aforementioned 

agencies. 

For the convenience of hydrographic survey. - etc. Brahmaputra river has been 

divided into different cross sections which are numbered from 1 to 65, 1 falling in 

Bangladesh near the mouth of the river. The C/S in India starts from 2 (Dhubri) near 

the international Border between India and Bangladesh and extends upto. C/S No. 65. 

near Dibrugarh. These C/S were decided during the British era, depending on 

topography and accessibility of the river. `Majuli Islands'. fall within the _reach from 

cross-sections 44 (km-423.31) to cross-section 54 (km 522.27) (Fig. 4.1b). 
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Following data was collected for thle purpose of present study: 

i. C/s 2 to C/s 65 for the years 1957, 71, 77, 81, 88 and available cross sections 

for the years between 1988 to 1997. 

ii. Ten daily average discharge of . river Brahmaputra' for 1981/82, 1988/89 to 

• 1998/99 at G&D site at Pancharatna (Km No 75) (Fig. 4.1b). 

iii. Ten daily average stage data at Pancharatna from 1987/88 to 1998/99. 

iv. Monthwise daily average sediment concentration for years 1988/89 to 1996/97 

at Pancharatna. 

In addition to above data, data as available in the river Atlas of Brahmaputra 

Board was utilized, wherever necessary and feasible, for the years prior to 1988. 

4.2 TOPOLOGY OF THE MODEL 

The main purpose of the present study is to obtain x-section details with respect' 

to time and space. It is therefore necessary to choose the input and output parameters in 

such a way as to 'accomplish this task easily. 

4.2.1 Input Layer 

The input variables used in the neural network are four, as follows (Fig. 4.2) 

(a) Chainage along the river Brahmaputra starting from CS2. (km 17.34) upto CS65 

(km 640.07) 	 • 

(b) Year starting from 1957 when the earliest data is available and upto 2010, the 

year upto which predictions are' attempted to be made. 

(c) Month • 

(d) Day. 

Jj 



The cross section available in the data are taken as available on Ist January of ' 

that year. The purpose of choosing these variables for the input is to enable 

interrogation of the fully trained model for any chainage between CS 2 (km. 17.34) and 

CS 65 (km 640.07) for any year, month and day between 1957 and 2010. 

As already stated, the sole purpose of input layer is to distribute input data 

values to the first hidden layer. The number of nodes in the input layer will be equal to 

number of input data values in the model (Fig. 4.2). The total number of input neurons 

considered for training, testing and interrogating the model are four. 

4.2.2 The Output Layer 

The Number of output neurodes depends upon the number of output variables. 

As stated above the main purpose in the study is to get the x-section point at various 

points of time and space. The cross sections available in the raw data are in the form of 

reduced distance (RD) from left bank, and elevation (RL) of river bed at this RD for a 

particular cross section as per figure below. Each cross- section has varying number of 

such surveyed points depending upon top width (TW) of the river at that x-section. 

• I!, 	 hp Lam/ t Q TM Cr)  

IT i 
- 

- 

f E 	 i 

uvyyt#L poin-t5 	- 
U 7i e-Ct u cLt 1 yi-Ce-yaJs 
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However, for a particular model the neural network must have a fixed number 

of neurodes at the outer layer. In order to match the number of neurodes in outer layer 

of network with the number of surveyed points in a x-section, it is necessary to 

normalize the surveyed points in the cross section to a fixed number. In this study the 

cross section is normalized for 25 equispaced points, so that each point can be 

represented by one output neurode. Here normalization of the cross section into 25 

equispaced points means, dividing the top width (TW) into 25 equal intervals and 

interpolating the river bed elevation at each of these points by making use of the 

surveyed data, as per fig. below. 

Top \Ci.-I-k 

¶o/>\2 \ 
	 j. 	 2J5 	' Yz6 

Y3 	_ 	_ d.t s+.  
_ 	

- . 	 /1 
3TW 
?5 	 I 

Not ~r~ oQ 	\ / / 

2  ~¢ (T ,, ) 

Fig. Typical Normalized X-Section 
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The normalization is accomplished through Langrange's, interpolation function, 

for which a computer software, Normal. F, has been used (Annexure 4.1). There are 

sub-routine functions which are to be called to accomplish the task. The block diagram 

of the programe is given at fig 4.3. 

The normalization of data, i.e. generation of 25 equispacecd points alongwith 

appropriate river bed elevation is the essential part of the output layer, as the number of 

output neurons in the training set has to be constant throughout. Thus each neuron in 

the output layer from 1 to 26, represents the coordinate, (O,yi), (TW/25, y2), (2TW/25, 

y3), (3TW/25, y4). . .(TW,y26), respectively, where TW is the width of river and is 

represented by 28th' neuron, while yl, Y2...26 are the normalized river bed elevation 

represented by first 26 neurons. The 27 x̀' neuron in the output layer represents discharge 

Q in m3/s as observed on 1st  January of input year at Pancharatna site (Fig. 4.2). 

U 

4.2.3 The Hidden Processing Structure 

Choosing the number of hidden layers and the number of hidden nodes in each 

layer is not an easy task. Currently there is no thumb rule for determining the optimal 

number of neurodes in the hidden layer or the number of hidden layers, except through 

experimentation. Many factors play a part in determining what the optimal 

configuration should be. These factors include the quantity of training patterns, the 

number of input and output nodes, and the relationships between the input and output 
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data. When a network's hidden processing structure is too large and complex for the 

model being developed, the network may tend to memorize input and output sets rather 

than learn relationships between them. Such a network may train well but test poorly. 

Also network training time will significantly increase when a network is unnecessarily 

large and complex. In the present study one hidden layer is considered for the model 

and the number of hidden neurons arrived at, by trial and error, are twenty eight. 

4.3 THE TRANSFER FUNCTION 

A node's transfer functions serves the purpose of controlling the output signal 

strength for the node, except for the input layer which uses the inputs themselves. 

These functions set the output signal strength between 0 and 1. The input to the 

transfer function is the dot product of all the node's input signals and the node's weight 

vector. The sigmoid transfer function is the most widely used function for back 

propagation neural networks, which is also used in this study. The sigmoidal function 

acts like an output gate that can be opened (1) or closed (0). Since the function is 

continuous, it is also possible for the gate to be partially opened, i.e. somewhere 

between 0 and 1. Models incorporating sigmoid transfer functions usually exhibit 

better generalization in the learning process and often yield more accurate models, but 

may also require longer training time [5]. 

4.4 TRAINING OF THE NEURAL NETWORK 

All the neural network analysis for this study were carried out by using the 

Neural Planner 4.10. Neural Planner is a window based neural network system. It 

allows to produce multilayered neural network using a simple graphical editor or create 
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a standard three layer networks from training file. There are also facilities for 

producing training, testing and interrogating files in the Neural Planner. The Neural 

Planner can learn from training files, self test itself using testing files and allow for 

interrogation by interrogating files. 

4.4.1 The Training Data 

A total of 338 sets of data, with cross section from 2 to 65, with different 

actually observed values of discharge, and top width, for the. years 1957 to 1997 have 

been processed. Among the 338 of data sets 318 data sets have been used for training 

and the rest 20 cases have been used for testing. The training, testing and interrogation 

data is stored in the networks `.tti' file (training, testing, interrogation file). Neural 

planner has the facility of feeding the training, testing and interrogation data to the 

Neural Network through `.tti' file either manually or through a Notepad, provided the 

data is presented in a desired format as given in the Neural Planner. In this study the 

training, testing and interrogation data has been fed to the networks `.tti' file (fin 25.tti) 

through the notepad. After the network is fully trained, the results which are stored in 

the network's Interrogation Section (npr file) can be retrieved as the output. 

The full details of actual data used for training and testing can not be 

reproduced in this dissertation as this data is restricted in nature. 

To account for future predictions, fictitious data, close to some assumed data 

for the year 2005 for cross section No. 2 and for the year 2010, for cross section No. 65 

have been inducted into training file. It may be mentioned here that instead of fictitious 

data, only a question mark (?) can also be entered against the relevant output in the 

training file. ANN is capable of forming suitable patterns connecting input and output 
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data from training file and is capable of correcting the fictitious values so fed in. The 

fictitious data is fed in only to allow increase in the range for interrogating of the 

network for future predictions. 

Some processing of the data is usually required before presenting the input 

patterns to the neural network. This usually involves scaling or normalization (this is 

different from normalization used in section 4.2.2 for generating equidistant points 

across a C/S) of the input patterns to values in the range 0-1. This is necessary because 

the sigmoid transfer function modulates the output to values between 0 and 1. 

Normalization of the data can be as simple as either dividing the value by the maximum 

value or by subtracting the minimum value and then dividing the resultant value by the 

range, which is the maximum value minus the minimum value. The input patterns for 

both the training and testing phase were prepared and the normalization was done 

automatically by the neural network planner. 

All the neural network analysis, for this study, were carried out with the 

learning rate q = 0.15, and the momentum factor a' = 0.35. These optimal values of 

learning rate and momentum factors were determined through trial and error. Training 

of the neural network was carried out until the average sum squared errors over all the 

training patterns were minimized, with number of cycles run equal to 18600 in the 

testing phase. Once the neural network has been trained, the spatio-temporal analysis 

for any reach of the river including in the vicinity of "Majuli Island" between C/S 44 to 

C/S 54 for the years between 1957 and 2010 has been carried out, by providing relevant 

values of chainage year, month, day in the - input layer of the network, by using 

interrogating file section, and seeking the output in the interrogating file. 
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The result of some such interrogations especially in the vicinity of `Majuli 

Island' are given in Table 4.2 and Table 4.3. The result of all the interrogation cases 

upto year 2010 are reproduced at Table 4.4. The discussion's on the results so obtained 

including the validity and reliability of the results obtained are discussed in Chapter 5. 
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Table 4.2 

GENERATED SPATIAL SERIES FOR YEAR 1998 
FOR REACH BETWEEN CS 46 TO CS 47. 

(OUTPUT OF fin _25.npr) 

Neuron 
No. 

C S 46, at 
453.91km 

TW = 14500m 
R. L. 

Kin 457 

TW = 14496m 
R. L. 

Km 462 

TW = 14491 
R. L. 

C S 47 at 
465.13 km 

TW =14488 
R. L. 

1 78.8 79.4 80.4 81 
2 82.3 82.7 83.5 83.9 
3 76.8 77.4 78.4 79 
4 75.6 76.1 76.98. 77.31 
5 79.8 80.4 81.38 81.9 
6 81.7 82.3 83.2 83.8 
7 79.6 80 80.56 81.3 
8 74.4 74.9 75.78 76.3 
9 69.8 70.4 71.27 71.83 
10 73.0 73.6 74.57 75.17 
11 81.6 82 82.85 83.35 
12 80.5 81.23 82.33 83.02 
13 75.1 75.6 76.46 76.98 
14 76.8 76.65 77.54 78 
15 69.7 70.4 71.4 72.11 
16 78.9 79.6 80.6 81.29 
17 79.6 80.1 81 81.53 
18 78 78.5 79.4 79.89 
19 75.8 76.3 77.18 77.7 
20 76.5 77 77.9' 78.5 
21 73.6 74.3 75.4 76 
22 74.3 74.9 75.9 76.5 
23 78.8 79.3 80.2 80.7 
24 81.0 81.6 82.4 82.8 
25 74.15 74.8 75.8 76.5 
26 79.5 80.1 81.0 81.6 
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Table 4.3 

GENERATED TEMPORAL SERIES FOR 
CS 47@ C1~. 465-13 FOR YEARS 1995,. 	96 , 98, 2000. 

(OUTPUT OF fin _25.nnpr) 

Neuron No. 1995 
TW = 14385m 

R. L. (m 

1996 
TW = 14430 

R. L. (m 

1998 
TW =14488. 
R.L.m 

2000 
TW =14523 m 

R. L. (m 
1 81.7 81.5 81 80.4 
2 83.5 83.6 83.9 84.4 
3 79 79.0 79 79 
4 77.6 77.60 77.5 77.4 
5 82.2 82.11 81.9 81.8 
6 83.9 83.95 83.8 83.6 
7 81.4 81.43 81.3 81.2 
8 76.3 76.3 76.3 76.4 
9 71.7 71.7 71.8 71.1 
10 75.3 75.29 75.2 75 
11 83.4 83.4 83.3 83.2 
12 83.13 83.1 83 82.9 
13 76.19 76.9 77 77 
14 77.7 77.8 78 78.5 
15 72 72 81.3 80.9 
16 81.6 81.55 81.3 80.9 
17 81.5 81.5 81.5 81.5 
18 80 79.9 79.9 79.8 
19 77.8 78.77 78-.5 78.3 
20 78.8 78.77 78.5 78.3 
21 75.9 75.9 76.0 76.2 
22 76.7 76.6 76.52 76.4 
23 80.8 80.7 80.7 80.6 
24 82.8 82.8 82.8 82.9 
25 76.5 76.5 76.5 76.6 
26 81.5 81.57 81.65 81.79 
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Table 4.4 
$p~ +:o -Tem. orat G ertevo± cL Se vies UPC, 1 eaY 2010 

Case Name Chainage Year 	mm dd Yl Y2 Y3 Y4 Y5 Y6 Y7 

Y8 Y9 Y10 Yll Y12 Y13 Y14 Y15 Y16 Y17 Y18 Y19 

Y20 Y21 Y22 Y23 Y24 Y25 Y26 Q TW 

PRED1 465 2001 1 1 81 80 79 82 82 84 81 76 76 

77 77 78 76 77 78 79 78 78 78 78 80 78 

78 76 79 79 7167 13935 

PRED2 465 2003 1 1 81 80 79 82 83 84 81 76 76 

77 77 78 76 78 78 79 78 78 78 79 80 79 

79 77 79 79 7179 14009 
PRED3 465 2005 1 1 81 80 79 83 84 85 81 76 76 

77 76 79 77 78 79 79 78 78 78 79 81 79 

80 77 79 79 7186 14099 
PRED4 465 2007 1 1 81 80 80 84 84 85 81 76 76 

77 76 79 77 78 79 79 78 78 78 80 81 80 

80 77 80 79 7191 14205 
PRED5 465 2009 1 1 81 80 80 84 85 86 82 77 76 

77 76 79 77 79 79 79 79 77 78 80 82 81 

81 78 80 79 7195 14324 
PRED6 465 2010 1 1 81 80 80 84 85 86 82 77 76 

77 76 79 77 79 79 80 79 77 78 80 82 81 

81 78 80 79 7196 14387 
PRED7 454 2001 1 1 79 78 77 80 80 82 79 74 75 

'16 75 '16 '14 75 76 '/7 76 '16 '16 76 '18 '17 

70 '14 7'I 78 7165 1.3925 
PRED8 454 2003 1 1 79 78 77 80 81 82 79 74 `15 

76 75. 76 74 76 77 77 76 76 76 77 79 77 

77 75 77 77 7177 14004 
PRED9 454 2005 1 1 79 78 77. 81 82 83 79 75 74 

75 75 77 75 76 77 77 76 76 76 77 79 78 

78 75 78 77 7185 14098 
PRED10 454 2007 1 1 79 78 78 81 82 83 80 75 

74 75 74 77 75 76 77 77 77 76 76 78 80 

78 78 76 78 77 7191 14208 
PRED11 454 2009 1 1 79 78 78 82 83 84 80. 75 

74 75 74 77 75 76 77 77 77 75 76 78 80 
79 79 76 78 77 7194 14329 

PRED12 454 2010 1 1 79 78 78 82 83 84 80 75 
74 75 74 77 75 . 7"7 77 78 77 75 76 78 80 
79 79 76 78 77 7195 14394 

PRED7.3 454 2003 1 1 79 78 77 81) 81. 82 79 74 
75 76 75 76 74 '76 77 77 76 76 76 77 '19 
77 77 75 77 77 7177 14004 

PRED14 457 2001 1 1 80 79 77 80 81 82 80 75 
75 76 75 77 75 76 77 77 76 76 77 77 79 
77 77 75 78 78 7165 13929 

PRED15 457 2010 1 1 80 79 79 83 84 85 .80 75 
75 75 75 77 75 77 78 78 77 76 77 79 81 
79 80 77 78 78 7195 14394 

PRED16 461 2001 1. 1 80 79 78 81 82 83 80 75 
76 77 76 78 76 77 77 78 77 77 77 77 79 
78 78 75 78 79 7166 13933 

PRED17 461 2010 1 1 81 80 79 84 85 85 81 76 
75 76 75 78 76 78 79 79 78 77 77 80 81 
80 81 77 79 78 7196 14391 

VALIDI 138 1997 12 31 40 35 36 36 35 35 35 35 
35, 33 	• 33 35 34 34 34 36 37 35 34 35 37 
3 37 36 36 39 6,216 12716 
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`Fable 4•4 (con{'d ) 

VRLID2 138 1993 1 1 41 35 39 39 37 36 36 37 

35 32 34 35 35 34 35 38 38 36 35 38 39 

37 38 38- 37 41 6911 11345 
0200 390 1.987 1..2 31 72 72 72 72 72 73 74 71, 71 

71 69 70 69 68 70 70 70 .69 70 71 70 68 

68 69 75 72 4053 12761 
P1 189 1982 1 1 48 44 46 46 44 45 45 43 43 

42 41 43 43 42 43 45 45 45 43 45 45 43 

44 44 45 47 5224 10320 
P2 189 1983 1 1 48 44 46 46 44 45 45 43 43 

•42 41 43 43 41 43 45 45 45 43 45 45 43 

44 44 44 47 5479 10522 
P3 189 1984 1 1 48 43 45 46 44 45 45 43 43 

41 41 43 43 41 43 45 45 45 43 45 45 43 

44 44 44 47 5733 10711 

P4 189 1985 1 1 47 43 45 46 44 44 44 43 42 

41 41 42 43 41 43 45 45 44 43 45 45 43 

44 44 44 47 5970 10884 
P5 189 1986 1 1 47 43 45 46 44 44 44 43 42 

41 41 42 42 41 42 45 45 44 43 45 45 43 

44 44 44 47 6181 11041 
P6 189 1987 1 1 47 43 45 46 44 44 44 43 42 

40 40 42 42 41 42 45 45 44 43 45 45 43 

44 44 44' 47 6359 11182 
P7 189 1987 12 31 47 44 45 45 44 44 46 43 44 

45 42 43 43 41 43 44 44 46 44 44 44 43 
44 44 46 47 4029 10926 

P8 183 1975 1 1 47 44 45 46 43 44 44 41 42 
43 41 43 44 42 43 44 43 45 43 43 43 41 
42 43 44 46 4372 8816 

P9 180 1987 12 31 46 43 44 43 42 43 44 41 43 
43 40 42 41 40 41 43 43 44 42 43 43 42 
43 43 44 46 4028 10827 

P10 193 1987 12 31 48 45 46 45 44 45 46 43 45 
45 42 44 43 42 43 45 45 46 44 45 45 43 
45 44 46 48 4030 10967 

M1 454 1971 1 1 79 79 79 79 79 79 81 78 77 
78 78 77 76 76 77 77 76 77 79 79 77 76 
76 77 82 80 5057 12121 

M2 454 1977 1 1 79 78 78 78 78 79 81 77 77 
78 77 77 75 75 76 77 76 77 78 78 '17 76 
75 76 81 80 4507 12858 

M3 454 1981 1 1 79 78 77 78 78 79 80 77 76 
77 77 76 75 75 76 77 76 77 78 77 77 76 
75 75 80 80 5166 13360 

M4 454 1987 12 31 79 79 80 81 81 81 81 79 78. 
79 77 78 78 77 78 78 77 77 78 80 78 77 
77 78 83 80 4066 13182 

M5 465 1981 1 1 81 80 79 79 79 81 82 78 78 
79 78 78 76 76 77 78 77 78 79 79 78 77 
76 76 81 81 5148 13460 

M6 465 1987 12 31 81 81 82 82 82 83 83 80 79 
80 79 80 79 79 80 80 79 79 80 82 80 79 
79 80 84 81 4070 13236 • 

M7 532 1977 1 1 93 92 91 91 92 	. 92 94 91 91 
92 91 91 90 90 91 92 90 92 92 92 90 90 
89 90 94 94 4458 13285 
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T hi(4•4 (Cont'd) 

MB 532 1981 1 1 93 92 91 91 92 93 93 91 91 

92 91 91 90 90 91 92 90 91 92 92 90 90 

89 90 9.4 93 5067 13663 
M(1 !)332 I O ,I'/ 12 31 (l3 94 ')4 ! 91 

94 93 94 93 93 93 93 92 94 94 94 93 92 

93 93 96 94 4103 13272 
IM1 454 1973 1 1 79 79 78 78 78 79 81 78 77 

78 77 77 76 76 77 77 76 77 79 79 77 76 

75 76 81 80 4563 12307 
IM2 454 1975 1 1 79 78 78 78 78 79 81 78 77 

78 77 77 76 75 76 77 76 77 79 79 77 76 

75 76 81 80 4438 12566 
IM3 454 1979 1 1 79 78 77 78 78 79 80 77 77 

78 77 77 75 75 76 77 76 77. 78 78 77 76 

75 75 80 80 4747 13134 
IM4 454 1983 1 1 79 78 77 77 78 79 80 76 76 

77 76 76 74 75 76 77 76 76 77 77 77 75 

75 75 79 79 5692 13524 
IM5 454 1985 1 1 79 78 77 77 78 79 80 76 76 

77 76 76 74 74 76 77 76 76 77 77 77 75 

75 74 79 79 6181 13631 
IM6 465 1983 1 1 81 80 78 79 79 81 81 78 78 

79 78 78 76 76 77 78 77 78 79 79 78 77 

76 76 81 81 5674 13613 
1147 465 1985 1 1 81 80 78 79 79 81 81 77 77 

78 78 78 76 76 77 78 77 78 79 78 78 77 

76 76 80 81 6170 13708 
IM8 457 1981 1 1 80 79 78 78 78 80 81 77 77 

78 77 77 75 75 76 77 76 77 78 78 77 76 

75 75 80 80 5161 13389 
IM9 457 1987 12 31 80 80 81 81 81 82 .  81 79 78 

79 78 79 78 78 79 78 78 78 79 80 79 77 
78 78 83 80 4067 13198 

IM10 462 1981 1 1 80 79 78 79 79 80 81 78 77 
78 78 78 76 76 77 78 77 78 79 79 78 77 
76 76 81 81 5153 13433 

IM11 462 1987 12 31 80 81 82 82 82 82 82 80 79 
80 78 79 79 78 79 79 78 79 79 81 80 78 
79 79 84 81 4069 13222 

I1 440 1984 1 1 78 77 75 76 76 78 78 74 74 
75 74 75 73 73 74 75 74 74 75 75 75 74 
73 73 77 78 5968 13466 

12 454 1984 1 1 79 78 77 77 78 79 80 76 76 
77 76 76 74 75 76 77 76 76 77 77 77 75 
75 74 79 79 5949 13584' 

I3 -  465 1984 1 1 81 80 78 79 79 81 81 78 78 
78 78 78 76 76 77 78 77 78 79 78 78 77 
76 76 81 81 5934 13667 

14 475 1984 1 1 82 81 80 80 81 82 83 79 79 
80 79 79 77 78 79 80 79 79 80 80 79 78 
78 77 82 82 5922 13729 

I5 	- 483 1984 1 1 83 82 81 82 82 83 84 80 80 
81 81 81 79 79 80 81 80 81 82 81 81 80 
79 79 83 83 5912 13776 

16 491 1985 1 1 85 84 82 83 84 85 85 81 81 
82 82 82 80 80 81 83 81 82 83 82 82 81 
80 80 84 84 6149 13834 
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Ta6le4•q (CoriVd) 

I7 499 1986 1 1 86 85 83 84 85 86 86 83 83 

84 83 83 82 82 83 84 83 83 84 84 83 82 

82 82 86 86 6358 13865 
18 506 1987 1 1 88 87 85 86 87 8.8 88 84 84 

85 84 85 83 84 85 86 84 85 86 85 85 84 

83 83 87 87 6538 13867 
19 513 1987 1 1 89 88 86 88 88 89 89 86 86 

87 86 87 85 85 86 87 86 87 87 87 86 85 

85 85 88 88 6540 13854 
I10 523 1979 1 1 91 90 89 89 90 90 92 89 89 

89 89 89 88 87 89 90 88 89 90 90 88 88 

87 88 92 91 4675 13536 
I11 491 1986 1 1 85 84 82 83 84 85 85 81 81 

82 82 82 	. 80 80 81 83 81 82 83 82 82 81 

80 80 84 84 6361 13850 
I12 491 1987 1 1 85 84 82 83 84 85 85 81 81 

82 82 82 80 80 82 83 81 82 83 82 82 .81 
80 80 84 84 6537 13858 

I13 491 1978 1 1 84 84 83 83 83 84 86 83 82 
83 82 82 81 81 82 83 81 82 84 84 82 81 
80 81 86 85 4567 13328 

I14 491 1979 1 1 84 84 83 83 83 84 86 83 82 
83 82 82 81 81 82 83 81 82 83 84 82 81 
80 81 86 85 4702 13447 

I15 491 1987 1 1 85 84 82 83 84 85 85 81 81 
82 82 82 80 80 82 83 81 82 83 82 82 81 
80 80 84 84 6537 13858 

116 440 1965 1 1 78 77 78 77 78 78 79 76 75 
76 76 75 75 75 76 75 74 75 77 78 76 76 
76 76 80 78 7051 11835 

I17 454 1968 1 1 79 79 79 79 79 80 81 78 77 
78 77 77 77 76 77 77 76 77 79 79 77 77 
77 77 82 80 6467 11993 

I18 465 1980 1 1 81 80 79 79 79 81 82 78 78 
79 78 78 76 76 77 79 78 78 79 79 78 77 
76 77 82 81 4919 13360 

I19 475 1967 1 1 82 81 82 81 82 82 83 80 79 
81 80 79 80 79 80 80 79 80 81 82 80 80 
79 80 84 82 6764 12155 

I20 483 1978 1 1 83 82 82 82 82 83 85 82 81 
82 81 81 80 79 80 82 80 81 82 82 80 80 
79 80 85 84 4574 13277 
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CHAPTER —5 

RESULTS 

5.1 VALIDATION OF RESULTS 

After training and testing of the Neural Network, the network has been 

interrogated for different cross sections spread over different years. 

The validation of the results, the spatio-temporal behaviour of the river at these 

sections are discussed as follows. 

The cross section number 55 at km 531.93 in the vicinity of 'Majuli Islands' has 

been chosen for the validation purpose. The cross section at this chainage was 

generated by interrogating the network for this location for the year 1977 by first 

including the actual data for the year 1977 and then excluding this data from the 

training file. 

The cross section so obtained was compared with the actual cross section of the 

river for this year and was found to be reasonably in agreement, showing a similar trend 

over the width (Fig. 5.1). 

To compare the sensitivity of the network due to incomplete data, the network 

was again trained and tested by excluding the actual data for this cross section for the 

year 1977, and forcing the network to forget the earlier learnt patterns (by selecting 

"forget learning" menu). The result of cross section output showed that there is no 

appreciable change in the cross section generated earlier, showing that Neural Network 
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FIG. 5.1 SENSITIVITY ANALYSIS; CROSS SECTION No. 5 5 AT KM 531.93 
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is insensitive to incomplete data. In the same graph (Fig. 5.1), results of generating the 

cross section no. 55 (or the year 1977, by a statistical method, 7J using shape function 

has been shown for two cases. In the first case the actual data for 1977 is used along 

with other years-available data (i.e. 1957,71,81 & 88). In the second case, data of 1.977 

is excluded and cross section no. 55 is generated. 

The result shows that the statistical method is quite sensitive to the quality of 

data available, as seen from the difference in the two cross sections generated, 

although the trend has remained unaltered. 

For further validation of the network, another cross section, viz cross section 

number 15 at chainage 137.7 km has been generated for the years 1998 and 1993 and 

results are shown in fig. 5.2. It can be seen that results of generated cross section and 

actual measured cross section are in good agreement. Also in fig 5.3 comparison of 

generated cross section number 47, for the year 1981 in the vicinity of Majuli island 

and the actul measured cross section No. 47 for the year 1981 shows good resemblance 

and similar trends. 

5.2 RESULTS OF SPATIO-TEMPORAL STUDIES 

Spatio- temporal studies are done to study the changes in profile for any 

intermediate location and for any intermediate year between the years of survey. In 

addition, in the present study, attempt to study the behavior of the river beyond the year 

2000 are also made. 
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Spatial series between the cross section 46 and cross section 47 for the year 

1998 have been generated with the help of trained network and the results are indicated 

in the graphs (Fig. 5.4). The study helps in knowing the cross sectional pattern at the 

intermediate chainages, where actual surveyed cross sections are not available. The 

study also indicates shift of thalweg, changes in the width of the river etc. It can be 

seen from graph at Fig. 5.4 that generated CS 46 and CS 47 for the year 1998 resemble 

with actual x-section and have similar trend. 

It is however observed from the generated spatial series that there is no 

appreciable change in cross sectional pattern between section 46 and 47, for the year 

1998, accepting that river longitudinal slopes can be conviniently obtained for the 

shorter reaches of the river. These results can be verified from the satellite imageries 

for the intermediate cross sections. 

Temporal series for the cross section No-47 for the years 1995,96,98 have also 

been generated by interrogating the trained net-work. In addition this cross section has 

been also predicted for the years 2001, 3,5,7,9 and 10. The results are shown in the 

graphs (Fig. 5.5, 5.6). 

The perusal of these figures would indicate marked morphological changes in 

the cross section over the years by observing formation of new channels, deepening of 

existing channels, indicating erosion and deposition taking place over the years, as 

observed below. It can be observed from Fig. 5.5 that generated CS 47 for year 1998 

resembles with actual c/s and has similar trends. 
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5.3 OBSERVATIONS 

The Neural Network has been trained using the hydrographic data for the years 

1957, 71, 77, 81, 88 and 1997 for cross section from 2 to cross section 65. The 

networks capability of predicting the future morphological changes in the river has also 

been extended by using fictitious data for the year 2005 (for c/s 2) and for the year 

2010 (for c/s 65). Thus now Network is capable of predicting detailed of cross section 

at any chinage of the river upto the year 2010. 

As an illustration, the cross section No. 47 at km 465.13 has been chosen and a 

temporal series for the year 2001, 2003, 2005, 2007, 2009 and 2010 has been generated 

(Fig. 5.6.). 

The prediction indicates that there are changes in Bank profile on the left bank 

at RD 2000 rn to 3000 m as shown at portions indicated at C in the (Fig. 5.6). Also 

there is likelihood of formation of channel at point B, shown at RD of 12000 km from 

left bank. Another intermediate cross section at chinage 457 km between CS 46 and CS 

47 at Fig. 5.7 for the year 2001 shows clear indication of channel formation at point B 

(RD 9500 m) and C (RD 12000 m) where heavy erosion is likely. Erosion can also be 

observed at point A (RD 6000) and a likely hood of channel formation. 

A point D, (RD 2000 in) in Fig. 5.7, there is likelihood of deposition and 

erosion and change in bank geometry to the extent of 6.0 m between years 2001 and 

2010. 

The changes in the Brahmaputra river in the vicinity of 'Majuli Island', which 

are covered from CS 44 to 54, are intense as shown by the study. The details in these , 
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changes can also be obtained by interrogating the trained Neural Network on month to 

month basis also, as the input allows for such an interrogation. 

The comparison of results of generated temporal and spatial series indicate that 

temporal series show more sensitiveness to the morphological changes compared to the 

changes shown by spatial series. 
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CHAPTER —6 

DISCUSSIONS 

The present study has established that Artificial Neural Network is a powerful 

tool that can be deployed in the field of river Engineering for not only simulating the 

river cross section profile between the known cross sections but can also be used to 

forecast the morphological pattern of the river in future, the importance of which needs 

no further emphasization. 

The river behavior is a complex phenomenon and cannot be predicted accurately by 

present analytical and statstical methods, due to number of simplifying assumptions 

made, which have a direct bearing on the quality of the result. 

In the application of the `Artificial Neural Network' to such complex problems 

no such assumptions are required to the made, but the network learns by `examples' by 

forming patterns with the use of known input and outputs. Further the network can 

tolerate insufficient or inaccurate data, as shown and experienced during this study. 

This property of the neural network makes it an ideal tool for it's application in river 

engineering, where the data available is seldom sufficient or of high degree of 

accuracy. 

Neverthless, it has been experienced during this study that Network takes a 

sufficiently long time to formulate and learn the patterns for a complex phenomenon 

like river engineering and related morphological study. A number of combinations of 

`learning rate' and `momentum' have to be tried by trial and error method especially 
CIV-.7g 



during testing period. It is also important the manner in which the data is arranged to be 

fed in the input `neurodes', whether in a chronological (temporal) manner or in a spatial 

manner. 

It may be pointed out here that other models having 50 normalized points in the 

cross section or even 100 normalized points in the cross section can be experimented 

with. It is possible that the network may be able to learn more accurately (though 

slowly) to form the patterns. 

Further different combinations of input variables such as sediment 

concentration, discharge, stage also could be tried in different models to have the best 

combination for the output results. Due to limitations in time and absence of adequate 

data these innovations could not be tried during the study. 

In view of the above some limitations on the quality of output is bound to result, 

when the network has to be trained in a given or limited period of time. 

It has been observed during the study that although the network has generally 

performed satisfactorily some outputs are not within a reasonable accuracy due to 

limitations discussed above. The netwoks efficency can be still improved by adopting 

innovative methods for training the network's, examining number of combinations of 

input and output, increasing neurodes in output - layer. by increasing number of 

normalized points in a cross-section and by giving sufficient time for learning and 

testing phases. 

Never the less, the study has shown it's usefulness in it's application to 

morphological study of complex river behaviour especially that of river Brah, maputra, 

which is considered to be most braided and erratic, in it's behaviour. 
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CHAPTER 7 

SUMMARY, CONCLUSIONS & SCOPE FOR FURTHER STUDIES 

7.1 SUMMARY 

This work has been undertaken for the first time to showcase the use of `Artificial Neural 

Network' in a complex river behavioural phenomenon such as that of Brah zmaputra river. 

The input data used for constructing the network comprised of river cross sections from 

2 to 65 for the available years'from 1957 to 1997, in a length of 640 km from Indo-Bangladesh 

Border to Dibrugarh. 

The reach analysed was that in the vicinity of `Majuli Island' which is infamous for 

constant erosion, deposition, and morphological changes. 

A Spatio-temporal study of the typical reach in the vicinity of Majuli Island was made by 

using the trained network. The results generated by the network are obseved to be in general 

agreement with the actual. The results generated in the intermediate sections can be verified by 

use of satellite imageries. 

7.2 CONCLUSIONS 

Based on the work done and results obtained, the following conclusions emerge 

i) Artificial Neural Network is a powerful tool and has good potential to solve complex 

river behavioural problems, especially in the highly braided rivers like Brahainaputra, 

even with the use of insufficient and inaccurate data. 

ii) ANN can be used not only to interpolate the cross sections in between surveyed cross 

section, both with respect to time & space but can also be used to predict the cross 

section and morphological behaviour of a river for the future. This is by far the most 

important property of the network, which needs more investigation and innovative study. 
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Innovative methods for training the network, examining different combinations of input 

and outputs needs to be investigated for such a highly complex network, to enable to learn 

accurately and fast. 

7.3 SCOPE FOR FUTURE STUDIES 

1) The neural network forms different learning patterns in different environments. 

Innovations in this respect can be achieved by trial and error method which require 

longer time periods. In such scenario it is possible to adopt different options for data 

input and changes in topology of the network, increase in the number of neurodes in the 

output layer by increasing number of normalized points in a cross-section to say 50, 75 

or 100, to arrive at highly efficient network through trial and error. Satellite data will aid 

to validate the procedure of the nerural network. 

2) The Neural Network, thus trained, will be capable of very accurately predicting the 

morphological changes in the river cross-section and river course which can serve as 

guideline for taking precau ,,tionary measures in advance, by the concerned 

Agencies/departments. 
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1/ r;Ni 	ni.irnh •r of 	point_ in 	interpolating 	window 
// V 	=2 .far 	linear 	inti r'raolatior'r 

FILE 	*1P,*•1'P1..*•f't; 
'f ir1='fc:~meA (.," chi in . r_Frat" , 11 r' u) q 	 ' 
ffr_;pr._n( "xsec_.cJit'u 	Tr 	) 
is t: form t "r•c'sa.l.. ttcif:° : "w" ) 
(l.r(klt2 	[t).';kF;-r+ 

fscof(•F'p.i.,•"~.f:f',h[kk:7) t 	 - 	V 	VV 	V 	V • 

- fpri.ntf(ft'.,"CLALrELS1\t'•[Chairis,tre]\tf.'r]\t[rrim]\t:[.dd]\t(Yi]\t[:Y2]"); 	V 
-fPrintt('f .t i' 	t[ 	] •\tLY41`,t 	J\1]\t 	/]\t.jYFi]\tI Y9]\t:CY].>]•\t'); 
fprintf(ft ,"[YtI,:I'•,tf.-.'r.i' _l\tCYi; :]\t[Yi4,1':`%t[Y15J\Lf_Yi6:.I\t[Y17]\t")q 	. 
fr.,rintf(,ft, 'uY1e]\t.C`r.i.9]\tCY'203\trYet].]•\t:rY22']\tuYj,3]\trY141\t".) o 	V 
f p,rintf (f .t , "[Y25]''•, t[Y26]\tf_L1]\t[TW]\nFENL ]1,') ; 
fr-rintf(ft,"\n\nlrTEBTI1'•iE.1\i:>\t\t: 	\t:'\t.•\t<:\t;\t.<;\L 	\t.<:\tr\t<:\t<;"):. 
fGrirrtf (ft., "\t<:\t<\t<:\t<:\L<;\.t 	\t<:\t<:\t<:\t :\t<;\ t<;\tti\t\t<;\tti\t<:\t,.l ); 
iVcrint.f (.(:.L.,,...t<',%t<:\n" ) 
f printf (ft,"[dLUnmv ]\t\tOV\t\to\to\tip\to\to\tr:r\to\tcr\tcr\t0\t0\tcr\t") 
f-inti (ft, "i-r+.i-Os to\to\to\to\to\tO\tir\t:U\tc)\tir\t0\ter\tQ\tr:r\tO\t") : 	• 
fc•rintf ( .ff,'r O\tO\niENDI") ; 
fprintf(•ft.,"\n\nITRAININI3']\L:>\t\t •\t 	\t:.\t<:\t<::\t<;\t<;\•t<;\t<:\t;\t<:"); 

fscanf(1'p,"%r.F %cl 	%d 	%cl",&na~,&m.&n,&nn); 
. cc unt.==Ci; 

it: rtia.=•:'•~;i.lV 	 err;.i'j4..r.) 	V 	 V 	 •
V 	V 

fork=S;k<: 	m;tt+i-) 	V 	V 	V 
. 

V 

i 

fscr,f(ft 	." 	ci",&r-ip); 
f c:' r•- (i 	 1. ; .i.. <::=n p ; i .1-+ ) 	 ; 

V 	 V . 
_ cc,un t- r;ount+i 	-  

// transform 'Lc, 	limits bets pr-, 	-1 	and 	+1 	 - 	V 	
VV 

of {1.= 	 ) 

VVVVV 
i 	i) 



• - 	,:1>:{i] 
i2>: s;2 =.t[r-ip] 

0Ei]=7200; 

nyr[.L3-1957; 	 ' 	 • 

nir[21 1971 
rivrE.3]=t'977: 	 . 

• • ,+r[4 191; 

	

	 . 
• 

 •' .-fp'rintf(it,"CL7':dl\t\t%.2f\'t\.t:%ci\t%cl\t%d\t",count.ch[.ii],nyr[k],mrn,dd); 
lcr(i1 	-n 
3sfi7(2s;[i]-(s;1+Y2))/(s2-s;1):

•' . 	//  - 	interpolate the nol nrmial' at nor mal.i. J d va1LuIt of x 

uit-r (np nn,nvi,Y:s,y,t 	y/): 

:frr(z=.1;i<;=nn+].;i++) 

• .{r~rint'f(7"t,"!.'t\t",:"ICi]Ck7): 	 . 
/1..  

• •fntint -f ('ft, "%.2i\t"/..2'f\n' l][k],tw); 

'f:print'f (1 t, ° [ENf)'.I\n\n") 
• .fprinta.(:i :, "\n[ INTEF:ROG~iTING]\t.>\t\t.>\t.'•\t::>\t<;\t<\t<\t•<:\t<:\t<;\'t<\t<;") 

- 	„.- ..;(`-~,ri.nt:f( -ft,"\t<;\t:~.~t<;\t.:~,t<\t.<':\'L<;\t~:ti.t:<:\t<;•5. t::\t<;''~t..c;\t\'t .t • \t.~t: \t'\n ): 
_t'Pri.nt•f-(1t,"[thcrnn ]\t\tit\t\tf)\tO\tit\to\tQ\tC)\tG\ L't\tO\tG\tO\tO\tO\t" ) 
Ik,,i.n't::'f(•ft,"O\t:O\t.Ct\tD\tp\"to\'tO\tip\I(t\tat'' to\t.0\io\'t'a\Lu\tO\tO\tai\nf.'9NDI\n\n\n"): , 

' 	- fprint I (it, "EL .1)11'fb7\t:: \1.\t3 `.t:: \t \t<;\t:t;\1 	t<;\t:<;\t<:\t<;\tt:\t<\t ;\t' ") ; 
1`Cirint i (•1:.t, 	,t<','t<: ,'t=;''•,t.\'t<:•',t<;\t':`•.t-, ,t~, ,'t•, tit. , ,'k . ,t 	,i_ \t :\'t 	.'Y. ',n") 
fprintf (•ft, "CHigf I -~c \t\tO\t\ tO\ttt\ts)\ LU\ I i)\tO\tO\ -I ci\tar\tO\tO\•to\t") 
'fprir, .f(tt,"O\tO\t.U\tO\tO\t.O\t.Ct\to\.LO\toi'.to\to\ter\tt~'•.to\tO\tC)\t.O\tO\n'): 
•fpr.iriti` ('ft, "[Lows]\•t:\tea\t\tea'\t.0\tu\tO\t4\tit\tO\tO\tO\tO\'tO\tit\t.O\. t") 
fprinti (ft., "O\t:>\tO',t:.ir\,tO\ tO\tO\•t:.O\tO\tO\tO\tO\to\to%tO\ttt\tO\tO\n[END]") 

/ J  
1/' 	•''sr.tbroutinr_+ irti-ern(nit,nn,nw,>;r.:.V.t:w,l .Kx.yy) 
/l.  

'/ 	1~tgrunt Ian interpolation ucsina moving window 
/J 	for comput..ina normalised value of x & f 

- 	vid i.nL&ru(nt=<r-<n,nwi,>:' y,tk.a,k:.xx,y) 
-float-;;s[25u],`,E. U],tw,);s;[ ' ][ J, ,[30][57: 

- 	- 
 

Ant np,nn,nw.t;: 

- • 	 `float 

int =i,j;l,nwm.n'_4.r1E.nwrnid: 

delx=2.0/nn: 
nwm= (nwl:I) •fit. 999999 

• n-']. 
ni_-ns+nt, -•i; 

• •nwrnid=ns+n,wrn ; 
•f c'r (1=1 ; 1;:'::n n -l-.I.: 1±4)  
T 
L 

.:):);=-•~1+'I, 1-'i) Adel }: , 
c "): 



1,...R`(r1.- .Jijt~: 

i...~ 	ri 	-I l 

.oi.o A; 

r 

Llc,t:.c: 13~ 

- 7 

	

' / 	r..' r i r, Li (" ' r.:R \ t. % 1 \t''  i 	[ 

m ;;i ~~C ;r :R: ${ ;{~: 3t: X': %Ri ~~:.T T, f. r. ~: ~l ~t ~ h4 h~ ~; a::~: ;4•: ac ~t ~ k: ;Ri ;4c ac ;4i ;~. ;{c ~; ;!: ;lc :k .k ~ ~: %4c ~It ~: ~i ;i~ :k ,V ~< .k R! -k ~ ~ :4: 
s riEi  

: 4: ,i : ;¢:: ;I< ': k: 8 : r 	$: $:: is 8: it 4 %t. 	;;: ?. 	: 	* . 4- Y. s.:4: 	*: ; . : ;¢: 't %4 *. * -!< 	R; * k 	/ 
{ 
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