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ABS T R A_C JT

Mathematical models of groundwater system have

become an important compontnt of wat«r resources planning.

These models assist the planners in arriving at optimal ground

water development policies either by studying large number of

alternatives and choosing the best one or by more objective

optimisation methods. Inspite of intensive research in recent

years, the use of groundwater modelling techniques in real si

tuations is ridden with many problems relating either to an

inadequacy of data or to the unrealistic assumptions. In the

present work an attempt has been made to provide solutions to

a few of these problems.

The spacing and orientation of the observation wells

are very rarely adequate to meet the data input requirements

of a distributed model directly. In addition to this the irre-

gularly spaced data points render the estimation of the hydraulic

gradients and the second spatial derivatives of piezometric head,

almost unacceptably subjective. The Lagrangian methods of func

tional approximation are generally not suitable due to the re

quirement of a high degree polynomial. A least square approxi

mation can cut down the degree and the size ( number of terms;

of the polynomial. In the present study the capability of a least

square polynomial to attenuate the data noise and a need to

restrict its degree and size have been demonstrated by a simu

lation study. The use of the statistical tests of significance
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for arriving at an optimal form of the approximating polynomial

has been suggested. These polynomials are amenable to the di

fferentiation and integration, necessary for the estimation of

spatial derivative of piezometric heals and the ground water

storages.

The estimation of aquifer parameters by Solving inverse

problem generally requires a prior knowledge of the directions

of principal permeabilities and the distribution of the net ver

tical accretion in space and time. The available field data are

generally too inadequate to provide a direct estimation of the

directions of principal permeabilities. The rainfall recharge,

an important component of the net vertical accretion is generally

estimated from the rainfall records employing certain empirical

or semi-empirical relations. These relations involve certain

parameters which are not directly measurable quantities. In the

present work an inverse problem model has been developed which

affords an explicit estimation of principal permeability direc

tions and the recharge parameters.

The linear programming based model for arriving at the

optimal cropping and groundwater withdrawal patterns neglects

the distributed nature of groundwater system. It can in no way

incorporate the constraints of restricting the watertable ele

vations at all the space points during all thy periods, within

an acceptable range. In the present work, a model has been de

veloped which overcomes these limitations, by incorporating

H
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a spatially distributed aquifer response model in the scheme of

computations and solving the problem by nonlinear optimisation.

The applicability of these models to field situations

has been demonstrated by using the data of Daha area(India;.
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CHAPTER - 1

INTRODUCTION

For the survival of human race it is necessary that the

rapid population growth being experienced these days, is match

ed by a corresponding expansion of agricultural production.

This realisation has led to the development of high yielding

varieties of crops, increased reliance on chemical fertilizers

and more intensive irrigation. AH these measures have greatly

increased the water requirement for irrigation. To meet this

requirement, a large number of major water projects incorporat

ing a dam or a barrage and a network of canals have been imple

mented. These projects increase the groundwater recharge and

in the absence of proper drainage measures result in risa of

water table. The excessive rise of water table has severe

consequences in the form of waterlogging and salt accumula

tion. These consequences are indeed so grave that they not

only threaten the viability of such projects but endanger the

very existence of the civilisation. In poorly drained canal

irrigated areas, the groundwater development apart from provid

ing additional water, can also assist in arresting the rise of.

watertable. The minimum permissible level of pumping in such

areas is governed by the requirement of maintaining a minimum

depth to watertable. The additional pumped water can be utilis

ed in improving the cropping pattern of the area.



' The irrigation requirements of the areas not served by

a^canal system, are almost entirely met by the groundwater

withdrawals. However, large groundwater withdrawals can lower

the watertable/piezometric elevations excessively. This excess

ive lowering of watertable can render many shallow wells dry,

reduce the base flows in the hydraulically connected rivers and

cause salt water intrusion in coastal aquifers. The reduction

of base flow in rivers can adversely affect the ecology of

area, operation of the downstream surface water projects and

the quality of river water. Therefore, the base flows in these

rivers should not be allowed to fall below a minimum level. In

such areas artificial recharge may have to be resorted to.

The aquiftr response models can be employed to deter

mine quantitatively the extent of pumping required to affect

the drainage or the artificial recharge to maintain a predecid-

ed minimum watertable elevation . These models are almost al

ways distributed in time and may be lumped or distributed in

space. The lumped models can be employed to' estimate the

average response of the aquifers to a known pumping or recharge

pattern. Lumped models, however,do not account adequately for

the stream aquiftr interaction. Apart from this, the distri

bution of watertable/piezometric elevations in space and time

is de+ermined not only by the total volume of withdrawals or

recharge, but also by the way these volumes are distributed in

time as well as in space. This calls for the use of spatially

distributed models. Although there has been a considerable



progress in the development of such models, their applicability

to the physical problems is restricted because of the enormity

of the data requirement.

The primary data requirement for the distributed models
is the historical watertable/piezometric elevations of 'nodal'

points. The observation wells very rarely coincide with these

points. Thus, the watertable/piezometric elevations of nodal

points need to be interpolated from the available data. The

graphical procedure of contour drawing for interpolation may

not be always dependable. In this work?the use of least square

polynomials for approximating the spatial variation of water

table/piezometric elevation has been demonstrated. The least

square polynomials apart from interpolation, also assist the

estimation of groundwater storages, subsurface horizontal flows

and the second spatial derivatives of piezometric head. The

second spatial derivatives of piezometric head are required for

the estimation of aquifer parameters by inverse problem.

The other major input requirements of distributed aquifer

response model-As-the distributed aquifer parameters. The

current method of evaluating these parameters is based upon the

analysis of test pumping data. The procedure of test pumping

is far too expensive and elaborate to be carried out at large

enough number of locations. In addition to this, the conven

tional analysis of test pumping data is based upon many assump

tions which may not be always reaJListic The solution of inverse

problem is another viable method of aquifer parameter estimation,

and is based upon the use of historical data of piezometric



elevations, pumpage, recharge and boundary conditions. One of
the major difficulties in the application of these methods is

the estimation of historical recharge data. In addition to this,
most of the proposed models of inverse problem require aprior
knowledge of the principal permeability directions, m this

work a digital model of solving inverse problem has been deve

loped, which affords the estimation of aquifer parameters,
principal permeability directions and the recharge parameters.
The model employs least square polynomial approximation des
cribed earlier, for the estimation of spatial derivatives of
piezometric head.

The aquifer response models can provide information
relating to the adequacy of apumping pattern in affecting
necessary drainage in canal irrigated areas. However, the
pumping, apaxt from providing the drainage, can also help in
improving the cropping pattern of the area. Thus, the pumping
should be so decided that it, in conjunction with the surface-
water supplies can support the most rewarding cropping pattern,
and at the same time can provide the necessary drainage. The
most rewarding or optimal cropping pattern can be defined as
cne, which yields the maximal return from the agricultural
activity. The current model for arriving at such an optimal
pattern makes use of lumped aquifer response equations for
checking the adequacy of agiven pumping pattern in providing
drainage (Roger and Smith, 1970;. The lumped approach has
many limitations described earlier. In this work,a model has



been developed which makes use of a distributed aquifer res

ponse to ascertain the adequacy of a pumping pattern, thereby,

ensuring that the watertable/piezometric elevations at all the

space points during all the periods are within the permissible

range of variation. Apart from this the model also provides

information relating to the best way, in which the crops can be

distributed within the area. The model is essentially based

upon linking of an aquifer response model to a non-linear opti

misation complex.

The details of the models developed in the present work,

along with the relevant literature review are given in the

following chapters. The applicability of these models to solve

realistic problems has been demonstrated by applying them to a

field situation, of Krishni-Hindon interbasin(India).



CHAPTER--2

RBTI.TW OF LITERAIUKE

2,1 QSKSRAL

Almost all the equations of the modern saturated ground-

waver flow .iieory owe their existaace to the pioneering work of

Henry Darcy reported in 1856. By means of experiments, he esta

blished a linear relation between one-dimensional seepage veloc

ity and the hydraulic ,radient in a saturated porous medium

(Reason et al, 1971), The equation in its simplest form is given
by

v = - k ~§-h- (9 *\

where y is seepage velocity, h is hydraulic head, x is the

distance in the direction of flow and k is a constant known
as permeability.

Subsequently the continuity equation for steady state two-

dimensional flow of incompressible fluids and the Darcy's law

were incorporated in a single equation. This introduced the

Laplace equation in the literature of saturated flow. The theo

retical work leading to this work was done independently by

Jules Dupuit, P.Perchaeimer and Charles Slichter (Rernson et al,

1971). Pirst unsteady state enuation for exisymmetric

radial flow towards a fully penetrating discharging well of



infinitesimal diameter in an infinite confined aquifer was

derived by Theis (1935;. The equation is as follows.

Bd= WliJ W(u;
1

u _ 1_.87 r_2 S ... (2.2;
T t

where sd is the drawdown (in feet; at a distance of r (in feet;

from a well from which water is being abstracted at a uniform

rate Q (in gpm;, t is the time (in days; after the pumping

started and W(u; is the well function.

The equation for two-dimensional unsteady state flow in

a confined aquifer, accounting for the deformity of the aquifer

and compressibility of fluid, was derived by Jacob (1950;and was

further modified by Dewiest (1965) and Cooper (1966). The

equation in its presently accepted form is given by

y + d-2-h- = ?« (sp.lw +es; |£ ... (2.3;
6x2 dy2 k dt

where SP is the porosity of aquifer, EW is the compressibi

lity of water, ES is the vertical-aquifer compressibility,

P is the mass density of water and t is the time coordinate.

This equation can be rewritten in the following form

T(aVax2 +a2h/ay2) = s ah/at *(^fCMQS^
T = k b_and S = Pg b (SP.EW + ES ; ... (2.4)

•3 S
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where T is the tradmissibility and S is the storage co
efficient of the aquifer and bg is the saturated thickness.

This equation can be modified to account for anisotropy,
heterogeneity and vertical accretion as follows (Jacob, 1950;.

fc (f« ft'>♦■&<*„ £ >+*=sJ| -.. (2.5;

Wh6re Txx and Tyy a» the transmissibilities in the directions
of principal permeabilities colinear with x and y and^Q is the
net vertical accretion rate per unit area.

Por unconfined aquifers the solutions are greatly faci
litated if Dupuit-Porchheimer's assumptions hold good. With
these assumptions the governing differential equation for two
dimensional transient groundwater flow in an isotropic, homo
geneous, unconfined aquifer, with no vertical accretion is as
follows (Rernson et al, 1971;

k hJ* (h S*h i + J Cu Shu- c 3h'-ox ^"Sx > +3y(h-ayJJ-S f| .-.(2.6)

In this case, S, refers to the specific yield and is analogous
to the storage •oefficient defined in equation 2.4. This
equation can be modified as follows to account for anisotropy,
nonhomogeneity and the vertical accretion (Holland Dracup,1970;

k^^lyi^^Z-S® ...(2.7)



x and y refer to the principal permeability directions, and •'

%_, and k are the permeabilities in direction x and y res-
xx yy

pectively.

The governing differential equation for three dimensional

groundwater iloW can be written as follows :

JL/v Shs 6 /v 5h v 3 flr eh v _ a 8h /Q Qs
ex(kxx cSF + ey(kyyaT) "55 (kzz fcr> = s aT ••• (2-8)

where ::, y, b are the coordinates in principal permeability

directions ^ k,r , k , k axe the principal permeabilities
xx yy z z

and s is the specific storage (L ).

A brief review of the literature pertaining to the pre

sent study is given in the following paragraphs.

2,2 AQUIPDR RESPONSE

The present state of knowledge in groundwater hydrology

provides adequate tools to study the impact of a deterministic

groundwater withdrawal and/or recharge pattern on the piezo

metric elevations through lumped models (Sokolov and Chapman,

'974. Chandra et al, 1975) or distributed models (Romson

en al, 1971J Pinder and Gray, 1977), fhc water balance

equation proposed by Sokolov and Chapman (1974) can be

written as follows -

Inflows - Outilows - Increase in storage +

Error term =0 ... (2.9)

Ihc inflows include the rainfall recharge, recharge from

rivers, subsurface horizontal inxlow, artificial recharge and
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inflow from the other aquifers (overlying or underlying). The

outflows include base flow to the rivers, outflow of ground

water into the zone of aeration for moisture recovery lost by

evapotranspiration, outflow to overlying or underlying aqui

fers, subsurface horizontal outflow, groundwater outflow

through springs, and groundwater pumped from artisian aqui-
or outflows

fers. The lumped aquifer response to known inflows/can be obtain

ed by defining the groundwater storage fluctuations in terms of

the piezometric head fluctuations and the storage coefficient.

The distributed parameter groundwater flow models are

based upon the solutions of differential equations governing

two dimensional(equations 2.5 and 2.7; or three dimensional

(equation 2.8J transient groundwater flows in saturated zone.

Closed form or series solutions of governing differential

equations are available only for idealised boundary and

recharge conditions (Bear, 1967). These are generally based

upon the assumptions of homogeneity and isotropy. Por pre

dicting the aquifer response to spatially and temporally

varying recharge and pumpagt under realistic conditions the

governing differential equations have to be solved by appro

priate computer assisted numerical methods.

Two distinct types of digital computer based methods

are available for obtaining the numerical solution of ground

water flow problems - finite difference and finite element.

Pinite difference methods employ finite difference approxima

tion to convert the partial differential equation into a
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determinate set of linear algebraic equations. The discreti

sation of space, necessary for finite difference approxima

tions, can be based upon either any convenient pattern (Tyson

and Webor, 1964) or a more stringent rectangular grid pattern

(figure 2.1). The former is generally known as Tyson Webor

model and the latter as finite difference method.

In the Tyson Webor model the nodal points netd not

follow any symmetrical pattern and can be made to coincide

with watertable observation points. This can eliminate the

need for interpolation to a large extent. This model, though

relatively simpler to implement, has limitations relating to

the stability and convergence. The finite differences^ a

general method for calculating approximate solution of partial

differential equations and was introduced by Richardson (1910).

This method has been programmed to solve two dimensional

(Bittinger et al,1967; Pinder and Bredehoeft, 1968; Pinder,

1970,. Prickett and Lonnquist, 1971; Bedinger et al, 1973;

Trescott et al 1976) and three dimensional (Bredehoeft and

Pinder, 1970; Trescott, 1975) transient groundwater flow pro

blems .

The implicit form of the finite difference equation will

generally require the solution of a large number of linear simul

taneous equations and the storage requirement to store all the

elements of the coefficient matrix will be prohibitive. This

difficulty is overcome by employing various iterative procedures

which primarily bank upon the sparseness of the coefficient



a _ TYSON WEBOR MODEL b _ RECTANGULAR GRID

FIG.2-1 _ FINITE DIFFERENCE METHODS

PO
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matrix. Some of the more commonly used procedures are alternate

direction implicit scheme (Peaceman and Rachford, 1955), Crank-

Nicolson scheme (Crank and Nicolson, 1947), line successive

over relaxation (Trescott et al, 1976) and strongly implicit

procedure (Stone, 1968). The numerical properties of these

methods have been a subject of large number of reported studies

(Rushton, 1974; Tomilson and Rushton, 1975; Trescott and Larson,

1977). Murray and Johnson (1977; have demonstrated the. second

method of linearisation of Boussinesq's equation for simulating

the response of unconfined aquifers. Recently the methodology of

finite elements for the numerical solution of differential equa

tions has been incrcasinglyput to use for the evaluation of aqui

fer response. This followed the development of variational prin

ciples for linear initial value problems by Gurtin (1964)* The

finite element method is reported to circumvent many difficulties

relating t^ irregular geometry of area, hetrogeneity and boundary

conditions (Prance, 1974), in addition to giving results of higher

order accuracy (Javandal and Witherspoon, 1968). Other signifi

cant contributions are by Neuman and Witherspoon (1970), Pinder

and Prind (1972), Neuman, (1973-a;, Pinder (1973;, Pinder and

G-rry f (1977;.

2.2.1 Recharge

Recharge rate, an input requirement of all aquifer res

ponse models, is one of the important factors controlling the

amount of water that may be pumped from an aquifer without

depleting it. Recharge is a process by which water is added

into an aquifer by percolation through unsaturated zone. There

is experimental evidence due to Richards, to conclude that
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Darcy's law can be applied to unsaturated zone also subject to

certain restriction on seepage velocity and with the permeabi

lity being a function of moisture content (Rernson et al 1971;.

Richard's equation can be solved by finite difference methods

to estimate the groundwater recharge (Krishnamurthy, 1977; Kafri

and Asher, 1978). The input data requirement would, amongst

others, include transient soil moisture measured as a function

of vertical position, permeability - soil moisture curves and

evapotranspiration. The other approach of recharge estimation

is based upon water budgeting and field capacity

P = iiT + SRP + ASM ... (2.10;

where P is precipitation, ET is actual evapotranspiration,

SRP is the surface runoff and ASM is the increase of water

availability in root z one .

Recharge = ASM - DPCT if DPCT < ASM
... (2.11;

= 0 if DPCT > ASM

where DPCT is the current soil moisture deficiency below field

capacity.

Lately, some doubts have been expressed regarding the

validity of this conventional method (Watson et al, 1976;

Rushton and Ward, 1979). rushton and Ward (1979) have proposed

alternative recharge mechanism which allows recharge to occur

even when a soil moisture deficit exists. Morel-Seytoux (1976)

has derived formulae for prediction of ponding time and cumulative



15

infiltration, under the influence of rainfall. The derivation

is based upon, amongst other things, viscous flow of air.

Reeves (1975) has tested a method of recharge estimation,which

assumes that the maximum infiltration rate is simply a function

of cumulative rainfall regardless of rainfall vs time history.

A few reported studies make use of the watertable data for the

estimation of recharge (Venetis, 1971; Chandra et al, 1975).

The experimental methods for the measurement of recharge

include tritium tracer technique (Lincer et al, 1974; Vogel et

al 1974; Allison and Hughes, 1975; Sukhija, et al 1976),gamma ray

transmission (Singh and Chandra, 1977). An empirical relation

between the rainfall and recharge was given by Chaturvedi

(Ghaturvedi and Chandra, 1961).

2.2.2 Interpolation of Piezometric Head

The need of interpolation arises because the location

of piezometric data points is very rarely decided on the basis

of the requirements of the digital models. Thus ,in most of the

cases the piezometric heads at the n^dal points have to be esti

mated by interpolating the recorded heads. The conventional

graphical and Lagrangian methods of interpolation (Ralston, 1965)

may not be always suitable because of the subjective bias and

artificial undulations associated with the high degree polynomi

als respectively. Esler et' al (1968 ) reported the use of

least square polynomials for getting the spatial variation of

piezometric heads. Sagar et al (1973, 1975) demonstrated the

use of spline functions to approximate the spatial variation of
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piezometric heads. The closed form functions so obtained can

assist in interpolation. Delhomme (1978) has reported the

possible use of Kriging in providing spatial variation of piezo

metric head.Britles and Morel (1979) proposed a least-square

based method of interpolation wherein the unsteady state flow

equation is reduced to a steady state by assuming zonewise

spatial uniformity of certain quantities.

2.3 INVERSE PROBLEM

One of the most difficult steps in mathematical modelling

of groundwater flow is the collection of adequate data relating

to the spatial distribution of storage coefficient and transmi-

ssibility. The difficulty arises on a number of counts, the

principal one being that these properties are not physically

measurable quantities (Yeh, 1975). These are in fact parameters

appearing in the differential equations governing the aquifer

response (piezometric head fluctuations) t^ the aquifer excita

tion (pumpage, recharge or change in boundary conditions;. The

inclusion of tradmissibility and storage coefficient in these

differential equations is based upon Darcy's law fcndvtfceuconfcAi.

nuity equation for unsteady state flow in porous media(Todd,

1959 ) respectively. The estimation of these parameters is

thus, an inverse process wherein these are calculated from the

historical excitation response and the associated initial,^boun

dary conditions data. The system in this case is represented by

the equation correlating the response to excitation(figure 2.2;.

Since the same parameters are employed to estimate the aquifer
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response to the different forms of excitations and under varying

conditions/assumptions, a variety of methods exist for their

estimation.

The most widely used method is generally known as test

pumping (Kruseman and Ridder, 1970;. This method essentially

consists of generating and recording the- aquifer response under

a controlled excitation of the form of pumping from a single

well. The generated data are employed to estimate parameters

based upon the criterion of 'closest match' between the record

ed response and the response as given by the governing equation.

In the conventional approach, Theis equation (2.2.) which relates

the piezometric head response to pumping in a single well under

the unsteady state conditions> is adopted as the governing

equation; and the closest match is decided rather subjectively

by the 'type curve' methods. This approach has two serious limi

tations; the first being that Theis equation is applicable in

case of radial flow in a confined homogenous, isotropic aquifer

towards a fully penetrating well of infinitesimal size from

which water is abstracted at a constant rate. These require

ments are very rigorous and are very rarely fulfilled in real-

world situations. The second limitation relates to the inherent

subjective bias in the graphical procedure of type curves.

The first limitation can be taken care of to a large

extent by modifying the governing equation to account for the

violation of some of the restrictive assumptions like fully
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penetrating well, isotr.py and infinite aquifer (Walton, 1970.

Lakshminarayana and RaJagopalanfl978). Yeh and others (Yeh and
Tauxc, 1971- Marin, and Yeh, 1973; have proposed viable methods

for the analysis of test pumping data of unconfined and leaky
confined aquifers. The prised approach employs the technique
of quasilinearisation (Bellman and Kalaba, 1965; to linearis,
the governing nonlinear differential equation; and the least
square criterion to define the closest match. A few other

studies involving the analysis of test pumping data more objec

tively have been reported (^nder and Bredehoeft, 1-968,Saleem,1970),
The other form of the aquifer excitation, which alongwith

the corresponding response of piezometric elevations, can be
employed to estimate transmissibility and storage coefficient,
is the fluctuations of waterlevels in hydraulically connected

waterbodies. This can be viewed as excitations induced by
change in boundary conditions. Pinder and others (1969) employ
ed iterative procedures to determine aquifer diffusivity from
the historical data relating to the wa+ortable elevations and

river stage. Yeh (1975) employed quasilinearisation (Bellman
and Kalaba, 1965) to estimate diffusivity of an unconfined

aquifer by employing historical data of stream-aquifer inter

action. Singh and Sagar (1977; developed an analytical method
to determine aquifer diffusivity using the Green's function of

linearised Boussinesq's equation and specifying an extra boun
dary condition at the stream aquifer interface. In a
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subsequently reported study (Sagar and Singh, 1979) they studied

the effect of observational errors in the raw data on the values

of estimated diffusivity. Almost all the proposed methods have

many built-in assumptions, the more restrictive amongst these are

one dimensional flow, absence of vertical accretion and the exis

tence of impervious boundary condition at the other end of the

aquifer. These methods can thus, be employed to estimate aquifer

parameters of flood plains. The study reported by Venetis (1971)

overcomes the assumption of 'no vertical accretion' in a somewhat

limited way by assuming uniform accretion. Other reported contri

butions are by Ferris (1952; and Rowe (I960;.

A more general form of the excitation-response, in the

context of parameter estimation of groundwater system, will be

the piezometric head fluctuations in space and time as a response

to known-pumping/recharge pattern, boundary conditions (incorpora

ting the fluctuations of waterlevel in hydraulically connected

rivers, if any) and initial conditions. The estimation of aqui

fer parameters fr.m such excitation-response data has to be

essentially based upon Boussinesq's equation since closed form

analytical solutions for such complex system are not available-

This approach has been in general termed as 'inverse problem' in

groundwater hydrology. The prevalent methods of estimating

aquifer parameters by inverse problem can be classified in two

categories i.e. indirect and direct (Neuman, 197>b).

......
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The indirect methods essentially consist of repetitive

numerical solution of the Boussinesq's equation with successi

vely modified aquifer parameter values, to affect the closest

reproduction of recorded aquifer response und^r the recorded-

excitati.ns (withdrawals, recharge), initial conditions and

boundary conditions. The modification in the aquifer parameter

values at the end of each iteration can be either based upon

mathematically rigorous procedures (JKhowles* et al, 1972? PVenson
and Johnson,' 19^5 ), cv upon subjective judgement. The latter

approach is also known as 'calibration' or 'subjective optimi
sation' .

In the direct methods of solving inverse problem,

Boussinesq's equation is directly solved foi the aquifer para

meters. The equation (2-5; when rewritten with transmissibility
as the unknown, becomes a first .rdir partial differential

equation and can be written as follows :

IS t? +%*-&***= §+ v0+ «*• 41 - i*«>
The boundary conditions necessary for solving this partial

differential equation directly for transmissibility, consist

of transmissibility values at the boundaries, also known as

Cauchy data (Emsellem and DeMarsily, 1971;. This approach can

afford the estimation of spatially distributed transmissibility
values from the piezometric and vertical accretion data of a

single time period, provided the data are elaborate enough to

permit the estimation of spatially distributed spatial and
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temporal derivatives of the piezometric head. Since a single
uncoupled differential equation can yield the solution of one

variable only, the method can not be used to estimate both tran

smissibility and the storage coefficient. Bfibhez the storage

coefficient should be an input data-or the piezometric data should

correspond to steady-state conditions.This 'differential equation'

approach is serously handicapped by the fact that in most of the

real situations the necessary 'Cauchy data' are not available.

This problem can be overcome by ^ploying :JUlti?le„period data§

The overdeter.ained system, so obtained, can be employed to arri

at such values of the parameters which minimise a predeoided fur .

•ctional of the residues in the Boussinesq's equation. This appro

ach affords the 'smoothening' of the effects of discrepancies in

the raw data. Various f0r^s of functionals can be adopted. It can
be proved that 'least -square' yields the most likelyhood solution

when the errors in raw data are normally distributed (Beck and

Arnold,1977).This least-square form of the residue functional,
necessitates Ghe use of nonlinear programming.Cooley (l977)propo-

sed the method of regression for the estimation of parameters of

a two-dimensional steady-state flow domain. in £ subsequent paper

(Cooley,1979) he analysed the goodness of fit and significance of

computed parameters. Kleinecke (1971) adopted 'mini-max'and'the

sum of the modulii' functionals and used linear programming to

obtain optimal values of aquifer parameters. The main drawback of

this method is that the final solution may not include the para

meters of all the grid points. In the aforesaid study, out of 144

nodes, 44 did not produce an estimate of storage coefficient.

Transmissibility results were even more sparse; of the 676 esti

mates of transmissiDility, 56 percent were not in the solution.Subsec



23

quently Nevarro (1977; modified the method of Kleinecke to make

use of field information relating to the values of storage

coefficient and transmissibility.

Sagar and others (1973, 1975) proposed the 'algebraic

equation' method which dispenses with the requirement of boun

dary conditions and is not based upon the discretisation of

space by nodal points. The spatial derivatives of hydraulic

head are estimated by one dimensional spline functions fitted

to the observed hydraulic head data. The boundary conditions

are eliminated by studying the water budget at each individual

space point and the parameters are estimated by minimising the

sum of the squares of the residues (i.e. the imbalances in the

microlevel water budgets;. The proposed method affords the

estimation of transmissibility only.

'Lmsellem and DeMarsily (1971; for the first time

demonstrated the use of multiple objectives, in the context

of aquifer parameter estimation. One of the objectives was

to minimise the residue functional and che other was to affect

'smoothness' with respect to the variation of transmissibility

in space. The suggested approach is to reduce gradually the

residue functional by relaxing the 'smoothness' until any

further relaxation does not affect the residue functional

significantly. The method applies to steady state conditions

and thus, can yield only transmissibility estimates. The idea

of multiple objectives has been further extended by Neuman,

(1973b,1975). He has proposed a number of criteria to affect
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'smoothness' of solution. The problem has been solved by

applying parametric linear programming to a finite element

based model of groundwater flow.

The finite element method was also used by Prind and

Pinder (1973; for solving inverse problem. Hairnes and others

(1968) employed decomposition and multilevel optimisation, to

arrive at optimal aquifer parameters. The method assumes an

infinite aquifer, labadie (1975) proposed the term 'Surro

gate parameters' meaning that the estimated parameters may be

quite different from the aquifer properties, because these

parameters represent a sort of lumped effect of aquifer pro

perties and many other unaccounted local features like hetero

geneity, Oomplex boundary conditions etc. This concept was

first explicitly expressed in this study, though it is implicit

in almost all the inverse problem methods.

Nutbrown (1975; proposed another viable method of esti

mating transmissibility and storage Coefficient. Transmissibi

lity is estimated by studying the waterbalance of a stream tube

for a period of zero storage change. The stream tube is extend

ed to a 'turning point' (water divide) and thus, the trans

missibility at the other end is determined. Storage coefficient

is found by employing the data of period displaying storage

changes. This approach v/as further extended by Brities and

Morel (1979; who incorporated 'equivalent steady state' con

cept for interpolation, in the aforesaid approach. Other

significant contributions are - Energy dissipation method by
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Nelson (1968;, use of hybrid computations by Vemuri and Karplus
(1969;, study on impact of additional data on calibration by
Gates and Kisiel (1974;, regression based drawdown model by
Haddock (1976;, use of subjective information by Level and

others (1972). Though most of the proposed inverse problems
models are aimed at the estimation of aquifer parameters, in
a few reported studies the aquifer excitation has also been

estimated ( Tison, 1965, Monech and Kisiel, 1970, Venetis,1971,
Sagar et al 1975).

2.4 OPTIMAL GROUNDWATER WITHDRAWALS AND CONJUNCTIVE USE

It was recognised by Banks in 1953 (Young and Bredehoeft,
1972; that aquifers can serve as water storage reservoirs, and
the conjunctive use of releases from aquifer and the surface

water supplies can go a long way in increasing the monetary
returns.

Buras (1963) solved the problem of arriving at optimal

operating policies of the surface and groundwater reservoirs

by employing dynamic programming. In this study optimality is
defined as the maximised net returns on the basis of certain

assumed benefit functions of quadratic and parabolic type for

surface and groundwaters respectively. Pumpage is limited by
the water available in the aquifer and surface water releases

limited by the amount of water stored behind the dam plus the
quantity flowing into the reservoir in the current period. The

operating policy is defined with respect to a lumped system,



26

thereby ignoring the distributed nature of the groundwater

system.

Young and Bredehoeft (1972) proposed a simulation model

for solving the management problems of conjunctive use. The

model accounts for the stream aquifer interaction and the dis

tributed nature of groundwater flow. The stream aquifer inter

action is restricted by a penalty function. The model, being

simulation based, does not directly provide the optimal solu

tion but can yield the value of objective function for each

of a number of alternative courses of action. Prom the array

of computed outcomes approximate optimum may be identified.

Yu and Haimes (1974) suggested an analysis in which

multilevel formulation is used for explicitly coupling the

distributed groundwater flow model with a management scheme

to optimise conjunctive use of ground and surface waters.

Maddock and Haimes (1975) demonstrated the use of 'algebraic

technological functions' for Coupling a distributed groundwater

system with a tax quota management scheme. These functions

essentially relate the aquifer response at any point and time

to the pumping at all the space point upto the time period

under consideration (Maddock, 1972) and unit response func

tions. These unit response functions can be obtained numeri

cally or analytically and are stored in the computer memory.

This approach, quite similar to the discrete kernel approach

proposed by Morel-Seytoux (1975), can cut down the Computer
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time significantly but will require large storage especially

in case of unsymmetrical large areas. Haimes and Dreizin(1977)

used decomposition for analysing the conjunctive use problem. A

constant return per unit volume of wator anywhere in space and

time is Considered. The study is extonded in a subsequent paper

(Dreizin and Haimes, 1977).

One of the earliest reported studies incorporating the

distributed aquifer response and the benefits from agricultural

activity, is that of Young and Bredehoeft (1972;. It explicitly

incorporates the areas under different crops as decision varia

bles, though within the frame work of simulation rather than

optimisation model. An optimisation model, in this context,was

proposed by Roger and Smith (1970) (Figure 2.3;. The model is

based upon linear programming and the groundwater response is

considered as lumped. Linear programming though numerically very

elegant is rather restrictive, in the sense that it requires the

net benefits and the associated constraints to be expressed as

linear functions of the decision variables. This is quite fre

quently employed because of its computational ease rather than

its capability to represent the real easterns; which more often

than not are nonlinear. In the aforesaid model the constraint

of restricting the watertable elevations has been linearised

by lumping the system in space. Similarly, the nonlinear

nature of the objective function has been linearised by assum

ing amongst other things lift-independent cost of pumping.
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The distributed nature of the groundwater system can be
accounted for in a linear programming model on the lines of the

procedure suggested by Lduardo and others (1974;. While solving
the problem of dewatering with minimum pumping, they imposed
the constraints of xestricting the spatially distributed water-

table elevations below a predecided level, within the framework
of linear programming. This was accomplished by treating the
steady state nodal watertable elevations as decision variables

and including the finite difference forms of the governing

differential equation as equality constraints. This approach

is feasible when the groundwater withdrawals are uniform in

time and the constraints of restricting watertable elevations

within a range can be defined in terms of steady state condi

tions. This may be valid when the water is primarily pumped

for use in some perennial industry. In case of time variant

periodic withdrawals for agricultural activity the number of

decision variables to define aforesaid constraints for all

times will blow up to an unmanageable limit. «» other notable
studies related to the inclusion of the distributed character

of groundwater system are by Pinder and Bredehoeft (1968, and
Bredehoeft and Pinder (1970;.

H
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CHAPTER - 3

LEAST SQUARE POLYNOMIAL APPROXIMATION FOR SPATIAL
VARIATION OP PIEZOMETRIC HEAD

3.1 PROBLEM IDENTIFICATION

A historical record of spatial and temporal variation

of piezometric head is a prerequisite for carrying out studies

for quantitative evaluation of groundwater potential. The

available records usually consist of piezometric head measured

periodically in observation wells (open wells or piezometers;.

These discrete point data can be employed to generate conti

nuous functions which approximate the true functional rela

tions between the piezometric head and the spatial coordinates,

in the domain bounded by the observation wells. These approxi

mate functional relations can greatly facilitate the subsequent

analysis of the data. In the following paragraphs a deter

ministic method for generating such approximate functional

relations has been developed. The method considers the avail

able piezometric data to be made up of the true values and an

unmeasured Gaussian data noise.

3.2 PROCESSING OF PIEZOMETRIC DATA

The observation well data can be processed to yield a

variety of information relating to the groundwater movement,

storages and the piezometric elevations at other locations in

space. The data processing requirements are :

(i) Differentiation : The differentiation of the piezometric
head with respect to space is necessitated by the linear
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velocity - hydraulic gradient relation incorporated in Darcy's

law (equation 2.1;. Thus, the first derivative of piezometric

head with respect to space i.e. the hydraulic gradient needs

to be calculated for the estimation of subsurface velocities

and horizontal recharge. Similarly the second spatial deriva

tives of piezometric head assist in the calculation of the im

balance between the horizontal inflows and the outflows at any

space point.

(ii; Integration : The integration of piezometric head in

space is required to be carried out for estimating the water

released from or taken into groundwater storage in a given area

during a certain duration.

(iiij Interpolation S The interpolation becomes necessary

when the nodal points of a distributed parameter groundwater

flow model do not coincide with the observation points. The

available data of the observation points are employed to

assign piezometric heads at the nodal points.

3.3 PREVALENT TECHNIQUES

The aforesaid mathematical operations can be performed

by arriving at a spatial variation of piezometric head using

stochastic, deterministic or graphical method. - Kriging, a

stochastic method (Delhomme, 1978; assumes that the ground

water system is too complex to be described by analytical

expressions. For a deterministic system analysis, the spatial

variation can be arrived at by graphical procedures or func

tional approximation. Alternatively finite differences can be

directly employed to perform the interpolation,differentiation

or integration.
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The graphical procedures essentially involve the drawing

of oontours of equal piezometric heads by visual inspection of

the piezometric elevations at the observation points. This pro

cedure, though employed quite frequently, has two major handi

caps i.e. the strong subjective bias and a subconscious assump

tion of linear variation of piezometric head between two obser

vation points. These handicaps become all the more pronounced

when the data points are sparse or nonuniformly distributed

over the space. The finite difference methods of differentia

tion, integration and interpolation are procedures which in most

of the cases, afford the estimation of error bounds. However, the

requirement of data positioning along two orthogonal directions

is very rarely satisfied.

The 'functional approximation' approach consists of appro

ximating the true functional relation betwen the piezometric head
and space coordinates

/_by an explicit function which is directly amenable to the mathe

matical operations. The functional approximation can either be

of 'exact' type i.e. no residues at the observation points or the

'least-square' type (Ralston, ±965). Thp°e procedures require

the total number of coefficients in the approximating function

to be equal to or iuSs than the total number of data points res

pectively. In case , the general form of the functional relation

is not known, a polynomial may be used to approximate the function

in a finite domain provided it is known a priori that tht function

is continuous. This approach is validated by the well known theo

rem due to vaeirstrass (Ralston, 1965). The Lagrangian methods



33 •

of 'exact' functional approximation in one dimension by a poly

nomial can be suitably extended to a two-dimensional situation.

This would however, require a polynomial of very high degree
which, apart from increasing the computational efforts involv

ed in the numerical operation of the function, can also cause

large artificial undulations of the functional estimate in be-

between the observation points.

The spline function approximation (Sagar, et al, 1973,

1975; involves passing piecewise continuous polynomial func

tions through the known functional values at the observation

points with the compatibility conditions at the interfaces of

the adjacent polynomials satisfied. This approach is a numeri

cal equivalent of fitting by french-curves, figure (3.1). It

overcomes the necessity of employing high degree polynomial,
but may still cause artificial undulations if the observation
al data are not completely error-free, as they would very rare
ly be, The differentiation of these approximating functions to
arrive at the derivatives of the true function, may involve
large errors originating from even small amplitude 'noise'

present in the raw piezometric head data (figure 3.2;.

The magnitudes of the 'noise' are unknown but their fre

quency distribution will be near-Gaussian if th, sample size is

large enough and there are no systematic errors (Beck and

Arnold, 1977). In such situations the smoothening of 'noise'

in the raw data can be accomplished by adopting a 'least square

polynomial' rather than an 'exact' polynomial, provided the
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adopted polynomial closely approximates the true functional

relation between the piezometric head and the spatial coordi

nates in the given domain of space. The relevence of the

smoothening process can be directly inferred from the 'smooth'

watertable or piezometric surfaces encountered in physical

situations of alluvial aquifers (Neuman, 1973; Sagar. e$ al,19?5).

3*4 LEAST SQUARE POLYNOMIAL APPROXIMATION

The spatial and temporal variation of piezometric head

in a groundwater aquifer is governed by the diffusion type of

equation. Therefore, one may consider the observed piezometric

values available at finite number of points in space and time

to be made up of two components i.e.

hik = hk ^pi' qi; + e i=1,....n ... (3-1)
k=1,. ...m

where h^ is the observed piezometric head at 1th observation
point (p., q. ; and k time interval; h, (p.,q.) is the true

value of piezometric head at (pi,qi; and kth discrete time
hk(P»q)a function of space coordinates p and q being the solu

tion of groundwater flow equation at kth discrete time ;(e ;is
random error associated with observations and assumed to be-

statistically uncorrelated; n is the number of observation

points and m is the number of time points.

For realistic conditions it may not be possible to know

functions hk (p,q; explicitly. However, it is known a priori

that these functions are continuous in space. The continuity

of these functions can be directly inferred from the continuity
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of watertable or the piezometric surfaces which do not show

any spatial discontinuity in aquifers free of hydr^geological

structures. Thus, the functions hk(p,q; can be approximated

by polynomials of the spatial coordinates p and q.H.(p,q).

By choosing an appropriate degree of the approximating poly

nomial, the difference between the true function and the

approximating function can be restricted to a small but non

zero value i».e<%

Max L|hk(p,q) - Hk(p,q)|] < 6e ... (3.2)
p,q

k = 1, ... fY| and 6 > 0

For obtaining a least square solution, the total number of the

coefficients in chosen polynomial must be less than the total

number of data points. The coefficients of the approximating

polynomials are estimated employing the observed piezometric

head data (hik), by the least square criterion which implies

the estimation of the coefficients in the chosen equation such

that the sum of the squares of the deviations of the observed

values from those predicted by the equation is minimised i.e.

2
Minimise z [ h.*k - Hk(p., q±;] ... (3.3;

The residues at the ith observation point (at kth time point )are
given by

ei = h*k - Hk(Pi> V ••• (3.4;
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A complete attenuation of the errors (£) and a one to one

representation of hk(p,q) by Hk(p,q) can be ensured only if

the residues (e^ are identical to the errors in the raw

data (€^) . However this identity would generally not be

occuring because of che following reasons :

(i) The true form of the function hk(p,q) is not known and
it is being approximated by hyp.q). According to the
Wierstrass theorem the minimum difference between the

two functions within the domain c'f-the observation

points, will always be greater than zero,

(ii) Even if the true form of function h. <p,q) were known,
(ei) will be identical to (€.) only if the latter are

normally distributed. Because of the finite sample

size the frequency distribution of the errors may be

normal only approximately.

3.5 SIMULAT7.0f? STUDIES

Simulation studies were carried out to determine the

extent to which the residues of the least square polynomials

are identical to the errors in the raw data. The degree of

similarity between the true function h,(p,q) and the approxi

mating function Hk(p,q); and the level of error attenuation

are directly dependent upon it. This exercise relates to one

dimensional flow domain and demonstrates the utility of least

square polynomial approximation in attenuating the unmeasured

data noise. The study was carried out by simulating monthly

watertable elevations of 24 months at 40 equally spaced points

in a one-dimensional flow domain with constant head

boundaries (Figure 3.3),
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The 'observed watertable elevation' at i observation

point (p coordinate * J*.) and k time point, h.f is given by

hik= W +e ^°»°2^ ••• C3*$;

where &k(p; is the function describing the spatial variation
thof hydraulic head at k " time point and e are normally dis

tributed error. The true watertable elevations were generated

by the numerical Solution of the partial differential equation

governing one dimensional groundwater flow. The initial condi

tion i.e. h1(p; are simulated by Dupuit-Forchhiemer equation

for steady state one-dimensional groundwater flow in homoge

nous unconfined aquifer with no vertical accretion (figure 3-3).

Vp; =

2 2 1 V2
2 zl - z? !z _ .*.. *~ p ... (3.6;

Constant head boundary conditions are imposed by stipulating

hk(0) and hk(l) as constants for all k's i.e. h.(0) = z and
hk(L; - z2 (figure 3*3).

The following differential equation is solved numeri

cally to generate true watertable elevations for the remaining

23 months (i.e. h, (pj, k > 1) , The. num^xic-cX ^otui'loo i* okfraJnaA
y t'tnife difference. Cimp)«'c-'t ) <4cMe.**e..

|j (Tpp dh/apj +q =s ah/at ...(3.7)

This is the governing differential equation for one-dimensional

unsteady groundwater flow in Confined aquifer with vertical

accretion Q. T and S are the aquifer characteristics. In
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the present study this equation has been solved to simulate the

response of unconfined aquifer by varying the transmissibility

at each time step to account for the varying saturated thick

ness caused by fluctuating watertable. The entire domain was

discrotised by equally spaced 40 nodal points and each month

was discretised by two 15 days' periods. Uniform transmissi-

bility of 2000 m /day was assigned for each node. Normally

distributed random numbers were generated to simulate the

following elements. The stipulated global mean (yi) and vari

ance (o), and the range of variation at 95 percent level of

confidence (^ + 2c; for each element are also given.

i) Nodal storage coefficient values, n = 0.1, d - 0.0;l

Range = 0.03 to 0.12. Thus the simulated range for

diffusivity (T/S; is 1.6 x 104 to 2.4 x 104" m2/day

ii; Nodal vertical accretion for k period (k = 1 to 24)

p. = Q^ <S - 0.1 Qk/ Range = 0.8 §fc/to 1.2 $k/

k' = k for k < 12 ... (3-8;

- k-12 for k >12

Thus, k' varies from 1 to 12, a, are assigned as

monthly mean accretions of Ganga basin for twelve

months (table 3.1;.

iii; Observational errors ^ • 0.0 with two levels of

standard deviation o" = 0-15, Range • -0.30 to

+ 0.30 (medium errors;,- a = 0.30, Range = -0.60 to

+ 0.60 (large errors;. Different sets of random

numbers were generated for each period.
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Table 3.1 Aquifer excitations for simulation
study

Month (k; Rainfall (mm; Withdrawals(mm;

»

1 200.0 8.0

2 200.0 8.0

3 200.0 8.0

4 • 200.0 8.0

5 0.0 12.0

6 20.0 8.0

7 20.0 8.0

8 0.0 15.0

9 0.0 32.0

10 o.O 28.0

11 0.0 28.0

12 20.0 28.0

Recharge coefficient for rainfall = 0.18
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Two observed hydraulic head matrices (hik; were simulat

ed employing the simulated values of \(pj) and 2 for two

different levels of <5• A third set was generated by assuming

no observational errors. Two different situations i.e. sparse

and dense network of data collecting points were simulated by

utilizing the (hik) data of alternate nodes and of all the

nodes for fitting the least square polynomials. The poly

nomial degree was restricted to four. The simulation proce

dure was repeated with different sets of random numbers. Three

replications were carried out in the present study. Results

of a typical run are shown in figure 3.4.

The following summary statistics were calculated for each

of the periods. Additional variance caused by errors at k

time point in r replication, V^ is given by

The part of the additional variance which is unexplained even

after 'smoothening*, Ukr is given by

Ukr m\ HVPiJ - MPiU2 '•• (3.10;
* t hHere (hik;, hk(p) and Hk(p; pertain to the r replication.

Therefore, the fraction of the additional variance which is

t h
attenuated by 'smoothening' the data of k time is given by

Ekr= ISjJ^SS ... (3.11;
Vkr
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thThus the mean error attenuation for k time is given by

n
r

'r

r

E E

\ = ——-- ... C3.12;

where n is the total number of replications.

The confidence limits of E, are given by

J nr

2 z ^Bkr " V2 „ xwhere <: = ~S £— ♦ .. (3.14)
E («r " 1 )

The mean (E, ; along with the envelops of confidence limits

at 95 percent level of confidence were calculated for the com

binations of the following -

i; Two different levels of observational errors i.e.

<5 = 0.15 and 0.30 meters

ii; Two different levels of data point spacings i.e.

1 and 2 kilometers.

Following statistics were estimated for the least square poly

nomials fitted to the true data i.e. the case of no observa

tion errors.

Pkr - (-^i; — t3'15'
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The mean residual error for kth period is given by

| p*r
" r

The confidence limits of pk are given by
tf t

P* + -*= ... (3.17;
/nr

where *2 = 1^•' ?*jf ,. 18 J
P nr- 1 •*• (%18j

(pk) alongwith their envelops of confidence were estimated
for the two levels of data spacing.

The plots of (Ek; are given in figure 3-5. The confidence
intervals are given in table 3-2. These results indicate that a

considerable part of the additional variance (V, ; in the raw

data is eliminated by the smoothening provided by the least

square polynomial approximation. The error attenuation expressed

as a fraction of the additional variance, is more pronounced

and certain for large errors and dense data (tf = 0.30 meters,
spacing=l km;. For small errors the attenuation is effective only
if the data are dense. In case of completely error free data the

inadequacy of least square fits in providing zero residues at

the observation points is simulated by (pk;. The plots of (p )
are given in figure 3-6. The confidence intervals are given in

table 3.3. as can be expected the estimates of (p ) for dense
data are smaller than those for sparse data.
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Table 3«2 - Confidence Interval of E~ at 95 percent level

Period Confidence Intervals
k o =0.30 nf

£paclng=l £m 2" km

0.82-0.96

"~1 km'"' 2'km ~"

1 0.63-0.99 -0.10-1.00 0-48-1.00

2 0.80-0.85 0.30-0.95 0.18-0.95 0.30-0.81

3 0.68-0.84 0.04-0.97 -0.04-1.00 -0.01-0.94

4 0.65-0.93 -0.17-0.74 0.57-0.91 -0.70-0.91

5 0.54-0.82 -1.30-1.0 0.33-0.60 -0.71-0.24

6 0.60-0.98 0.47-0.71 0.03-1.00 0.17-0.87

7 0.53-0.92 0.11-0.90 0.34-1.00 -0.17-0.98

8 0.69-1.00 0.35-0.80 0.73-0.89 0.13-0.80

9 0.71-0.85 0.43-0.83 0.26-0.96 0-33-0.71
10 0.55-1.00 0.50-0.82 0.10-1.00 0.26-0.69

11 0.65-1.00 0.40-0.61 0.61-0.98 -0.11-0.75
12 0.61-0.91 0.12-0.95 0.28-0.93 0.19-0.63

13 0.71-0.91 0.21-0.39 0.57-0.78 0.05-0.27

14 0.61-0.90 0.60-0.89 0.47-0.86 0.55-0.83

15 0.74-0.90 0.47-0.97 -0.22-1.00 0.20-1.00

16 0.38-0.92 -0.07-1.00 0.30-0.72 -0.00-0.96
17 0.57-0.84 -0.28-0.84 0.25-0.89 -1.33-1.00

18 0.64-1.00 0.24-0.62 0.11-1.00 -0.25-0.89

19 0.54-0.93 0.43-0.84 0.12-1.00 0.07-1.00

20 0.71-U.90 0.46-0.81 0.17-0.93 0.02-0.86

21 0.60-1.00 0.47-0.89 00.17-1.00 0.37-0.84
22 0.50-0.96 0-45-0.80 -o.81-l.00 0.15-0.72

23 0.64-0.92 0.55-0.75 0.35-1.00 0.18-0.71

24 0.46-0.87 0.14-0.55 0.37-1.00 0.07-0.31

25 0.32-1.00 -0.32-1.00 -0.04-1.00 -1.08-1.00
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3-6 SELECTION OF LEAST SQUARE POLYNOMIAL

As the degree of the least square polynomial is increased,

it may get closer and closer to the true functional relation be

tween the piezometric head and the space coordinates in the given

domain. However, beyond a certain limit, any further increase in

the degree of the polynomial may only induce the approximating

least square polynomial to conform to 'noise' pattern of the raw

data instead of providing a better approximation to the true piezo

metric surface. Obviously beyond this limit, the higher degree

polynomials start providing a poorer approximation to the true

piezometric surface. Similarly partial polynomials may provide

better approximation than a full polynomial. This effect has been
by

demonstratedZrepeating the third replication of the simulation

study (described in previous paragraph; with a sixth degree poly

nomial. By increasing the degree of polynomial from four six, E^

registered a decline instead of arise (figures 3 .7 and 3«8).

Thus, it is desirable to arrive at an optimal form of polynomial

i.e. a partial polynomial of minimum possible degree and terms.

This, apart from providing a better approximation, also minimises

the computational efforts. The optimal form of the approximating

function can be arrived at by employing the statistical tests of

significance (Daniel and Wood, 1971 J.

The standard tests of significance used in the context

of multiple regression, can be directly applicable to least

square polynomials provided the 'independent variables' (i.e.

the terms containing different exponents of the spatial coordi

nates; are not correlated to each other(Dooge, 1973)• This

will hold if the spatial coordinates and hence the 'independent

variables' are known exactly (without any error; and are thus,



•

iJt,
•

X
•

x +
+ X*

•

•

+ i
•

• +

*

K

I X

• t
•

+

' 4

•*.+

U
* +

• +

.

•

+ •
+

+ •

• TRUE WATERTABLE ELEVATION ^

+ OBSERVED WATERTABLE ELEVATION i

x LEAST SQUARE APPROXIMATION
+

•

X

+ *

t
t

•
POLYNOMIAL DEGREE: 4

<y = 030 m

k = 1

X

r = 3 +•

E,= 0.75
K

a

FIG.37-4th. DEGREE POLYNOMIAL

52



i
+

t ♦

*V
X*
4 X*

1
t

l

* X

* •+
X

• i

•t

• TRUE WATERTABLE ELEVATION

4 OBSERVED WATER TABLE ELEVATION

x LEAST SQUARE APPROXIMATION

POLYNOMIAL DEGREE : 6

<r = 0.30 m

k = 1

= 3

E,s= 068

+ .
+

4 »

+.
x

4
.

X

X

+

FIG.3.8-6th. DEGREE POLYNOMIAL

53

i



5h

deterministic in nature. The statistical tests that can be used,

to arrive at the polynomial, are given in the following para
graphs.

3.6.1 Degree of Polynomial

The degree of polynomial can be decided on the basis of

criterion of minimum standard error s.

s2 =Z e2 / (n - np; ... (3.19;
n > np

where e± is the residue at i observation point i.e.

ei =hi*k "Hik (^i' V ••• (3.20;
2

2 e± is the sum of the squares of the residues (SSR;; n is

the total number of data points and n is the number of co

efficients in the polynomial; (n-n J is known as the degree of
XT

freedom (df) of the proposed least square polynomial. As the

degree of polynomial is increased, there will be a reduction

in SSR but at the same time (df) will also decrease. Thus, s2

may decrease with increasing degree upto a certain limit beyond

which it may start increasing. The polynomial which gives mini

mum standard error is chosen tentatively as the approximating

function (Ralston, 1965;.

3-6.2 Truncation of Polynomial

The Confidence limit for each of the estimated coefficient

can be defined for a given level of confidence. This criterion
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can be used to delineate the terms which contribute significan

tly towards the explaining power of the polynomial model.

The confidence limits of estimate for coefficient of

•feh
i term b. is given by

bi + t (n - np,| ; s.e (b^ ... (3-21)

where t(n-ru ^) is (1-ct) percentile of t distribution with

(n-nj degrees of freedom, s.e(b,; is the standard error of

bi and is given by

s.e(b.; = s /c. . ... (3.22;
1 >y 11

where G is the i diagonal element of the corrected sum
ii

of squares and product matrix.

The statistics for testing! b. = 0) is t = —|—r*—r
v. 1 s .e« \o • )

Null hypothesis is accepted if the Computed value of t is

lower than the critical value of t for (n-ru, d.f. at some

chosen level of confidence (generally 95 percent;. Acceptance

of the Null hypothesis implies that the i term does not have

significant explaining power and may be dropped. This way a

few terms of the polynomial may be dropped.

Students t test indicates the terms which may be dropp

ed. Howeverf it has to be tested if the reduced model (RM; gives

as good a fit as the full model (PM>. Coefficients of the poly

nomial with reduced number of terms and SSR are reeetimated. If

kd is the number of terms dropped then F statistic is estimated.
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[ ssr (rm; - ssr (fm; ] /k,
* - - —- ; — -^ ... (3.23;

SSR(FM;/(n-n ;

If the calculated F is large in comparison to the

tabulated value of F with kd and (n -n )degrees of freedom

at a percentile level of Confidence, the result is significant

at level a i.e. the reduced model is unsatisfactory. This im

plies that though each of the terms dropped invidually does not

have significant explaining power, but collectively these terms

explain a significant part in of the variation in hydraulic head.

Terms of the initially proposed polynomial to be retained

in the approximating function can be decided on tha basis ofcri

teria given above*

3.7 ACCEPTABILITY OF MODEL

Subsequent to the estimation of coefficients it is desir

able to make an assessment of the goodness of the fit. The most

widely used index is the multiple correlation coefficient R defi

ned by

r2 =i - -s ------ ~ ••• (5-24;
,e=i (h*k - hk i

n

\ V=i hWn
2

R represents the fraction of the initial variance explained

by the model.
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The adequacy of the proposed fit to approximate the true

function may be checked by examining the residues. The standard

residue at i station es. is given by

es i = &±/s ... (3.25;

The standard residues have zero mean and unit standard deviation.

In general when the model is correct,the standard residues tend

to fall between + 2 and their plots against independent variables

i.e.„x"and,y'do not exhibit any trend.

3.8 EVALUATION OF GROUNDWATm SYSTEM ELEMENTS

AS has been pointed out earlier, the approximating least

square functions can be employed to obtain system elements relat

ing to the groundwater studies. These are described in the

following paragraphs.

3.8.1 Groundwater Storage

The groundwater storage in k time can be estimated by

integrating the function -H. (p,q; over the space defined by the

study area. Thus, the groundwater storage SG, above datum zd)

is given by

SG. = J J S. [ H, (p,q; - ZD 1 dp dq ... (3-26;
* AG *

where AG is the study area. The integration over irregularly

shaped area can be carried out by dividing the area into finite

number of strips extending along one of the two directions, p

or q. The groundwater storage in i strip(figure 3.9; is

given by
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P? ^ Aq
^i = / / S. [H,(p,q;-ZD] dp dq ... (3.27)

mm
p=pi q=q.[

Total groundwater storage is given by

ns

SGk =.E. ^i ••• (3-28;
i=l

where ns is the total number of strips. The function) H,(x, y; -

ZD j can be integrated analytically. Thus AS± can be evaluated
directly if the. storage coefficient S is uniform in ith strip.

If S is varying^i strip, then SGk may have to be evaluated

by the numerical solution of equation (3.26).

3*8.2 Boundary Recharge

Total subsurface inflow rate from across the boundary of

the study area at k h time point is written as

Jk =£ "~c Hk(p,q)T dc ... (3.29;
o on

where C is the boundary contour and n is its inner normal.

The integration can be performed by dividing the boundary
cont our into finite number of elementary len.gths (f;Lgure 3«10).

Theri the subsurface flow from
+ Vi

i elementary length is given by

aii =
a

TC"
an

Hk<Pi.<li.) AL- T.' i i
• • .(3-30)

*
where p, and

*
qj_ arei the coordinates of the central point of

ith elementary length, AL. is the elementary length and T± is
the average transmissibility c>f i elementary length.
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ne

* i=l x

where n^ is the total number of elementary lengths. In equat

ion 3.30^ the hydraulic gradient in the direction nc can be

evaluated directly, knowing the average orientation of the ele

mentary length with respect to p and q directions.

3.8.3 Estimation of Second Spatial Derivatives
head

The second spatial derivatives of piezometric/can yield

the information relating to the imbalance between the subsurface

horizontal inflows and outflows at a given space point. These

derivatives can be directly obtained by differentiating the

approximating polynomial twice. Second spatial derivatives are

generally not needed in the conventional groundwater studies.

Their estimation is necessary for estimating transmissibility

by the direct methods of inverse problem (Sagar et al 1973,1975).

This aspect has been discussed in Chapter 4.

3.8.4 Hydraulic Continuity of Aquifer

Hydraulic discontinuities in the aquifer can originate

from geological structures like folds, faults or dykes. As a

result of these geological structures, the piezometric surface

will show discontinuity displayed by marked differences in piezo

metric elevations. Such piezometric surfaces can not be adequa

tely approximated by least square polynomials.

If the least square polynomial provides a good fit to

the observed data, the hydraulic continuity of the aquifer is
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established. The 'goodness' of a least square fit is character

ised by high correlation coefficient (low standard errors;, ran

dom distribution of standard residues in space and absence of

outliers. The orientation and distribution of outliers can give

some idea about the location and delineation of discontinuities

if present. However, the occurrence of outliers without any

systematic orientation in space can be due to some localised
phenomena like incomplete recoupment at the time of observation,

inadequate hydraulic connection between the well and the aquifer.

3.8.5. Interpolation and Contour Drawing
. th

Piezometric head at any space point (pif q±; in the k

time point h. (p., <1 ) can be approximated by the corresponding

functional value of H^ (p,4)«

hk (p±, q^^H^, q±) — (3-3D

This equation can be employed to interpolate the piezometric

head at any space point. However, the least square polynomial

H (p,q; provides a good approximation of hk (p,q) in a domain
covered by the observation points. Thus, the extrapolation of

head should be avoided.

The contours of equal piezometric head can be drawn by

locating adequate number of space points lying within the area

of interest, where the functional value of the approximating

polynomial equals the desired level of the contour. Thus, the
contour of piezometric head = hc at time k, is defined by the

following equation

H(p,q) =hr, ...(3-32)
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A finite number of real solutions of this equation can

yield the points of equal piezometric head ( =h ) which can be

joined to get the contour of h . This procedure can however be

very elaborate since it requires the repeated calculation of

real and complex roots of possibly large degree polynomials.

The other relatively simpler procedure involves the eva

luation of the approximating function at large number of closely

spaced points. The entire range of variation of piezometric

head can be discretised by a finite number of intervals. The

space points where the functional value changes from one inter

val to another, will roughly represent the contour of the common

elevation of these two successive intervals.

Both these procedures can be programmed on a digital

computer to accomplish computer assisted contour drawing.

3.9 COMPUTiK CODE

A general computer code has been developed to calculate

the optimal form and the coefficients of the least square poly

nomials. The code has the following salient features:

i) It normalises the coordinates prior to the calcula

tion of the coefficients of least square polynomial.

ii) It automatically detects and deletes (if so instruct

ed) the terms of the polynomial which do not contri-

but significantly towards the explaining power of

the polynomial. This is done on tae basis of students
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t test (Daniel and Wood, 1971;. The instruction

relating to the deletion of terms is conveyed through

an input integer variable.

iii) It automatically detects and deletes (if so instructed;

the 'outliers'. The detection of the outliers is bas

ed upon the standard residues. The instruction relat

ing to the deletion of the outliers is again conveyed

through an input integer variable.

iv; Subsequent to the deletion of the terms or the 'out

liers' the least square polynomial is recomputed with

revised form of the polynomial or with reduced number

of data points. The process is continued till t test

does not warrant any further deletion of terms and all

the standard residues/residues are acceptable.

v; After deciding the polynomial of minimum degree with

minimum number of terms and the corresponding least

square coefficients, the computer plots the watertable

contours, if so instructed (through an input integer

variable). The necessary input data for this, is the

geometry of the area. Plotting of the contours is

followed by the computation of mean watertable eleva

tion (by the process of integration; and mean boundary
gradient (through the process of differentiation;. If

so desired, the contours can also be plotted after

each deletion of the polynomial terms or the data

points.
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vi; The form of the least square polynomial and the c

efficients are stored in disk/tape for subsequent

calculations (if any).

The step wise procedure is shown in figure 3.9.



(Read the coordinates of observation points)

(Read observed head values for each observation point)

4 Read the exponents of the proposed full polynomial functiion J

Calculate the coefficients
of least square polynomial

Calculate the fit statistics ie

Print results ]

A

Routine for
integration

and

differentiation

Retain full
polynomial

Compare the variances of the full
and the partial polynomials and

compute F statistics

Yes

Routine for

contour plotting

Plot the

standard residues

Go tor
higher

degree polynomial

Yes No

(Print \
contours I

66

Delete the

outliers / terms
of insignificant t

Routfne for

contour plotting

f~ Print the ~*\
V final polynomial J
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CHAPTER - 4

AQUIFER Pj&AMESm ESTIMATION BY INVERSE PROBLEM

4.1 PROBiEM IDENTIFICATION

Simulation of the response of aquifer to a deterministic

pattern of groundwater withdrawals and recharge is known as

•direct problem' in groundwater hydrology and is of immense inter

est to groundwater planners. The data requirement for carrying

out such a study includes the spatially distributed estimates of

the insitu transmissibility (T) and storage coefficient/specific

yields (S ;.

Test pumping, the most popular method of estimating these

parameters, involves generating the aquifer response ta the pump

ing in a single well. The generated data are analysed to arrive
at the estimates of aquifer properties. The analysis is usually

based upon Theis equation (Theis, 1935) which is the governing

equation for radial-unsteady groundwater flow in a confined,

homogenous, isotropic aquifer towards a fully penetrating well

of infinitesimal size from which water is abstracted at a

constant rate. Apart from the uncertainties associated with

these assumptions, the test pumpings have to be generally

restricted to a few number due to high cost involved. The

results of a few spatial points are generally employed to

assign nodal values in a distributed model.

The other approach for estimating S and T, known as

inverse problem, is to employ the historical data of aquifer
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response and the corresponding aquifer excitations. The aquifer

excitation can be either of the form of vertical accretions

(Kleinecke, 1971; Sagar et al, 1973, 1975;, or change in the

boundary conditions like river stage (Singh and Sagar, 1977).

In the following paragraphs a numerical scheme for estimating

aquifer parameters by this approach has been developed. The

proposed scheme is based upon analysis of historical aquifer

response to vertical accretions. The vertical accretions may

be resulting from human-activity (e.g. pumping; and/or natural

phenomena (e.g. rainfall)*

4.2 PROBLEM DEFINITION

The application of inverse problem in groundwater hydro

logy has been mostly confined to the estimation of storage co

efficient and transmissibility. The solution generally requires

a prior knowledge of the directions of principal permeabilities

and the distribution of net vertical accretion in space and time.

The available field data are generally not adequate to

afford a direct estimation of the directions of principal per

meabilities. Historical Records of rainfall-recharge - an

important component of the net accretion in tropics, are almost

never available because rainfall-recharge can not be directly

measured at field level. The recharge data are indirectly derived

from the rainfall data. The differential equation, approach of

estimating the recharge from rainfall (Krishnamurthy, 1977)

requires enormous data relating to amongst others, the soil
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moisture distribution and permeability.- soil moisture curves.

The enormity of data requirement prohibits the application of

this approach to field problems. The most widely used approach

is to employ certain semi-empirical (nushton and Ward, 1979; or

empirical (Chaturvedi and Chandra, 1961; relations between rain

fall and the recharge. These relations incorporate certain

parameters like field-capacity, recharge coefficient, thresh-

hold rainfall.

These parameters may vary considerably in space and there

fore, should be evaluated for the study area. However, their

evaluation can be very elaborate affair, since these are not

physically measurable quantities, in most of the studies, cer

tain values for these parameters are assumed on the basis of

estimated parameters of neighbouring or even distant places.

Thus the applicability of the inverse problem for the

estimation of aquifer parameter can be greatly enhanced by in

corporating the estimation of the orientation of principal per

meability directions and the recharge parameters amongst its

objectives.

4.3 DIFFERENTIAL EQUATION

The governing differential equation of two dimensional

transient groundwater flow in a heterogenous and anisotropic

confined aquifer (equation 2.5; can be rewritten as

a2h d2h 91xx ah dTw dh s $h (a i ,
" ax2 yy ay2 ax ax ay ay at
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This equation is valid for confined aquifers only since it

assumes a time invariant thickness of saturated flow and uni

form horizontal velocity over the entire depth of flow How

ever, the equation may be nearly valid for unconfined aquifers

as well provided

i; Dupuit Forchheimer' s assumptions are satisfied.

ii; Temporal fluctuations of watertable are small in

comparison to the mean saturated thickness. The

aquifer parameters will thus, correspond to the

mean saturated thickness.

Assuming that the hydraulic gradients (ah/ax, ah/ey; and

the transmissibility gradients ( dT^/dx, d T /ay; are small

their products will be negligibly small in comparison to other

terms of equation 4»1« Neglecting these terms, the equation

reduces to the following form -

Txx d2*1/^2 +^yy a2h/ay2 +4 =S ah/at ... (4.2;

a h/dx and a h/3y are the second spatial derivatives of the

piezometric head in the directions of the principal permeabi-

litias. These can be defined in terms of the corresponding deri

vatives Dp and Dq in any two arbitrarily decided orthogonal

direction p and q.

a2h/dx2 =D Cos2 9 +Dq Sin2 Q ... (4.3)

and a2h/dy2 = D Sin2 Q + D Cos2 y ... (4.4;

*/wcJl o«JiJ!~ A nry^v^Ljji .
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where 9 is the angle between the two sets of the orthogonal

axes (figure 4.1).

Al amatively, the governing differential equation can

also be written in terms of T $ and T (Sagar, 1975) with
pp' qq pq ° '

2
the associated non-equality constraint T I _ (T ) > 0.

pp qq pqy -

The proposed approach, apart from eliminating this constraint,

affords an explicit estimation of the orientation of principal-

permeability directions.

Equation 4.2 can be rewritten as

,JWLp Cos2 e +Dq Sin2 e) +V(Bp Sin2 G+DnCos2e)+ °
= S 3h/3t . . . (4.5)

The solution of direct problem for an anisotropic aqui

fer with spatially varrying 6, can be obtained through the

solution of governing differential equation by finite element

method (Freeze and Cherry, 1979; Pinder and Gray, 1977)

4.4 ANALYSIS OF RECRAEGE

In equation 4.5, Q is the spatially and temporally

varying net vertical recharge rate Per unit area and equals the

algebraic sum of the following inflow and outflow components.

i) Inflows (Positive recharge)

a) Recharge due to rainfall

b) Return flows from applied irrigation

c) Artificial recharge

d) Seepage from canals

ii) Out Hows (negative recharge)
a) Groundwater pumpage

b) Evapotranspiration
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In most of the aquifers, the rainfall recharge and the

groundwater pumpage, are the predominant components of the net-

recharge. Thus Q for i space point and k time period can

be written as

^ik = Rik " Wik + Xik ...(4.6;

R. is the rainfall recharge, W^ is the effective with-

drawal (i.e. the withdrawal adjusted for the return flow; and

X . is the algebraic sum (recharge taken positive and dis-
i£

charge negative; of all other components of Qjj.*

The rainfall recharge R.. is an important component of

groundwater balance in the tropic regions and the available

rainfall records are usually adequate to estimate the spatial

and temporal distribution of rainfall. Therefore, conceptual

or physical-process rainfall-recharge relations have to be in

corporated in equations 4»5 and 4«6. with the aim of identi

fying the parameters involved in these relations.

The general form of these relations can be written as

Rik =*r (pik. pi,k-l- •" pi,k-me> «l> — <4-7)

where P.. is the rainfall at i h space point during k period

m is the number of preceeding periods' rainfalls affecting the
«

recharge in the current period, a is a row matrix containing nQ

number of parameters. In the soil moisture budgtting procedure

(equation 2.10 ) the parameter to be determined will he the field
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capacity. In case the elaborate data required for this proce

dure are not available simpler locally applicable functional

forms can be employed and the built-in parameters estimated*

The simplest functional form could be as follows -
/

8 = Kr P ...(4-8;

where Kr is known as recharge coefficient. Ohandra et al (1975.

1979) have estimated Kr for different interbasins of Indo-Gan-

getic plains by carrying out seasonal waterbalance studies. The

studies indicate small temporal variability of K for a given

basin. For shorter time periods the antecedent soil moisture

conditions can be accounted for by incorporating a parameter

thresh-hold rainfall, (a^) - the minimum rainfall required in
one time period to fill in the soil moisture deficiency. Thus,

the rainfall-recharge relation can be written as follows -

Rik =al C*2 *i]c+<l-ajb ^i?k_i-a^Jii PlfM< 4 ..(4-9a;

=0 if »| >tti P^Hl-a^Pi^..! and P£ffc.1< a\
Rik= «it«2 ^k^^^i.k-lH^ fi,k-l >4 "-(4.9b;

where ap,a2 sin'^ aj, are the recharge parameters of I point. The

ai corresponds to the recharge coefficient and a? accounts for

the delayed aquifer response. ***•»

The approach of incorporating the rainfall-recharge para

meters in the inverse problem formulation not only provides con

sistent estimates of historical rainfall recharge, but also

effectively calibrates the locally acceptable functional forms

of the rainfall recharge relations.
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4«5 DISCRETISATION OF BOUSSINESQ'S EQUATION

Equation 4«5 is the continuous form of the governing

differential equation. Its discretisation will involve writ

ing down the following terms for discrete space and time points.

i; Recharge i.e. Q

2 2 2iij Spatial and temporal derivatives i.e. a h/ap , d h/

di2 and ah/at.
iiij Aquifer parameters

Employing the discretised form of Q as arrived in equa

tions (4»6; and (4.7), equation (4«5; can be rewritten as

TXi(lJPik Cos20i+ DQik 3in2Q±)+ TYi(DPik Sin2^* DQik Cos2©..;

+fr(pik, pi,k-l'"-pi,k-m >«i>- ¥ik+ Xik" Si *&" °
...(4.10;

where TXi, TYj_, Q±, Si are the aquifer properties of ith space
point corresponding to 1^, Tyy, Q and S; DPik, DQik and DTik

are the discretised forms of D d and ah/at for ith space
point and k time period.

Equation 4«lo can be rewritten as

f(TX., TY., ©., Blf a\ fr, DP.k, DQ.k, m^ W^, X±k,

Pik' Pi,k-1' *•• Pi,k-m^ =0 — C4«llJ

Equations 4.10 and 4»i# express the governing differen

tial equation in terms of
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i; The system properties:TX±, tY±t* V^S-^a1, *r
ii; Information derived from piezometric head data •

(DP.k;, (EQik;, (ETik;

iii; Information derived from rainfall records I

Pik' Pi,k-1' **" Pi,k-m

iv; Information derived from hydrologic, agricultural

and irrigation records : (Wik;, (X^>

4*6 ESTIMATION OF DERIVATIVES

The terms DPik, DQik and DTik appearing in equations k.10

and h»i% are the estimates of the second derivatives of the

piezometric head in two arbitrarily decided orthogonal direc

tions p and q (refer figurt 4«l; and the first temporal deriva

tive respectively. These terms are to be directly estimated

from the available historical piezometric data. The least

square polynomial approximation as described in Chapter 3 can

be employed to arrive at the derivatives of the piezometric

head. The least square polynomial , apart from smoothening

the data, also provides a closed form differentiable function

al relation between the piezometric head and the spatial co

ordinates. Thus if Hk(p,q; and Hk+1(p,q; are the least

square polynomial approximations for the functional relation

between the piezometric head and the space coordinates p and

q at beginning and at the end of k time interval respecti

vely then
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DPi*= * I^VPi'V +~2Hk+l CP±, »i> • (4-12;

i aD^ik= 2 K^i'V +£-2Hk+1(Pi,qi; .(4.13;

DTik
. Hk+1 (pi> V - Hk (pi' V

At,
(4.14;

where (p±, q^ are the coordinates (p,q; of the ith space point
and. Atk is the span of kth time interval.

4.7 DETERMINATE SYSTEM OF EQUATIONS

Equation 4*10 is the trigno-algebraic form of equation

4«2. The estimates of the derivatives (DPik;, (dq-k; and (DT - ;

can be obtained from the historical piezometric data, and the

estimates of (Wik; and (X±k; from the available historical data

relating to the groundwater withdrawals, canal supplies, evapo

transpiration etc. Substitution of these estimates in equation

4.10 for any given values of i and k, yields an equation in terms

of the system parameters. The equation involves (4 + n ) un-

knowns and is thus, indeterminate. However, it can be convert

ed into a determinate system by using multiple period data since

the unknowns are time-invariant. The determinate system, when

designed to estimate the properties of a single space point, will

consist of equation 4.10 written for ith space point and (4+ n ;
different time periods, i.e.
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TXi(DPik 006^+ D^±k Sin2^x;+ TYi(DPik Sin^+DQ^Cos2*,..;

*fr^Pik'Pi,k-l'"-pi,k-m <*L> ' %r^ik= Wik-Xik —U-*5j

K — i. » • • • •C4 +no)

The resulting system of non-linear simultaneous equations can be

solved for (4+ m) unknown variables. The procedure can be ridd-

ed with many problems since there are no fool-proof methods for

the solution of non-linear simultaneous equations. The system

of equations can be converted into a linear system by

assuming linear rainfall-recharge relation and assigning some

constant value to © (probably from the known hydrogeological

conditions of the aquifer under study;. To the latter there is

an alternative of writing the governing differential equation

in terms of Tppf Tqq and Tpq. This approach is likely to give
mathematically incompatible solution (i.e. computed T T may

be less than T2 ),

The transformation of equation 4*1 which is a first order

partial differential equation in T and T into an trigno-

algebraic equation in Txx and T has been accomplished by neg

lecting the third and fourth terms of the left hand side of

equation 4*1. The trigno-algebraic character of the governing

equation can be maintained even while retaining thea. terms ,by

treating dT^/dx and ai /ay as just another two unknowns^Ragar,

1975;. This however can lead to incompatible solution unless
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the parameters at all the space points are estimated jointly

and the compatibility conditions relating to the computed trans

missibility gradients and the computed spatial variation of

transmissibility are imposed. No significant improvement in

the solution may be obtained by retaining the terms unless

these conditions are imposed. The inclusion of theso condi

tions makes the problem computationally almost infeasible. Thus

these terms which anyway are of small order of magnitude, can
be neglected.

4.8 OPTIMISATION

Equation lu.lOis the discretised form of equation 4.2 and

in addition incorporates functional relationship for rainfall

recharge. The right hand side of this equation may not be

exactly zero under real world field conditions because of the

one or more of the following reasons.

x) There are many built-in assumptions in equation 4.2

which may not be always realistic. Neuman (1973; has

pointed out a large number of physical situations

which may violate many of these assumptions. These

situations include existence of fractures, unsaturat

ed flow, compressibility, three dimensional geometry,
changes in fluid density, non-Darcian flow in the

areas of high Reynold's number.

ii) Numerical errors associated with the estimation of

the spatial and temporal derivatives of piezometric
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head i.e. (DP±k;, (DQikJ and (DT±k;. These errors

can originate from the numerical algorithms adopted

to arrive at these derivatives.

iiij The assumptions incorporated in the adopted rainfall-

rainfall recharge relation (equations 4.7, 4.9; may

not be always valid.

Because of these possible discrepancies, the solution of

the system of simultaneous equations may yield grossly mislead

ing values of the parameters. Therefore, the determinate sys

tem can not be used to estimate the parameters in most of the

real-world situations.

4.8.I Residue Functional

Keeping this in view the equation 4*10 may be rewritten

as

TXi(DPik Cos2*.+ DQik Sin29.)+ TY^DP^Sin2^. +DQikCoS2y.; +

fr(Pik'Pi,k-l'-" pi,k-m • »*' " wik+ Xik~ SiDTik= eik •••(4-16,

where e±k is the residue in governing differential equation

when written in the discrete form as given in 4.10, for the

i l space point and k h time period. The exact magnitudes of
(e±k; are not known. However, these residues will have certain
frequency distribution. One of the most obvious frequency

distribution for a large sample is normal distribution with

zero mean. The frequency distribution is as follows
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f(*; = —^-—- exp [ - i ( | )2] ... (4.17;
/Tic" tf 2 °

If this assumption relating to the normal distribution of resi

dues holds good, then the minimisation of the sum of squares

of the residues yields the most likelihood estimates, i.e.

minimise Y-j given by

n m q
Y-, =z £ ef ... (4-18)

± i=l k=l 1JC

Subjectively speaking, the assumption of normal distribution

of 6 will be generally valid if sample size is large and there

are no systematic errors.

The other commonly used residue functional is the sum of

the modulii of the residues. The minimisation of this function

al yields the most likelihood solution if the residues are dis

tributed as per the following distribution.

- 1*1
f U ) = *=•— exp

^ap <. "p
[ -JsL1 ...(4.19)

The most likelihood estimate corresponds to

n m

Minimise % s |e [ ...(4.20)
i=l k=l 1K

The objective function to be minimised can incorporate

residue functional (square of the residue or the modulus of

the residue; summed up over time domain or over both time and
function-

space domains. Thus the objective,/can assume one of the fallow

ing forms, in addition to the those given in Of.1'8 ) and ^,.-20)/.
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m 2
V k^ eik ...(4.21)

m

and X2 = £ | eik | for a given i ...(4-22)
K—1

where n is the total number of space points at which the para

meters are t^ be estimated and m is the total number of time

periods for which the historical data are available.

Y2 is a function of the aquifer and hydrologic proper

ties (i.e. parameters) of the space point under consideration.

The total number of decision variables involved in the minimisa

tion of Zg equals(l++n^. Thus, the parameters of eacn space
point are estimated in seperate optimisation runs. This approa

ch restricts the number of decision variables to a managable

limit, but does not permit the inclusion of the constraints

relating to the spatial variation of the parameters. These

type of constraints may be necessary from the viewp3int of gett

ing 'smooth solution' (Bmsellem and DeMarsily, 1971). These

can be incorporated in the Parameter o.-jtimatlon • provided the

parameters of all the space points are estimated by the minimi

sation of a single objective function. This is permitted by

minimisation of X± (oqs .k. 18,»n20) which is a function of the
parameters of all the space points. The total number of deci

sion variables involved in the minimisation of Y, is n( k+n ).

This may increase the number of decision variables enormously
which inturn may aggravate uncertainities generally associated

with nonlinear programming.
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4-8.2 Constraints

The actual frequency distribution of the residues though

following the general pattern of the normal or exponential dis

tribution, may not strictly follow the functional relations as

stipulated in these distributions (equations If.17 and If-.19).

As a result the residues corresponding to the minimised residue

functionals will seldom be identical to the actual residues.

Thus, there may be an infinite number of near optimal solutions

which may vary considerably from the optimal solution but may

lead to a much better predictive model (Neuman, 1973'b). Knowledge

relating to the geohydrology of the aquifer can be employed to

choose the best set of parameters for getting the near optimal

solution. The relevant information after judicious quantifica

tion can be incorporated in the parameter estimation programme

in the form of appropriate constraints. The constraints, apart

from ensuring non-negativity of parameters whereever required,

may also stipulate the permissible range of variation for each

or a few of the parameters. The stipulated ranges may be much

more restrictive in nature that the ones derived purely from

the theoretical conditions. The range for a storage coeffi

cients (specific yield) of unconfined alluvial aquifers may

be stipulated as 0.05 to 0.30. Similarly constraints can be

imposed to restrict the spatial variation of aquifer para

meters and to obtain a 'smooth* solution (Emsellem and

DeMarsily, 1971).
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4.8.3. Optimisation Algorithms

The algorithms that can be employed to arrive at the

optimal solution depends primarily upon the nature of the resi

due functional and the constraints. The unconstrained minimi

sation of the sum of the squares of the residues can be acco

mplished by the classical least square approach. This approach

is mathematically elegant and generally involves the solution

of a set of linear simultaneous equations. The constrained

minimisation of the sum of the squares of the residues or the

sum of the modulii of the residues can be carried out employ

ing with necessary modification, one of the standard nonlinear

optimisation algorithms e.g. SUMT - Sequential unconstrained

minimisation technique CicCormic and KLacct) 1968). These
techniques employ 'search' method and are iterative in nature.

The unconstrained least square procedure involves far less

programming and computational efforts but is seldom of much

use in parameter estimation, as some of the parameters may be

bounded.

4.8.4 Water Balance

The procedures of parameter estimation by optimisation

essentially involves arriving at such estimates of the para-

meters which consistently minimise the residues of the Boussi-

A • 16
nesq's equation,given by equation 4-20'. These residues, can

be expressed in their simplest form as follows.

e= (T a h + T a h )4. CI a dh ...(4-27)
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The two terms in the parenthesis on the right hand side

of the equation 4«27 represents the net excess horizontal in

flow rate per unit area. Positive values of second derivatives

indicate a concave surface and hence an excess of inflows(figu-

re 4»2)« Similarly negative second derivatives indicate con

vex surface and the resultant net horizontal outflow* A zero

second derivative indicates a plane surface with a complete

balance between horizontal inflows and outflows. The term Q

represents the net vertical accretion rate per unit area. The

term S 4x represents the rate of storage increase per unit

area. Thus, 6 denotes the net imbalance between the total

inflows (horizontal and vertical) and the increase of ground

water storage. As per the continuity equation this imbalance

should be zero for all time periods. However the residues

may never vanish completely because of inadequate quantifica

tion. These residues are functions of T T S and other
xx yy

parameters representing the orientation of principal permea

bility directions and the rainfall-recharge relations (refer

equations 4.7 to 4-9 )» Since these parameters are known/

assumed to be time invariant, the objective is to arrive at

such estimates of parameters for a specific space point which

consistently minimises as much as possible this imbalance at

the corresponding space point for all time periods. The mini

misation of the residue functional can be viewed as multiple

period water balance with time invariant parameters represent

ing aquifer and hydrologic properties.
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4-9 COMPUTE*. CODE

The algorithm described in the preceeding paragraphs

has been programmed for arriving at digital computer assisted

solutions. The code permits the estimation of parameters of

one space point at a time.

The computer code makes use of the following data of

the least square polynomial approximations of spatial varia

tion of piezometric head, for each of the temporal points.

i) Number of terms in the approximating polynomial

ii; Exponents of the two coordinates in each term

iii) Coefficient of each term

iv; The mean and standard deviation of the coordinates

of observation points.

The computer code described at the end of Chapter 3 provides

these data for each temporal point. These data assist in the

computation of the spatial and temporal derivatives of the

piezometric head at the space point under consideration (i.e.

the space points for which the parameters are to be estimated)
in each of the time periods. The following steps are involved.

i) Evaluate the normalised coordinates of the space
point employing (a) mean and standard deviation

of the coordinates of observation points and

(b) the coordinates of the space point.
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ii) Employing the normalised coordinates calculate

the functional values and the second spatial

derivatives of the least square polynomials at

the beginning and end of the period.

iii) Calculate the Second spatial and temporal deri

vatives as per equations 4.12 to 4*14 •

These derivatives which correspond to all the periods and

the given space point, are stored as subscripted variables.

The corresponding rainfall data of different raingaug-

ing stations for the same periods are read as follows I

i) The coordinates of each of the raingauge stations

ii) Rainfall values of each of the raingauge stations

for all the periods.

The rainfall values to the space point under consideration

are assigned in the following steps I

i) Calculate the distance of the space point from

each of the raingauge stations. Pind out the

raingauge station with the shortest distance.

ii) Assign the rainfall values to the space point

corresponding to data of the nearest!?aingauge
/

station.

This is the numerical equivalent of the Theissen's polygon

procedure. The rainfall values are stored as subscripted

variables.
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The groundwater withdrawal and recharge data are read

for each period. The available data are generally not of conti

nuous form but are available zone wise. The serial number of

the corresponding zone is read along with the coordinates of
the space point. The data of the z.ne are assigned to the
space point under consideration. These are stored as subscript
ed variables.

A subroutine is written which computes the objective
function and the constraints for the current values of the
decision variables. The adopted form of function fr (equation
4-7) and the residue functional (equation 4-21 or 4.22) have to
be incorporated in this subroutine. This subroutine is called
from the optimisation routine. The following data are trans

ferred to this subroutine from the main programme through
COMMON blocks.

i) Initial values of the system parameters.

ii) The data stored in the subscripted variables,
described in the preceeding paragraphs,

iii; The data relating to the constraints (like minimum
and maximum permissible values for each parameter;.

Subsequent to making these information available in the sub
routine described earlier, the nonlinear optimisation routine
is called. The returned optimal values are printed. Then it
is checked if the parameters of any more space point are to be
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estimated. If yes, the procedure is repeated for the next

space point, if no, the instruction is given to stop.

The flow chart of the computation is given in Pigure
4.3.



Function

subprogramme
for the

estimation of

objective function
and constraints

Read the coefficients of the least

square polynomials approximating
the spatial variation of piezometric

head at all the time points

1
rainfall data including the

inates of rain gauge stations
CRead r

coordin 3

ead zone wise groundwater withdrawl
and recharge datac )

f Read initial values of the parameters J

Read coordinates of

space point and the
zone number

Calculate the second spatial

derivatives and first temporal
derivative of piezometric head

at the space point

Assign the rainfall values of the
nearest raingauge station

Assign the withdrawls and the
recharge of the corresponding

zone

Nonlinear optimisation routine

Fig.4.3-Flowchart for the aquifer parameter
estimation
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chaptir - 5

distributed groundwater response and planning
modeij por optimal development

5-1 PlOBLSM IDENTIFICATION

An acceptable or feasible groundwater withdrawal policy

can be defined as one which restricts the watertable elevations

within an acceptable range and does not have any adverse Socio

economic implications. The optimal withdrawal policy, apart

from being feasible, also maximises the net benefits derived

from the use of groundwater in conjunction with surface water.

In case the water is to be predominantly used for agricultural

activity, the net benefits are linked with the net returns from

the crops. This approach affords the inclusion of areas under

different crops amongst the decision variables. Roger and Smith

(1970) proposed a linear programming based optimisation model

for arriving at optimal cropping pattern and the releases of

water from ground and surface water reservoirs. In this model

the groundwater response is considered as lumped. Young and

Bredehoeft (1972; proposed a simulation model for analysing

such a system. The model accounts for stream-aquifer inter

action and the distributed nature of groundwater response. How

ever, it d^es not directly provide the optimal solution but can

yield the value of objective function for each of a number of

alternative courses of action. Prom the array of outcomes appro
ximate optimum may be identified.
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In the following paragraphs an optimisation based distri

buted model for evolving optimal groundwater withdrawals and the

cropping patterns, for a predefined pattern of surface water

availability, has been proposed. The model permits the inclu

sion of constraints of restricting the watertable elevations

within a prescribed range.

5.2 PROBLEM DEFINITION

Groundwater withdrawals enhance the net returns from

the agricultural activity by supplementing the rainfall and/or

surface water supplies for an improved cropping pattern. How

ever, the groundwater withdrawal activity can not be unbounded

because of the necessity of restricting the watertable eleva

tions within an acceptable range. Therefore, the feasibility

of a given groundwater withdrawal policy is governed by the

watertable fluctuations in space and time, consequent to the

pumping. It is necessary to develop a model which apart from

maximising the net benefits from agricultural activity, also

accounts for the spatial variability of the watertable eleva

tions arising out of spatially varying withdrawals and/or boun

dary conditions. The spatially varying groundwater withdrawals

are desirable because of the spatial variability of rainfall,

surface water supplies and the aquifer response characteristics.

A judicious distribution of groundwater withdrawals and the

cropping pattern in space and time, as per the meteorological

and geohydrological conditions, can improve the net benefits

from the agricultural activity. This can be accomplished by
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adopting a model which permits the calculation of spatially
and temporally varying optimal cropping pattern and the ground
water withdrawals, and can ensure the confinement of watertable
elevations within an acceptable range. Thus, the model should
have following characteristics.

i) The decision variables should include spatially
varying cropping pattern and spatially and tempo
rally varying groundwater withdrawals,

ii) The feasibility with respect to restricting the
water table elevations within a prescribed limit,
should be checked by a distributed model of ground
water response. This constraint renders the problem
nonlinear.

5.3 LUMPED MODEL

The lumped conjunctive use model (Figure 2.3) proposed
by Roger and Smith (1970) can be, with suitable modifications,
used to arrive at optimal policy relating to the temporal re-'
leases of groundwater and the cropping pattern, for given tem
poral distribution of mean rainfall and the surfacewater suppli-
es.

The objective function to be maxlmisea.repres^nting the
net benefits fro* the agricultural activity, can be bitten as
follows -

NCR m
Y7=i(CC..CVVVcG., wk-CS ...(5.1;

k=l
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where CC.., CY.. and C. are the market price (per unit weight),

yield (weight/unit area; and cost of inputs excluding water(per
unit areay for jth crop; A^ is the area under jtb crop; CG is
the cost of a unit volume of groundwater; Wfc is the groundwater
withdrawal (volume) in kth period; NCR is the total number of
feasible crops; mis the number of periods discretising twelve

months and CS (a constant; is the total cost of surfacewater as

per its availability in the area. The magnitude of CS will not

affect xhe optimal values of (A^) and (wk) but will merely in
fluence the optimal "net benefits'.

The optimal policy of crop areas (A.) and the groundwater
J

releases (Wfc) would be one which maximises Y* However the maxi
misation has to be carried out within a feasible region bounded
by the following constraints.

i) Crop water requirement : if g is the net irriga
tion requirement of jth crop during kth period then
the following constraints must be satisfied.

\Wk + V S¥k2E 6.k A. ... (5.2)
J

where *ig and ns are the efficiencies of irrigation
for ground and surfaoewaters respectively and SW is

A.

the surfacewater availability during kth period.
Total number of constraints = m

ii) Available land areas for irrigation : In any time

period the sum of the areas under all the crops

must not exceed the culturable command area. Thus, if



96

€c = iffa ^if* Jth crop in kth period
Culturable command area

%"*\ flki^-O ... (5.3)
Total number of constraints = m

iii) Maximum and minimum areas under each crop : If MAX
and MIS j are the maximum and minimum permissible areas
under jth crop then,

mUt >A3 > MLN^ ... (5.4;

Total number of constraints • 2.NCR

iv; Permissible number of groundwater structures per unit
area : If q^ is the withdrawal capacity of a single
groundwater structure, NMAX is the maximum permissible

number of structures per unit art a and AG is the total
geographical area then

Wk
AG. q *•• (5.5)

w

Total number of constraints = m.

v) Total groundwater withdrawal : If Ra is the total
annual groundwater recharge from all the sources and
M the permissible annual mining, then

0.0 < y a
-lW*-Ra<H ... (5.6;

This constraint is equivalent to using a lumped model
for ascertaining the feasibility of a pUmping pattern.
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The maximisation of the objective function described in

equation (5-1) with respect to (w\J and (A.), subject to the
J

constraints expressed in (5*2) to (5-6) can yield optimal policy

incorporating the following :

i) The total groundwater withdrawals in the entire

study area in different time periods.

ii) Total area under each crop.

5.4 APPLICABILITY OP LUMPED MODEL

The applicability of lumped model in arriving at physi

cally realistic policies is hampered by the fact that it tends

to ignore the distributed character of the groundwater system.

Thus it yields the art.as under different crops and the total

groundwater withdrawals for different flisorete periods without

incorporating their spatial distribution. It assumes that the

constraint (5*6) will always ensure the conditions of 'no-rise'

or 'permissible-decline', for any spatial distribution of crop

areas and the consequent spatial distribution of groundwater

withdrawals. This presumption has the following limitations.

i) Time domain . The constraint 5-6 ensures that in

a calender year the change of groundwater storage

is either zero or is negative to a permissible level.

In a spatially lumped system this only ensures that

the change in watertable elevation at the end of 12

months' period is either zero or negative, without

any reference whatsoever to the history of fluctua-
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tions. The history of fluctuations is quite impor

tant from the view point of restricting the stream-

aquifer interaction to a permissible level.

ii) Space domain ' The position is all the more compli

cated in space domain. Por isolated aquifers, the

constraint (5«6) ensures no-rise or marginal-decline

conditions at the end of 12 months, on an average

(with respect to space) basis. This can be quite

deceptive since the watertable elevations may vary

considerably in space and the average conditions,

in no way, ensure that the watertable elevations

are within permissible limits over the entire area.

In case of continuous aquifers the aforesaid cons

traint does not account for the change in subsurface

inflows or outflows due to redistribution of the

watertable elevations in space and time.

Thus,it can be inferred that the constraint (5.6) is of

limited scope because it tends to restrict the watertable flu

ctuations within a permissible range by defining upper and lower

bounds on total annual withdrawals, a more realistic approach

would be to impose constraints on global maximum and minimum

watertable elevations directly. This approach, though physi

cally more realistic, is more tedious since it introduces cons

traints which are not only nonlinear but also implicit.
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5-5 DISTRIBUTED MODEij

The limitations of the lumped model described in the pre

vious section can be taken care of in the following ways :

i) Considering the cropping areas, groundwater with

drawals, surfacewater supplies and the net irriga

tion requirements as spatially varying quantities.

ii) By imposing the constraints on maximum and minimum

depths to watertable.

A model incorporating these features is described in the

following paragraphs.

5.5.1 Objective function and Constraints

The entire study-area is divided into finite number of

zones of uniform or near-uniform surfacewater supplies and net

irrigation requirements. The discretisation so affected is

only with respect to cropping areas and the groundwater with

drawals. The decision variables, in the distributed model, will

include areas under different crops in different zones, (A.-,)

and the groundwater withdrawals in different periods in differ

ent zones, (W, ,), the subscript 1 representing the zone num-

ber. The objective function can be written in terms of these

decision variables as follows -

m
Y -£ (CC-GY.-C,) £ 4., ] - CG z E W,-, - CS ...(5-8)

j J D 0 1=1 31 J I k •»

where NZ is the total number of zones.
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Other constraints can be written as follows.

(i) Cropwater requirement constraints : These constraints are

imposed to ensure that the net irrigation requirements of each

zone is met at a given level (sm;. In the context of distri

buted model the net irrigation requirement is dependent upon

the crop, period as well as the zone (refer 5*2).

(\Wkl + \ S*fcl> 2 ^S^fcL Ajl — (5.9)
J

k = 1, ... m and 1 = | , ... NZ

(ii) Land availability : These constraints are imposed to ensure

land availability at the zonal level (refei 5»3)» Thus if

c Area under j n crop in 1 zone in k period

jkl Culturable command area of l6" zone

ZIjkl <1-0 •" (5-10;
k = 1 ... m and 1 = •/ ... NZ

(iii) Maximum and minimum areas under each crop J The total area

under each crop is obtained by summing up the areas in each zone

and the constraints can be written as follows (refer 5*4).

be

°?

AMAX, > Z A.-, > AMDN, ... (5-11)
1

j = I ... NCR
0 >



101

(iv) Permissible number of structures per unit area I The cons

traint requires that the maximum number of structures required

in each zone should be less than the maximum permissible struc

tures. The following linear constraints can be written(refer

5«5; to ensure this :

W
X

.—£i_ < NMAX ... (5.12;
AG-, q

1 w

k = i , ..., m and 1 = i, ... NZ

The total number of constraints required to impose this condi

tion is M.NZ. This number can be reduced to one as follows I

max (_3-._) _< NMAX ••< (5«13)
ir i AG. qk, 1 1 w

(v) Maximum and minimum depths to watertable J The constraints

relating to the maximum and minimum permissible depths to water-

table are imposed by expressing the depths to watertable, under

the conditions of dynamic equilibrium, as functions of the zonal

withdrawal patterns (Wkl), boundary conditions, aquifer para

meters, recharge and the groundwater elevations. Out of these

only (Wkl) are the decision variables and the rest are the in

put data. Por realistic conditions these depths will be impli

cit functions of (Wkl)« Thus, for given (Wfcl) these depths can

be evaluated at discrete space points only. The procedure will

consist of the numerical solution of Boussinesq's equation(2.7;

to estimate dynamic equilibrium watertable elevations corres

ponding to the known boundary conditions, recharge, aquifer
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parameters and withdrawal patterns.

Boussinesq's equation can be solved numerically by dis-

cretising the entire space by a finite number of nodes. This

discretisation is necessary for numerical evaluation of aquifer

response to the known trial patterns of the zonal pumpings.

Thus, if the space is discretised by n number of nodes and

hik and Gi are the watertable elevation at ith node in kth

time and the ground elevation of i node respectively, then,

max (G. - h.,) < dmax

'*)
min (G. - hik) > dmin ... (5.14)
i,k

where dmin and dmax are the permissible minimum and maximum

depths to watertable. /

5.5*2 Zoning and Discretisation

In the preceeding paragraph, cropping pattern and the

groundwater withdrawals have been distributed in space by

dividing the area into a finite number of zones. Each zone

has uniform cropping pattern, rainfall, surface water supplies

and hence groundwater withdrawals. Thus, the permissible

level of pumping in a given zone will be limited by the maxi

mum drawdown occuring anywhere (i.e. at any node; in the zone.

To minimise the 'loss' in optimal returns due to this process of

discretisation, the zones should be demarcated in such a manner

that each zone, apart from having near uniform surface water

supplies and rainfall, also displays near uniform drawdown/
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discharge characteristics. This can be ensured by selecting

zones of nearly same gechydrologic characteristics and the boun

dary effects. The size and t he number of zones is primarily

governed by the necessity of restricting the number of deci

sion variables to a managable limit. Apart from this, the

number of zones should not be too large to permit the imple

mentation of the evolved policy.

The discretisation of area by a finite number of nodes

for obtaining numerical solution of Boussinesq's equation is

governed by entirely different set of conditions relating

mainly to the properties of algorithm adopted for the numeri

cal solution. The finite difference algorithms require the

nodes to be positioned along two orthogonal directions coin

ciding with the major and minor permeability directions (figu

res 5*1). The spacing of nodes is governed by the considera

tion of stability, convergence and truncation errors. For res

tricting truncation errors, a much smaller nodal spacing (as

compared to the size of a zone) will be required.

While calculating the aquifer response, all the nodes

lying in a given zone are governed by the current trial ground

water withdrawal pattern of the zone (refer figure 5*1). Thus,

the feasibility with respect to the constraint given in (5.14)

is checked at the nodal level by studying the nodal-response of

the aquifer to the zonal-groundwater withdrawal pattern.
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5.5«5 Maximisaxion of the Objective Function

Unlike the lumped model, the distributed model as des-

cribed in (5.8) to (5.14; can not be analysed by linear pro

gramming since the constraints given in (5*14) are nonlinear

implicit functions of the decision variable (w. -,)• The non

linear and implicit nature of these functions point towards

the necessity of employing non-linear optimisation methods for

maximising the net benefits. These methods permit the impli

cit evaluation of objective function, constraints and their

derivatives. This calls for linking an aquifer response code

as a subroutine to an optimisation complex incorporating the

formulation of objective function and other constraints given

in (5.1) to (5-13)^^

5.6 COMPUTER CODE

The algorithm described in the preceeding paragraphs
has been programmed on a digital computer. The code makes

use of a finite difference model for evaluation of distributed
aquifer response (Prickett and Lonnquist, 1971).

5.6.1 Data

The code reads the following data

i) Number of feasible crops- market price, input
cost, yield, maximum and minimum are as for each

crop. Consumptive us* requirement of each crop

in different periods. Costs of ground and surface
waters.
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ii) System of discretisation for aquifer response :

number of rows, columns, boundary conditions initial

conditions; nodal values of transmissibility, sto

rage coefficient, recharge and ground deviation.

iii) Maximum and minimum permissible depths to water-

t able.

iv) Number of zones of uniform cropping pattern and

groundwater withdrawals,

v) Effective rainfall (utilisable by plants; and

surfacewater supplies for each zone in different

periods. Geographical area and culturable command

area in each zone.

vi) Coordinates (row and column numbers; of nodes lying

in each zone.

5.6.2 Initial Values

Subsequent to reading the data the code assigns initial

values to the decision variables in the following /S

i) Calculate the cropping area variables as per the

minimum permissible arearequirements in the follow

ing way

AG,
A = _-£-. AMIN.:

J Z AG-. 3
1 X

j = 1, .... NCR

1 =1 , ... NZ
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iiJ For each zone calculate the net groundwater irriga
tion, requirement of all the crops in all the periods,
employing the data of consumptive use requirements;
zonal rainfall and surfacewater supplies.

in) Calculate the total groundwater withdrawal require
ment of each zone in all the periods i.e. (w ,.

. , kl'
iv) From the arrived at values of (W^j and the number

of nodes in each zone, assign nodal pumpage values
for each zone in each period,

v) Operate aquifer response model and calculate the
watertable elevations at all the nodes in all the

periods, corresponding to the state of dynamic -

equilibrium. This is accomplished by comparing the
current values of the watertable elevations with the

corresponding simulated values of preceeding year.
The simulation is terminated if this difference is
less than a stipulated values or if the simulation
has proceeded for a stipulated number of years,
whichever is earlier,

vi) Calculate the maximum and minimum depths to water-
tables. Check if these depths are within the feasi
ble region (i.e. dmin to dmax;. If yeS, the initial
feasible solution has been reached. If no, stop,
giving a massagevinitial solution not foundC
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5.6.3 Evaluation of Constraints and Objective Function

A subroutine is written which computes the objective func

tion and the constraints for the current values of decision

variables. For evaluating the constraints relating to the maxi

mum and minimum depths to watertable, it calls the subroutine

of distributed aquifer response. The data mentioned in 5.6.1

are made available in this subroutine through COMMON blocks.

The data mentioned in (ii; of 5*6.1 are made available in the

aquifer response routine as well. The nodal pumpage values

are computed in the subroutine from the current values of zonal

pumpages. These are transferred to the aquifer response routine

through the arguments of the corresponding CALL statement.

5.6*4 Nonlinear Optimisation

Subsequent to making the aforesaid information available

in the corresponding subroutines, the nonlinear optimisation

routine is called from the main programme. The subroutine men

tioned in the previous paragraph is repeatedly called from this

subroutine for the evaluation of objective function, constraints

and the consequent modifications in the decision variables. The

returned optimal values are printed.

The stepwise procedure is given in fj-gure 5.2.



Subroutine

for evaluation of

objective function
and constraints

Aquifer
response

routine

Read number of cropsjmarket price,
yield, input cost7maximum and

minimum permissible areas under
each crop-consumptive use requirements

of each crop indifferent periods

Read number of rows.columns,initial
conditions, boundary condition synodal

values of transmissibility,storage
coefficient,recharge,and ground elevations

Read maximum and minimum

permissible depths to
watertable

Read number of zones of uniform cropping
patterns-ground water with-drawals >
effective rainfallsand surface water

supplies in each zonejthe coordinates
of all the nodes lying in each zone

Assign initial feasible values

_L
Call nonlinear

optimisation routine

Print

optimal values

Fig.5.2-Flow chart for optimal cropping patterns and
groundwater withdrawals
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CHAPTER - 6

P.itwtETEK ESTIMATION FOR D*H*. *HBA

6.1 VIRILITY OF A HYiKOLOGIC MODEL

The ultimate aim of development of a hydrologic model

is to solve real world problems. The data requirements of

groundwater models are in general quite rigorous because of

the distributed nature of the groundwater system. Many of the

input data are not physically measurable quantities. Such data

are estimated indirectly from related directly measured quanti

ties, making use of certain empirical or analytical equations.

The groundwater models should be flexible and robust enough to

deal with situations of inadequacy of data. The applicability

of the models described in Chapters 3 and 4, under these situa

tions, has been demonstrated by taking up case study of a

moderately monitored area (Daha Area).

6.2 STUDY AREiA

The study area lies towards north-west of district

Meerut of U.P. (India; and is bounded by river Hindon on the

east and river Krishni on the west (figure 6.1;. It is about

21 kilometers in length from north to south and 24-3 kilometers

in width from east to west at its maximum sections. , It lies

between longitudes 77°-i9* E to 77°-32' and longitudes 29°-05'

N to 29 -17' N. The elevation of above mean sea level varies

from 238.205 meters in the north to 225.055 meters in south.

The terrain in general slopes from north to south which is
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also the direction of main drainages in the area. The area

experiences extreme type of climate with very hot summers and

cold winters. The rainy season sets in by the middle of June

and lasts till the end of September. The rains in winter

months (November to February; are l0w. The rainfall in the

rest of the months is almost negligible. The art a is fairly
fertile and is suitable for raising sugarcane, cereals and

other cash crops. Presently there is no surfacewater input
and the irrigation requirements are met through intensive

groundwater development. The area falls in the Indo-Gangetic

plain and is formed of unconsolidated fluviatile formations

comprising of sand, silt, clay and kankar.^m ^lo^x^L Co,^Jt^at'^s
sediments are favourably combedded for the occurence of ground
water •

6.3 IUI*. UTILISED FOR THE STUDY

The data utilised for this study have been drawn from

the project report (1976; and dissertations (Dikshit, 1978 and
Desai, 1978;. a brief description of the data is as follows :

i) Watertable data : The data used for the study
comprise of monthly watertable elevations of

twenty one observation wells for the period June

1972 to July 1975. The observation wells are

fairly well distributed in the area and rcughly

fall along five cross-sections across east-west

(figure 6.2;.
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ii) Rainfall data : Monthly rainfall data of four
raingauge stations for the corresponding period
were used for the study. iipart from this, the

average annual rainfall for the period 1961-1971
we're also available.

iii; Groundwater withdrawal data : Elaborate ground
water withdrawal data are required for the estima
tion of geohydrological parameters as pcr the pro
cedure listed in Chapter 4. The data requirement

incorporated in (w±k> pertains to the spatial and
temporal distribution of groundwater withdrawals.
The available data comprised of the number of

different types of structures, their distribution
in space and the average discharge and annual runn

ing hours, during the period 1972-75. These data

could provide only the distribution of withdrawals

in space. The temporal distribution of these with

drawals as obtained by Dikshit (1978; and Desai

(1978; through a lumped area waterbalance study,
was adopxed for the study. The details of the

methodology adopted by them is given in the section
6.3.1. The data available from these studies com

prised of the monthly groundwater withdrawals

(suijusted for the return flows; in five zones

(figure 5.3; of uniform withdrawals, for the period
June 1972 to June 1975;.
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iv; Initial values of the parameters : Initial values

of the parameters are necessary for parameter esti

mation by non-linear optimisation. The solution

of nonlinear optimisation problems is greatly faci

litated if the initial values, apart from being

feasible are also closo to the real values. This

can, to some extent, dispense with the requirement

of large number of trials with different initial

values, to take care of multimodal objective func

tions. The initial values of transmissibility and

storage coefficient assigned on the basis of values

adopted in the aforesaid project report are 20UO
2

m /day and 0.11 respectively.

6.3.1 Groundwater Balance Study

The aforesaid groundwater balance study conducted by

Dikshit (1978; and Desai (197a; considers the following equa

tion (Chandra et al 1975J.

ii + Ig +S1 =Se +0g +ET +VI + &Sg ... (6.1)

where R is the rainfall recharge, I is the subsurface in-

flows, S1 is the influent seepage, Se is the efluent seepage,
0g is subsurface outflows, ET is the evapotranspiration, Vi is

the groundwater withdrawals and ASS is the change of ground

water storage. There is no surface water irrigation in the area.

In the said study the annual groundwater withdrawals

were distributed in time on the basis of the consumptive use
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requirements of the historical cropping pattern. The consump

tive use of different crops during different months were esti

mated on the basis of available pan-evaporation and the crop

consumptive use coefficient. The total area was divided into

five zones of uniform cropping patterns and rainfall (figure

6.3;« For each zone the net irrigation requirements in differ

ent months were estimated by subtracting the effective monthly

rainfall from the corresponding consumptive use requirement.

Monthwise gross irrigation requirements of each zone were esti

mated by dividing the corresponding net irrigation requirements

by the efficiency of irrigation (assumed as 0.65;. -uinual

gross irrigation requirement was estimated by adding up the

monthly gross irrigation requirements. The annual gross irriga

tion requirement was compared with the annual groundwater with

drawals, computed from the available data. It has been reported

that the annual groundwater withdrawals were only about 58.5 per

cent of the total gross irrigation requirement. The monthly

groundwater withdrawals for each Zone were calculated assuming

that only 58.5 percent of the net irrigation requirement in each

month, is met by the groundwater withdrawals. The effective

monthly withdrawals for each month were estimated by assuming

that 40.5 percent of the applied irrigation goes back to the

groundwater reservoir as return flows*

The rainfall recharge coefficient was determined by the

waterbalance study of the monsoon periods (June to October; of

the years 1972 to 1974* Groundwater'withdrawals • for these
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periods were estimated as pcr the procedure outlined in the

previous paragraph. Other terms I s1, Se, o , ET and ass
g g'

were estimated from the available records. These estimates

yield the value of R which was divided by the corresponding
rainfall to get the recharge coefficient (£i. The following
values were obtained.

Table 6.1 - Recharge Coefficient by Water balance

Period Recharge coefficient (K ;
r

1.6.1972 to 31.10.72 0.22

1.6.1973 to 31.10.73 0.22

1.6.1974 to 31.lu.74 0.18

Therefore, the initial value of recharge coefficient K

was adopted as 0.18 for the aquifer parameter estimation in the

distributed model.

6.4 LEJiST SQtURE POLYNOMIjJ, ^PROXIMaTlON

Least square polynomials were evolved to approximate

the spatial variation of watertable elevation in thirty six

sequential months from June 1972 to May 1975. The coefficient

matrix so generated was employed to estimate spatial and tempo

ral derivatives of hydraulic head.



119

The origin along with the axes of coordinate system is

shown in figure 6.2 The coordinates of each observation point

were measured in kilometers. However, the origin and the scale

of coordinates are immaterial, since the coordinates are subse

quently normalised.

The degree of the polynomial is decided on the basis of

minimum standard error described in Chapter 3( paragraph 3.6.1),

However, while dealing with observed data, it is desirable to

restrict the degree of polynomial to three or four. Therefore,

to start with a third degree polynomial of the following form

containing ten terms was selected as a starting full polynomial

for each period.

Hk(p,q) =b1p3+b2q3+b3p2q+ b^pq2^ b^p2+b6q2 +

DyPq + b8p + b^q + b1Q ...(6.3

Corresponding to this full polynomial, he coefficients and

the summary statistics were estimated for all the thirty six

months. The space points which displayed a standard residue

outside the range + 2 as outliers. The approximating

least square polynomials were re-estimated from the partial

data exclusive of the outliers, if any. The computed

modulii of t values of the coefficients were compared with

the critical values of t at 95" percent level of confidence

and degree of freedom equalling number of data points retained
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Table 6.2 Least square polynomials - 1

Month No.of No.of S.N.,.of
terms data data
retain- points points
ed retain-dropped

12 3 4

h.

Initial Pinal

6,1972 7

7,1972 7

8,1972 8

9.1972 7

10,1972 7

11,1972 6

12.1972 7

1.1973 7

2,1973 7

3,1973 7

4,1973 7

5,1973 7

5,1973 6

7,1973 8

8,1973 6

9,1973 5

10.1973 7

11,1973 6

12,1973 6

17

18

16

19

19

19

19

18

18

18

18

18

14

18

14

16

17

17

17

2,5,9,20 0.9259 0.9702

2,6,13 0.9342 0.9746

2,6,8,9,13 0.9301 0.9563

2,6

2,6

2,3

2,6

2,5,18

2,6,18

2,6,18

2,6,18

2,6,18

1,2,6,9,
13,14,18

2,3,4

0.9413 0.9678

0.9422 0.9726

0.9458 0.9501

0.9513 u.9732

0.9466 0.9673

u.9457 0.9746

0.9474 0.9578

0-9^07 0.9700

0.9469 0.9683

0.9176 0.9476

0.9358 0.9525

2,3,6,7,8, 0.9289 0.9846
9,18

2,3,4,lo,18 0.9240 0.9521

2,3,9,18 0.9301 0.9565

2,3,9,18 0.9333 0.9600

2,3,13,18 0.9455 0.9679

s(m)

Initial Pinal

T* ~8~

0.9827 0.5523

0.9716 0.5307

0.9623 0.6019

0.8643 0.5322

0.8613 0.4898

0.8449 0.6208

0.8263 0.5118

0.8745 0.5623

0.8809 0.4949

0.867y 0.5578

0.9130 0.5339

0-8652 0.5519

1.0867 0.5726

0.9575 0.6592

1.0219 0.4205

1.0395 0.5541

1.0026 0.6480

0.9899 0.6063

0.9102 0.5510



Table 6.2 (contd.;

r ""2"""""3

121

8

1 1974 9 17 3,7,17,13 0-9223 0.9888 0-9730 0.3808

2,1974 9 18 3,7,18 0.9413 0.9859 0.8772 0-4328
3,1974 8 19 17,18 0.9212 0-9613 0-9008 0.5751

4,1974 7 17 1,2,7,11 0.9312 0.9785 0.9294 0.4553

5»i974 8 16 1,4,8,17,18 0-8992 0-9776 1.1233 0.5175

6,1974 5 14 1 2 4,8,11,0.8798 0-9501 1.1577 0.5241

7,1974 4 12 1,2,4,6,8, 0.&482 0.9649 1-3254 O.4999
10,11,18,20

8.1974 8 18 4,7,8 0.8969 0.9716 1.0827 0.5372

9>i974 8 14- 4,8,11,16, 0.9117 0.9940 1.1202 0.3o88
17,18,20

10,1974 7 14 1,4,7,8, ^ 0.8991 0.9807 1.1756 0-5013
15,17,20

11,1974 6 16 2,4,7,8,17 1.1595 0.9492 0.8938 0.5981

12,1974 4 16 4,7,8,11, 0.8925 0-9731 1.1850 O.4488

1.1975 5 16 4,8,11,16, 0.9050 0.9348 1.1225 0.3519
17

2,1575 7 15 4,7,8,9, 0.8200 0-9832 1-4888 O.4040
11,16

3.i975 7 12 1,2,3,4,6, 0.8649 0.9655 1-4753 O.4903
7,8,11,15

4,1975 10 . 10 2,5,10,12, 0-8280 1.000 1-5745 na
13,14,15,
17,19,21

5>1975 ^ 13 3,4,6,7, 0.8722 0-9934 1-3538 0.3663
8,9,11,17
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minus the number of terms. It was found that the values of
computed t of almost all th, terms other than the constant,
were lower than the corresponding critical t values. In
addition to this, the standard error was found to be large,
thereby implying large residues. The deletion of the poly
nomial terms on the basis of t statistics further worsens
the residues and standard error. This situation of large
standard error was tackled by including the data points dis
playing residues outside the range _+ 1.0 meters, amongst the
outliers. Subsequent to the deletion of these data points,
the standard error fell significantly and computed t valuel
registered arise, still most of the computed t values
were lower than critical t values. Therefore, only the
terms having computed t value less than 1.0 were deleted
(Chatters, i977;. This implies that for a term to be
retained, it's coefficient must be atleast as large as its
standard error. This criterion is less stringent than the
one given in paragraph 3-6.2 and permits the retention of
the larger number of terms. This was found to limit the
increase in the sum of the squares of the residues as a
result of the curtailment, within the permissible limits
defined by P test (paragraph 3-6.2; in addition to res
tricting the increase in standard error as a result of cur
tailment. The results of typical period (July, 1972; are
given in Table 6.3.
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Table -6*3

Typical Sequential Least-Square Pits

Computed t statistics, with all the data points retained

term p3 q5 p2q pq2 p2 q2 pq p q constant

t -.93 -.19 .33 -1.98 .51 -1-88 -1.45 1-57 -2.94 455.2

Standard error = 0.9716 meter

All the standard residues were within the range + 2.0, but

three residues at data points 2, 6 and 13 were outside the

range + 1.0 meters. The statistics of the fit, subsequent

to deletion of these points are as follows.

Computed t statistics subsequent to deletion of outliers

term p3 q5 p2q pq2 p2 q2 pq p q constant

t -1.68 -.83 -.31 -3-22 1.31 -.38 -3»76 2.71 -3.55 720.19

Standard error = 0.5803 meters

Three terms displaying t statistics less than 1.0 i.e.

3 2 2
1 , P q and q were deleted.

Standard error of partial polynomial fit = 0.5307 meter.
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Subsequent to the curtailment of the polynomials based

upon the above described criterion, the coefficients and the

summary statistics of the partial polynomials were recomputed.

The details of the terms retained and the corresponding co

efficients for each month are given in tables 6.2 and 6.4 res

pectively. On the examination of results it was found that

for a few months the number of outliers is quite excessive.

This indicates the indequacy of third degree polynomials in

approximating the spatial variation of watertable during these

months. Thus, the least square polynomials were recomputed

for the months which display more than five outliers, start

ing this time from a fourth degree polynomial containing fif

teen terms. The form of the full polynomial is as follows :

Hk(p,q; =hlP4+ b2c]4+ b3p\+ D4pq3+ b5p2q2+ b6p3+ b^3*

D8P2(1+ D9pq2+ Dx0p2+ hi:Lq2+ b12pq+ b-^p +b14.q+ b15

...(6.3;

This polynomial was truncated on the lines described

earlier. The truncated polynomials displayed a better spatial

distribution displayed by a fewer number of outliers.

The effects of dropping the space points or the ..terms

of the polynomial on the spatial variation of the watertable

elevations have been demonstrated by getting the computer

assisted plots of watertable contours for each of the inter

mediate stages. To restrict the size of the output this



Month

Table 5.4 Least square polyiiiomials

Coeffic

- 2

1"2 f ~~'~\ pq2"
ient of least squ

pq

are polynomials

5

X

p q C
....... .™..„

1-5884 -2-8488

Constant

1

6,1972

""" 2

-0.4974

' 3 "f 7 "IT"""

X 0.6977 -0.6718 -0.3480 X 220.0766

7,1972 -0.3246 X X -0.8821 0.2556 X -0.7980 1.4245 -2.5418 219-6657

8,1972 -0.2507 X X -0.8519 X X -0.7525 1.1952 -2.5568 219.9401

9,1972 -0.7275 -0.4000 X -1.1071 X X -0.5908 2.2605 -1-5554 219.8586

10,1972 -0.7416 -0.4128 X -1.1594 X X -0.6565 2.3219 -1.5214 219-7764

11,1972 -0.6109 X X -1.1247 X X -0.5543 1.9719 -2.4489 219.8520

12,1972 -0.6673 -0.3673 X -1.2017 X X -0.7533 2.1886 -1.7756 219.7454

1,1973 -0.5167 X 0.4321 -1.1133 X X -0.5144 1.8039 -2.6885 219-8514

2,1973 -0.5134 -0.4117 X -1.0972 X X -0.7008 1.8067 -1.6282 219.8489

3,1973 -0.5488 X 0.4455 -1.1625 X X -0.4744 1.9055 -2.6871 219.8748

4,1973 -0.5729 -0.3751 X -1.1116 X X -0.7175 1.9089 -1.6766 219.7398

5,1973 -0.5790 X 0.4530 -1.1509 X X -0.4808 1.9771 -2.6758 219.7487

6,1973 X X 0.3576 -0.7160 X X -0.2821 0.4530 -2.8311 219.8004

7,1973 -0.4637 0.4109 0.6564 -1.4719 X -0.4928 X 1.7220 -3.3090 219.8666

8,1973 -0.4910 X X -1.0446 X X -1.0711 1.9987 -2.7773 220.0054

ro



Table 6»4(contd.;

8 9 10 11

9.1973 -0.2676 x x -1.1494 x x x 1-4790 -2-1259 219-6813

10,1973 -0.3262 x 0.5034 -0.7034 x x -0.4758 1-1794 -2.8482 220.1953
11,1973 -0.3262 x x -0.8680 x x -0.6793 1.3037-2.5973 220.1275

12.1973 -0.3750 x x -0.9700 x x -0.7471 1.3995 -2.6458 220.0029

1.1974 -0.6509 0-9748 1.6699 -0.8734 -0.3929 -0.15j9 x 1-7997 -5.5377 220.9914

2,1974 -0.7067 1.1949 1,9539 -1.1173 -0.3829 -0.4175 x 2.0450 -G.2553 221.0827

3,1974 -0.2406 0.3331 0-9582 x x 0-3718 0-3901 0.7970 -3-2500 220-1139

4,1974 -0.2779 -0.3436 x -0-9179 x x 0.6470 1.3030 -1.9933 220.0815

5,1974 -0.4631 x 1-5649 -1-3371 x 0.2844 1.0778 1-3153 -3-1455 219-1655
6,1974 x x l.?955 -0.8182 x x 1.0043 x -2.7187 219.4619

7,1974 x xx -1.3086 x x x 0-8741 -2-5708 219-2735

8,1974 -0-3275 0-2241 x -1.1130 x -0-2870 -0.5657 1.6014 -2-9491 220-0330

9.1974 -0-5759 x 1.2302 x -0.2387 -0.1388 1.0980 1-1648 -3-0154 219-6841

10.1974 -0-5465 -0.6457 x -1.1815 -0-3157 x x 1.6693 -1-5145 219.8132

11,1974 -0.5595 x x -1.0358 x x -0.4845 1.9678 -2.3209 219.3120

12,1974 x -0.5303 x x x x x 0.3646 -1.1911 219.7497

1.1975 x -0.5106 x x -0.2665 -0.2045 x x -1.2107 219.9879
fv>



Table 6.4 (contd.J

4 5 6 7 8 9 10 11

2,1975 -0.5970 -0.2725 x -1.0492 x x -0.9432 1.5196 -1.5547 219-2362
3,1975 -0.7755 -0.4192 -0-9169 x x x -2.3985 2.1122 -1.5336 219-5633
4,1975

5,1975 -0.3315 -1.3198 -1.1162 0.8586 0.4765 0-9051 -1-6825 1-2439 x 217-7699

H
ro
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measure was adopted for a few months data only and for the

rest the contours with respect to the finally retained form

of the polynomial only were plotted. The intermediate results

and the contours of the period July 1972 are given in tables

6.5 and .5.6 and figures 6.4 to 5-6-

Table 5-5 Intermediate approximating polynomials

SI. Number of Number of ? Contours Groundwater Space poi-
No. terms in data poi- E given in storages nts/terms

the poly- nts figure per unit being dele-
nomial ' area per ted

unit sp.
yield ab
ove msl
(in meters;

10 21 0.9342 6-3 220.3757 Three poin
ts being
deleted

10 18 0.9779 6.4 220.0570 Three terms
being dele
ted

7 18 0.9746 6.5 220.0591 Nil

Finally retained polynomial with seven coefficients is

of the following form t

H2(p,q;= h1p3+ b2pq2+ b3p2+ b4pq+ b^p* b6q+ b?

The deleted space points are 2, 6 and 13 (refer figure 5.4/

On a close examination it is found that the watertable data
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at these points are inconsistent to varying degrees with those

of the surrounding ones. The relative magnitudes are given in

table 6.6. While in case ^f points 2 and 6 there are some

what abrupt changes in watertable elevations, in case of point

13, there is an abrupt change of gradients (refer figure 6.4>

Points 14 and 18 lie on thfa two sides of point 13 and are almost

colinear.

Table 6.6 Watertable elevations at the outliers and
surrounding points

Outlier Watertable Surrounding space points
elevation — • ~ • ——— — ~

Point distance from Watertable eleva-
outlier in tion in meters
kilometers

2 225.7530 3 3 km 223-1130

6 222.1940 5 1-0 km 220-6670

13 220.5800 18 4 km 216-9100

14 1.5 km 220.6500

— "—'• ™ ~~^T5fifil^
2

Subsequent deletion ^f 3 out of 10 terms affected R

only marginally (i.e. from 0.9779 to 0.9746;. This demons

trates the adequacy of t test in pin-pointing the terms

which may be deleted without any significant loss in the good

ness of the fit.
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6.5 iWUIPER P.RiiMETER ESTIMATION

The aquifer parameter estimation was carried out by con
sidering the following data of 35 discrete sequential periods
of one month duration each.

i) The coefficients of the least square polynomial
approximating the spatial variation of watertable
elevation at the beginning and at the end of each

period.

ii; The rainfall figures for all the raingauge stations,
during each period.

iii) The effective groundwater withdrawals in five
different zones during each period.

These data are employed to generate the following column

matrices for a given ith space point.

(Pi?ifc;, (DQik;, (Dfi^.ttik) and '̂ik>

Each matrix has 35 elements corresponding to the 35 periods.

{T ) were taken to be zero since there is no surfacewater
irrigation scheme in the area. Marginal evapotranspiration
near the river banks have been incorporated in (W-j). Tbe
following initial values were adopted for the decisis variables

=0.11 TX- =2000.0 m2/day, TY± =2000.0 m2/day,
i . ' 1

q =0.0, ai =0.18, a\ =0.80 and *\ =3o mui/month.
... (5.4i
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The initial values of a\ was assigned assuming a 20 percent
carryover effect from the previous month. The decision regard

ing the initial value of a? was made on the basis of Chaturvedi's

formula (Chaturvedi and Chandra 1961;.

Thus, the residues of discretised Bousinesq's equiti^n

(4.16; for the ith space point and all the thirty five periods

are completely defined by the input data matrices and the

current values of the Seven decision variables. The following

residue functional was adopted for the estimation of optimal

parameters.

35 2
Yi = s eik1 k=l lic

where Y. =y (S ., TX-, TYi, ©±, aj, a|, a| )

The minimisation of Yi with respect to these Sc-ven decision

variables was carried out subject to the following constraints :

0.18 > S± >0.08

5000.0 > TXi,TYi > 500.0

7i/2 > ©i > 0.0

0.30 >aJ > 0.0

1-0 > ag > °'75

80.0 ^aj y 0.0

Total number of constraints = 14•
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The parameters of fifteen space points (i.e. i = 1,...

15; were estimated by minimising Y, subject to the aforesaid

constraints. The results were not very encouraging since for

all the space points S, were touching the lower limit (0.05; and
0

and IX,, TY, the upper limits (5000 m /day;. Subsequent relaxa

tion of the lower limit of S, to 0.0, too did not yield inter

ior solutions since all the storage coefficients started touch

ing zero. A detailed examination revealed the following possi

ble explaination for the anomaly .

The net vertical outflows i.e. (W,k; are far greater

than the net vertical inflows (Riic;« The excess of (W.ju) over

(R,, ; are met through the releases from the storages (i.e.

"si D^ik^ ^^ *** ne-t il->riZon'taJ- inflows directly related to

the transmissibilities TX± and TY^ This is clarified by writ

ing equation 4*10 in the following form

¥ik-Rik= ^SiDTik^ C^i^ik Cos2©^ DQik Sin2©^ +
TYi(DPik Sin2 ©i +DQik Cos2 ©±) ] ...(6.6)

In the optimal solution the excesses (W,k - H^j are divided

amongst the storage releases and the net horizontal inflows in

such a way that the difference between these excesses and the

source terms on right hand side is reduced to the minimum level

consistently for all the time periods with the same time in

variant values of storage coefficients and transmissibilities.

This optimal division is affected by assigning the appropriate

values to the storage coefficients and transmissibilities. In
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the present stuay it -.»-&? found that the data (W..-R.. ; and (DT., ;
ik ik ik

are quite inconsistent to each othtr over k. The term 'incon

sistent' implies that the large excess withdrawals (W^-H-, ; do
ik ik

not display corresponding large negative temporal derivative

(DIii5J* Also the periods of negative excess (i.e. during the

rainy period when rainfall recharge is higher than (W., ; .) do
IK

not display positive temporal derivatives, Thus, the releases

from storage (-Si DTik; are assigned minimal value in the opti

misation since this term is incapable of contributing towards

(Wii£- RikJ consistently for all the time periods with time in

variant value of Si» The minimal role of this term has to be

followed by the largest possible role of horizontal flows to

get the closest match between the left and right hand sides of

equation 6.5. This explains the lowest permissible value of S-

and excessively large values of transmissibilities.

This discrepancy between the temporal fluctuations of

I watertable and the estimated monthly withdrawals could have been

occuring due to the assumption made in the process of distribut

ing the annual groundwater withdrawals amongst various months.

In the process it has been assumed that the groundwater with

drawals are affected in proportion of the consumptive use

requirements. This assumption may provide fairly good distri

bution for routine analysis, but may not provide adequately

accurate monthwise distribution for Solving inverse problem.
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This problem of inadequate means to get the monthwise

distribution of the annual groundwater withdrawals has been

taken care of by treating (W-. ; as the decision variables along

with the seven aforesaid system parameters. This approach,how

ever renders tht problem non-unique since any values of storage

coefficient and transmissibility can reduce the residues to zero

for all the periods. This can be done by assigning the follow

ing value to the decision variable W..

Wik =Hik " Si]Da)ik+ TXi(DiJ Cos2£.+ DQ Sin2«±; +•

TYi (DP Sin2©,, +DQ Sin2 9±) ... (6.7;

The extent of non-uniqueness can be limited by imposing cons

traints on (Wik;. The constraints have to be severe enough

in restricting the feasible regions for these variables.

In this study, the variation of these variables has

been constrained by assuming that though the consumptive use

requirement concept does not provide accurate enough month-

wise distribution of groundwater withdrawals, it does provide

adequate season wise distribution. Thus, the thirty five

months' period was divided into six cropping seasons and

it was stipulated that the sum of withdrawals in each season

equals the corresponding total seasonal withdrawal estimated

from the consumptive use requirement concept plus minus cer

tain fraction to account for the uncertainties associated with

return flows. Thus, the following constraints were imposed*
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1.15 E W > s w > 0.85 E u
k=2 A k lL k Ik

s,1

s = 1, 6

Wik > o.o

where 5^ and 1^ are the values of kCorreSpondirie to the
beginning and end of sth season and (1^) are the distribution
of annual groundwater withdrawals by the consumptive use require
ment. These constraints provide the necessary flexibility to
Oik) without rendering the solution completely non-unique.

In addition to this,the data of few months, which showed

conspicuously large inconsistencies, were neglected. The paramet

ers were reestimated with the scheme mentioned above. The para

meters were estimated for all the fifteen points and the storage
coefficient values in the new scheme of optimisation did not nos
edive to the lowest stipulated limits, i'he initial values of the

decision variables were assigned as Per the prior knowledge re
lating to the hydrogeology and hydrology of the aquifer. The

optimal solutions, thus obtained correspond to the global minima
or a local minima closest to the starting solution in case 0f

multimodal functions. Tnis closest minima may be the desired

solution if tne initial values are assigned judiciously. Afew

trials were carried out to find the lowest minima within the feasibl.
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domain. Number of trials had to be restricted because of

the limitation on availability of computer time. The results

are given in figures 6.7 to 6*13 and table 5.7.

Table 6«7 - Estimated Parameters

Range of yt Standard Spatial varia-
Parameter variation iit;an Deviation tion shown in

f igure

S^percent; 8.00 to 11-26 9.61 1.12 6-7

T (mVday; 1599 to 2459 1995.0 208.0 5-8

Tvv(m2/day; 502 to 2075 1715-0 436-0 6-9
•7 */

9(radians; 0.09 to 0-39 0.26 0.085 5-10

aj(percent; 10.Ou to 22.55 14-75 4-3 6-11
^(fraction; 0.754 to 0.999 0.852 0.088 6-12

a^(mm/month; 30.12 to 79-77 48-7 17-62 6-13
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CriAFTER-7

APPLICATION OP DISTRIBUTED CONJUNCTIVE USE MODEL POxi
DAHA .aRE.*.

7.1. GENERAL

The model developed in Chapter-5 was employed to

arrive at the optiiiial cropping and groundwater withdrawal

patterns for Daha area under the condition of the availabi

lity of additional water from a proposed canal network.

This study follows the aquifer parameter estimation for the

same area described in Chapter-6.

7.2. STUDY AREA

An optimal pattern of groundwater development was

evolved for Daha area employing the distributed model deve

loped in Chapter-5- The general features of Daha area have

been discussed in Chapter-6 (paragraph 6.2;. The area at

present, is not served by any surface water irrigation sys

tem and the water requirements are being met exclusively by

intensive groundwater development in the area. This has

resulted in a sustained lowering of water table. The areas

lying towards east and west of the study area, across the

rivers Krishni and Hindon (Figure 5.1; are being served by

perennial canal systems. These canal systems are providing

groundwater recharge in these areas. The aquifers of these

areas are hydraulically connected to the aquifer of the

study area since the rivers are partially penetrating. There

fore, the lowering of water table in the study area is being
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accompanied by increased subsurface horizontal inflows from

aquifers across the rivers. These aquifers, on account of being

heavily recharged, are serving almost as sources of abundant

water supply. The occurrence of large subsurface inflow from

east and west has been confirmed by the water balance study

conducted by Dikshit (1978; and Desai (1978).

The irrigation department of Uttar Pradesh intends to

construct a river fed canal system in the area. These canals

will be operational during the months of July to October when

the discharge in the two rivers is adequate. The canal system

though intended primarily for checking the lowering of water

table by way of providing additional recharge, can also be

utilised in improving the cropping pattern of the area. The

expected month wise discharge of the canal system is given

in Table 7.1.

7.3. GROUNDWATER RESOURCES OP THE AREii

The groundwater resources of an area are essentially

governed by the recharge ( vertical as well as horizontal)

received by the aquifer. The total recharge of Daha area is

made up of the vertical component ( rainfall recharge) and

the horizontal component ( subsurface recharge).

The horizontal component, unlike in the normal situa

tions, is not insignificant as" compared to rainfall recharge.

The extent of this component is not constant and is primarily

governed by the existing watertable elevations. Lb the water

table elevations go down, the subsurface recharge from out

side region increases due to the increased gradients. However,



Table 7.1. - Surface water Supplies and Recharge

All figures in mm/month

1'if8f

Month Surface water supplies Surface water recharge

January o 0

February 0 0

March 0 0

April 0 0

May 0 0

June 0 0

July 65.0 26.0

August 65.0 26.0

September 65.0 26.0

October 21.67 8.6-,

November 0 0

December 0 0
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the extent to which watertable can be permitted to go down

is limited by the following factors,

i; The maximum permissible depth to water

ii; Maximum permissible subsurface inflows-

The first factor is controlled by the economics of pumping

and depth of the shallow wells in the area. The second factor

assumes importance since the aquifers across the rivers can

serve as sources of abundant water supply only upto a cer

tain level of recharge. The level depends upon the extent of

groundwater development in the adjoining aquifers. If the

subsurface recharge exceeds a certain limit, then any further

lowering of watertable in the area may result in a significant

lowering of watertable of the adjoining aquifers alongwith

the increase in subsurface recharge. In the present sudy the

horizontal component of groundwater resource of the area has

been limited by the first consideration, since adequate data

relating to the recharge patterns of the adjoining aquifers

were not available. The maximum permissible depth to water-

table has been fixed at 18.0 meters. This figure has been

arrived at with a view to limit the drying up of shallow open

wells and tubewells. This constraint can restrict the extent

of subsurface inflows to the level of the year 1975 when the

maximum depth to watertable was of the order of 1-8.0 meters,

though strietly speeking the subsurface recharge would depend

upon the watertable elevations at the boundary of the area

rather than upon the maximum depth to watertable occuring

any where in space.
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The vertical component of the groundwater resources

has been fixed according to the recharge parameters of the

area, as arrived in Chapter-6 (Table 6.7;.

7.4. FEASIBLE CROPS aHD CULTURABLE COMMAND AREA

The seven crops considered likely to be grown in the

area even with increased water availability are wheat, peas

and grams, other rabi, sugarcane, other kharif, maize and

paddy. All the crops other than sugarcane are seasonal in

nature while sugarcane is perennial. Wheat,peas, other rabi

and grams are cultivated during the period November to April,

and other kharif, maize and paddy during the period May to

October. The net irrigation requirements of these crops in

different months and their net return per unit area

(Project report, 1976; as assumed in the study are given in TatUs

7.2&7.3«I'he culturable command area has been taken as

0.85 of the geographical area ( Project report, 1976). It has

been found that only 58.5 per cent of the net irrigation re

quirements are met ( Dikshit, 1978).

7.5. DISTRIBUTED AQUIFER RESPONSE

The estimation of distributed aquifer response has

been incorporated in the scheme of computation by discre-

tising the entire area into a finite number of nodes at

spacing of 2 kilometers in both the directions (figure 7.1;.

Dirichlet boundary conditions oorresjjonding to the watertable

elevations of year 1975 have been assigned at the boundary

nodes. This is based upon the assumption of the insensitivity



Crop

Table 7*2 - Crop data used for study

Net irrigation requirements in mm

Jan. Feb. March April May June July Aug. Sept. Oct. Nov. Dec

Wheat 46.7 107.6 203.6 12.14 0.0 0.0 0.0 0.0 0.0 7 6 2.73 23.6

Peas and

grams 86.1 35.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7.7 105.4 113.6

Other rabi 81*7 12.96 0.0 0.0 0.0 0.0 0.0 0.0 0.0 13.0 64.0 83.95

Sugarcane 0.0 75.0 138.0 218.0 306.0 216.0 0.0 27.6 49-0 130.2 103.4 47.4

Other

kharif 0.0 0.0 0.0 75.0 5.0 5-0 0.0 27.6 25*0 8.9 0.0 0.0

Maize 0.0 0.0 0.0 0.0 72.0 0.0 0.0 0.0 0.0 0.0 0.0 v.O

Paddy 0.0 0.0 0.0 0.0 154.2 48-4 198.0 247.0 315.0 68.8 0.0 0.0

i-1

H



Table 7.3. - Crop areas and returns

Crop Jixisting area
(percent;

assigned minimum
permissible area

(percent;

Wheat 35.0 30.u

Peas and grams 3.0 3.0

Other Rabi 3.0 3.0

Sugarcane 30.0
20.0

Other kharif 15.0 • • 10.0

Maize 10.0 5.0

Paddy 3.0 3.0

Assigned maximum
permissible area
(percent;

Net returns

(Rs./hectare;

40.0 2950.0

9«0 815.0

9.0 690.0

30.0 8050.0

20.0 1680.0

15-0 1436.0

25.0 3750.0

ro
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of the watertable elevations in the adjoining aquifers and

the river discharge to the pumping or recharge pattern in

the study area. The aquifer parameters have been assigned

as per the estimates obtained by the solution of inverse

problem (table 6»7;» The nodal values of the aquifer exci

tation are made of the following components.

i; Current trial values of groundwater withdrawals

ii; Rainfall recharge

iii) Surfacewater recharge during the months July to October.

iv) Return flows from the applied irrigation, assumed as

35 percent and 40 percent for ground and surface waters

respectively.

The initial values are assigned by the coefficients of

least square polynomial corresponding to the month January

1975. The initial conditions are not important since the

constraints relating to the maximum depth to water table

should be evaluated when the state of dynamic equilibrium

for the current trial values of ground water withdrawals has

been reached* The state of dynamic equilibrium is dependent

only upon the boundary conditions, aquifer parameters and

the periodic recharge and discharge patterns.

Thus, starting from any initial conditions the simu

lation is to be continued till the following conditions are
t v>

satisfied in k month.

hi,k-12+ e >hi,k >hi,k-12 * b ...(7.1;

1*1, , n
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where h-k is the simulated value of water table elevation

at i node in k month, n is the total number of nodes

and£; is a tolerance factor. This simulation is to be carried

out large number of times during optimisation computations

for evaluation of the maximum depths to water table for di

fferent trial values of withdrawals. The computer time re

quirement for these computations will be too large. To tackle

this situation the condition incorporated in equation 7.1. has

been relaxed in the following manner.

The initial values of the cropping patterns and ground

water withdrawals are decided as close as possible to the

optimal values by judgement. The state of near-dynamic equili

brium for the initial values of withdrawals are estimated by

carrying out simulation for five years. The simulated values

at the end of five years period are fed as initial conditions

for subsequent simulations with changed withdrawals. In the

optimisation computations, the repeated simulations are carried

out by changing the groundwater withdrawals of a month by one

percent to calculate the derivatives of the constraints nu

merically. At the end of each iteration the ground water with

drawals are changed gradually to reach the optimal solution.

Thus, the change of dynamic equilibrium of current simulation

will be only marginally different from the state of dynamic

equilibrium of the preceeding simulation. Keeping this in view,

the simulations subsequent to the first one are carried out till

near dynamic equilibrium is achieved, or twentyfive months,

whichever occurs earlier. This approach cuts down computer time

requirement enormously.



156.

7.6 ZONING OF THE AREA

For obtaining the spatial distribution of crop areas

and groundwater withdrawals, the entire area is divided into

zones of uniform cropping patterns and groundwater withdrawals.

This process is quite different from the discretisation for

computing distributed aquifer response, for reasons indicated

in para 5-5.2. The decision variables include 7 crop areas and

12 monthly withdrawals for each zone. Thus, the total number

of decision variables will be nineteen times the number of

zones. To restrict the number of variable to a manageable limit

the number of zones should be kept as small as possible. In the

present study the Zoning has been affected from the view point

of maintaining near uniform aquifer response, characteristics

in each zone. The other criteria like uniform rainfall and

surface water supplies do not become effective since the area

is small and the spatial variability of these may be marginal.

The entire area has been divided into two zones, one near the

boundaries and other interior (figure 7.1;. The areas near the

boundaries will show smaller drawdown for the same pumping be

cause of the existence of constant head boundaries in the near

vicinity. The interior is sandwitched within the exterior zone.

This will restrict the total number of decision variables to 38.

7.7 MAXIMISATION OF NET BENEFIT

The aim of the study is to arrive at such values of

zonal cropping patterns and groundwater withdrawals which

maximise the net benefits from agricultural activity subject
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to the constraints given in equations 5*9 to ^>Ak.

The objective function representing the net benefits is

given in equation 5«8. The data adopted for evaluating this

function for the known values of crop areas and withdrawals

are as follows.

i) Net returns from each crop as given in Table 7.3

ii) Cost of pumping a unit volume of water has been assumed

as Rs.1500/- hectare meter.

iii) Annual cost of surface water input to the area: Rs.8.1^5x

106.
The constraints of meeting the crop water requirements

(equation 5*9) were incorporated in the computations by adopting

the following data.

i) Net irrigation requirements of the crops in different-

months as given in table 7.2.

ii) Surface water availability in the two zones in different

months as given in table 7.1. Uniform surface water availa

bility in the entire area was assumed since adequate data

for getting spatial distribution were not available.

iii) The efficiencies of ground and surface water use assumed

as 65 percent and k5 percent respectively.

iv) Initially £ , the level at which the net irrigation re

quirement is mot, was stipulated as 0.75- Subsequently

the results were obtained for two other levels 0,65 and

0.70.

The constraints for restricting the total cropped area

to the culturable command area ( equation 5.10) were imposed

by dividing the seven crops amongst two groups of concurrent

crops. Hie constraints are as follows -
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A1,l+ iA2,l + J%1 +-4,1 - °'85 ^1 •"•• 7<1

A4,l + "5,1 + A6,l + '7,1 i °'85 -Gl ••'• 7.2

1 = 1,2

where suffixes 1,2,3,4,5,5 and 7 refer to wheat, pegs and

grams, other rabi, sugarcane, other kharif, maize and paddy
respectively and suffix 1 stands for the zone number.

The total areas under each crop were restricted within

a range by assigning minimum and maximum permissible areas for

each crop ( equation 5-11) as given in table 7.3- The table

also contains the existing areas under each crop. The maximum

and minimum limits have been adopted with a view to implement
the current policy in the area to increase the area under paddy
and reduce the sugarcane area. The surface water supplies can
provide water during the period July to October and paddy re
quires heavy irrigation during these months. Therefore the

maximum permissible area under paddy was kept at 25 percent

a level significantly higher than the existing one. The scope

of increasing the areas under crops requiring irrigation during

other months is rather limited* The only way these areas could

be increased is by the way of increasing groundwater pumpage

during November and June to the extent permitted by the extra

rise of watertable during July to October.

The constraints relating to the permissible depths

to watertable ( equation 5«14; were imposed by stipulating

the maximum permissible depth to watertable as IS meters.

The necessary ground elevations of all the nodal points
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of bhe jiiniL;e difference grid were computed from the available

topographical datai The scorage coefficient and :ransmissi-

bility data have been generated at fifteen points by the

solucion oi inverse pioblem (figures 6.7 to 6.10). The trans

missibility and 6 values indicate Jhe presence of anisotropy

with spatially varying directions d principal permeabilities.

However, bhe level of anisotropy is low. T /f varies
xx yy

between 1.00 to 1.05 for about 50 percent of the area and

between 1.05 to 1,10 for about 40 percent of the area. Keeping

this in view, the anisotropy of the aquifer was neglected*

equivalent Isotropic transmissibility values ( KD .f ) were
J K ' xx yy'

calculated for each point and finite difference method was

adopted ior the solution of the governing differential equation

The nodal values of transmissibility and Storage coefficient

for the linite difference grid were estimated by employing the

discrete point values of Suora e coefficient and equivalent

isotropic transmissibility. This estimation' was accomplished

by approximating the spatial variation of these parameters by

least square polynomials oi spatial coordinates. The following

form of tAhe lease square polynomial, which was generally found

to be adequate to represent the spatial variation of watertable

elevations (table 6C4), was adopted,

3 2T(p5q) = b-.-jP -;• b2.. pq + b3-,pq + b41p + b51q + bg1
3 2

?Cp*q) --• lD12P + b22 pq + 1°32Pcl + b42p + b52q + b62 r*f-(7,2)

The generated storage coefficient and equivalent ^isotropic

transmissibility data were employed to arrive at the coeffi

cients of these equations (table 7»4).

Table 7,4

Coefficients"" for spatial variation of storage coefficient
Transmissiblity t>i.'

and

i Term t- 1 2 3 4 5 6

1 S('*/•) -0.51X10"5 -0,37x10~2 0.93x10"1-0.83x10~1 .51 10.95

I T(1000 -0.12x10~5 -0.67x10~5 0.11x10~1 0.97xlO~2 0.96 1.52
m2/day) x10-2

'"" All figures are rounded off to second decimal place.
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The nodal values of rainfall recharge were estimated by assigning
the mean computed values of recharge parameters (table 6.7) for
all the nodes. The ADI method of finite differences was employed
for simulation. The constraint relating to the minimum depth to
watertable was not imposed since in this over drafted area, the
conditions of water logging are not anticipated. A considerable
computer time is saved by not incorporating this constraint, which
any way is not going to affect the optimal policy. This cons
traint if imposed will result into an increased number of .round-
water simulations, during the search for optimal solution.

The constraint given in equation 5.12 was not imposed
since the optimal solution is not likely to incorporate any sig_
nifleant increase in groundwater witAhdrawals. The existing with
drawals are quite large and the constraint of the maximumper
missible depth to water table does not leave much scope for their
significant increase.

The constraints and the objective function are completely
defined by the input data (described in the proceeding paragraphs)
and the following decision variables -

Cropping areas (A^) j=1,... 7 and , =^
Groundwater withdrawals (W^) k=l, ...12 and 1=1,2
Total number of decision variables = 38

The total number of constraints equals k3 as per the following
breakup.
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Table 7^ - Number of constraints

SI,,No Constraint
Number

1. Crop water requirements must be
met ( equation 5.9) 2 x 12 = 2k

2. CCA must not be exceeded
(equation 5.10)

2 x 2 = If

3. Permissible range for areas under
different crops (equation 5.11)

2 x 7 = 11+

k. Maximum dan*:*, **» t,„ + ~~ j. --,

(equation 5.1*+)

B» maximisation of the objective function was carried out
within the frame work of nonlinear programming since the cons
traint given in equation 5.1*, relating to the maximum permi
ssible depth to water table is anon-linear i,pilclt functlon
of the decision variables ( W, ,).

kl'"

Sequential unconstrained minimisation technique was
adopted ,0 arrive at the oPtirllal values of the decision variables
i.e. areas under seven crops and monthly groundwater withdrawals
for the two zones. The initial values of the thirty eight varia
bles were assigned by fixing the crop areas in each zone at levels
2% higher than the minimum prescribed (table 7.3 ). Xbe Ground
water withdrawals were calculated for these areas as per the
net irrigation requirements (table 7.2), surface water supplies
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(table 7.1) and assuming that the net irrigation requirement

is met at 75% level. The maximum depth to water table corres

ponding to this pumping pattern was calculated as 16.7 meters,

thus establishing the feasibility of the initial solution. 'Die

optimal values of groundwater withdrawals and the crop areas

are given tables 7.6 and 7*7 respectively. The crop areas have

been given at two additional levels of irrigation. The maximum

depth to water table for the optimal withdrawals ( table 7.6)

equals 17.99 meters, occuring at the node (6,*+) ( figure 7.1)

during the month of June. The minimum depth to water table was

calculated as 7.32 meters during the month of September. The

maximised benefits have been calculated as Rs.2936.93 per hec

tare.

The optimal policy assures maximised return from agricul

tural activity under the constraint that the maximum depth to

watertable does not exceed 18.0 at any space or temporal point.

The minimum depth to water table is well above the critical

depth for water logging conditions. The optimal cropping pattern

has in general shown perference for zone-2 lying near the re

charge boundaries. This is because of relatively more favourable

discharge/drawdown characteristics of this zone. This will gen

erally be the feature of optimal distribution of cropping areas

in space, if the groundwater withdrawals are restricted by the

constraint of maximum depth to water table. The trend may be

reversed if the groundwater activity is limited by the permissi

ble level of exchange of flow between the aquifer and the recharge

boundary.



Table 7.6 - Optimal groundwater withdrawals

All figures are in millimeters
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Month Existing with
drawal pattern

Optimal withdrawal pattern

Zone 1 Zone 2

January 19.23 2^.65 33. ^7

February 55.72 62.*+6 76.99

March 101.38 117.65 136.71

April 62.67 6i+.37 72.51

May 82.61 93.58 108.9^

June 92.61 97.62 110.29

July 1.306 0.0 0.0

August 16.52 5.9^ 7.99

Sept. 23.26 18.1+9 26.11

October 69.35 106.89 12U.95

November 33.33 53.26 61.52

December 25.5 31.02 1+0.61+
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Table 7.7 - Optimal Cropping Pattern

Crop Crop areas (% of geographical area) im_m
Irrigation
level 0.75 0.70 0.65

1 1Zone 1 2

Wheat

Peas and

grams

Other Rabi

33.15" 3^.39 35.51 36.831 38.2*+ 39.68

k.k? 6.9k

5>k7 6.98

Sugarcane 25.36 2k,yk

Other Kharif 12.79 1^.72

Maize 7.68 9.72

i+. 787 7.^32 5.15 8.0

^.783 7*k75 5^5 8.05

27.160 26.710 29.26 28.78

13.698 15.765 Ik.75 16.98

8.225 10.1+10 8.86 11.21

Paddy 15.63 17.31 16.953 18.539 18.26 19.97
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The existing and optimal cropped areas in the two seasons

of Rabi and Kharif are given in table 7.8. The existing cropped

areas are irrigated at a level of 58.5/^ only. The cropped area

as per the optimal policy at 75% level of irrigation shows a

decline from 71% to 67.k5% during the Rabi season in zone 1.

This policy may be difficult to implement. Therefore, the crop

areas at two other levels of irrigation i.e. 70% and 6^% were

calculated and are given in tahle 7*7* The seasonal areas corres

ponding to these levels are given in table 7.8.

Table 7»8 - Seasonal Cropped areas
• • —^—i— i ••»•• •""• i • — — «•• i !••••» i •• ———.in •• i i i • iii• m ——ww—mmmw—mm— •—i———iaw • • —**+ — —

Season Existing cropped Optimal Cropped Areas {% of
Areas(% of geo- geographical area) i
graphical area) Irrigation level

0.75 0.70 0.65

zone 12 12 1

Rabi Crops 71.00

tXv*d 67,L^ 73'25 72'23 7S'kk 77*82 Bk'&
Kharif 58.00 61.k6 66.69 66.02 71.te 71.13 76.65
Crops inclu
ded i+,5,6,7
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CHAPTER-8

CONCLUSIONS

The present study has been mainly related to the least

square polynomial approximation for the spatial variation of

piezometric head, the inverse problem for aquifer-hydrologic

parameter estimation and the distributed aquifer response based

conjunctive use planning. The prominent conclusions of the study

are as follows:

i) The least square polynomials can be employed to approxi

mate the spatial variation of piezometric head. These

functions apart, from providing closed form relations

between piezometric head and spatial coordinates, can

also attenuate unmeasured Gaussian data noise, to a

varying degree depending upon the initial noise level

and spacing of data points. The attenuation is maximum

in case of large levels of noise and dense spacing, it

can be as high as 90% of the variance of the noise.

ii) A higher degree polynomial need not always provide a

better approximation to the spatial variation of pie

zometric head. The criterion of minimum standard error

can be employed to decide upon the degree of polynomial.

The truncation of the full polynomial can be affected

on the basis of t statistics of the coefficients. The

acceptability of the partial polynomial can be checked

by computing F statistics.
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iii) The polynomials for approximating the spatial variation

of piezometric head in aquifer of Daha area, were

arrived at by employing the tests of significance.

Commencing from third degree polynomials containing

ten terms, the polynomials were truncated by comparing

the computed t statistics of the coefficients with

the critical value at 95% level of confidence. However,

it was found that partial polynomials were significantly

inferior to the full polynomials, as per computed £

statistics at 95% level of confidence. It was found

that the t statistics of the coefficients of the full

polynomials show a significant improvement on dropping

the data points showing standard residues outside the

range j2 or residues outside the range + 1 meter.

Subsequent deletion of terms with computed t statistics

less than 1.0 was found to be acceptable as per F

statistics. In general the finally adopted polynomials

were of third degree, truncated to six terms and ex

plained more than 90% of initial variance (tables 6.2

and 6.k). These functions provided the closed form

relations between the water table elevations at di-

fiferent temporal points and the spatial coordinates.

iv> The approximate closed form relations provided by the

least square .polynomials can be employed to estimate

groundwater storages, subsurface flows, piezometric

heads at non-tabular points and the first and higher
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derivatives of piezometric head with respect to time

and space. The relations can also be used for computer

assisted drawing of contours.

(v) The approximate closed form relations between water table

elevations and space coordinates for Daha area were

employed to estimate the second spatial and first tem

poral derivatives of the piezometric head for subse

quent computations of inverse problem. In addition to

this the ground water storages were computed and computer

assisted contours drawn ( figures 6.k to 6.6).

(vi) The solution of inverse problem, which is essentially

based upon micro level consistent water balance for a

large number of periods, can be formulated to yield

information relating to the monthly rainfall recharge

and orientation of principal permeability directions,

in addition to the aquifer parameters S and T.

(vii) A linear form of the rainfall recharge with a built in

threshold value of rainfall and an accounting for the

delayed response of water table can be considered as a

possible monthly rainfall recharge relation.

(viii) A direct method of solving inverse problem for the

estimation of aquifer and hydrologic parameters men

tioned in vi) and vii) has been developed. The method

is based upon minimisation of residue functional by

constrained minimisation.



169

(ix) The aquifer and recharge parameters of Daha area were

estimated by the proposed inverse problem model, employ

ing monthly data. The distribution of the total ground

water withdrawals amongst months, on the basis of con

sumptive use requirement was not found to be accurate

enough for inverse problem computations. The inverse

problem model was adapted to include amongst its objec

tives the estimation of monthwise distribution of

seasonal withdrawals.

(x) The estimated storage coefficients varied between 0.08

and 0.1126 with a mean O.096I and standard deviation

0.012. The angular distance between the arbitrarily

assumed orthogonal axes and the principal permeability

directions, varied between 0.09 to 0.39 radians with mean

and standard deviations 0.26 and 0.085 radians respecti

vely. The transmissibilities in the principal permeability

directions varied between 1599 to 2*+59 m2/day, 502 to
2075 m /day with means 1995*0 and 1711+.0 m2/day and

standard deviations 208.0 and ^+36.0 m2/day. The mean

values of storage coefficient and equivalent isotropic

transmissibility compare well with the corresponding

estimates found acceptable in a reported spatially

lumped model study.

(xi) The linear rainfall recharge relation was implicitly

calibrated along with the parameter estimation. The

estimated recharge coefficients varied between 0.10

to 0.225 with a mean of 0.1^75 and standard deviation

O.O^. The threshold rainfalls varied between 30,12

to 79.77 mm/day with mean and standard deviation as
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k8.7 and 17.62 mm/day respectively. The coefficient

representing the delayed response varied between 0.75'-+

to 1.0 (1.0 implies no delay in response) with a mean

of 0.852 and standard deviation 0.088. The rainfall

recharge expressed as percentage of rainfall varied

between zero ( for nonmonsoon periods) to Ak.k. This

compares well with the average seasonal estimates of

rainfall recharge for rainy periods, reported in a

different study.

(xii) The conjunctive use model can be formulated to include

a) the estimation of spatial as well as temporal varia

tions of cropping pattern and ground water withdrawals,

and b) confinement of water table elevations in a

stipulated range, amongst its objectives. This way,

the groundwater resource of an area can be -defined in

terms of the maximum permissible depth to water table.

Similarly the minimum permissible level of pumping can

be defined in terms of the minimum permissible depth to

water table,

(xiii) The features listed in xii) have been incorporated in

the conjunctive use model by integrating it with a

distributed aquifer response model and solving the

problem by objective nonlinear optimisation techniques.

The resultant model can afford the imposition of cons

traints of restricting the stream aquifer interaction.
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(xiv) The applicability of the proposed distributed model

of conjunctive use to field situations has been demons

trated by employing the data of Daha area.

(xv) The imposition of the constraints on the maximum depth

to water table,has resulted in the optimal policy

incorporating more intensive cropping patterns in the

zone situated near recharge boundaries.

(xvi) The proposed additional surface water recharge in Daha

area, in addition to stabilising the maximum depth to

water table at 18 meters, can also improve the cropping

pattern of the area and can assist in meeting the net

irrigation requirement at levels higher than the preva

lent level of 58.5%.
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LIST OP VARIABLES

Variable Description

A^ Area under j h crop
Ajl ^ea under jth crop in 1th zjne
-lGl Geographical area of 1th zone

JiG" Total geographical area

AMAX. Maximum permissible area under jth crop
AMIN^ Minimum permissible area undur jth crop
bi Coefficient of ith term of the least square poly

nomial J

bs Saturated thickness

cii * diagonal element of corrected sum of squares
and product matrix

C Boundary contour

cj Cost of inputs other than water per unit area of
jth crop

CGj Market price of jth crop
CG c^st of unit volume of groundwater

cs Total annual cost of surfacewater supplies

CYj Crop yield of jth crop
d.f* degree of freedom

dmax Maximum permissible depth to watertable

dmin Minimum permissible depth to watertable

Dp»Dq. Second spatial derivatives of piezometric head
in directions p and q

DPCT Soil moisture deficit

DPik, DQjjc Second spatial derivatives of piezometric head
at i space point and k h time point in direc
tions p and q.
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DT ii, Pirst temporal derivative of piezometric head at
+Vi +>i

i space point and k time point.

Cj_ Difference between the observed head and the
least square approximation, for i space point.

(eik.) Minimised residue corresponding to i**1 space
point and k time point

es^ Standard residue of i space point

Ejj- Mean fraction of the additional variance attenuat
ed by least square polynomial of fcth period

Ejcr Fraction of the additional variance attenuated by
least square polynomial of k^h period in rth repli
cation of the simulation run.

ES Compressibility of aquifer

ET Evapotranspiration

EW Compressibility of water

f (t- ) Frequency distribution

FM Pull model

G.l'G.2 Boundary gradients
4- U

Gi Ground elevation of i space point

h Piezometric head

hc Level of contour

hk(p,q) True piezometric head at space point (p,q) in kth
time point

h^ Mean piezometric head in k h time point
* thhik Observed piezometric head at i n space point in

"t* V.
k time point

Hj£(p,q) Least square polynomial solution for k period

i Subscript for space point, node, elementary length,
strip and the coefficients of least -equara polynomials

Ig Subsurface inflows
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I. Subsurface horizontal inflows during k time
period

j Subscript for crop number

k,k' Subscripts for time point/period

*d
Number of terms of tht full least square poly
nomial dropped on the basis of t test

K Permeability

K Recharge coefficient

KVY,K_r Principal permeabilities
** yy

1 Subscript for zone number

m Number of time points/periods

m
e

Number of the previous periods' rainfall affecting
the recharge in the current month

M Permissible annual mining

n Number of space points

n Number of rainfall-recharge parameters
c

n Number of elementary lengths in which the boundary
e contour is subdivided for estimating subsurface flows

n Number of terms in the least square polynomial
P approximation

n Number of replications in simulation study

n Number of strips for the estimation of groundwater
*s storages

nC Inner normal

NCR Number of feasible crops

NMAX Maximum permissible number of structures per unit
area

NZ Number of zones of uniform cropping and groundwater
withdrawal patterns.

0 Subsurface outflows
g

p.q A system of orthogonal axes with any orientation
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* p coordinate of ith space point
yl m jth

m n Minimum and maximum p coordinates of i strip
1' x (fjr the estimation of groundwater storage)

p coordinate of the central point of ith elementary
length (for the estimation of subsurface recharge;
Asystem of orthogonal axes with any .rientation
q coordinate of i h space point

,. + . . f jth o+rin (for the estimation ofcoordinate of i -oiip ^xox

aroundwater storage)

4 coordinate of the eentral point of i elementary
length (for the estimation of subsurface recharge;

,. m _ Qsno-ip groundwater structureWithdrawal capacity of a single grounuwc

Net vertical accretion (recharge positive;
^* 4--u , • i «n

j-• „+ -ixn qnaPL. ooint during kNet vertical accretion at 1 space pom

Pi

q*

qn*i

^i

*w

^ik

^k
r

Rik

RM

s

period

Mean vertical accretion during k Lperiod
Radial distance

"(subscript, Subeript for replication number in simulation study
r Rainfall recharge

Rainfall recharge at ith space point during kth
period

Ra Annual groundwater recharge

R2 Coefficient of correlation

Reduced model

Standard error of least square polynomial approxi-
mat ion

s(subscript) Crop season number

s Drawdown
d



s.e.(b-) Standard error of bj_, ith coefficient of least
square polynomial

S Storage coefficient/specific yield
„ .th

c. Storage coefficient/specific yield of 1 space
i

point

Se Efluent seepage

S1 Influent seepage

SG Groundwater storage in k time point
k

SP Porosity

SRF Surface runoff

SSR Sum of the squares of the residues

SW Surfacewater availability during k period
k

t Time coordinate

T Transmissibility

T. . Transmissibility of ith elementary length(for the
estimation of subsurface recharge)

rp qp Transmissibilities in any two orthogonal directions
XPP' qq
rn t Transmissibilities in principal permeability
^xx* xyy

directions

TX- TY- Transmissibilities in principal permeability direc-
th

tions at i space point

u Argument of well function
th _«.,_, *„ thU Unexplained variance for k n period in r replica-

kr
tion of the simulation

v Seepage velocity

V additional variant caused by the errors, for k
period in rth replication of the simulation

V, Groundwater withdrawals
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wik

W

Vtel
x,y

*4»y

y,x

y i«xi

177

Groundwater withdrawal at ith space point during
kth period
Groundwater withdrawal at ith space point during
kth period calculated from consumptive use require-
ment.

Groundwater withdrawal during k period
Groundwater withdrawal in 1th zone during kth period
principal permeability axes

Coordinates of 1th space point
x Recharge due to sources other than rainfall adjusted

ik f0r abstractions other than pumpage, at i space
point during k n period

Principal permeability axes

Coordinates of ith space point

Y y Y Objective function
^ ' Datum for the estimation of groundwater storage

7 Boundary conditions

Confidence level parameter

^i) amatrix containing nQ number of recharge parameters
of i^k space point

*_ Residual variance of least square approximation for
kth period of ith replication
Mean of pkr over all the replications for kth period
Maximum residue in the polynomial approximation
Net irrigation requirement of jth crop in k • period

3^ th • nth „_._* Net irrigation requirement of j™ crop m 1 zone
jkl th aduring k period

Subsurface inflow from ith elementary length

Pkr

?k
6 a,

AI.

61,
Length of Ith elementary length(for the estimation
of subsurface recharge )



i7a

thAS. Groundwater storage in i strip
1

ASM

Atk

\
\
e

ei

M

increase of water availability in the root zone

ASg Increase of groundwater storage

Duration of kth time period
Efficiency of groundwater irrigation

Efficiency of surfacewater irrigation

Data 'noise' or residues in Boussinesq's equation
,mgular distance between the axes p, q and principal
permeability directions

Angular distance between the axes p,q and principal
permeability directions at space point i.
Mean for generating normally distributed random numbers

Frequency distribution

.thcc, , irea factor of j n crop
•jkl

P Mass density

$ Standard deviation

j , ^2 Hydraulic gradients at the boundary
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