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ABSTRACT

Ambulatory monitoring of ECG signals is an important topic of
research in the area of Biomedical Engineering. The basic concept lies in
providing medical service to the cardiac patients away from the hospital. A
complete computer based management ofthe ambulatory monitoring ofECG
forms the basis of the present work. Two improtant aspects, namely devel
opment of ambulatory monitoring system for arrhythmia analysis and data
compression techniques for both, on-line and off-line, applications were
identified for the development of this concept by the author.

A good number of ambulatory monitoring systems are available for
arrhythmia analysis ofambulatory patients. Various techniques and algorithms
for arrhythmia analysis and data compression are available. More important
once are briefly reviewed in the thesis.

A prototype ambulatory monitor has been developed based on 8088
microprocessor system. There are five modules in the ambulatory monitor
ing unit. The first one is the data acquisition module capable of recording
three channels simultaneously. The input ECG signal is conditioned using
instrumentation amplifier and highpass, notch and lowpass filters in cascade
for eliminating baseline wander, power line interference and high frequency
noise contents, respectively. The second module consists of 8088 micro
processor and accessories, including EPROM which is loaded with the
software.The module acts as the controller of the ambulatory monitor. The
digital input/output module consist of different programmable peripheral
chips for providing timing signals, parallel to serial data communication and
pushbutton / keyboard controls. The memory module consists of three banks
of read/write memories , each bank providing 256 k bytes for ECG data
storage. The indication and display module gives a visual indication of
different events and alarms and a numerical display of the crrent values of
ECG parameters, such as heart rate, intervals etc. All the five modules inter
faced to each other through a mother board are controlled by a sophisti
cated and efficient software package developed using assembly level
programming .



Having developed the hardware for ambulatory monitor, two important

algorithms were developed for processing the ECG signal. The first algo

rithm is for eleminating various types of noise present in the ECG signal,

but not completely eleminated by the hardware . The second algorithm

developed provides ECG wave recognition to measure amplitudes (P, Q, R,

S and T waves) and the characteristic points (Pon , Poff, QRSon, QRSoff
and Tend) of the ECG. The detection of QRS complex has been obtained
through slope-threshold method. The baseline estimation is made according
to the recommendations of the Common Standards for Quantitative Electro

cardiography (CSE) Working Party. The parameters obtained through this
software are stored in a file for further processing and use.

•

For arrhythmia analysis, the commonly used ECG features are intervals

and segments; these are derived using the parameters obtained from the

software developed for the ECG wave recognition and characteristic point
location. Diagnostic criteria are then applied for classifying the arrhythmia.
The five different types of arrhythmias for which diagnostic rules are clearly
known namely, Normal sinus rhythm, Atrial premature contraction, Sinus
arrhythmia, First degree AV block and Sinus bradycardia, are identified

from the derived features of ECG based on these rules. A six - step logical
procedure has been adopted in the algorithm for arrhythmia classification.

The algorithm thus developed has been tested on different records of Massa

chusetts Institute of Technology/Beth Israle Hospital (MIT/B1H) arrhythmia
database. These results are then compared on a beat-by-beat basis, each beat

being individually examined and verified against the results available in the
database.

Another aspect of the thesis is data compression, transmission and

reconstruction of the original signal. Data compression becomes neces

sary to reduce the memory requirement for storage and to speed-up data

transmission in real-time. Various direct data compression techniques exist

in the literature; five out of these techniques have been selected for compari

son and evaluation. The performance of these techniques have been mea

sured using two indices, namely, compression ratio and percent root-mean-

square difference besides fidelity of the reconstructed signal. The major

contribution in this work is the study of the effect of sampling frequency on



the performance of direct data compression techniques and the clinical
acceplabilty of such schemes. In order to know the clinical acceptable qual
ity of the reconstructed signal, peak, boundary and interval measurements
were made both on the reconstructed and the original signals of the sanie
record and the results were compared. i/

Data compression techniques have also been proposed for offline stor
age as database. Two transform based methods namely, fast Fourier trans
form (FFT) and fast Walsh transform (FWT) based on the principle of suc
cessive doubling, have been developed for the purpose. The performance of
these compression schemes are evaluated using compression ratio and PRD
,besides fidelity of the reconstructed signal. Further, to know the extent to
which the clinical information is preserved in the reconstructed signal, peak,
boundary and interwave measurements were made on both the original and
reconstructed signals and compared.

The algorithms for real-time implementation in ambulatory monitor
have been selected on the basis of simplicity and speed of execution to
implement on microprocessor. Algorithms for data acquisition, data com
pression, QRS detection and arrhythmia analysis have been developed
and implemented using assembly language. The performance of the algo
rithms have been tested individually. The data acquisition algorithm has been
tested by acquiring the ECG signal from the normal human beings. The ECG
recorded is of good quality and can be used straightaway for further analy
sis. Other algorithms namely data compression, QRS detection and arrhythmia
interpretation have been tested on standard MIT/BIH Arrhythmia data
base. The performance of all these algorithms is found to be satisfactory.

The results obtained from different algorithms tested on the stan
dard CSE & MIT/BIH database are critically examined in the thesis. The
conclusions in respect of the work presented are given at the end of the
thesis and finally the scope for future improvements is brought out.

in
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CHAPTER - 1

INTRODUCTION

1.1 Background

Continuous monitoring of electrocardiogram of ambulatory patients is
common clinical practice, as there exists a correlation between ventricular

arrhythmias and mortality in this class of patient. This type of monitoring
includes both the measurement of heart rate, so as lo compare it with the
limits of normality and identification of isolated ventricular ectopic beats,which
calls for continuous beat- by - beat analysis.

Direct visual monitoring of ECGs by human being is a tough task whose
monotony increases the loss of clinical information. Over the last four de

cades great efforts have been made in this direction to develop automatic
analog or digital system to carry out this function. Computer-based ECG
analysis system have proved to be more efficient , having made possible
rapid retrieval of data for storage and techniques of data presentation whose
clinical utility is evident. The great majority of these systems follow conven
tional techniques to extract parameters from the raw ECG signal for statisti
cal or heuristic classification algorithms. The basic problem is the identifi
cation and selection of characteristics containing sufficient clinical informa
tion to discriminate between the different categories which it is desired to
classify. Although computerized ECG analysis started in the early 1960's, a
review of the state of art of automated ECG analysis reveals that, both
on-line and off-line techniques have not made any major improvement as far
its diagnostic performance is concerned [16]. While existing commercial sys
tems are generally effective in processing the ECG signal starting from data
acquisition to parameter extraction, interpretation of the signal is still referred
to the cardiologist. This is because of two reasons, first, interpretation is
generally performed at a rudimentary level by clinical computing systems com
pared with the performance of experienced physician. Secondly, medical de
cision support tools are hardly accepted as such [34]. However, when the



role is clearly support in situations where repetitive and extenuating decisions

are to be made, medical decision tools can be accepted at large.

The introduction of microprocessor technology, although reducing cost

and space requirements, has also put restrictions on the size of the extraction

algorithms used for such applications. This is owing to the conflict between

the limited speed of calculation of microprocessor systems and the demand

for real-time processing inherent in monitoring. A minimum number of pa

rameters must be obtained which differentiate between different class of car

diac arrhythmias and whose real-time implementation on microprocessor sys

tems is feasible. *

The main goal of electrocardiographic processing and analysis using

computers is to record the ECG signal and process the signal for extracting

few parameters of interest from the signal for further diagnosis. This, is
achieved through the following processing stages:

(1) Data acquisition ^
(2) Filtering and analog to digital conversion

(3) Identification of waves and characteristic points

(4) Parameter extraction

(5) Disease classification

In the first step (1) the classical methods of ECG signal acquisition are

still followed and are used to pick up the signal generated by the cardiac

muscles from the body surface. The acquired ECG signal is amplified and

conditioned in the processing stage. In the next step (2) noise in the ac

quired signal is minimized so as to improve signal to noise ratio. Further, the

analog signal is digitized through A/D convertor and fed to the microproces

sor or computer as well as to display and storage devices. The digitized data

is then processed for wave recognition and delineation in step (3). After the

wave has been identified, a baseline estimation for establishing time and am

plitude references are marked. This forms the basis for parameter measure

ment. Recognition of the ECG wave starts with the QRS complex identifica

tion which is the most significant even in the ECG signal [18,55,109,133].

Here after, the onward processing is application dependent. In step (4)
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depending on the application for which the processing is to be done, a few
relevant parameters are extracted from the measured parameters. For ambu
latory monitoring ,the ECG features that are commonly used for classifica
tion of arrhythmias are based on timing data [2,22]. In the final step (5) these
features are grouped to form patterns; which are, then used for classifying
the arrhythmias.

Holter recorder is used for continuously recording the ECGs from
ambulatory patients and it does not perform on-line analysis for detecting
the arrhythmias. On the other hand ambulatory monitor is one which not
only records the ECGs but also perforins the on-line arrhythmia analysis
and generates alarm in case of lethal arrhythmias. In the present application
ambulatory monitoring system has been developed for arrhythmia analysis.
The unit will be placed in the ambulance to record the ECGs on way to the
hospital and generates alarm to alert paramedical staff to provide necessary
preliminary rescuitation to in cardiac patient. The ECGs recorded during
this period are transmitted to the cardiac center for expert opinion and also
stored in the RAM for the detailed arrhythmia analysis off-line.

1.2 History of Ambulatory ECG Monitoring

In 1961 Holter invented a taperecorder for continuously recording the
ECG from ambulatory patients [56]. The Holter recorders are commonly em
ployed for recording ECGs up to 24 hours. Developments in Holter
taperecorder and their clinical use was reviewed by Webster [149]. High speed
analysis ofECG was usually performed manually by a trained nurse but oc
casionally semiautomatically or automatically by acomputer [115]. This has
lead to improved health care and improved clinical investigations. Use of
computer made a drastic change in Holter data storage, data reduction and
analysis. The subject of automated arrhythmia detection was reviewed by
Oliver et. al. 1974 [108]. The design of the ambulatory arrhythmia monitor
really become possible after the invention of the microprocessor. Previously,
large mainframe computers were used [11 5]. Microprocessor technology per
mitted the design of a compact even portable device that analysed the ECG
signal in real-time. Walters developed a microprocessor based bed side
monitor [146].
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Portable microcomputer based arrhythmia monitoring system was first
attempted in 1978 [133,136,149]. Thakor et al presented the detailed design
implementation and evaluation of an ambulatory monitor [131]. Fancott and
Wong (1980) reported a system for the analysis of 24 hours ambulatory
ECG 60 times real-time [35]. Craig (1980) described a microprocessor based

recorder for the generation of histograms of beat-to-beat heart rate during
daily physical activity [30]. A simple microprocessor system for the on-line
analysis of electrocardiograms was proposed by Mahoudeaux et.al. in 1981

[90]. Tompkin's (1982) discussed the trends in portable arrhythmia monitor

ing towards portable computer that travels with the patient to do real-time
data analysis and capture the arrhythmias [137]. Arrhythmia detection

algorithm was developed for intensive care unit by Ruiz et.al. [119]. Method
involved mapping cardiac arrhythmias in real-time using 8 bit microproces

sor system. Thakor (1984) presented the techniques of ambulatory ECG

signal acquisition, processing, arrhythmia detection and performance evalua

tion of automated arrhythmia detectors [131]. Design of a portable battery

powered microcomputer based monitor for recording ambulatory ECG and

its analysis was described in 1984 by Thakor [132]. Tompkin's in 1983 re

ported a patient - worn intelligent arrhythmia system [138]. The micro-moni

tor is a miniaturized data processing systems which was developed by

Wiesspeiner and Xu in 1992 for the requirement in the ambulatory patient

monitoring [150]. Blazek and Janecek (1995) described the design of a simple

low cost device for surgeries and ambulance monitoring [17]. De-maso et al

reported the ALTER DISCS developed for use in an ambulatory clinical envi

ronment [32].

Large amount of noise is often superimposed during ECG recording.
Both high frequency electromyographic (EMG) noise and low frequency
baseline wander are present.Removal of these noise is a significant step in
the ECG processing. Filtering of ECG is to enhance signal discrimination
and is used in a multitude of circumstances. Broadly speaking filtering im

prove visual quality of the signal. The most common filters used are low-
pass, highpass and bandpass or notch filters[100]. These filters have fixed
corner or centre frequencies and operate on each lead of multilead ECG in
dependently. Recently, variety of adaptive digital fillers lor the removal of
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powerline interference are reported in the literature [4,37,42]. Several ap
proaches to the problems of baseline \v;ui(lei removal have been piesenled
Most common among them are linear interpolation and cubic splines used
by MacFarlane el. al. 1977; Meyer and Keiser 1975, Bartoli et. al. 1983
[14,88,95]. Another approach for eliminating the baseline wander is by means
of linear phase filtering have been described by Van - Alste and Schilder;
1985, Makivirta et.al. 1985; Van Alste et al 1986, Mortara 1981
[91,101,143,144].

The performance of ambulatory monitor heavily depends on the accu
rate and reliable detection of the QRS complex. During last two decades,
software QRS detectors have become an integral part of the ambulatory
monitor. Conceptually, most QRS detectors are grouped into two broad
categories. The first is the preprocessors and the second being the decision
rule. Preprocessing can be further subdivided into linear filtering and nonlin
ear transformation. Linear filtering is based on the analysis of the first deriva
tive of the ECG [13,19,29,145J. Others have used a filler, capable of giving
symmetry to the QRS complex, and then select the control point within a
specific threshold detector [141]. Yet, other approach used is the contour
limiting technique [97]. Goovaerts et. al. 1976 presented a technique that
yield good results when signal to noise ratio value is high [46]. Conversely
the cross-difference technique is more adequate in the presence of particu
larly noisy ECG signal [82]. Other algorithms make use of cross-correlation
technique and ECG signal envelope maximum [1,33,106]. For the measure
ment of RR interval algorithms improving sensitivity have been developed
[38,53,93,107,1 11]. The averaging technique has been proposed by Barbaro
et. al. in 1983 [13]. The most recent approach for QRS detection makes use
of Wavelet transform [81,1211.

Wave recognition and parameter extraction is a classical problem in the
analysis of the ECG signal. A number of papers have been reported for the
detection of ECG wave characteristics points. Kyrkos et.al. demonstrated
the usefulness of time recursive prediction for event detection[77]. A com
plete solution to the fundamental problem of ECG analysis, viz, delineation
of the signal into its components using discrete cosine transform (DCT) was
presented by Murthy et.al. [103]. An automatic ECG analysis program



DECGAP was described by Gritzali et. al. [47] for detection, recognition
and parameter extraction ofthe ECG waves. Laguna et.al. presented a method
to automatically detect the characteristic points [78]. Fundamental problem
of delineation of ECG signal into components waves using Fast Fourier Trans
form (FFT) was developed by Murthy et.al. [104|. A simple non iterative
method for complete wave delineation of the electrocardiograms is derived
by modelling its discrete cosine transform is reported by Niranjan [105].
Recently an algorithm based on Wavelet transform have been developed for
detecting ECG characteristic points [81]. Real-time online implementation
using wavelet transform for detecting ECG characteristic points was pre
sented by Sahambi et.al. [121].

Automatic monitoring of arrhythmias can be broadly classified into two
groups. In the first group, the only characteristic analyzed is heart rhythm, in
the form of RR interval, on the basis of which classification and/or display
algorithms are framed [89,116,135]. The second line of approach are based
on algorithms, taking into account both rhythm and features reflecting the
morphology of the ECG waveform. Further, this approach is subclassified
into two types. First among these makes use of extracting multiple features
for the morphological characterization of the QRS complex. Such features
include duration, offset, the area under the curve, maximum slope etc. [26,35].
Inconjuction with RR interval data, these parameters are very useful for train
ing the classification. The second sub group employs a single feature to
characterize QRS morphology. The most frequently used is the cross-corre
lation coefficient, which quantifies the similarity between a given waveform
and previously stored template [36,69]. A new approach to classify the car
diac arrhythmias makes use ofartificial neural network (ANN) Classifier based
on adaptive resonance and fuzzy theory have been investigated for identify
ing normal and abnormal beats by Ham et al 1996 [49].

Data compression methods for ECG signals have gained popularity in
recent years, to meet the requirements of digital storage as database, for
subsequent and several comparisons besides the transmission of these signal
over a communication line. The main goal of any such technique is to derive
maximum data compression without loosing the clinically significant infor
mation. There are three signal domain in which ECG data compression can
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be performed, the first one is compression in time domain, which consists in

approximating the signal by a sequence of straightlines and slopes. Cox et.

al. 1968 reports ECG data compression using amplitude- zone time epoch

coding (AZTEC) |27J. Muller (1978) developed turning point technique for

real-time ECG data compression [102]. In 1982, Abenstein and Tompkins

described a hybrid method for ECG data compression called CORTES, which

is the combination of AZTEC and TP technique [2]. A modified AZTEC

method for real-time application was suggested by Furht & Perez (1988)

[41]. Scan-along-polygonal approximation technique (SAPA) was presented
by Ishijima et.al. 1983 [64]. The second category of algorithms to compress

data involves extraction of the different frequency components using suit
able transform and storing the coefficients in the compressed form, Fourier

transform [11,114], Walsh transform [72], cosine and Haar transform [5].
The latest is the Wavelet transform [20,23,54,81,121]. The third method of

compression is parameter extraction in which a set of parameter is extracted

from the signal, which are then used for reconstructing the signal, Peak pick
ing [25] Linear prediction [120] and neural network approach [50].

1.3 Objective and Plan of the Present Work

Present work investigates the various technical aspects of the develop
ment of a microprocessor-based ambulatory monitoring system. The pro
posed system has been developed with an objective to provide efficient
medical care to cardiac patients, while being shifted to hospital. A complete
computer based management of the ambulatory monitoring of ECG forms
the basis of the work presented here.

The work started with the development of intelligent ambulatory ECG
monitoring system. The monitor is built around 8088 microprocessor. It con
sists of five modules. The first one is the data acquisition module which
records three channel ECG simultaneously. Hardware filtering is carried out
to suppress the noise present while recording the ECG. The second module

being 8088 microprocessor which forms the heart of the system, controls the
whole system functions. The third module is the memory module which
is used for storing the data during the transit period and will be used for



further analysis off-line. Digital input/output module is the fourth one

which provides interfacing between processor and other modules. Last one

being the indication and display module which will provide necessary indica

tion and display during monitoring. The hardware developed is completely
software controllable.

In the next stage of the work if, the recorded signal contains the un

wanted noise such as powerline interference and baseline wander these are

eliminated through software filtering using digital filters off-line. Algorithm
has been developed for the simultaneous removal of powerline interference
and baseline wander. After this, ECG wave detection and its characteristic

point location is done. The process of wave recognition starts with the iden
tification of most important event which represents ventricular depolarization
that is QRS complex. This has been achieved using slope threshold criteria.
An upper and lower thresholds have been set to discriminate between noise

and P and T waves. Followed by this, R peak is detected as a point where the

slope changes from positive to negative. Further P and T wave are identified

and their onset and offsets are determined using the slope threshold and

search criteria. The parameters such as PR interval, RR interval, QRS dura

tion etc. are derived from the measured parameters and stored for further

processing.

In the ECG processing final task is to classify the disease. Algorithm

for disease classification based on decision logic approach has been devel

oped. The parameters which have been obtained in the previous stage are

used here for interpretation of the arrhythmia. Developed algorithm checks

for different criteria given in the disease classification table for each class of

disease. If any of the conditions are satisfied a particular class of disease is

identified accordingly.

In addition to the above automation data compression techniques have

been developed to reduce the memory requirement both for storage and trans

mission of the ECG signal to cardiac care centres and also used for storage

as database. Direct and transformation data compression algorithms have

been developed along with their validation for clinical acceptability. Direct



data compression techniques are useful in the real time application and on
the other hand transform based techniques will be used for compressing the
large amount of data for storage as database for future reference.

1.4 Thesis Organization

The work embodied in the thesis is organized in nine chapters. The
current chapter presents introduction to computer processing of ECG sig
nals. State of art of ambulatory monitoring from the days of simple Holter
recorder for recording ECGs upto 24 hours to the present days ambulatory
monitor. Subsequently the objective of the proposed work is highlighted.

The second chapter introduces the concepts of electrocardiography,
starting from the anatomy of heart, to mechanical and electrical activity of the
heart. An ECG cycle demonstrating the waves and intervals which reflects

the functioning of the heart are briefly explained. A brief explanation about
the different types of electrodes is given in this chapter. For the purpose of
recording the ECG, generally three and twelve leads systems are used and
are presented here. Brief descriptions of standard database namely CSE and
MIT/BIH are covered in this chapter. These database have been used in the

present work for evaluating the performance of the algorithms developed for
ECG signal processing.

Hardware of ambulatory monitor is described in chapter 3. The moni
tor is built around 8088 microprocessor and has fiye modules. The basic
design considerations, selection of microprocessor and choice of ADC are
presented in this chapter. Descriptions of each module are also detailed in
this part of the thesis.

Chapter 4 deals with the problem of noise, ECG wave recognition and
characteristics point location. After hardware filtering, the signal may still
contain noise. Therefore off-line preprocessing is required to suppress the
noise if any present in the ECG signal. For this purpose digital filtering tech
nique is developed and presented in this chapter. This chapter also pre
sents the algorithms for ECG wave recognition and characteristic point
location.



The subject matter of chapter five covers the arrhythmia disease classi
fication. The output file generated from the ECG wave recognition and char
acteristic point algorithm has been used as the input file for the arrhythmia
classification program. The algorithm developed for arrhythmia interpreta
tion uses six step logical procedure. The parameter used for classification

are RR, PP, QRS, PR, P-duration and rhythm. Then the diagnostic rules

were applied for classifying the arrhythmias. The software developed for this
purpose is very simple and efficient.

Chapter 6 describes different techniques of ECG data compression

suitable for on-line real-time applications. Five direct data compression tech

niques have been proposed in this chapter. Their performance has been tested

using different parameters such as compression ratio, PRD, fidelity and diag
nostic acceptability. In addition to this an important study has been made to

show the effect of sampling frequency on the performance of the direct

data compression algorithms.

Chapter 7 deals with off-line data compression techniques for the pur

pose of off-line storage of ECG data for future use as database. Two trans
formation methods namely fast Fourier transform and fast Walsh transform

methods have been proposed for data compression. Both algorithms perfor

mance are tested using important indices, namely, compression ratio, PRD,

fidelity and diagnostic acceptability. A compression between FFT and FWT
based on execution time, compression ratio and fidelity is presented in this

chapter.

The software for ambulatory monitor has been covered in chapter 8. It

includes four softwares, for data acquisition, data compression, QRS detec

tion and arrhythmia interpretation. Each algorithm has been tested for their
performance independently and the results are given in this chapter.

Chapter 9 presents the conclusions drawn from the presented work and
finally, the scope for future improvements is suggested in this chapter.

10-
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CHAPTER - 2

THE ELECTROCARDIOGRAPHY

2.1 Introduction

Electrocardiogram (ECG) has become a diagnostic tool almost as

popular as stethoscope and blood pressure measuring instrument. It's pur

pose is well known in the non-medical community as well. The main advan

tages of this instrument are its simplicity and non-invasive characteristic,

which provides faithful representation of the function of the heart. It's im

mense importance lies in the detection of the cardiac arrhythmias and con

duction defects. It is essential to know the fundamentals of anotomy of the

heart to understand the characteristics of the ECG signal..

2.2 The Heart

Heart forms one of the most important and critical organs of the

human body. The basic function of the heart is to circulate the blood through

two major circulating systems namely, the pulmonary circulation in the lungs

and the systemic circulation in the rest of the body ; this is carried out by the

co-ordinated rhythmic contraction and relaxation of the different chambers

of the heart [21].

The walls of the heart comprises of several layers. The inner most

layer is known as endocardium made up of smooth lining of cells. Next to

this is the myocardium which consists of muscular cells and constitutes the

major part of the heart mass. It is their co-ordinated contraction and

relaxation which causes the chambers of the heart to pump the blood. The

11



myocardium is covered by a layer of fat called epicardium. The pericardial

sac which encloses the heart is formed by the outer most two layers of the

pericardium which have a small amount of lubricating fluid between them.

Though the heart consists of several layers, it is only the myocardium which

is responsible for generating large amount of current, sufficient to be de

tected and recorded on the surface of the human body [12,44,87].

The heart consists of four chambers. The upper two chambers are

named as, the left and right atria, are synchronized to act together [21,31,112].

Similarly the lower two chambers called the ventricles, operate together.

Right atrium and right ventricle are coupled through a valve called tricuspid

valve and similarly the left atrium and left ventricle are connected through

mitral valve as shown in Fig. 2.1.

2.3 Mechanical Activity of the Heart

Basically the heart acts like a two stage pump, comprising of four

chambers. The incoming oxygen deficient blood enters the heart through

superior and inferior Venacavas and fills the right atrium. When filled, it

contracts and forces the blood through the tricuspid valve into the right

ventricle; this in turn , contracts to pump the blood into the pulmonary

circulation system. When ventricular pressure is more than the atrial pres

sure, the tricuspid valve closes and the pressure in the ventricle forces the

semilunar pulmonary valve to open, there by causing blood to flow into the

pulmonary artery, which then divides into the two lungs.

From the pulmonary vein, the blood enters the left atrium, and from

there it is pumped through the mitral valve or bicuspid valve into the left
ventricle by contraction of the atrial muscles. When the left ventricular muscles

\
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contract, the pressure produced by the contraction, mechanically closes the

mitral valve and the build of pressure in the ventricles forces the aortic valve

to open, causing the blood to rush from the ventricle into the aorta [31,87,112].

First two atria are synchronized to pump together followed by the two

ventricles.

2.4 Electrical Activity of the Heart

Fig. 2.2 shows the electrical conduction system of the heart. The elec-

trical activity in the heart originates at the sinoatrial (SA) node [31,112]. It is

a group of specialized cells that generate action potential at a regular rate

and is also named as pacemaker. The action potential generated by the pace

maker spreads in all directions along the surface of both the atria towards

the junction of the atria and ventricles and terminates at a point near the

heart called the atrioventricular (AV) node. At this node, some special

fibers acts as delay line to provide proper co-ordination between the action

of the atria and ventricles. From here , the impulse travels through

"bundle of His", which further separates into left and right bundle

branches. The fibers in the bundle called Purkinje fibers further divide into

branches in their respective ventricles.

2.5 Electrocardiogram (ECG)

The electrical activity associated with the depolarization and repolar

ization of cardiac muscle can be recorded and analyzed by means of

ECG. The electrical activity during the cardiac cycle is characterized by

five separate waves of deflections designated as P,Q,R, S and T. A normal
ECG consists of a series of five successive waves. The P-wave represents

electrical activation of the atria, the QRS complex represents depolarization

of the ventricles and the T-wave reflects recovery of the ventricles. The atria

-14-
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also have a recovery period but the wave for atrial repolarization is hidden

in the QRS complex. The distances between the waves in the ECG are

called intervals or segments [31,68]. The configuration of one complete ECG

cycle demonstrating the waves intervals, and segments normally seen in

the ECG is shown in Fig. 2.3 .

2.5.1 P Wave

The P wave is the first wave of the electrocardiogram represents the

electrical activity associated with the original impulse emanating from the

SA node and its passage through the atria. The presence of P wave with

normal shape and size, it can be assumed that the impulse for cardiac

contraction begins in the SA node. Absence or abnormal positioning of P

wave indicates that the impulse is originated outside the SA node. It is

normally upright in lead I & II but it is frequently diphasic or inverted in

lead III. It is normally inverted in aVR and upright in aVF. It is variable in

other leads. Its amplitude should not exceed 0.2 to 2.5 mV in any lead, and

its normal contour is gently rounded - not pointed or notched (leads system

is discussed in section 2.7).

2.5.2 PR Interval

The period lapsed from the beginning of P-wave to the beginning of

QRS complex is represented as PR interval. It represents the lime taken for

an original impulse to travel from the SA node through the atria and AV

node to the ventricles. With normal conduction, the duration of this interval

ranges from 0.12 to 0.20 sec. If the duration of the PR interval is more than

0.2 sec it can be reasoned that a conduction delay (block) exists in the area

of AV node. In some situations, the PR interval is unusually short (less

than 0.1 sec). A shortened PR interval may indicate that an impulse reached

-16-
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the ventricle through a shorter than normal pathway. Abnormally short PR

intervals are the most common features in the WollTparkinson • White syn

drome. This path provides a connection between the atria and ventricles

that bypasses the AV node and therefore stimulates the ventricles prema

turely. A junctional rhythm is generated in the area of the AV node instead

of the SA node. In the case of junctional rhythm, the atria are depolarized

in a retrograde direction. The P wave may be inverted or buried in the QRS

complex. Depending on where in the AV node it generated a junctional rhythm,

it can cause a shortened PR interval.

2.5.3 PR Segment

The P-R segment is a subset of PR interval. This segment is referred

to as the baseline between the end of P wave and beginning of QRS com

plex. Usually isoelectric, it may be displaced in atrial infraction and in acute

pericarditis. The normal value lies in the range from 0.04 to 0.16 sec.

2.5.4 QRS Complex

This complex is the most important event in the ECG as it represents

depolarization of the ventricle muscle. The process of depolarization be

gins at the endocardium of the ventricle and progresses outward to the

epicardial surface. This results in a complex consisting of an initial down

ward deflection (Q-wave), a tall upward deflection (R-wave) and a second

downward deflection (S-wave). These three deflections comprising the QRS

complex vary in size according to the lead being recorded. If the QRS com

plex contains only an R-wave, the points at which the complex starts and
ends are marked as 'Q' and 'S' respectively, though , there are no actual

'Q' or'S' waves. On the other hand if the QRS complex consists ofonly
Q' wave, it is described as QS complex.The J point is defined as the offset
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point of the S wave [8]. Its location is determined by the occurrence of a

significant reduction in slope.

For interpreting the QRS complex, there are at least six common fea

tures that should be routinely examined i.e. duration, amplitude, presence of

Q-wave electrical axis in the frontal plane (limb leads), relative prominence

of the component waves in the precordial leads, and the general morphol

ogy including the presence and location of the notch. The QRS duration is

measured from the beginning of the 'Q' wave to the end of 'S' wave. The

normal value of QRS duration lies in the range from 0.05 to 0.10 sec. in case

of standard limb leads. The chest leads frequently display, a slightly longer

QRS duration 0.06 or 0.12 sec than the standard leads. If the QRS duration

is greater than 0.12 sec. is indicative of abnormal intraventricular conduc

tion. The amplitude of the QRS complex has wide normal limits.

2.5.5 ST Segment

This segment of the ECG reilects the period between the completion

of depolarization and the beginning of the repolarization of the ventricular

cells. Normally, this segment is isoelectric, meaning that, it is neither

elevated nor depressed, because the positive and negative electrical forces

within the ventricular myocardium are equal to one another during this pe

riod. Elevation or depression of the ST segment indicates an abnormality in

the onset and recovery of ventricular muscle.

2.5.6 T Wave

The T wave represents the major portion of the recovery phase after

ventricular depolarization. For the interpretation of T wave, normally, three
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features are examined, namely direction ,shape and height. Normally, T

wave is upright in lead-I and II and in precordial leads, but it is normally

inverted in aVR. The morphology of the T wave is normally flat and slightly

asymmetrical. In some diagnosis, T wave amplitude is also important.

2.5.7 QT Duration

It defines the total duration of the combined phases of depolarization

and repolarization of the ventricular muscle. This interval, is measured

from the beginning of the QRS complex to the end of T wave. It varies with

heart rate, sex and age and its normal values can be obtained directly from

the standard table. A useful rule of thumb is that, the QT interval should be

less than half of preceding RR interval. This holds good for normal sinus

rates. The QT interval is lengthened in congestive heart failure, myocardial

infraction and hypocalcemia [40,44,68,94]. The normal values of the various

parameters of ECG (lead II) are summarised in Table 2.1.

2.6 Electrodes for ECG Recording

Almost every patient monitoring system is concerned with the ECG

and hence the selection of the electrodes is a matter of general concern. The

type of electrodes employed mainly depends on the application. Modern

ECG recording electrode designers generally prefer silver-silver chloride

(Ag-Agcl) recording element, that makes electrical contacts with skin through

an electrode gel [130]. Usually, the gel consists of electrolytes such as NACL

or KCL in isotonic concentration. The electrode body is most often made

from porous form or fibric that does not impede respiration. The electrode

adhesive should resist respiration and wetting, and at the same time should

not cause irritation.

-20-
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Table 2.1 Normal Values of ECG (Lead II) Parameters [31 ]

Wave Peaks (mV) Intervals (sec) Segments (sec)

P-wave=0.25 PR=0.12to0.2 PR=0.04to0.08

Q-wave 25% ofR wave QRS=0.05to0.12 ST=0.12to0.16

R-wave = 0.5 to 1.5 QT=0.35to0.4

S-wave=0.2 Pwave=0.11

T-wave=0.1to0.5
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Different types of electrodes have been in common use for recording

the ECG signal from the subject [43]. A few of the more familiar types are

shown in Fig 2.4. The earliest ECG measurements used immersion type of

electrodes. A great improvements over the immersion electrodes were the

plate electrodes, introduced for the first time in 1917. Commonly used elec

trodes for ECG recording consists of two rectangular or circular plates of

German-silver, nickel-silver or nickel plated steel as shown in Fig. 2.4(a).
When these electrodes are applied to a patient with electrode jelly, typical
d.c. resistance values are in the range of 2 to 10 k ohms.

A very useful type of electrode is the suction -cup electrode as illus

trated in Fig. 2.4(b). This type ofelectrode is commonly used in practice as
an ECG chest electrode and as well suited for attachment to flat surface of

the body and to regions where the underlying tissue is soft. Although the
electrode looks to be physically large, this electrode has a small area be

cause only the rim is in contact with the skin.

Yet, another type of ECG electrode which allows quick application is

contained in a strip of adhesive tape. This electrode is shown in Fig. 2.4(c)
consists of a lightweight metallic screen backed by a pad for electrolyte

paste. Measuring approximately one and half inches square, it adheres well

to the skin and exhibits a relatively low resistance. The adhesive backing

holds the electrode intact and retards evaporation of the electrolytes. These

electrodes are commercially available.

A most interesting and very practical ECG electrode designated as

the multipoint electrode shown in Fig. 2.4 (d) consists of a 6x5 cm segment

made of stainless steel or tin-plated soft iron. It is slightly curved to fit over

fleshing parts of the body; the abrasive side is placed against the skin.
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Multipoint electrodes are of special value in some unusual recording cir
cumstances; for example, for screening the ECG in large number ofhuman

subjects, the short time required for application and removal is a most at
tractive feature. Multipoint electrodes are also useful in extreme environmen

tal condition. In situations of low temperature and barometric pressure, it is

difficult to store electrode pastes and jellies in their containers. The use of
multipoint electrodes eliminates the need for these substances and permits

easy recording under field conditions.

An electrode frequently used for recording exercise ECG is the float

ing electrode, sometimes referred to as the liquid junction electrode. In this
type, the metal does not contact the subject; contact is made through an
electrolyte bridge. The modern versions of floating electrodes takes differ

ent forms. One form, consisting of a zinc electrode recessed in a holder

and contacting the palm via a film of jelly. Another type of floating electrode

consists of a silver-silver chloride rod mounted centrally in a rubber cup

filled with electrode jelly. This electrode, shown in Fig. 2.4(e) was found

to have remarkably high electrical stability despite movement of the cup on

the skin. A similar high-stability electrode, consisting resembling a top hat is

illustrated in Fig. 2.4(f)- This type of floating electrode which has become

more popular in aerospace medicine and is now commonly used for record

ing ECG signals on moving subjects. In another type of floating electrode

shown in Fig. 2.4 (g), the metalic conductor is mounted in a flat rubber or

plastic washer which is cemented to the skin by special adhesives, the

washer holds the electrode away from the skin, and contact is established

via a thick film of electrolytic paste. Two more floating type of electrodes

made of silver disks chlorided silver screen and plates, and disks of a

compressed mixture of silver and silver chloride have been employed with

-24-
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greater success and are shown in Fig. 2.4(h) and 2.4 (i) respectively. In

general, these floating electrodes are of disposable type.

In the present application, metal plate cup type electrodes have been

used for recording ECG. This electrode is selected because, they are com

monly available and they make good contact with the skin. Another advan

tage being, they can be easily placed on the subject and will not cause any
irritation.

2.7 Electrocardiographic Leads

The electrical impulses generated within the conduction system of the

heart, results into weak electrical currents that Hows through out the entire

body. By placing electrodes on the different locations of the body and

connecting these electrodes to ECG machine, the ECG is recorded [31]. In

electrocardiography, the amplitude, polarities and even timing and duration

of the ECG are dependent to a larger extent upon the location of the

electrodes on the body. So it is conventional to use a series of different

electrode positions to record the ECG. It helps to view the conduction of

electrical signal in the heart from different angles and directions. Each set of

electrode locations from which the ECG is recorded is called lead. Depend
ing on the application, ECG recording commonly uses two different lead

systems namely, "three lead and twelve lead system". Three lead system is

useful in ambulatory monitoring and the twelve lead system is extensively
employed for detailed analysis and diagnosis for other cardiac diseases

[94]. These lead systems can be classified as

(i) Bipolar standard limb leads

(ii) Unipolar leads
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(iii) Unipolar chest leads for precordial leads

(iv) Orthogonal leads

2.7.1 Bipolar Standard Limb Leads

The bipolar standard limb leads I, II and III are the original leads

selected by Einthoven to record electrical potential in the frontal plane as

shown in Fig. 2.5. Electrodes are placed on the left arm (LA), right arm (RA)

and left leg (LL) (In practice a fourth electrode is placed on the right leg

(RL) and it serves as a ground electrode ). The LA , RA and LL leads are

then connected to their respective electrodes.

Each of the three ECG lead records the difference between two elec

trode sites. These potentials are as shown in the Fig. 2.5 (a), (b) and (c).

Lead-I Potential difference between the left arm and

the right arm

LA-RA

Lead-II = Potential difference between the left leg and

right arm

LL-RA

Lead-III = Potential difference between the left leg and

the left arm

LL-LA
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The relationship between the three bipolar limb leads is expressed algebra

ically by Einthoven equation as

Lead II Lead I I Lead III

This is basically well known Kirrchotrs current law.
i

2.7.2 Unipolar Leads

Fig. 2.5 (d), (e) and (I) shows the unipolar augmented leads

aVR, aVL, and aVF are introduced by Wilson in 1944. The potential differ

ence measured by these leads are as follows:

Lead aVR Potential difference between the right arm and the cential

terminal c, (junction of two equal resistors connected

to left arm and left leg)

LL I LA

RA- [ I

3/2 RA.

Lead aVL Potential difference between left arm and the central

terminal c2 (junction of two equal resistors connected

to right arm and left leg)

K A

[.A - |
2

3/2 LA
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Lead aVF = Potential difference between left leg and the central ter

minal c3 (junction of two equal resistors connected

to right arm and left arm).

RA+LA

LL- [ ]
2

i

3/2 LL

If the axis of the bipolar and unipolar limb leads are superimposed a

hexaxial reference system for six terminal plane leads is formed and is shown

in Fig. 2.6.

i

2.7.3 Unipolar Chest Leads or Precordial Leads

The chest leads V -V are shown in Fig. 2.5. A junction at central
1 6

terminal 'c' is formed by connecting right arm, left arm and left leg

electrodes connected through resistors of equal value. The potential at the

junction V of the resistors corresponds to the average potential of the three

electrodes. Chest leads V -V are the potential difference between the
1 6

electrodes placed at the six different locations of the chest (as indicated on

the diagram as 1,2,3,4,5 and 6 respectively) and the central terminal V shown

in the figure 2.5(g). The locations of electrodes for recording chest leads V,
i'

V , V , V , V and V are defined as below:
2 3 4 5 6

v, Fourth intercostal space, at right sternal margin.
v2 Fourth intercostal space, at left sternal margin.
V Midway between V and V .

3 2 4
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V = Fifth intercostal space, at mid-clavicullar line.
4

V = Same level as V , an anterior auxiliary line.
5

V Same level as V , an mid-auxiliary line.
6 4

Similar to standard and unipolar extremity leads a reference diagram

may be drawn for the axis of the unipolar precordial leads and is shown in

Fig. 2.7. The axis of the limb leads are located in the frontal plane, on the

other hand those of precordial leads are located in the horizontal plane. The

axis of the unipolar precordial leads is on a line extending from the location

of the exploring electrode to the dipole centre of the heart. A complete set

of standard 12 lead recording arrangement of ECG is shown in Fig 2.5.

2.7.4 Orthogonal Leads

An ideal lead system for recording ECG and vector cardiogram( VCG)

essentially consists of three leads with the following characteristics:

(a) The leads must be perpendicular to each other and also to the horizon

tal, vertical, and sagittal axis of the body.

(b) The amplitudes of the three leads would be equal from vectorial stand

point.

(c) All the three leads would have the same strength and direction, not

only for a single point within the heart, but for all points in the heart

where electromotive forces are generated. Such leads are called

corrected orthogonal leads. Theoretically these leads should contain

all the information present in the normal 12 lead ECG [40]. By conven

tion X,Y and Z are referred to as, horizontal, vertical and sagittal

axis and hence these are usually referred to as XYZ leads.
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2.8 ECG Database

Over the last four decades,a rapid growth has taken place in computer
ECG processing. Before 1980, there was no standard database available for
computer assisted ECG analysis. There was a lack of agreed definition of
waves, of common measurements, of standardized criteria for classification
and common terminology for reporting. This hampered the exchange of
diagnostic criteria and made evaluation studies on the utility and perfor
mance of ECG computer programs difficult. In the recent years, standard
database has been developed to overcome some of these problems. At
present three standard database are available,namely, American Heart As
sociation (AHA),Common Standards for Quantitative Electrocardiography
(CSE) and Massachusetts Institute of Technology / Beth Israle Hospital
(MIT/BIH). In the present work, last two database have been used for
testing the different algorithms developed for ECG processing. The details
of two database are given below:

2.8.1 Common Standards for Quantitative Electrocardiography
(CSE) [134]

The European community in the year 1980, started a project under the
leadership of late J.L. Willems with an aim of establishing "Common Stan
dards for Quantitative Electrocardiography (CSE)". The Working Party de
veloped three CSE reference databases. Two have been developed for the
testing and development of ECG measurement programs: the first for ECGs
in which three leads have been recorded simultaneously in the normal stan
dard sequence, that is lead group I, II, III; leadgroup aVR, aVL, aVF;
lcadgroupV,V,V;leadgroupV,V,V and finally the Frank leads'XYZ.
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The second database contains all leads, that is the twelve leads plus the
three Frank leads have been recorded simultaneously. The third CSE data
base has been developed for the assessment of diagnostic ECG and VCG
programs. This database also contain multilead recording both of the stan
dard ECG and the VCG. Each data set contains 125 records. The data for

this library were sampled at 500 Hz with a resolution of at least 10 bits and
a minimum quantization level of 5 uv. They were recorded with equipment

meeting AHA standards.

The three lead CSE measurement database consists of 250 original

and 310 artificial ECG recordings. They have been divided into two equal

sets, that is data set 1 (CSE-DSI) and data set 2(CSE-DSII).The multilead
measurement database also contains original and artificial ECG recordings.

This data base has been divided into two equal sets that is data set three

(CSE-DSIII) and data set four (CSE-DS1V).

The enlarged selected beats as well as the entire tracings are given for
each ECG of data set, three of the CSE multilead measurement library and
is named as training set. Time locations are shown for the overall onset and
offset of P, QRS and T. The referee results are also available on the en
larged beats. The referee have analysed arandom sample that is, every fifth
case, as well as for some other measurement where the individual program
results were too scattered. In addition to the plots of median results, all
individual referee and program results are also presented. Finally diagnostic
database (named as data set five (CSE-DSV)) only digitized ECG data are
given but clinical validated diagnostics is not available. This database has
been developed primarily for testing the performance of diagnostic ECG
and VCG programs.
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2.8.2 Massachusetts Institute of Technology - Beth Israle
Hospital (MIT/BIH) |98]

The source of the ECGs included in the MIT/BIH Arrhythmia database
contain a set of over 4000 long-term Holter recordings that were collected
by the Beth Israle Hospital Arrhythmia Laboratory between 1975 to 1979.
About 60% of these recordings were obtained from inpatients. The data
base consists of two groups, namely 100 and 200 series.The first group
contains 23 records (numbered from 100 to 124 inclusive with some
missing numbers) chosen at random from this set, and second group has 25

records (numbered from 200 to 234 inclusive, again with some numbers
missing) chosen from the same set to include avariety of rare but clinically
important events. Each of the 48 records is slightly over 30 minutes in
length.

The first group is intended to serve as a representative samples of the
variety of waveforms and artifacts that an arrhythmia might encounter in
routine clinical practice. Records in the second group on the other hand,
were chosen to include complex ventricular, junctional and supraventricular
arrhythmia and conduction abnormalities. Several of these records were se
lected because features of rhythm, QRS morphology variation or signal quality
can be expected to present significant difficulty to arrhythmia detector.

In majority of the records, the upper signal is a modified limb lead II
(ML II), recorded by placing the electrode on the chest. The lower signal is
usually, a modified lead V| (occasionally V2 or V^ and in one case V); as
for the upper signal, the electrodes are, also placed on the chest.4 This
configuration is commonly followed by the Bill Arrhythmia Laboratory.
Normal QRS complexes are usually prominaiit in the upper signal. The lead
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axis for the lower signal may be nearly orthogonal to the mean cardiac

electrical axis.

The ECG signals are sampled at 360 Hz. The ADC is unipolar, with 11
bit resolution over±5mV range. The annotations generally appear at the
R-wave peak, and are located with sufficient accuracy to make the reference
annotation files usable for studies requiring waveform averaging and for
heart rate variablity studies. The database contains about 1,09,000 beats.
The diseases included in this database are different 35 types of important

arrhythmias such as Normal sinus rhythm, paced beats, Premature Ven
tricular Contraction (PVC), Atrial Premature Contraction (APC), Bradycar
dia, Bigeminy, Trigeminy, AV blocks, Ventricular flutter and fibrillation etc.
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CHAPTER - 3

HARDWARE REALIZATION OF AMBULATORY MONITOR

3.1 Introduction

Ambulatory monitors are in common use to monitor ECG of an ambu

latory patient for the detection and analysis of cardiac arrhythmias. It pro

vides continuous real-time information about the condition of the patient. In

the present application the monitor is developed with an aim to provide effi

cient health care service to cardiac patients on way to hospital. The monitor

placed in the ambulance records arrhythmias and conduction disturbances

of interest. When a premonitory arrhythmia or conduction disturbance oc

curs, the monitor records it. An alarm alerts the paramedical staff, to pro

vide necessary preliminary resuciation to the patient. The recorded data can

be stored and transmitted to the hospital for expert opinion. The unit should

be portable, light in weight, battery powered and can be conveniently placed

in the ambulance. For the successful use in the real-time environment, the

data acquisition system and other hardware and software must be compatible

to each other. Moreover, the selection of processor and analog-to-digital con

verter and their operating periods are very crucial, so that data acquisition,

processing and data compression are to be completed within the sampling

interval.

Having considered the above requirement the design was initiated, with

an objective of meeting optimal level of performance and possible upgradation

in future.
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Ambulatory ECG monitor has been developed using Intel 8088 micro

processor based hardware. The system has been designed in modules so as

to make any future expansion easy. The system has the following five main

modules:

1. Data Acquisition Module

2. Microprocessor Module

3. Memory Module

4. Digital Input/Output Module

5. Display and Indication Module

Details of each module are presented in the following sections,after a

brief discussion on design consideration and selection of microprocessor

for the job.

3.2 Basic Design Considerations

The guiding considerations in the design of ambulatory ECG monitor

ing system are:

(a) Good performance to meet the requirement of an ambulatory monitor.

(b) Small size.

(c) Low power consumption and

(d) Low cost of the system hardware.

The cost of the system is governed by the cost of the components.

High stability close tolerance components are comparatively costly and so

they are used only where their values are critical for circuit operation. The
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second consideration is the hardware reliability, which increases when the

component count is low. This has been accomplished through the use of

large and very large scale integrated (LSI and VLSI) chips. The monitor draws

its d.c. power from batteries. In order to maintain constant power supply
over extended periods of monitoring, the system should be designed with

low power consumption chips. This has been achieved by using low power
consumption integrated circuit chips.

3.3 Selection of Microprocessor

In view of the sophisticated arrhythmia analysis it has to perform, a

fairly large number of instructions will have to be executed by the micropro
cessor in real-time environment, demands utmost care in its selection. The

selection of microprocessor is based on the technical characteristics such as

speed, word length, on chip registers, programmability etc [71]. Other fac

tors, which should be considered are the availability of processor, its sup
port chips and peripheral chips. A general consideration in the selection of

microprocessor is presented below [124]:

(a) For the real-time implementation instruction cycle or clock speed is
one of the important parameter for the selection of processor. The

ambulatory monitor needs higher speed version of the processor.

(b) Word size directly has the impact on the precession of the processor,

therefore, depending on the degree of precession, a choice should be

made between 8 and 16 bit processor. Although 8 bit processor can be

used to give moderate accuracy, but that would increase the complex
ity of the system and computational time involved will also increase.
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(c) On chip registers allow immediate data transfer between the registers

during calculation rather than requiring external references to memory

for temporary storage. This facility available in the processor increases

the throughput.

(d) A major consideration in the processor selection is the availability of

compatible support chips, such as clock generator, memory and pe

ripheral chips.

(e) Yet, another consideration being the availability of processor chip,this

aspect should also be taken into account while making the final selec

tion of the processor.

(f) Lastly, programming is yet another important consideration. The ar

chitecture of each microprocessor determines its instruction set. Gen

erally, efficient programmes can be written for the processors having

large number of instructions with many addressing modes and various

types of memory referencing schemes.This improves execution time

considerably and reduces the memory space requirement.

On the basis of the foregoing considerations, microprocessor 8088

has been selected for the present application. The 8088 processor has 16 bit

internal data bus and 20 bit address bus;it has however 8 bit external bidi

rectional bus to make it upward compatible with its 8085 predecessor. It has

four groups of registers (Total 14) accessible to the user and has addressing

capability of 1 M byte of memory [15,48,61,62,63,84,147]. It can address

up to 64K bytes wide input/output ports using isolated I/O scheme.The in

ternal architecture provides for Minimum/Maximum mode operations,efficient

interrupt management using maskable and non-maskable external interrupts
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alongwith software interrupt instructions. The functions of these interrupts
can be defined by the user. Instruction set of 8088 microprocessor includes
instructions for multiplication and division too.

3.4 System Schematic

The motivation for developing medical emergency ambulatory moni
toring system (MEAMS) described below is to create means for reliable
arrhythmia analysis, generate alarm in case oflethal arrhythmia and to estab
lish communication link between the cardiac centre and the cardiac patient.
A block diagram of the whole system is shown in Fig. 3.1. The monitor will
be placed in an ambulance to monitor the ECG.

MEAMS is intended to monitor the ECG of the patient on way to the
hospital. The construction of the monitor is rugged taking into consideration
the rough handling ,it might be subjected to while in use in the ambulance.
The system has been made ergonomic by providing minimum number of
switches on the front panel of the monitor. To operate this monitor the
attending staff manning the ambulance has to just press three switches.These
switches are start/stop, display next and transmit/receive. The system con
sists of three independent signal conditioner channel.The ECG signals are
collected through these channels by placing electrodes on the patients body
using standard lead system (refer Fig 2.5,chapter2). These channels are inter
faced with microprocessor. The differential ECG signal, picked up by the
surface electrodes placed on the human body, is amplified in the signal con
ditioning unit to obtain an adequate voltage level.The amplified ECG signal,
which may be corrupted by the noise and powerline interference is filtered
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Fig.3.1 Block diagram of ambulatory monitoring system

SC -*-Signal conditioner

MUX--Multiplexer

ADC—Analog to digital convertor

PPI --Programmable peripheral interface

v

L.

*

interface

Serial communication "J *" MODEM for
i — communication



for improving the signal to noise ratio. A three-to-one channel multiplexer

presents the signal conditioned ECG to a high precision 12 bit ADC (AD574)

one by one.The digitized signals thus available are used for processing and

storage. If there is an abnormality in the signal it is compressed and then

transmitted to the cardiologist for expert opinion or it may be stored in the

RAM for off-line analysis. The software to operate the whole system has

been written in assembly language and stored in an EPROM. The software

also perforins self test on the system after the power is switched on.

3.5 Data Acquisition Module

Interpretation of the electrocardiogram (ECG) requires that the signal

be quantified for extracting useful features needed for diagnosis. For the

feature extraction, the signal should be processed suppressing the unwanted

noise.Earlier, improvements in ECG recorders were aimed at reducing the

size and weight of the recorder and cutting down the recording period [32].

Multi-channel ECG recording has been in use for several years, but its

importance is appreciated more now [24,118]. Multi-channel detection and

analysis leads to considerable improvement in ECG recorders performance

although a huge quantity of data has to be processed. Noise and artifacts

often tend to occur intermittently at the time of recording. Such events

usually appear independently in different channels, so multi-channel record

ing can give high immunity to these disturbances [70,92,151]. Although

all 12-leads can be recorded simultaneously, three channel recording remains

popular because of the following reasons.

(a) 12-lead recording is very expensive. Using only two frontal plane

leads and one chest lead, all the 12-leads can be synthesized [122].
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(b) To obtain the vector cardiography or orthogonal lead recording,
only three simultaneous channels are necessary.

(c) Generally, single lead is sufficient for arrhythmia analysis

but simultaneous three channel recording improves the analysis

by gathering more information. Moreover, selection ofthe single
lead out of the three for extracting the parameters can be made

on the basis of the noise level present in the signal.

The data acquisition module has three channels of signal pro
cessing circuitary. The, block diagram ofthe circuit is shown in Fig. 3.2. The
study of ECG signal gives apicture of slow varying of low amplitude waveform,
which is susceptible to various kinds of noises. To extract the useful signal
from the spectrum, it is required to optimize

(i) The gain of the amplification unit

(ii) The frequency range of interest

3.5.1 Amplifier

The ECG signal generally lies in the range of ± 2.5 mV. This level is

very low, as most of the analog-to-digital converters work in the range of
± 5V or ±10 V. In the present system AD 524 (Analog Devices) has been

used. The amplifier is capable of providing pin programmable gain up to
10,000. Also if the resistances are properly matched, high Common Mode

Rejection Ratio (CMRR) can be achieved. The gain and linearity of the am
plifier are fixed over the entire frequency range of interest and stable over

the working temperature range [10]. In the present application gain is adjusted
to be 2000.
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3.5.2 Filters

Most of the diagnostic information present in the ECG signal is speci
fied up to 30 Hz. But in the QRS complex ,some higher frequency signals
are also present which when neglected may cause some error. So the fre
quency range of the ECG signal is considered up to 100 Hz. Further, due
to muscle artifacts and somatic tremor, baseline Wander is found to be
an extremely low frequency signal, which can be eliminated if the system re
jects frequencies below 0.05 Hz.

The powerline interference is one of the important artifacts which must
be eliminated by special means. The powerline frequency has anarrow band
width around 50 Hz. (in India). So a 50 Hz notch filter will be sufficient
to eliminate any powerline frequency component still present, as most of it
is rejected because of the high CMRR of the amplifier.

(a) High Pass Filter

Extraneous low frequency components can severly affect the visual
as well as computer based interpretation of the ECG signal [126]. Therefore
it is necessary to eliminate baseline wander present in the ECG signal to
reduce changes in beat morphology without disturbing the clinical informa
tion. Respiration and electrode impedance changes due to prespiration are
the common sources of baseline wander. The frequency of the baseline

wander is usually in the range well below 0.05 Hz. In the present application
an active high pass filter with a cutoff frequency of 0.05 Hz is used and is
configured with a unity gain. Two second order filters with a roll off
40 dB/decade, are arranged in cascade to make a fourth-order filter [96],
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(b) Notch Filter

Anotch filler working in a matched lee configuration is used here. At
resonance, the impedance of the tee-branches match and output is sharply
reduced. At all other frequencies, the impedance in the tee results in signifi
cant potential output [83J. The active notch filter has anarrow band rejection
and has a high attenuation of the tuning frequency.

(«) Low Pass Kilter

After the high-pass and notch filters, the signal may contain harmonics
of the power frequency i.e. 100 Hz, 150 Hz and so on, and high frequency
noise from the sources like radio frequency interference and electromag-
netically induced pickup [59]. Alow pass filter allenna.es higher frequency
noise and also serves as antialising filter. Two low pass filters, each of
second order with aroll off of 40 dB/ decade, are used in this application.
In order to preserve the nature of the ECG signal, cutoff frequency of 100
Hz is selected which helps to retain the highest frequency components
of the ECG signal. The fourth order low pass filler effectively eliminate elec
tromyographic (EMG) and other high frequency noise.

3.5.3 Multiplexer

In this system, aeight to one channel analog multiplexer, AD 7503, is
used to multiplex three input signals for presenting one by one to ADC
574. The AD7503 multiplexer (Analog Devices) is selected on the basis
of high degree of isolation, low turn-on resistance and fast switching The
on-resistance is of the order of 200 ohms while the off resistance is several
megaohms range. The inter-channel capacitance is of the order of 30 pF. [10]
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3.5.4 Analog-to-Digital Converter

The analog-to-digital converter (ADC) digitizes the signal and makes it
readable by the processor. As per American Heart Association (AHA) stan
dards, the ADC should be of 10 or 12 bit resolution. The selection of ADC
is made on the basis of its conversion speed and resolution. The effect of
quantization error in conversion will have direct effect on the ECG recording
system. Another factor influencing the choice of ADC is its capability to
operate in bipolar mode [10,65J. This is needed in this application as the
ECG signals are bipolar in nature. The error accounted with 12 bit ADC is
of the order of 1 in 4000 which is quite small; the cost of 14 and 16 bit
ADC's are relatively very high. Therefore , AD 574 (Analog Devices) 12 bit
ADC has been selected for this application. Besides the output data of AD
574 is buffered and can be tristated. This reduces the requirements of an

additional buffer.

3.6 Microprocessor Module

The block diagram of microprocessor module is shown in Fig.3.3. It
consists of an 8088 microprocessor configured in minimum mode and per
manently disabling the nonmaskable interrupt Clock is provided by 10 MHz
crystal through clock generator 8284, this resulted in 3.333MHz processor
clock and 1.667 MHz peripheral clock. Buffers and latches namely 74LS244,
74LS245, and 74LS373 clock frequency divider for providing a clock of
lesser frequency to chips like timers and USART, decoders for providing
chip select signals to the I/O chips in the system and for memory
selection are used. The microprocessor module has an 8Kbytes EPROM
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monitor containing system software and 768 Kbytes RAM for storing the
acquired data. The system contains the following common signals.

Address bus : A0-A19

Data bus : D0-D7

Control signals ALE, READY,IO/M WR, RD

Power supply lines : +5, GND, -12, +12 Volts.

3.7 Memory Module

32 Kbytes high speed static CMOS RAM (62256) chips which oper
ates on +5V supply is used in the memory module. These chips are
directly TTL compatible. In the present application, the demand for memory
space is fairly large and around 1.44 MB memory is required to store one
hour ECG data acquired from single channel (Lead II). The 8088 micropro
cessor can support maximum of 1MB of SRAM. The memory module con
structed for use has 768 KB RAM. Fig. 3.4 shows the block schematic of
the memory module for 768 KB capacity. Twentyfour 62256, 32 Kx8 static
RAMs are interfaced to the 8088 microprocessor starting from the memory
location 00000H. This module makes use of three decoders (74LS138) to
select the twentyfour different RAM memory components and afourth one is
used for generating the necessary chip enable signals for these three, 3to 8
line decoders. Twenty four 32K RAMs fill memory from location 00000H
through location BFFFFH, for 768K bytes of memory. This capacity is not
quite adequate, but it is sufficiently large enough to indicate that, with suit
ably compressed ECG signal, twentyfour. numbers of 32K RAM devices
would be sufficient to store one hour data recorded during the period in



Bank 0

Fig.3.4 Block schematic of 768 KB Memory module



which patient is shifted from remote place to the hospital. Therefore suitable
direct data compression techniques have been developed for ECG signal and

are presented in chapter 6.

3.8 Digital Input/Output Module (DIO)

The block diagram of DIO module is shown in Fig.3.5. It consists of

four programmable I.C. chips interfaced to the system bus; these are 8255
PPI, 8279 keyboard controller, 8253 PIT and 8251 USART. The 8255 has
three programmable ports one ofwhich is used as an output port for provid
ing signals to various LEDs and another is used as an input port for inputing
system control signals such as start/stop, transmitt, download and so on.
8251 (USART) chip has been provided for communication purpose or it can
also be used for down loading the various data acquired to PC through the

RS232C protocol. 1488 and 1489 are provided for converting the TTL level
signals into RS232C level and vice versa. Atimer chip 8253 (PIT) has been
provided for getting the required delays. A74LS125 chip has been provided
for the self test of the system.

3.9 Display and Indication Module

i

The various timers, counters, flags and other parameters are required

to be displayed on-line. For this purpose, a keyboard and display controller
chip 8279 (part of DIO module discussed in section 3.8) has been interfaced
with the microprocessor module. Various outputs from 8279 i.e. digit lines,
scanlines have been brought out to this module. A 5x5 membrane type
keypad and a 10+6 digit seven segment display is mounted on this module.
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The block schematic of the display and indication module is shown in

Fig.3.6.

The four scan lines are decoded using a 4x6 line decoder (74LS154).

The active low outputs of decoder are inverted using 7404 inverter. These

outputs then connected to a transistor array which sinks the current from the
selected FND543 common cathode type seven segment display. The digit

outputs which are coming from the digit lines (A0-A3, B0-B3) are first in
verted using 7405 and then fed to array of PNP transistor (SKI00) and

connected to each digit of display. Each character in the seven segment LED

display unit can display a digit from c0' through '9' or an alpha character
'A' through 'F'. A 5x5 keypad is interfaced to input parameters and active

various display menues.

3.10 Mother Board

The mother board integrates the processor module, DIO module, Data

acquisition module using 64 pin EURO connectors. There is a common
connection between all three mqdules containing the control bus, data bus,

chip select signals and power supply lines. The power supply connections
are brought into the mother board by means of heavy duty connectors. The
RS232C connections between DIO module and modems or the PC are

also made in this module itself. The mother board after integration alpng

with the display and indication module would complete the hardware of

the ambulatory monitor.

3.11 Novel Features

The hardware for ambulatory monitor is built around 8088 micropro

cessor. The signal conditioner module consists of an amplifier with high
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CMRR has been used to amplify the ECG signal without distorting the

morphology of the waveform. In addition, to minimize all unwanted artifacts

and interferences, three filters are used. A multiplexer with high degree of

isolation, low turn on resistance and fast switching has been used for chan

nel selection. The selection of ADC fullfills the requirements of American

Heart Association (AHA) recommendations. The selection of microproces

sor is made on the basis of speed and powerful instruction set. The digital

input/output module consists of general purpose peripheral chips which

have been used for different purpose. A display and indicating module

provides necessary indications and displays during monitoring. The hard

ware designed is completely software controllable. The following are the

novel features of the proposed system.

1. The system is capable of recording three channels simultaneously.

2. The monitor meets the performance standards of the American Heart

Association (AHA).

3. The input channels are isolated from each other with least interference.

4. The selection of channels and sampling frequency are software con

trollable.

5. The hardware filtering largely eliminates, baseline wander, powerline

frequency EMG and high frequency noise present in the signal.

6. A provision is provided to establish radio link between monitor and

hospital through MODEMS using RS232C serial port interface.

7. Indication and display facility is provided to display the events during

monitoring.

8. The system can be operated by the attending staff manning the ambu

lance easily.
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CHAPTER-4

ECG WAVE RECOGNITION AND CHARACTERISTIC POINT
DETECTION

4.1 Introduction

In chapter 3 a detailed description has been given for the hardware of
ambulatory monitoring system based on minimum mode 8088 microproces
sor system. This unit will be placed in the ambulance carrying the patient to

. the hospital. The on-line data acquired using ambulatory monitor, are to be
studied, analyzed and decisions taken in variety of ways. The ECG analysis
can be done both on-line and off-line. The on-line analysis is absolutely
essential to take emergency measures to save the patient on the way to the
hospital. The off-line analysis of the data becomes necessary for clearly
identifying the disease, the patient may have. Besides, the data so acquired
will become very useful for future use as database. In this chapter, a
detailed analysis of the ECG wave is done off-line to determine amplitudes
and the characteristic points (or boundaries) of Pwave, QRS complex and
Twave. The characteristic points thus located will be used for computing
intervals and segments. This information is used for disease classification.
Interpretation of arrhythmias and techniques for ECG data compression will
be taken up in the subsequent chapters.

In the context of arrhythmia analysis the importance of reliable ECG
wave recognition and delineation is always stressed [28,80], since it forms
the front end of any ECG measurement or analysis program. The main
objective of this processing is to identify the P, Q, R, Sand T waves and to
locate the characteristic points Pon, Pofp QRSon,QRSolp and T in each
cycle. After identifying the ECG waves their respective amplitudes are
measured with respect to the base line. Based on the characteristic points of
each wave, measurements of the interwave, segments and intervals are then
made. These parameters will be further used for classifying the arrhythmias
Further, two important algorithms, namely, preprocessing (noise filtering)
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algorithm and ECG wave recognition and characteristic point detection
algorithm are developed for off-line analysis of the ECG signal. The perfor
mance of these algorithms have been tested on the standard MIT/BIH
Arrhythmia database. The details of the algorithm along with their software
implementation is explained in the following sections.

4.2 Preprocessing

This section describes application of digital filter for the removal of
powerline interference and baseline wander. Interference from 50 Hz (in
India) AC, some times referred to as AC pickup or hum can pose problem
while recording ECG. The source for this interference being the AC line

potential (voltages) that is unavoidably present in any clinical situation, if
for no other purpose than to light the room or power the recording unit.
Baseline wandering in the ECG records produces artifactual data when

measuring ECG parameters. Particularly, ST segment measures are strongly
affected by this wandering. Respiration rate and electrode impedance changes

due to prespiration are important sources of baseline wander in most types

of ECG recordings. The frequency content in the baseline wander is usually

below 0.5 Hz.

4.2.1 Necessity for Preprocessing

The best performance of an ECG processing system can be achieved

if the input data is free from noise. Artifacts in ECG can arise from different

sources in a recording or monitoring system [60]. During recording, the

signal get contaminated by the noise such as powerline interference and

baseline wander. Their removal is important not only for computer pro

cessing but also for visual examination of ECG waveform. Digital filtering is

used to eliminate powerline interference and baseline wander.

Digital filtering can be achieved either by frequency domain approach

or time domain methods. Frequency domain filtering introduces a large

amount of delay in arriving at noise free ECG signal because of the fact that,

the time domain signal has to be first transformed into frequency domain

signal, filtered and retransformed to the time domain results into large
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computational time. Hence , this method of filtering is not suitable for this

particular application. Further, filters must be designed in such a fashion that

morphological features are retained without loosing diagnostic information

[117]. Only a few methods are available for the removal of baseline drift and

powerline interference from ECG signals [ 4,42,86,143]. Although some of
them are novel in their approach, their major draw back is the large compu
tational time. Finite impulse response (FIR) filters are commonly em
ployed for noise removal from the ECG as they introduce minimum signal
distortion because of their inherent linear phase characteristics [ 148].

4.2.2 Modification of Lynn's Subtraction Filter

Amethod was described by Lynn wherein the elimination of powerline
interference was carried out using subtraction filter [86]. In Lynn's method
sharp notch filter was used by subtracting the output of a bandpass filter
from the noisy input ECG signal. This approach is also computationally
slow. Hence in the present work bandpass filter is replaced by multiband
filter known as extraction filter which reduces computational time consider
ably. The reduction in computational time is essentially due to the use of
integer arithmetic in the present approach, rather than a complex mathemati
cal calculations involved in the Lynn's method. It eliminates both powerline
interference and baseline wander to a considerable extent. The extracted
signal is subsequently subtracted from the noisy signal as shown in Fig. 4.1.
This method dictates that the extraction filter be a linear phase FIR filter
because it has to introduce a constant delay into all the extracted frequency
components. The noisy ECG samples are also delayed by the same value
before subtraction.

From Fig. 4.1

W(z) =z"K X(z) - Y(z)

z"K X(z) -H(z)*X(z) 4!
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The pulse transfer function is then

P(z) =z"K - H(z) 4.2

W(z)
where P(z) = , k is number of sample delays

X(z)

4.2.3 Filter Design

The design of the extraction filter H(z) is illustrated by assuming a
sampling frequency 'fs' and powerline frequency 'fl'. The frequency con
tent of the baseline is usually in a range well below 0.05Hz. Hence for the

removal of baseline drift, the cutoff frequency selected here is

approximately 0.05Hz [4,93]. Thus fs number of zeros are placed around
the unit circle in the z-plane at every 1 Hz and fs/fl poles at angles of
(27i* fl/fs) from zero as shown in Fig.4.2 (a). Note that the pole zero
cancellation at fs/2 Hz does not affect the signal as it is band limited to

twice the powerline frequency before sampling.

The pulse transfer function referred to Fig 4.2. (a) is given by

1-
-fs

z

H'(z)

1-
-R

•z

'here R=fs/fl.

4.3

4.4

Expressing equation 4.3 in a recursive form

H'(z)=l+z-R +z-2R + ... z-(fs"2R) +z-(fs-R)
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or

fl-1

= I z
k=0

Rk
4.5

H'(ejraT) ="l e-jRk<oT
k=0

• rp

The value of the maximum gain H(er ), which occurs at coT = (27t*fl)/fs,
corresponding to angles of pole zero cancellation is given by

fl-1

I 1
k=0

fl

The frequency response of equation 4.3 is given by

-,,? o ,o^/«^ ~ Sin (fscoT/2)

_ -j((fs-fs/fl)/2)coT
—e ^j(©)

4.6

4.7

The plot of G(co) with frequency is shown in Fig. 4.2(b). It may be noted
that an extra 180° phase-shift is introduced in the fl extracted component,
this leads to an error in the subtraction. This error can be overcome by
either squaring H'(z) or by multiplying H'(z) by a factor such as
(l±z ). Squaring will result in a maximum filter gain of square of the
powerline frequency. Therefore using the first option the transfer func
tion of the filter is obtained as

(l-z-fs)(l+z"R)
H(z)

(l-z'R)
4.8
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The frequency response of H(z) is given by

Sin (fscoT/2)cos (coTR/2)

H(eJC°T)=2e-(fs/2)coT Sin (coTR/2) 4.9

From equations 4.6, 4.7 and 4.9 it is clear that H(e ) has a maximum

gain of 2 fl in the passband. The maximum side lobe level in the stopband

of H(z) is observed to be very low. It is evident from equation 4.9 that the

filter introduce a constant delay (fs/2) samples in the stopband. To obtain

the difference equation for implementing P(z), equation 4.8 is written as

w v , -R -fs -fs-R
Y(z) 1+z - z -z

H(z) = = 4.10

X(z) l-z"R

y(n) and w(n) are obtained from equation 4.10 and 4.1 as follows

y(n) = x(n) + x(n-R) + x(n-fs) - x(n-fs-R)+y(n-R) 4.11

w(n) = x(n-fs/2) - y(n)/2fl 4.12

Note that the gain of 2fl is introduced by the extraction filter is taken into

account in equation 4.12 by dividing y(n) by 2fl.

4.2.4 Implementation, Results and Comments

The algorithm for filter implementation has been developed using 'C lan
guage and the flowchart for the same is shown in Fig. 4.3.

The algorithm has been tested for powerline interference on different ECG
signal recorded in the laboratory sampled at 200Hz frequency. On the other hand
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baseline wander evaluation has been carried out using data from different records of

MIT/BIH database library, the samples are taken at different sampling frequencies.

Results for one representative case for each are presented to show the efficiency of
the algorithm. Fig. 4.4 (a) shows the original noisy signal containing powerline

interference and Fig. 4.4(b) the corresponding signal after filtering. Similarly two

cases have been selected from the MIT/BIH database in order to show that the

algorithm efficiently works for different sampling frequencies by modifying the

equations4.10 and 4.11. Figs.4.5(a) and 4.6 (a) are the original signalswith baseline

wander, former is sampled at 250Hz and latter is taken at a sampling rate of

360 Hz. The corresponding filtered outputs are presented in Figs. 4.5(b)

and 4.6(b) respectively after the removal of baseline wander.

The performance of the filter shows that it works satisfactorily over a

range of 100 to 500Hz sampling frequency by modifying the transfer func

tion. The filter has been designed using a pulse transfer function of the form

(1±Z") and appropriately cancelling all zeros at the frequency of interest.
Further, the filter presented here, has the advantage of having linear phase

response and sharp notch characteristics. The visual examination of the fil

tered output shows that the signal distortion is minimum.

4.3 ECG Wave Recognition

Over the past two decades a good amount of work has been made for

the development of computerized processing of electrocardiograms. Com

puterized ECG processing systems, like manual ECG processing system,

carry out two distinct tasks. The first is concerned about the ECG wave

recognition and parameter measurement. The second is an interpretation

task, which makes use of the results of the first task [125,140]. The ECG

waveform consists of several deflections, that represents the electrical ac

tivity of the heart. The principle component waves are P, QRS and T.

These three complexes together is known as PQRST complex.

A fundamental approach for ECG analysis is to identify P,Q,R,S and
T waves accurately and to measure amplitude, duration and segments of
interest [77,103]. Time intervals defined from onset and offset of different

waves are significant in electrocardiographic diagnosis. The most important
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intervals are RR,PR,QRS and QT [78]. Thus P,QRS and T wave onset and

offset must be determined properly because other parameters are derived

from this information. The performance of the detection algorithms will
have direct impact on the performance of the interpretation programs [129].

This section of the chapter presents a general method for determining the

peaks, onset, and offset of P, QRS and T waves along with the software
implementation. Selection of algorithm for this particular task is decided based

on the simplicity of mathematical calculations involved and computational

efficiency both for on-line and off-line applications.

4.3.1 QRS Detection

In the-ECG signal, the most prominent feature is the QRS complex. A

fiducial marked on the QRS complex sets the process of more detailed

examination of the ECG signal in order to study the complete cardiac cycle.

Hence in almost all the ECG interpretation methods the identification of QRS

complex forms the starting point [7,107,127,139,142]. Extraction of QRS

complex from the cardiac cycle is complicated due to the presence of noise

in the ECG signal, the amplitude of T wave becoming comparable to that of

the R wave and wide variations in the amplitude, duration and morphology

of QRS complex [109].

The software techniques of QRS complex detection can be classified

into three categories, namely, nonsyntactic, syntactic and hybrid techniques

[47,51,81]. The algorithms based on syntactic approach are time consuming

due to the use of grammar for each class of patterns. On the other hand

nonsyntactic approach is relatively simple and makes use of integer arith
metic that needs lesser computation time. This aspect make them more suit

able for real-time implementation . A good number of QRS detection algo

rithms have been reported in the literature, yet there is a clear scope for

improvement in detection and measurement of QRS complex [39].

A simple technique for QRS detection was proposed by Holsinger
et.al [55]. In this method ECG signal is digitally differentiated using the
first difference and then its comparison with the threshold provide, an ef
fective method of detecting the QRS complex in the presence of P and T
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waves. A modification of this approach for the detection of R wave was

proposed by Bolton and Coleman. The QRS detector used by them is quasi-
static in nature and hence requires frequent adjustment for adoption to the

varying nature of the input signal. Another limitation with this method being

its tendency of aggravating noise in the signal. Alternatively, refinement over

the first difference came in the form of central difference and five point

parabolic fit. Amplitude response of the three point digital differentiation

along with the two point and five point approaches are shown in Fig.4.7 .

The response in case of 3-point and 5-point algorithms goes to zero at nyquist

frequency where as for the 2-point difference it does not. Further the re

sponse is ideal upto about 20 Hz and deviates a little from ideal between

20 Hz and 30 Hz. Although latter method gives adequate noise suppression

but its performance at low frequency is not good. It is computationally slow.

On this background the three-point central difference approach gives much

better performance besides being computationally fast and hence used in the

present work.

QRS complex consists of three waves and among them R wave is the

most prominent and is characterized by steep up and down slopes and large
amplitude (in standard lead II). The steep positive slope of the R wave and
the duration for which it continues to rise may provide strong basis of
detection of the QRS complex. Moreover, in case the P, R and T waves have
same order of amplitude it is only the slope feature that can help in identify
ing the QRS complex. The onset of the QRS complex is marked by a small
downward deflection in terms ofQwave followed by a very rapidly rising R
wave which after reaching maximum value returns towards the baseline with
a similar slope. The complex terminates in S wave representing the depolar
ization of the ventricles. A number of researchers have used negative slope
feature for identifying the R-wave. However, positive slope is less affected
due to distortion in the event of morphological changes. Because of this
reason the positive slope of R-wave has been chosen here in order to
characterize the QRS complex. The complex has a narrow frequency band
in the range of 10 to 25 Hz.

Recognition of QRS complex becomes difficult because of the pres
ence of noise and P and T waves of the cardiac cycle. Discrimination
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between the noise and QRS complex is achieved by setting the upper thresh
old on the positive slope of R-wave. The value exceeding this threshold is
rejected as noise. It is also possible that R-wave itself is mixed with noise
spikes. This has been taken care by checking the sequence of slope polari
ties for five successive samples. A lower threshold on the positive slope
has been set in order to differentiate between P and T waves and the R-
wave. The variation in the QRS complex and the R-wave amplitude has
been taken into account by adaptively adjusting the slope thresholds. To
effect this, thresholds are updated continuously on the basis of sliding
average value of the peak amplitude of the R-wave calculated at the occur
rence of each QRS complex. R-peak is identified by a change of slope
from positive to negative using first difference.

The central difference algorithm for digital differentiation uses sampled
data with equal sampling interval *T\ To obtain the derivative at a sample
X(KT) the resulting difference equation is written as

y (KT)) = [X(KT) -X(KT-2T)] 4.13

2T

where, y(KT) represents the derivative or slope of the ECG signal at sample

X(KT) and X(KT-2T) represents the sample 2T intervals before the current

one. A detection function D(KT) has been selected as equal to 2T times

y(KT), thus,

D(KT) = X(KT) - X(KT-2T) 4.14

For detection of QRS complex ,the detection function D(KT) is computed

using relation (4.14) at every sample and then the computed value is com

pared with the upper and lower limits of its normal distribution which were

already set up on the basis of the spectral information of the ECG signal.
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Thus, when D(KT) satisfies the condition

SL< D(KT) < Su 4.15

it is concluded that the samples at which the function has been computed lie

on the upslope of the R-wave.

The procedure for setting up of the thresholds which has been adopted

begins with finding out on the basis of statistical data, the range of slope

distribution and the normal deviation. Using these values an interactive analy

sis has been carried out with wide range of inputs and the response of the

algorithm was observed. The procedure for setting up of initial limits on the

thresholds, in which D(KT) should lie for detection of QRS complex, is

explained below.

The parameters of ECG wave, in respect to the QRS complex are the

R-peak or peak-to-peak of the QRS complex and its duration. These two

parameters vary in the range 0.5 to 3.5 mV and 0.05 to 0.1 second. On the

basis of this range of slope distribution has been computed and which is

found to lie between 16.7 [iV/ms and 40 uV/ms. These values represents the

maximum and minimum rate of rise on the positive slope of the R-wave.

Slope values that are computed if lie outside the upper limit then they are

considered to be corresponding to the noise spikes. On the other hand those

lying outside the lower limit are considered to be corresponding to the P and

T waves. In case of P wave 2% of the maximum value of QRS complex is

chosen and for T wave it is 4% of the maximum value of QRS complex.

These slope values when held constant will not differentiate between

large R-wave and noise spikes and small R-wave and P and T waves, when

the patients ECG shows appreciable fluctuation of the R-wave amplitude.
To overcome this problem the R-wave amplitude variations, the slope thresh
olds are continuously updated on the basis of running average of R-wave
amplitude over four beats.
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This algorithm fails in situation where the QRS complex and the
noise frequency-band overlap. In this situation the algorithm has to be modi
fied on the basis thft the QRS-complex and noise spikes lying in the same
slope bounds can be isolated from one another if the duration for which
slope continues to be positive is also monitored. A lower bound on this
duration will eliminate the noise in favour of the R-wave.

Thus, the algorithm for QRS detection is finally written in the form,

SL (KT-T) < D(KT) < Su (KT-T)

andD(KT)>0 4.16

Equation (4.16) should be satisfied together with at least 5 successive sam
pling intervals for positive identification of the QRS complex. While check
ing the conditions (4.16), it may happen that D(KT) changes sign once in
five successive intervals. If such a change of sign occurs more than once
"QRS-found" decision is reverted and again a new search is initiated, be
cause in this case the processed samples might be those lying on noise spikes.

4.3.2 R-peak Detection

An algorithm to locate the peak of the detected R-wave, which checks
the point of inflexion on the R-wave slope has been developed. While the

QRS detection algorithm uses the central difference, the R-peak detection

used the first difference since only point of inflex is to be determined but

not the slope value.

The digital differentiation is continued with first difference and the

change in its sign is observed. At the point inflexion the sign of the

derivative changes from positive to negative. The detection algorithm for R-

peak is thus represented by

D(KT) = [X(KT) - X(KT-T)]

> 0 on R-wave upslope 4.17

< 0 on R-wave down slope.

The point of transition is the R-peak.
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It is likely that the R wave slope get mixed with sharp noise spikes and
in consequence the detection of R peak becomes difficult. The noise spikes
introduce points of inflexion at places other than R peak and the attempts of
locating the actual R peak thus get foiled. This problem has been overcome
by checking the slope polarity over four successive sampling interval. If the
slope is negative for two successive sampling interval then location of R
peak is confirmed otherwise it is noise spike.

4.3.3 QRS Onset and Offset Detection

After the detection of R peak, the onset and offset of QRS complex

are to be determined. The onset of the QRS complex is defined as the

beginning of Q wave (or R wave when Q wave is absent and offset of QRS
complex is defined as end of S wave (or R wave when S wave is absent)
[8,57,78,79,81,121]. To determine the R-position( Rp ); The R wave has
the highest slope in the QRS complex; thus R wave peak will be the maxi

mum slope value on either the upward going side or downward going side of
the R wave. The other highest slope of the R wave will be either Q peak or

S peak, depending which has the larger absolute value. Then R position

(R )is located as the zero crossing between R peak and the highest absolute

value of Q peak or S peak. A backward search from Rp position is carried
out in a window of 80 ms, the first zero crossing preceding the Rp position
is the Q position (Q ). If there is no zero crossing within this window the Q

wave is absent. In the next stage QRS onset is to be identified. The position

of Q and R wave have already been detected. From Qp (or R ) point a
backwards search is carried out to locate Q; (or R.) point of maximum slope
in the signal. From Q( (or R.) a backward search is carried out using thresh
old to locate threshold crossing point. This point is the QRS onset.

Similar procedure is used for detecting QRS offset. In this case a forward

search is carried out from R position in a window of 80 ms, the first zero

crossing following the R position is the S position S . If there is no zero

crossing within this window, the S wave is absent. In the next step QRS

offset is to be identified. From S (or R ) point, a forward search is initiated
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to locate S. ( or R, ) point of maximum slope in the ECG signal. From this
point forward search is carried out using threshold to locate threshold
crossing point. This point is the QRS offset. In this way QRS fiducials are
identified.

4.3.4 P and T Wave Detection

Next step after determining QRS fiducials is to identify P and Twaves.
These waves have lower frequency components than the QRS complex,
therefore detection of P and T waves is a difficult task [57,78,79,81,121]. A
window of 150 to 200 ms is defined before R-peak position. This window is
shortened when T or next Q peaks are present in it. In this window a search
is performed to find the maximum and minimum value. If these values ex
ceeds 2% of the maximum slope of the QRS complex it confirms the pres
ence of P wave, otherwise P wave is absent [78]. P wave position is consid
ered in the zero crossing between the maximum and minimum values of slopes
in the window. After the detection of P wave its onset and offset are

detected by searching backwards and forwards from P peak respectively to
find the maximum value of slope. In order to detect T wave a window is

defined which is a function of heart rate. In this window again a search is

carried out to find maximum and minimum values of slope. According to

their relative position and value of slope, different shapes of T wave are

identified such as regular, inverted biphasic. T wave position is located in the

zero crossing adjacent to the maximum and minimum value. T wave onset

and offset are obtained in a similar fashion as in the case of P wave but the

search in this case is carried out from T wave backwards and forwards re

spectively.

4.3.5 Algorithm

Software for identifying peaks, onsets and offsets of various waves in

ECG signal has been developed using 'C language based on the discus

sion presented in sections 4.3.1 to 4.3.4. The flow chart for implementation

of the algorithm is shown in Fig. 4.8. The CSE Working Party has given

certain definitions with regards to the baseline, onset and offset for each

wave [134]. The recommendations are followed here too for measurements.
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The first and foremost step in the algorithm is the identification of the QRS
complex, and then the R-peak is obtained. This has been achieved by using
the standard slope criteria. The next step is to determine the Q and S peaks.
This is achieved by searching backwards and forwards to find the respec
tive peaks from the R peak. Then fiducial points for the QRS complex is
determined using slope threshold criteria in a similar fashion alongwith search
method. Finally, P and T waves are located once again using slope criteria.
To facilitate analysis, the horizontal segment preceding the P wave is desig
nated as the baseline for P wave measurements. Similarly PR segment has
been used as the.baseline for QRS complex and T wave measurements. The
amplitude (voltage) for each wave, that is P, Q, R, S and T, are measured
from the baseline. The onsets and offsets are marked 20 uV above the baseline

as per the recommendations made by the CSE Working Party [134] this is
shown in Fig. 4.9. The next step is to find the P , P _ and T A. This has

on' oil' end

been accomplished by searching forwards and backwards; from P peak us
ing slope criteria, the onset and offset are located. The case for T , is simi-

end

lar. In this case the search is carried out forwards from T peak to locate T
r end

using the same criteria. All the peaks P,Q,R,S and T and the boundaries P
on'

PoipQRSon> QRSoir and Te„d are stored in an output file for further calcula
tions and diagnosis. From this information other parameters are derived for
disease classification.

4.3.6 Results and Discussions

First the algorithm has been validated using 25 records of third data
set of CSE database for which measurement results and referee results are
given in the database. The measurement results obtained by the developed
software for these 25 records are presented in Table 4.1. The results show
that the algorithm works satisfactorily on majority of these records but fails
only on 4 records out of 25 records. This is because of low amplitude P
waves and QRS complex mixed with the noise makes difficult to identify
these waves. In the present work QRS complex has been detected using
slope threshold criteria. The slope threshold values change with sampling
frequency. This aspect has been taken into account by updating slope thresh
olds using first two seconds of the ECG recording.
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Table 4.1 Measurement results of 25 records of CSE III data set

Record No.

Cinsets and offsets in ms.

P
on '\,r QRS

^ 00
QRS., T Atnd

1 25 90 133 200 360

6 25 70 131 135 270

11 23 74 98 148 295

16 36 80 .99 147 287

21 102 162 181 229 402

26 50 129 141 223 • 367

31 48 100 121 175 324

36 51 103 127 179 304

41 52 101 125 198 332

46 28 84 106 176 345

51 12 64 93 138 252

56 80 134 172 216 400

61 56 125 168 214 375

66 61 124 139 195 360

71 46 94 118 105 306

76 38 104 . 126 201 314

81 50 108 124 182 ' 330

86 40 93 118 190 380

91 36 98 123 190 384

96 30 90 114 168 340

101 22 78 91 139 280

106 68 124 128 180 350

HI Ab Ab 94 148 • 315

116 52 111 122 168 318

121 23 87 122 185 330

125 51 92 110 160 314

Referee Deviatior 8 12.8 7.8 12.4 32.8

in se©i- *^2>.



After the validation, the algorithm is applied to MIT/BIH Arrhythmia
database [98]. This database contains 48 records, each of 30 minutes
duration and sampled at 360 Hz. Each record contains two signals namely
signal (0) and signal (1). Signal (0) has been used for testing the algorithm in
the present work. Though the algorithm has been tested on all the records
but the results for five representative cases are summarized in Table 4.2 to
4.6. The table contains the amplitudes, positions and characteristic points
for P wave, QRS complex as well as for end of T wave respectively. The
results obtained by the software were also varified using manual measure
ments made using ECG plots. The algorithm works satisfactorily on the
majority of the records for QRS detection. The algorithm produced 396
false positives and 293 false negative beats and a total failure of 0.67%
.The detector produced a positive predictivity of 99.6 %.The detector per
formance has also been compared with the annotated results available in the
MIT/BIH Arrhythmia database. The algorithm fails to identify QRS com
plexes on some of the records, because of presence of very high noise or
long episodes of flutters and fibrillation, baseline wander and other arti
facts. Record number 102 contains paced beats which leads to higher
percentage of detection failures. Record number 200 and 232 contains non
QRS complexes with unusual morphologies. This results in large percent
age offailures on these records. Some other records namely 116, 117, 205,
211, 220 and 230 contains more noise and motion artifact, tiierefore, per
centage of failures is high on these records.

The algorithm developed also detects QRS fiducials, P &T waves and
their respective onsets and offsets. From the results obtained for all records
it is observed that in few records the detection of onsets and offsets P & T
wave are not being done accurately. These are the cases where the signals
are highly influenced seriously by noise or baseline drift or their amplitudes
are too small. One such case of record number 113 for which results are

given in Table 4.7. The reason for failure is that the P wave amplitude is
very small and mixed with noise. The percentage of P wave detection is
found to be 65% and that for T wave the detection is 75%. The deviations

in the onset and offset for P wave, QRS complex as well as Tend are within
the tolerance limit recommended by the CSE Working Party [Table 4.1]
[134]. Similarly, the deviation observed from the manual measurement also
confirms the same.
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Table 4.2: Peak and Boundary Measurement Results for Record No. 100
of MIT/BIH Arrhythmia Database

V ^ak P^ R^ Kpeak QRSoo QRS.,, T.. T Tpcak T
Ml (mV) (mV)

0124 0148 0.023 0168 0206 0.239 0185 0215 0277 0316 -0.02 0358

0394 0427 0.025 0448 0479 0.242 0455 0487 0547 0586 -0.02 0628

0670 0700 0.022 0718 0755 0.236 0736 0766 0829 0866 -0.02 0909

0970 0980 0.021 1000 1039 0.272 1018 1049 1099 1138 -0.024 1180

1233 1259 .0.022 1277 1319 0.307 1295 1331 1392 1430 -0.021 1474

1498 1527 0.025 1546 1589 0.271 1564 1598 1656 1695 -0.023 1737

1779 1808 0.025 !829 1862 0.237 1841 1872 1932 1970 -0.022 1995

Table 4.3: Peak and Boundary Measurement Results for Record No 101
of MIT/BIH Arrhythmia Database

P.. P„. Ppeak Poff R Rpeak QRSoo QRS^ T. T Tpeak T
i^2 M0 " (uV) cod

0245 0265 0.027 0282 0313 0.35 0294 0332 0381 0420 0.037 0464

0571 0598 0.026 0619 0656 0.37 0636 0679 0717 0756 0.035 0797

0930 0952 0.027 0973 1008 0.369 0990 1028 1083 1122 0.036 1163

1314 1344 0.027 1363 1395 0.362 1377 1417 1475 1514 0.036 1558

1644 1674 0.025 1692 ,728 0.349 1707 1748 1809 1844 0.037 1888
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Table 4.4: Peak and Boundary Measurement Results for Record No. 103
of MIT/BIH Arrhythmia Database

p Ppeak P
(mV)

off

R RpeakQRS,. QRS^ T„ T^ Tpeaken pot
p...

(mV) (mV)

0014 0022 0.022 0032 0073 0.387 0051 0084 0138 0165 0.089 0209

0296 0324 0.025 0345 0385 0.394 0362 0396 0450 0484 0.09 0528

0619 0650 0.021 0669 0700 0.412 0679 0712 0762 0801 0.091 0845

0938 0970 0.02 0986 1024 0.406 1000 1036 1085 1124 0.091 1163

1267 1287 0.025 1304 1347 0.385 1323 1360 1403 1442 0.088 1482

1585 1615 0.026 1628 1667 0.41 1646 1679 1721 1760 0.089 1801

Table 4.5: Peak and Boundary Measurement Results for Record No. Ill
of MIT/BIH Arrhythmia Database

P P Ppeak Peff R Rpeak QRSoo QRS^ T, T^ Tpeak T^
P°' (mV) (mV) (mV)

0009 0040 0.02 0065 0104 0.206 0083 0124 0181 0215 0.07 0254

0322 0354 0.03 0383 0423 0.207 0402 0442 0506 0545 0.08 0589

0633 0665 0.03 0694 0733 0.201 0712 0753 0800 0828 0.06 0872

0945 0977 0.04 1002 1042 0.217 1021 1063 1124 1163 0.08 1207

1264 1295 0.02 1324 1362 0.204 1342 1381 1436 1474 0.09 1515

1576 1606 0.04 1631 1670 0.205 1650 1689 1748 1786 0.06 1827

1870 1903 0.04 1931 1970 0.207 1949 1989 1993 2016 0.07 2057
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Table 4.6: Peak and Boundary Measurement Results for Record No. 232
of MIT/BIH Arrhythmia Database

Po0 Pp.. Pp^k Poff R^ Rpeak QRS., QRS^ T. T Tpeak T
("V) (mV) " (mV)

0079 0090 0.011 0118 0170 0.225 0137 0183 0244 0276 0.066 0319

0919 0941 0.014 0969 1008 0.21 0980 1021 1074 1113 0.072 1157

1845 1862 0.011 1891 1932 0.196 1906 1944 1993 2016 0.067 2060

Table 4.7: Peak and Boundary Measurement Results for Record No 113
of MIT/BHI Arrhythmia Database

(mV)
Rpeak QRSod QRS., T.. T Tpeak T
(mV)

OO poi

(mV)

0077 0106 0.013 0126 0163 0.44 0143 0,70 0226 0265 0.21 0304

0336 0369 0.0,8 0390 0429 0.47, 0407 0439 0502 0534 0.2,4 0574

0582 06,1 0.007 0631 0670 0.472 0648 0679 0736 0775 0.19 0819

0869 0900 0.023 0918 0960 0.482 0936 0971 1034 1073 0.183 1116
1235 .268 0.007 ,289 1330 0.467 1307 ,339 ,395 1434 0.153 1478
1607 ,628 0.0,4 ,649 1685 0.452 ,665 1693 ,755 ,79, 0.2,9 1834
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CHAPTER - 5

INTERPRETATION OF ARRHYTHMIAS

5.1 Introduction

When the heart rate, rhythm, or conduction fails to confirm to normal
standards, the resulting disorder is called Arrhythmia. Because of wide
acceptance and common usage, the terms arrhythmias and dysarrhythmias
are used interchangeably with disorder of heart beat, even though seman
tical^ the two terms imply an irregularity in rhythm. Arrhythmias may
occur without noticeable symptoms or cause, the severe symptoms that
accompany an exteremly low cardiac output or myocardial ischemia . These
disorders can be identified by electrocardiogram analysis.

In this chapter detailed arrhythmia classification based on two different
mechanisms and also based on prognosis or seriousness is presented.
Lead selection and length of recording have been discussed in brief. A
six step logical procedure used for off-line interpretation ofarrhythmias
is given here. The diseases considered in the present work are briefly
explained in this chapter. The algorithm developed for arrhythmia
interpretation has been tested for its performance on the different records
of MIT/BIH Arrhythmia database.

5.2 Classification of Arrhythmias

Arrhythmias can be broadly classified in two alternate ways namely,
according to their underlying mechanism and according to the prognosis
or seriousness of the disease [68]. In the first method of classification
according to the underlying mechanism of arrhythmia, it can be of two
types:
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(a) Disturbances in impulse formation
(b) Disturbances in impulse conduction

5.2.1 Disturbances in Impulse Formation

Under the normal circumstances the sinoatrial (SA) node [Fig 2.2]
serves as the pacemaker for the heart and it generates impulses regularly
at a rate of 60 to 100 beats/minute. If the normal sinus rhythm is dis
turbed either due to the SA node discharges abnormally or because a
pacemaker at another site gains control of the heart beat, the resulting
disorder is termed as disturbance in impulse formation.

Arrhythmias that fall under this category are classified according to
the site of impulse formation as follows :

1. Disturbances arising in the SA node (sinus rhythms)
2. Disturbances arising in the atria (atrial arrhythmias)
3. Disturbances arising in'the AV junction (AV junctional arrhythmias)
4. Disturbances arising in the ventricle (ventricular arrhythmias)

These disorders of impulse formation may be further subclassified
according to the mechanism of the arrhythmia. .There are six major arrhythmic
mechanisms as follows :

1. Tachycardia

2. Bradycardia

3. Premature beats

4. Escape beats

5. Flutter

6. Fibrillation

5.2.2. Disturbances in Impulse Conduction

A conduction disturbance refers to a block or abnormal delay in the
passage of cardiac impulses from the SA node through the AV node and
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left and right bundle branches and to the purkinje fiber system in the ventricles
[Fig 2.2.]. Blocks may occur at any point along the course of the conduc
tion system but it is customary to classify these disorders according to
three main anatomic sites as follows :

1. BIocks within the SA node or atria (sinoatrial blocks)
Blocks between the atria and ventricles (atrioventricular blocks)

This is fuither subclassified as :

(a) First degree AV block

(b) second degree AV block

(c) Third degree (Complete) AV block

3. Blocks within the ventricles (intraventricular blocks)
This is fuither subdivided as:

(a) Left bundle branch blocks

(b) Righ! bundle branch blocks

(c) Bilateral bundle branch blocks

(d) Ventricular asystole

5.3 Arrhythmia Classification Based on Prognosis

In addition to the methods described above, arrhythmias can also be
classified in a general way according to their seriousness or prognosis.
This classification is helpful for the staff manning the ambulatory moni
tor, since it considers relative importance of various arrhythmias from
clinical point of view Using this classification the following three prognostic
categories of arrhythmias can be established.

5.3.1 Minor Arrhythmias

These disorders are not of immediate concern because they usually
do not affect the circulation nor do they warn of the development of more
serious arrhythmias.
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5.3.2. Major Arrhythmias

These disturbances either reduce the pumping efficiency of the heart
or herald the onset of lethal arrhythmias. They require prompt treatment.

5.3.3. Lethal Arrhythmias

These arrhythmias require immediate resusciation in order to pre
vent death of the patient.

The classification of arrhythmias according to their seriousness or prog

nosis is presented in Table 5.1.

5.4 Lead Selection and Length of Recording.

Cardiac monitors can record one or more electrocardiographic leads.

Lead II is often selected as a monitoring lead because of the fact that the

normal axis of cardiac depolarization is in the same direction as the axis
of this lead. Both atrial and ventricular depolarization are clearly seen in

lead II A chest electrode V is used as a second monitoring lead or as
i

an alternate lead. This lead is particularly useful for monitoring ischemic

changes in myocardium. While lead II and V are the most useful leads
for detecting the majority of arrhythmias, there can be no means to reveal
all disturbances in cardiac rhythm. It is important to recognize this limitation

of cardiac monitoring, and to understand that when the interpretation of
an arrhythmias is in doubt, the chest leads may have to be repositioned
or a 12 lead ECG is recorded so as to gather more diagnostic information

from the other leads.

In most instances in order to arrive at diagnostic decision based on

rhythm disturbances , length of electrocardiographic tracing equivalent to

15 to 30 seconds will be sufficient, but occasionally however, tracings of

60 to 120 seconds duration or more will be necessary in complex arrhythmia

diagnosis [58,68,94].
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Table 5.1 Classification of Arrhythmias bated on Prognotit [67],

M:nor

♦Sinus tachycardia

♦Sinus bradycaradia

♦Sinus arrhythmia

♦Wanderingpacemaker

♦Premature atrial con

traction

♦Premature junctional

contraction

♦Prematura ventricular

contraction.

Major

* Sinus tachycardia (when per
sistent)

♦ Sinus brady cardia (rate <50/

minute)

♦ Sick sinus syndrome

♦ Sinoatrial arrest (and SA

block)

♦ Proxysmal superventricular

tachycardia

♦ Atrial flutter.

♦ Atrial fibrillation

♦ Premature junctional contrac
tions

♦ Junctional rhythm

♦ Paroxysmal junctional tachy
cardia

♦ Nonparoxymal junctional
tachycardia

♦ Premature ventricular con

structions

♦ Accelerated adioventricular

rhythm First-degree AV

heart block

♦ Second-degree AV her rt block

♦ Third -degree Av heart biock

Intraventricular blocks,
handle branch blocks.
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5.5 Interpretation of Arrhythmias

In general, the problem of ECG interpretation can be tackled by
two complementary approaches First one is based on the experience in
the interpreting the ECG by directly mapping ECG strips into the event
domain. The other approach uses knowledge such as physiology and anatomy
in guiding the interpretation. Cardiologist use both the approaches for
interpreting ECG which may lead to different diagnosis. The expert builds
his own rules to establish a direct mapping between symptoms and diag
nosis. The ECG literature contains a lot of information of this type as a

result of decades of compiled clinical experience. A rule-based system
can be derived from the relation between physiological events and ECG

patterns.

ECG interpretation of arrhythmias requires analysis of cardiac rate,
rhythm and conduction. Criteria for the classification of the single beat
and the analysis of the rhythm were defined by experts in the field of
cardiology, who have also supported with their valuable experience in terms
of heuristic rules. Criteria for interpretation actually depends on the specific

leads which are recorded. In the present work lead II has been used, since

it is commonly used for ambulatory ECG monitoring.

Each beat is classified taking into account the QRS morphology,

the presence of P wave and intra and inter-beat intervals [128]. Next

rhythm is analysed on the basis of previous beat information. Most of the
arrhythmias can be correctly identified by the six basic steps described

below [68]. An attempt to interpret arrhythmias without adhering to this

type of orderly process can only lead to confusion and error.

Step 1 Determine RR Interval

First locate R peaks. The time duration between two successive R peaks

gives RR interval in seconds. This information can be directly used for

calculating the heart rate either looking at the standard table or by calculating

the same using mathematical formula.
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Step 2 Determine the Regularity (Rhythm ) of the R Wave

This is obtained by simply observing the ECG. If the RR intervals

are same, without much variation in their length, it can be concluded that

the ventricular rhythm is regular. In many situations, however, visual ob

servation is unreliable and it is necessary to measure RR interval precisely
in order to know about the regularity of the R waves. When the difference

between consecutive RR intervals exceeds 0.12 sec the ventricular rhythm
is described as abnormal or irregular. Many arrhythmias are characterized

on the basis of regular or irregular rhythms and this single finding is therefore
an important step in the process of interpreting arrhythmias.

Step 3 Identify and Examine P Wave

P wave often provide more information than any other ECG wave form
about the type and mechanism of a cardiac arrhythmia. Because of this
reason it is mandatory to search for P waves and examine their size ,
shape and position . A normal P wave (as seen in lead II) is upright,
smoothly rounded and precedes each QRS complex. These findings indi
cate that the heart beat originates in the SA node and sinus rhythm is
present. On the other hand, the absence of P waves or an abnormality in
their configuration or position indicates that impulses are arising outside
the SA node and that an ectopic pacemaker is in control of the heart
rhythm.

Step 4 Meausure PP Interval.

It is similar to RR interval. First locate the P peaks and the time
duration between two P peaks positions gives PP interval. This information
is used for calculating atrial rate in the same fashion as that of ventricular
rate. This parameter is most useful in atrial related diseases. Such as atrial
flutter, tachycardia and fibrillation. In normal case PP and RR intervals
will have the same value.
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Step 5 Measure PR Interval.

Normally the duration of this interval should be between 0.12 to
0.2 sec.Prolongation of the PR interval beyond 0.2 sec indicates a delay
in the passage of impulses from the SA node to the ventricle. On the
other hand if PR interval is less than 0.12 sec indicates that the SA node

impulses are reaching the ventricles sooner than expected, through an
abnormal pathway.

Step 6 Measure QRS Duration.

The width of the QRS complex represents the time required for a stimulus
to activate both ventricles. The normal duration of the QRS complex is

not more than 0.12 sec. If there is an obstruction in one of the bundle

branches, activation of the ventricles will be delayed, as manifested by
the width of the QRS complex exceeding the limit of 0.12 sec.

Based on the above 6 steps a diagnostic disease classification for

most common arrhythmias is presented in Table 5.2.

5.6 Arrhythmia Classification Program

Computer program using 'C language has been developed for

arrhythmia interpretation based on the algorithm discussed in section 5.5.

The flow chart for the implementation of the algorithm is shown in

Fig. 5.1. The arrhythmias are generally classified on the basis of timing

interval. The input to the interpretation program is the output file obtained

from the parameter extraction [section 4.3.5] software . This file contains

onset and offset of P and QRS waves. The other parameters such as P-

duration PR-interval, QRS-duration, PP and RR interval are derived from

the above measured parameters . The classification program uses ECG

features computed for each beat. The diagnostic rules have been applied

to classify different arrhythmias. Brief, description of the five different

types of arrhythmias alongwith their salient features that have been considered

in the present work is given below:
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u

Disease

1) Sinus

arrhyth

mia

2) Sinus

Brady

cardia

3) Sinus

Tachy

cardia

Atrial interval

(PP-INT I. ,.c.)

Normal

(1.0 to 0.65)

Normal

Normal

s

TABLE 5.2 Arrhythmia Classification Tabh

Ventricular

interval

fRR-WT in „c)

Normal

(1.0 to 0.65)

1.5 to 1.0

1.0 to 0.4

P wave

Morphology

Normal

Upright, smopthly

rounded and p.eceeds

each QRS complex.

Normal

Normal

A-V delay
(PR INT la uc)

Normal

(0.12 to 0.2)

Normal

Normal

Ventricular

Morphology
ORS-DUR in sec,

Normal

(0.04 to 0.12)

Normal

Normal

Comments

It is characterized by
normal P-QRS-T com

plexes, with alter
nating periods ofgrad
ually lengthening and
siiertsniagPP&RR in
tervals

It is characterized by
normal P-QRS-T com
plexes, which are re
corded in slow succes

sion. It is commonly
associated with respi
ratory sinus arrhythmia

It is characterized by
normal P-QRS-T com
plexes, which are re
corded in rapid suc
cession It varies with

emotion, respiration
and exercise. If this

persists at rest then it
is disorder.

(Contd....)



Disease Atrial interval Ventricular P wave A-V delay Ventricular Comments

(PP-INT la mc.) interval

(RR-INT in tec)

Morphology
PR-INT ia in.)

Morphology
(QRS-DUR ia wc)

4)Prematu Short Usually Either abnormally Usually normal Usually It occurs when the

-re Atrial normal placed or inverted but may be normal premature impulse

Contraction and different from short or prolonged does not interfere

(PAC) normal P-wave with the sinus node

cycle. The time dura

tion between the P-

QRS preceeding and

the P-QRS following

the premature beat is

less than two normal

cycle.

5)Nonnal Normal Normal Normal Normal Normal The rhythm is normal

Sinus and originates from

rhythm the SA. node.

6)Atrial 0.24 to 0.15 1 to 0.38 Rather than P waves PR interval Normal The resulting dispar

flutter there are characteris

tic oscillation called

saw tooth waves

absent ity between atrialand

ventricular rate is

described as atrial

flutter with 2:1, 3:1

or 4:1 block.

(Contd. .)

»



Disease Atrial interval

(PP-INT la mc.)

Ventricular

interval

(RR INT ia mc)

P wave

Morphology
A-V delay
(PR-INT la mc)

Ventricular

Morphology
(QRS-DUR In sac)

Comments

7) Atrial 0.15 to 0.1 Normal rapid P waves are absent. PR-Interval Normal but The characteristic

Fibrillation or slow Replaced small absent occurs at irregular feature isthe irregular
1 to 0.6 irregular rapid

oscillation called

f waves

intervals absence of P waves

confirms the diag

nosis.

8)Prema- Normal Often normal but P wave is usually Absent QRS complex PVCS are the most

ture ventri occur at any rate hidden in QRS is widened and common of all

cular contr complex distroted in arrhythmias associated
action shape with AMI.

(PVC)

9)Bigeminy Normal Normal Not seen in PVCS Absent Grossly distorted It may warn of more

dangerous ventricular

arrhythmia
10)Ron T Normal Normal Not seen in PVCS Absent Two beats are This indicatehigh risk
Pattern distorted and

have different

configuration

of precipitating

ventricular flutter

11 )Venticu- variation in 0.66to0.27 No relation between Absent wide, slurred If this persist for
lar Tachy PP interval P and QRS complex complexes typical longer period it can
cardia of repetitive PVCs. generate ventricular

fibrillation

(Contd....)



Disease \trial interval Ventricular P wave A-V delay Ventricular Comments

PP-INT in sac) interval

(RR-INT in s«c)

Morphology (PR-INT la sec) Morphology
(QRS-DUR ia sec)

12)Ventricular It is characterized by

Fibrillation

•

rapid, repetative f'

waves originating in

the ventricles. PQRST

waves can not be

clearly seen.

13) First Normal Normal Normal Prolonged Normal It usually indicate

degree PR interval injury to the A-V

A-V-block beyond 0.20 nodal area and may

warn for 2nd «fc 3rd

degree A.V. block.

14. Second Changes Progressrveby No. P waves always Progressive Normal It is usually caused by

degree block decreasing exceed the QRS Prolongation ischemic injury to

Mobiz type I complexes A-V node & lead to

3rd degree block.

15. Second Greater than Normal More P waves than Constant widened It may lead to complete

degree block 0.43 the QRS complexes heart block or

Mobiz Type -II ventricular stand still.

(Contd....)

at *
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Disease Atrial interval

(PP-INT la sec.)

Ventricular

interval

P wave

Morphology
,'RR-L"^ la »ec)

A-V delay
(PR-INT ia sec)

Ventricular

Morphology
Comments

(QRS-DUR ia s-c)

16. Third Normal 1.2 to 0.1 sec. P waves are more in No relation Normal or it causes marked

degree block number compared to between P & widened and reduction in cardiac

QRS complexes QRS complex distorted output. The

ventricular rate is 30

to 40 beats/mm. & can

not increase to meet

blood circulation de

mands



C Stort )

Read the input file
containing onset 8offset
of P ond ORS woves

Compute tht following

P-DUR, PR-INT.QRS
-DUR RR-INT, PP-INT

and rhythm.

Apply diagnostic rules
based on decision
logic approach

Arrhythmia diognosi

No

Fig. 5.1 Flow chart for arrhythmia

interpretation algorithm.
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5.6.1. Sinus Arrhythmia

It is most common phenomena found in children and tends to disap
pear with advancing age, but some times it may also be observed in adults.

It is often but not always , related to the respiratory cycle. Characteristic
of sinus arrhythmia is a normal sinus pacemaker which alternatively slows
and speeds up. Normal atrial depolarzation (i.e normal P waves), normal
AV conduction (i.e. normal PR and normal QRS) configuration are present.
This arrhythmia involves only the rate of impulse formation by the cells
of the sinus node. Thus the PP and RR intervals are equally affected in
each cycle and of equal duration in any given cycle. The minimal variation
in cycle length between the shortest and the largest cycle is 0.12 second.

5.6.2 Sinus Bradycardia

It is defined as a heart rate of less than 60 beats per minute with a
normal sinus mechanism. It is a normal varient in well conditioned athelets
at rest and in normal sleep in healthy individuals. The electrocardiographic
findings include a normal P wave, normal QRS complex and a normal PR
interval with a PP and RR interval of greater than 1.00 second.

5.6.3. First Degree AV Block

This is a prolongation of the conduction time across the AV junction
and is manifested electrocardiographically as a constant prolongation of
the P-R interval in all complexes, as measured from the onset of the P
wave to the first deflection of the QRS complex. The normal upper limit
for the PR interval varies some what with age and with heart rate. The
normal upper limit in the adult patient is 0.28 seconds and is lower in
children The normal upper limit also varies with heart rate, tending to be
shorter with more rapid rates in normal persons.

5.6.4 Atrial Premature Contraction (APC)

These are common and occur both with and without identifiable heart
disease. Frequent APC often precede the onset of atrial tachycardia or
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atrial flutter or fibrillation. Electrocardiographically, the APC is recog

nized as an early P wave, frequently different in configuration from the
normal P waves. Conduction of the premature impulse with a resulting
QRS complex may or may not occur. The premature P: QRS is followed
by a pause. It may be a compensatory or non compensatory.

5.6.5 Normal Sinus Rhythm.

It is observed in the normal individual, the rhythm is normal and

originates from the SA node. The characteristic features are normal P
wave normal PR -interval, PP and RR intervals are normal and QRS duration

is also normal.

5.7 Results and Discussion

Evaluation of the software developed has been carried out on different

records of MIT/BIH Arrhythmia database. The database also contains

beat-by-beat anotated results for variety of arrhythmias. This helps to

compare the performance of the software. A 12 sec ECG strip is

extracted from each record based on the presence of particular type of

arrhythmia for classification. In the present work five diseases have

been considered and tested extensively on the MIT/BIH Arrhythmia

database. The diseases considered are Normal sinus rhythm, Atrial premature

contraction (APC); Sinus arrhythmia, First degree AV block and Sinus

bradycardia. Though the algorithm has been tested on different records

but the results for one representative case for each disease are presented

as sample examples. The output produced by the interpretation program

is given in Fig. 5.2 to 5.6. Because of space constraint only 6 sec record

is given in each case and the detailed results for single beat where the

abnormality has occured is presented. In Fig. 5.2 a portion of the record

number 100 containing Normal sinus rhythm is given. It contains in all

16 beats, all these beats have been classified by the software as Normal

sinus rhythm beats. Fig. 5.3 shows ECG strip of record number 101

containing Normal sinus rhythm and Atrial premature beats. In all ,there

are 12 beats out of which 11 are Normal sinus rhythm beats and one beat
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Fig.5.2

(Thousand)

Sample Number

PRinterval in sec

QRSduration in sec
Pduration in sec

RRinterval in sec
PPinterval in sec

Normal rhythm

= 0.174

= 0.087

= 0.140

= 0.756

= 0.748

Normal Sinus Rhythm

Normal

Normal

Normal

Normal

Normal

No^i nn?T V ^rrhythmia Interpretation Program for Record
No. 100 ( for the 5th Beat) of MIT/BIH Arrhvth^o n.e.w 'Beat) of MIT/BIH Arrhythmia Database
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o 9 j—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i i i i r

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

(Thousand)

Sample Number

PR interval in sec = 0.176 Normal

QRS duration in sec = 0.115 Normal

P duration in sec = 0.134 Normal

RR interval in sec = 1.159 Abnormal

PP interval in sec = 1.193 Abnormal

Normal rhythm

Atrial Premature Contraction

Fig.5.3 Output from the Arrhythmia Interpretation Program for
Record No. 101 (for the 5th Beat) of MIT/Bffl Arrhythmia
Database
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is identified as APC. Fig. 5.4 is a case of Sinus arrhythmia present in
record 103. This strip contains 14 beats all these beats are classified as
Sinus arrhythmia beats. A case of first degree AV block is presented in
Fig. 5.5. The strip contains 14 beats out of which 6 beats are Normal
sinus rhythm beats and remaining 8 beats show the presence of first
degree AV block. Record number 232 is a case of Bradycardia shown
in fig.5.6. The strip has 6 beats all of them show the presence of Sinus
bradycardia. The results thus obtained by the software were then compared
with those given in the database. It is observed that in majority of cases
the result matches with MIT/BIH Arrhythmia diagnosis, but in few cases
the algorithm fails in classifying atrial arrhythmias. One such example is
given in Fig. 5 7. In this case P wave has not been detected accurately
[Table 4.7] therefore the interpretation program wrongly classified the
disease as Normal sinus rhythm but the case is of Sinus arrhythmia.
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0.2 0.4 0.6 0.8

i—i—r-

1 1.2

(Thousand)

Sample Number

1.'4 1.6

PR interval in sec = 0.162 Normal

QRS duration in sec = 0.078 Normal

P duration in sec = 0.118 Normal

RR interval in sec = 0.952 Normal

PP interval in sec = 0.941 Normal

Irregular rhythm

Sinus Arrhythmia

i—r

Fig.5.4 Output from the Arrhythmia Interpretation Program for Record
No. 103 (for the 5th Beat) of MIT/BIH Arrhythmia Database
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(Thousand)

Sample Number

PR interval in sec = 0.218 Abormal
QRS duration in sec = 0.109 Normal

P duration in sec = 0.168 Abnormal
RR interval in sec = 0.862 Normal

PP interval in sec = 0.871 Normal
Normal rhythm

Normal Sinus Rhythm
First Degree A-V Block

Fig.5.5 Output from the Arrhythmia Interpretation Program for
Record No. 111( for the 5th Beat ) ofMIT/Bffl Arrhythmia
Database
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-i—i—r—i—i—i—i r

0.2 0.4 0.6 0.8

(Thousand)

Sample Number

PR interval msec = 0.171 Normal

QRS duration in sec = 0.115 Normal

P duration in sec = 0.140 Normal

RR interval in sec = 2.587 Abnormal

PP interval in sec = 2.579 Abnormal

Normal rhythm

Sinus Bradycardia

Fig.5.6 Output from the Arrhythmia Interpretation Program for
Record No. 232 (for the 2nd Beat) of MIT/BIH Arrhythmia
Database
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CHAPTER - 6

DIRECT ECG DATA COMPRESSION

6.1 Introduction

One of the common problems addressed in the ambulatory ECG moni

tor is the efficient handling of large quantities of data. This system stores or

transmit in real-time large volumes of ECG data. Use of suitable data com

pression techniques can give better utilization of memory or storage space in

them and also save on the data transmission time. This demands accurate,

reliable and efficient ECG data compression techniques without loosing

clinical information. Data compression essentially involves a trade off be

tween compression ratio and the clinical information content of the signal

[41,52J. Different direct data compression techniques suitable for ambula

tory monitor are presented in this chapter. The techniques have been tested

for their performance on the standard database in terms of compression

ratio, percent root-mean-square difference (PRD)and fidelity.Further, in or
der to know the extent to which clinically important information is preserved

in the reconstructed signal, peak and boundary measurements were made both

on the reconstructed and original ECG signal and compared. This clearly
establishes the clinical acceptability of the compression techniques . In
addition,effect of sampling frequency on the performance of the DDC tech

niques is also made. This is the major contribution of the thesis in this
chapter.

Techniques for ECG data compression can be grouped into three cat
egories namely, direct data compression, transformation compression and
parameter extraction. In direct data compression, data reduction is achieved

by discarding digitized samples that are not important for subsequent clini
cal interpretation. The second category algorithms compress the data under
certain mathematical rules, so that the data can be recovered under inverse
mathematical rules, operating within predefined error limits. In the third
group, a preprocessor is used to extract some features that are latter used to
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reconstruct the signal. The techniques in the first two categories are more

commonly used as they use reversible processes which allow an easy re

construction of the original signal from the compressed data [73]. While DDC

techniques is discussed fully in this chapter,the transformation compression

technique is delt with in the subsequent chapter.

6.2 Techniques and Algorithms

The direct data compression (DDC) schemes are based on the detec

tion of redundancies from the direct analysis of the actual signal samples.
Most of the DDC schemes use prediction or interpolation algorithms. They

attempt to reduce data sequence by examining the successive samples. A

prediction algorithm utilizes a prior knowledge of both the previous and the

future samples. These methods are generally preferred for on-line real-time

application, because they are easy to implement and the computation time
required is also small. In the paragraphs to follow five important DDC schemes
are discussed briefly.

6.2.1 Turning Point Technique

The turning point (TP) technique was developed basically for reduc
ing the sampling frequency without diminishing the elevation of large ampli
tude QRS complex of the ECG signal. It has the greatest ease of implemen
tation and requires the least amount of computation. It analyses the trends of
sample points and stores any one of each pair of consecutive points. The
peak and valley points at which the slope of the signal changes or turns are
retained these points are known as turning points [2,74].

As for its implementation compression is accomplished by consider
ing a trend among three consecutive data points, a reference X0 point and
the two following points X, and X2. Either ofX, or X2 is retained depending
on which point preserves the slope of the original signal segment X0-X -X
[74,102]. Fig. 6.1 illustrates the flow-chart of the TP algorithm. The algo
rithm begins with reading the first sample from the input file containing ECG
samples and is assigned as X0. Then next two samples are read as X, and
X2. The slope S, and S2 are computed between X0 &X, and X &X

1 "" "2
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Read first sample

Rtad ntxt two samples
X|ond X2, compute

Sloptt S(, S2
S| « X| -X0
S2 = X2-X|

Fig.6.1 Flowchart for turning point algorithm
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respectively. When the following condition is satisfied a turning point is
stored as X(l

If(S*S.)<0 X=X. 6.1

and

If(S2*S,)>0 X0 = X2 6.2

Further next two samples are read, their values are assigned as X, and X
and this process is repeated till all samples in the data file are over.

The reconstruction of the original signal from the data compressed is

quite simple and is achieved by linear interpolation [2].

6.2.2 AZTEC Technique

The amplitude-zone-time-epoch coding (AZTEC) technique, con

sists of splitting the given signal into horizontal lines and slopes [27]. The

horizontal lines are produced on the principle of zero order interpolation

(ZOI), and the information is stored in respect of its magnitude, and the

length in terms of the number of samples. A slope is selected whenever the

number of samples needed to form a horizontal line is less than three. A

slope is stored as its duration (the number of samples) and the elevation of

the last point [66].

Fig. 6.2 shows flow-chart of the AZTEC algorithm. The first step in

the algorithm is to read the first sample and initalize it to Xmax (maximum
value) and Xmjn (for minimum value). The next sample is then compared
with X and X . If the sample is greater than X then X is made equal

max min » c max max *

to the present value of the sample. On the other hand, if the sample is less

than Xmjn then Xmin is made equal to the current sample. This process is
repeated until either the difference between X and X is larger than a

* max mm »

predefined threshold Xlh or more than 50 samples have been read. Either
event produces a line. To store this line, previous to this sample is saved as

T. (time or length of the line). Then the values of X and X , previous to
I ° ' max min' "
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AZTEC(STR) =T,

AZTECCSTR+IK^
STR=STR-H
Xmaxir X
Xpnin =x
Num =1

zzr-

AZTEC (STR)«-T$t
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Stt Tsl -0
Xji'AZTEOSTR-l
Flag »1
Sign*-1

Set

Ts1«T,+Tsl
Xsl'X,
xmoxir X
Xmini'X

Fig.6.2 Flow chart for AZTEC algorithm.
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the current sample are averaged and assigned as X, which is saved (i.e. val
ues of the line X, = (Xmax+Xmm)/2 at time t-1). Xmax and Xnin are then set
equal to the current sample and the process is continued. If the number of

samples required to produce a line is less than three a slope is produced.
Now the algorithm starts computation of slope. First the value of the line is

set to XS] (value of slope). Second the length of the line is assigned as T
(time or length of the slope). The direction of the slope (+ or -) is also
recorded. The algorithm returns to the line direction beginning with initializa
tion for Xmax and Xmjn equal to the current sample. When the next line is
produced, a decision is arrived at whether or not the slope data to be
updated or terminated. This is achieved if the length of the new line is
greater than two or if the direction of the slope is changed, the slope is
terminated. Otherwise, the slope is updated Xsl is made equal to the value
of the new line and the length of the line is added to TtI. After this the
algorithm returns to the line direction.

When the slope is finally terminated, the slope parameters are deter
mined and saved. First Tsl is multiplied by -1 and stored. If the slope was
terminated by a change in direction and the line length is less than three a
new slope Xsl is saved, Ts| is made equal to the line length Xsl is made
equal to terminating line amplitude and the algorithm returns to sample for a
new line but is producing a new slope. If the slope was terminated by a
change in direction and/or the terminating line length is more than two, the
amplitude of that line is saved, then the length of that line and finally the
amplitude of the line is saved again in other words, the updated T times -1,
X^ T, and X, are saved in this order. After all the four values are stored, the
algorithm returns to reinitialize Xmax and Xmin and begins to produce a new
line.

The signal reconstruction is obtained by expanding the horizontal line
and slope data into respective sets of discrete points. Parabolic fitting is
then used for smoothing the signal using a set of seven points in order to
make the signal acceptable to acardiologist for visual examination [2,75,135].
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6.2.3 CORTES Technique

The coordinate-reduction-time-encoding-system (CORTES) is the com

bination of the AZTEC and turning point (TP) techniques. This technique

takes advantages of the strength of each technique while side-stepping their

weakness [2]. In this technique AZTEC is applied to isoelectric regions and

the TP technique to clinically significant high frequency regions of the ECG

signal. The AZTEC and TP algorithms are applied in parallel to the incoming

sampled ECG data. Whenever an AZTEC line is produced, a decision based

on the length of the line is used to determine whether to save AZTEC data or

TP data. If the line is longer than an empirically determined threshold, the

AZTEC line is saved otherwise TP data are saved. To speed up the process,

the TP data stored into the compressed array. By the use of two array point

ers P, & P2, the difference between probationary and permanent data is de

termined. A marker is used to identify transition between AZTEC and TP

data.

The flow chart for the implementation of CORTES algorithm is shown

in Fig. 6.3. The first ECG sample read from the file is set equal to X , X .
r • max' mm

and X0. The first CORTES array location is made equal to the marker P
and is set equal to 1 and P2 is set equal to 2. Finally, the flags are initial
ized.

The second sample is made equal to X{ and compared with X a and
Xmm. The third sample is set equal to X2 and compared to the AZTEC
window limits. X() is then stored and P2 is incremented. This continues until
AZTEC line is found. If the line is longer than X,n, an AZTEC line is stored
and the pointers are moved. If the line is not long enough, then TP data are

made permanent. After the data are stored (pointer P, is moved forward),
the algorithm begins to produce another line while storing TP data on a
probationary status at the same time.

If the produced AZTEC line is too short to be stored and the present
data point was set equal to X,, then the next data sample must be read
before the TP data can be made permanent. This is done so that new data
sample can be made equal to X2 and a determination of the new value for X
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can be made. This new value is required, since X , and X are made
maxl mini

equal to the new X() and the new location ofP, points to X(). Therefore, ifthe
next line is long enough, it will over write the beginning of the TP data it is
supposed to represent and will keep the correct time base.

The reconstruction of the signal is achieved first by expanding
AZTEC data into discrete data points and the interpolation is carried out for
each pair of TP data points. Lastly, parabolic smoothing is carried out to
make the signal compatible for visual interpretation [75,135],

6.2.4 Modified AZTEC Technique

The technique is a modification of the AZTEC technique, wherein the
error threshold for zero order interpolation of the AZTEC algorithm is made
adaptive to the ECG signal variations [41]. It calculates some statistical
parameters of the signal to be compressed and adapts to the nature of the
signal by reestimating the threshold value. The compression algorithm con
sists of the following steps.

Step I: The algorithm reads raw ECG data and produces short lines similar
to the AZTEC algorithm. Let Xt denotes a sequence of input samples, where
(i 1, 2 . . ) and Xmax and Xinjn are the maximum and minimum values re
spectively. The initial value assigned for Xmax and Xmm are set to be equal to
the first sample X,. The subsequent samples are compared with X and
v „ r max
Xm,n li the current sample is greater than Xmax, then Xmax is made equal to
the value of the present sample. On the other hand ifthe sample is less than
xm,n then xmin is set eclual to the value of the present sample. This process is
repeated until the difference Xmax-Xmin is greater than athreshold value Tk.
In case of AZTEC algorithm, threshold value is predetermined and can not
be changed when the compression is in progress, while in the present algo
rithm the threshold represents y., <i=1,2 . .) and it is computed in real-time.

Step 2: If the condition Xmax-Xmin> T,s satisfied, the line is stored using
two data points (X,t) where Xis the amplitude of the line calculated as the
average value of the samples X, in the current region, while t is the length of
the line that corresponds to the number of samples in the region.
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Step 3: The variable threshold T. depends upon the nature of the signal. The
threshold values for the isoelectric regions will be more than the threshold

values for high frequency regions. In this way the algorithm adapts to the
nature of the signal region itself.

Step 4: In order to find out the regions and switch over from one region to

another, the algorithm calculates the statistical parameters of the signal,

which are then used for reestimating the threshold value.

The parameters are defined as follows:

Mean value X

1 n

—X x.
n i=l

Standard deviation a =

1 n

-Mxk -x)2
n i=1

and third moment M =

1 n

-S(xk-x3)
n i=l

6.3

6.4

1/3

6.5

The standard deviation (a ) of the signal represents the deviation of

sample from the mean value. This information is used to distinguish between
low information and high information signal regions. In some cases it fails to

detect short picks. Therefore, the algorithm calculates the third moment and

uses this additional criterion for calculating the threshold.

The statistical parameter X,a , and M are to be computed dynamically.
Therefore from equation 6.3 to 6.5 the following recursive formulas are
derived.
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(k-l)X„.Xk
Mean value X, 6.6

Standard deviation o, (k-l)o> .,+ (Xk-Xk)' 6.7

M
1/3

(k-l)M' 1+(Xk-Xk)>
and Third moment Mk = 6.8

where Xk ak and Mk are the mean value, the standard deviation, and third
moment, respectively, after k samples. The Xkl,a k_, and Mk_, are the values
after (k-1) samples, and Xk is a sample at the kth time interval.

Using the recursive formulas ofequation 6.6 to 6.8, a new sample of
the signal will immediately update the statistical parameters and therefore
any change in the signal will be identified quickly.

Step 5: After each sample, a criterion function CFk is calculated by using
the following formula:

CFk = c, (ok + Mk) 6.9

On the basis of the criterion function, the threshold is continuously updated
by the following equation

Tk = T„- c2( CFk-CF„) Tk, 6.10

The constants c, and c2 can be obtained empirically.
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The flow chart of the algorithm is shown in Fig. 6.4. The compression
algorithm begins with an initial value for the threshold, and then criterion
functions are applied after each sample is read from the input file containing
the ECG data to update threshold T until the difference (X max- Xmjn) is more
than the present Tk. When the condition (Xmax- Xmin)> Tk is satisfied, the
line is stored by using the data points (x,k), and the procedure is repeated.

The method for reconstruction of the ECG signal is similar to that

used with the AZTEC technique.

6.2.5 SAPA Technique

The scan-along-polygonal approximation (SAPA) technique is based
on the principle of first-order interpolation with two degrees of freedom
(FOI-2DF) [66]. In this technique, an approximation of the ECG is achieved
by piecewise linear segments inside the corridor formed by the two func

tions, which are less than and greater than the given waveform by amounts 8

as illustrated in Fig. 6.5 (a). This concept yields polygonal curves for

which the maximum difference between the given waveform and the polygo

nal approximation is equal to or less than a specified value [64].

To explain the polygonal approximation algorithm the following nota

tion is followed. The original samples data to be approximated are repre

sented by the discrete sequence (k,t), where the integer t is the sample

number. The allowable error in the approximation is ±e chosen by the user.

The polygonal approximation will allow reconstruction of the original data

within ±8 and a specific reconstruction is symbolized by the discrete

sequence k(t) for which |k(t) - k(t) | 8 , t = 1, 2, 3 . . . .

The approximations themselves are described by a subset of the origi

nal data in which a number of original data points have been discarded. If

the original data contain (sample number, amplitude ) pairs

{(t,k(t), t= 1,2,3.. .. }

the approximation is represented for the compressed data
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{t, k(t) , t = nl,n2 }

when nl, n2 . . . . are the sample numbers in the compressed data sequence.

The (sample number, amplitude) pairs of the compressed data are
termed vertices ofthe original data. Between any two vertices, the data are
approximated by the points on the straight line joining the two vertices.

Let t=n ^represent the sample number of the most recently found ver
tex ofthe data. At the start of the algorithm the first sample in the data set
is a vertex. Upon the receipt of the next sample at t=c, the normalized
slopes ofthe two lines joining starting (k(n) to k(c)+e) and ending (k(c) - e)
points are calculated. These slopes are

and

(k(c) + 8) - k(n)
h(c, 8) = 611

c-n

(k(c) - e) - k(n)
h(c,-e)= 6 12

c-n

This is shown in Fig. 6.5 (b).

As each new data point being processed, the current smallest value of
h(c, e) is stored as M, and current largest value of h(c, -e) is stored as M.
The numbers M, and M2 thus store the maximum and minimum slopes that
a line from n may have and still pass within ±8 of subsequent data points.
Whenever M2>M, as is the case shown in Fig. 6.5(b) at t=c+i, the immedi
ately previous sample is selected as avertex. This process is repeated for all
the data points.
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The flow-chart for implementation of the algorithm is shown in
Fig. 6.6. The algorithm starts by retaining the first sample as the vertex. The
next step is to set upper and lower limit index n=c. After this, next sample
is read and upper and lower slopes computed.This slope is compared with
the set values of M, and M2 and slopes are updated. Further if M <M
condition is satisfied, store the previous sample number and its amplitude
otherwise read next sample. This process is repeated till all the samples are
processed.

The reconstruction of the signal is achieved by linear interpolation.
Two successive samples are averaged and the averaged value is inserted
between the samples. This is called linear interpolation.

6.3 Performance Evaluation

The performance of the proposed data compression techniques are
measured in terms of three important indices namely, compression ratio
(CR) the percent root-mean-square difference (PRD), loss in diagnostic in
formation besides the fidelity of the reconstructed signal is also used.

6.3.1 Compression Ratio (CR)

The ?mount of compression is very often represented in terms of
compression ratio (CR) and is defined as the ratio between the number of
samples in the original data to that in the compressed data.lt is a dimension
less quantity. It is dependent on the sampling frequency and the nature ofthe
ECG data in addition to the technique used [6]. In a transformation method
the compression ratio varies inversely with the number of coefficients to be
retained in the compressed signal.

6.3.2 Percent root-mean-square Difference (PRD)

For the quantitative comparison of the distortion in the reconstructed
signal, many researchers have used percent root-mean-square difference (PRD)
as the index.
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The PRD is defined as

PRD = Z(X -X )2
v org rccon '

n

I(X )2
v org '

i=l

x 100 6.13

where X and Xrecon are the samples of the original and reconstructed
signals, respectively. This index represents an average potential error for the

signal on the whole. It is easy to calculate the index and it does not penalize
one algorithm in favour of another. For these reasons, this index has been

used for a quantitative comparison here too.

6.3.3 Loss in Diagnostic Information

ECG recording, unlike text storage, does not require "lossless" com
pression. The only requirement is that the difference between a reconstructed

signal and the original signal has no bearing on the clinical interpretation. A
compressed ECG signal can be clinically acceptable despite the large PRD
values. Clinically acceptable quality is neither guaranteed by low PRDs nor
ruled out by higher ones [99]. PRD alone cannot reveal the extent of loss
of information in the reconstructed signal. Therefore, some researchers have
proposed a determination of the onset and end-points and the measurement
amplitudes (peak values) of P,Q,R,S and T waves, and have compared them
with the corresponding information in the original signal [64,67,75]. This helps
to decide the extent to which the algorithm is capable of preserving the
diagnostic information.

6.3.4 Fidelity

There are several methods of evaluating the performance ofthe com
pressed data. An effective evaluation however, requires that the signal be
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reconstructed from the compressed data and then compared with the

original signal. The comparison can be made either visually or by calculat

ing a suitable index, such as the corelation coefficient, error power to

signal power ratio etc [85]. The former method is commonly used by cardi

ologists and has therefore been selected here for evaluation.

6.4 Results

Results of five DDC techniques as well as effect of sampling fre

quency on performance of DDC techniques are given in this section.

6.4.1 Performance

The five DDC techniques have been implemented here using C-language
and tested on 25 records of 30 seconds strip from the MIT/BIH Arrhythmia
database [98]. But the detailed results of one representative case record

number 103 (signal 0) of MIT/BIH database taken at a sampling frequency
of 360 Hz are presented here.

The TP algorithm produces a fixed compression ratio of 2:1. It can be

increased to 4 if the compression algorithm is applied twice. The other algo
rithm produce compression ratio that vary with the threshold or allowable
error limit (in case of SAPA). Table 6.1 shows the results of comparison of
five DDC techniques. AZTEC, CORTES, MAZTEC techniques produced
variable compression ratio in the range 3.23 to 8.57. On the other hand

SAPA technique produced a compression ratio in the range 2.95 to 9.57 as
shown in column number two of Table 6.1.

From third column of Table 6.1 it is clear that PRD values in case of

turning point method are 0.24 and 1.54 for the compression ratios of 2 and 4
respectively.But on the other hand the PRD values vary with compression
ratio depending on threshold or allowable error limits. In case of

AZTEC,CORTES,MAZTEC PRD values vary in the range from 1.42 to 14.56.
But in case of SAPA the PRD values are different and lies in the range from
2.83 to 6.67 for the compression ratio varied over the same range in each
case.
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Table 6.1 Comparison of Five Direct Data Compression Techniques

Method Compression
ratio

PRD Errors in peaks
values in

percentage

Error-, in onset and end poi
(no.of samples)

nts

P Q R S T P
•• p „ QRS, QRS,

I ^ el
T

r ml

TP 2.0

4.0

0.24

1.54

-0.1

0.3

0

0

0.4

0.4

0

0

•0.2

0.6

1

1

1

2

0

1

0

1

0

4

AZTEC 3.23 3.20 -0.1 0 0.04 0 0.1 1 2 1 2 4

6.38 13.80 0.9 0 0.4 0 -0.2 2 3 1 2 3

8.69 14.65 1 0 0.5 0 -0.3 7 4 2 4 5

CORTES 3.26 1.42 0.8 0 0.2 0 0.2 1 2 1 0 5

6.31 11.19 0.2 0 0.1 0 0.2 2 3 2 0 4

8.69 14.91 1.1 0.4 0.5 0 0.3 8 6 6 0 7

MAZTEC 4.44 5.42 0.2 0 0.4 0 0.3 1 2 2 2 4

6.97 11.37 0.4 0 0.5 0 0.4 1 2 0 0 6

8.57 14.07 1.2 0.2 0.45 0 0.5 1 0 7 8 6

SAPA 2.95 2.83 0.2 0 0.5 0 0.3 1 2 1 2 7

6.12 6.03 0.5 0.2 0.6 0.3 0.4 2 1 2 3 5

9 52 6.67 1.2 0.4 2.0 0.4 1.5 11 5

-

4 6

-

5
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For visual comparison, signals have been reconstructed from the com
pressed data obtained from each algorithm. The reconstruction method used
were as explained in section 6.2. The reconstructed signals have been plot
ted with the original signal for different compression ratios as shown in
Figs. 6.7 (a) to (e) on a common horizontal axis for the visual comparison.
The observations made from the visual comparison are that in case of TP

algorithm the reconstructed signal resembles the original signal with very
little distortion for a compression ratio of 2. But if the compression ratio is
increased to 4, the distortion also increases. The algorithm is generally not

applied more than twice in that case the reconstructed signal will loose its
morphology. On the other hand in case of AZTEC, CORTES, MAZTEC
and SAPA methods the reconstructed signals suffers from some

discontinuities and distortions in the isoelectric regions at higher compres

sion ratios.

Finally, the peak and boundary measurements were made both on the

original and reconstructed signal for each technique to find out the errors in

peaks and boundaries. These errors reveal the clinical information preserved

in the reconstructed signals. The errors in peaks and boundaries for different

compression ratios and for different methods are summarizingly presented

in fourth and fifth columns of Table 6.1. It is clear that in case of TP

method the errors in peaks and boundaries are negligibly small. But for

AZTEC, CORTES, MAZTEC methods the error in the peaks and boundaries

increases as the compression ratio is increased. The errors are more in P,R &

T waves and Q&S peaks are not affected. Similarly the onset and end points

of P & QRS waves are more affected when the compression ratio is made

maximum i.e ten and are clinically not acceptable. On the other hand in case

of SAPA method the errors in the peaks P, R and T including Q and S peaks

are large for higher compression ratio and the onset and end points lie

outside the tolerable limits and makes it clinically un-acceptable.

Five different types of DDC tecniques presented here are suitable for

online application. But the selection of the technique depends on the

application.In the present work the intersample interval is 5ms therefore the

processing and data compression are to be completed within this period.Hence
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Fig. 6.7
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it is proposed that among the five DDC techniques turning point technique is
best suited for the present application.Despite computationally very effi
cient and can be implemented on microprocessor without the use of
coprocessor.

6.4.2 Effect of Sampling Frequency on Performance

The effect of an important parameter, like the sampling frequency on
the performance of the direct data compression techniques has not been
studied so far. This section reports the effect of this parameter on compres
sion ratio, percent root-mean-square difference, fidelity, peaks, onset and
end points. The techniques described in section 6.2 have been tested for
their performance on 125 records of the third set of CSE database li
brary. The samples are taken at a sampling frequency of 500Hz. In order to
show the effect ofsampling frequency on the performance of DDC tecniques
different data sets sampled at different sampling frequencies are
required.Therefore as the CSE data is sampled at higher sampling frequency
and meaurement results are also available for comparison hence this database
is selected [134]. Detailed results are presented for record number 01L2,
which pertains to a normal case. There is no data set available at sampling
frequencies, for the case at 125 Hz and 250 Hz. The two seis ofdata have
been generated here through software by taking alternative samples from the
original signal. This is done in order to evaluate the performance of all the
algorithms presented here on the same set of data for different sampling
frequencies.

Fig. 6.8 illustrates the variation of compression ratio with respect to
the threshold or allowable error limit (in the case of SAPA) for different
sampling frequencies. From these graphs it is evident that, as the sampling
frequency is increased, the compression ratio increases.The compression
ratio in the case of AZTEC, CORTES and SAPA techniques is in the range
of 2.3 to 10 for 500 Hz sampling frequency, 1.69 to 6.94 for 250 Hz and
1.34 to 4.8 for a sampling frequency of 125 Hz. but in the case of the
modified AZTEC technique the corresponding compression ratio values
are 2.41 to 7.69, 1.76 to 5.43 and 1.37 to 3.78 respectively.
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Fig. 6.9 shows the effect of sampling frequency on PRD. The graphs
indicate the variation of PRD with respect to threshold/allowable error limit.

It is noticed that, as one would expect, the PRD decreases as the sampling
frequency is increased. However, the PRD values are different for each al

gorithm.

The reconstructed signals are plotted along with the original signal on
a common horizontal axis to facilitate comparison. The reconstructed sig
nals are shown in Figs. 6.10 and 6.11. The selection is based on the basis of

a compromise between compression ratio and PRD. Moreover, results of

only two sampling frequencies that is 500 Hz and 125 Hz, are shown, the
reason being that the results of 250 Hz lie between these values. Further

more, the AZTEC, CORTES and modified AZTEC techniques produce simi
lar morphologies ofthe wave with small changes and they operate on a com
mon selected threshold. Therefore, the results for the AZTEC method above

are presented. SAPA operates on a different principle and therefore graphs
for this method are also shown.

The following observations are made from the graphs. With a sampling
frequency of 500 Hz, the reconstructed signal obtained is of high quality,
having larger bandwidth and higher resolution. This results in insignificant
loss of clinical information in the reconstructed signal, which is essential
for certain aiagnosis. Examples of such a class of diseases are ventricular

hypertrophy and myocardial information etc. As the sampling frequency is
decreased it is observed that the reconstructed signal quality deteriorates.
This amounts to a loss of clinical information, that is loss of amplitude
information in different ECG peaks. This loss is acceptable in the majority
of arrhythmia cases . Therefore, the selection of sampling frequency is
application dependent. It is also observed from the graphs that the high fre
quency signal is rejected because of smoothing. This helps in reducing the
electromyographic (EMG) noise.

Peak and boundary measurements are made using separate software
implemented in 'C language as explained in section 4.3.5 has been used
here. The limits for onset and end-points are followed here according to the
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guidelines recommended by the CSE Working Party [134]. In the case of

AZTEC, CORTES and MAZTEC, the results in the third column of Table

6.2 show that the errors are higher in P, R and T peaks compared with Q

and S peaks. But, among the three peaks, the R peak generally has the larg

est error because it is the highest frequency component in the ECG signal.

The interval information gets changed because of changes in the onset and

end-points lie outside the limits as indicated in fourth column of Table 6.2

for a compression ratio of 10. In the CORTES method, the error in the R

peak is slightly less as compared with the AZTEC at 500 Hz sampling fre

quency. However, it remains the same for 250 Hz and 125 Hz sampling

frequencies. In the MAZTEC method compression ratio obtained is less,

hence the peak errors are small, as compared with AZTEC. The recon

structed signal is morphologically better than that obtained with the AZTEC

methods. In all the three methods as expected, the error in the R peak in

creases as the sampling frequency is reduced this is observed in fifth column

of Table 6.2.

The SAPA method works on a different principle, therefore, at low

compression ratio the loss in peak information is small and the onset and

end-points lie within the limits, in the reconstructed signal. As the compres
sion ratio is increased the error in the 'Q' peak increases. However, for a

compression ratio of 10 the 'Q' peak is lost, errors in P, R, S and T peaks
are unacceptably large and their respective onset and end-points lie outside
the limits shown in Table 6.2.The CSE Working Party has recommended the
tolerance limit for onset and offset for P wave,QRS complex as well for T
end for 500 Hz sampling frequency.Correspondingly for 360 Hz sampling
frequency, the limits were modified and used for comparing the results ob
tained by the software.

6.5 Comments

A comparison of five DDC techniques prepared on the basis of com
pression ratio, PRD and errors in the peaks and the characteristic points is
presented in Table 6.1. The compression ratio for TP technique is fixed, but
in case of AZTEC, CORTES, MAZTEC methods it varies with the threshold
or allowable error limit in case of SAPA technique. The PRD generally
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Table 6.2 Results of Effect of Sampling Frequency on Performance of DDC Methods

Methoc Sampling Corcpre 1Errors in peak values E rrors in onset and end-points

frequency ssion

(Hz) ratio

Percentage (No of Samples)

P Q R s T P
OO P„„ QRS QRS _ T

^ on ^ off end

AZTEC 500 231 -0.3 -0.1 2.5 01 1.1 0 1 3 2 6

4.42 15 -0.4 2.9 1.3 0.6 1 1 3 1 5

10.00 1.7 -2.0 29 1.7 2.5 7 11 4 0 9

250 1 69 1.5 3.0 34 -0.4 1.3 1 2 3 4 5

3 16 1.7 3 1 34 0.1 1.5 2 0 2 5 0

6 90 1.7 -1.5 3.2 0.1 1.7 1 2 1 5 5

125 1 34 -0.3 -0.8 9.6 11 1.3 2 1 1 2 2

271 -0.8 -12 9 6 1.1 14 1 3 1 4 2

4 16 07 •1.4 9 6 09 14 2 1 1 3 2

CORTES 500 2 30 -0 5 -0 1 18 0 1 1.1 2 5 3 5 6

5.61 -0.2 -0.3 2.4 1.2 14 3 6 2 2 7

10.00 0.7 -0.3 2.4 1.1 2.2 7 7 4 2 2

250 1 68 1.5 -1.6 34 -0.4 1.3 2 1 3 2 0

3.78 1.6 -1.4 3.4 -0.4 1.9 3 2 2 5 2

6.09 ! 7 -14 3.2 01 1.7 0 1 1 5 8

125 1 34 -0.3 -19 9 6 11 1.5 2 2 3 2 2

2.6« -0.8 -0 8 9 6 1.1 1.4 1 1 • 3 2

4.03 -1.1 -1.4 9 6 0.9 1.4 1 3 3 0 4

MAZTEC 500 2.41 0.6 0.0 20 0 1 1.0 0 4 1 1 6

5.26 0.5 0.5 2.2 0.1 1.0 3 3 3 0 0

760 0.1 1.2 2.2 0.1 0.8 3 5 1 1 6

250 1.76 1.5 0.6 35 -0.5 1.6 1 3 3 4 5

3 67 00 1.6 32 -0.5 1.2 1 2 3 4 2

543 -0.5 1.3 32 -0.5 2.3 1 2 1 5 5

125 1 37 -02 -0.1 9 7 II 1.6 2 1 1 2 2

2.66 -1.8 -0.1 9 8 1.1 0.7 1 3 1 3 2

3.78 -2.1 -0.8 9.8 1.1 0.5 2 1 1 3 2

SAPA 500 260 1.7 0.0 0.0 1.0 10 2 1 1 1 6

6.33 0.2 0.5 0 0 0.0 2 4 3 1 1 1 6

10.40 0.2 lost 56 59 2.4 7 1 5 2 2

250 2.33 0.0 0.1 0.0 15 0.5 1 2 2 1 2
471 0.0 0 2 0 6 29 2.5 1 4 1 3 7

6.94 29 lost 0.0 0.0 05 2 3 4 2 9

125 2.15 -2.3 00 0 0 1.0 0.0 1 1 1 2 2

347 •2.3 0.0 0.9 1.0 0.0 0 3 3 1 0

4.80 •2.3 ost 0.0 0.0 0.0 1 1 5
- i 2 4
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increases as the compression ratio is increased. Among the five methods, TP
produced least PRD values. AZTEC, CORTES, MAZTEC produced more
or less the same order of PRD but, it is smaller in case of SAPA method.
Visual comparison reveals the quality ofthe reconstructed signal obtained
by TP method is good. But, for other methods at higher compression ratio
step like discontinuities appear in the reconstructed signal. The errors in
peaks and boundaries are negligibly small in case of TP but on the other
hand they increase as the compression ratio is increased These errors are
tolerable up to certain value of compression above which they are clinically
unacceptable. In case of SAPA technique, the values of Q and S peaks are
also affected to a greater extent, when the compression ratio is increased.
All the five methods are suitable for on-line ECG data compression

The effect of sampling frequency on the performance of five DDC
methods has been studied. From the results obtained, it is evident that, as

the sampling frequency is increased, the compression ratio increases, corre
spondingly the PRD value also increases. With a higher sampling frequency,
the reconstructed signal obtained is of high quality having larger bandwidth
and higher resolution. It is also noticed that for different sampling frequen
cies the errors in peaks and boundaries are tolarable up to certain compres

sion ratio. Beyond which, they are clinically unacceptable. The selection

of sampling frequency is application dependent and the sampling rate usu

ally ranges from 125 Hz to 500 Hz. It has been observed that even a sam

pling frequency of 125Hz is adequate to retain the diagnostic information

in the reconstructed signal for arrhythmia classification.
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CHAPTER - 7

TRANSFORM BASED ECG DATA COMPRESSION

7.1 Introduction

A wide variety of techniques are available for ECG data compression.
Orthogonal transforms have been used for data compression but they are not
commonly used in applications requiring real-time implementation, because of
computational complexity. Using Orthogonal transforms in data compression,
only asubset ofthe coefficients in the transform ofthe input signal is selected,with
which the signal is reconstructed without loosing clinical informations. Trans
form compression schemes, based on the application of linear operators, pro
vide high quality of the reconstructed signal and the compression ratio ob
tained is also resonably high. Because ofthe foresaid reasons these methods
are better suited for off-line data compression. The following are the applica
tions wherein these methods can be effectively applied for ECG data com
pression.

(0 The need for efficient utilization of memory space for permanent storage
of ECG's as data base requires compact data storage with easy retrieval
without loosing clinical information.

(ii) Economical rapid*transmission of off-line ECG's over public telephone
line from a remote place to a interpretation centre for expert opinion.

In the current chapter two transform based techniques are developed and
proposed for off-line ECG data compression.The techniques have been tested
for their performance on CSE and MIT/BIH Arrhythmia database. The perfor
mance evaluation has been made using two important parameters, namely
compression ratio and PRD, besides visual comparison. Further, in order to
know the clinical acceptable quality of the reconstructed signal, peak and
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boundary measurements were made on both the reconstructed and the origi
nal signal of the same record for comparison.

7.2 FFT-Based Algorithm

The Fourier descriptor has been earlier used for ECG data compression
where the cardiac cycle is separated into two parts, namely the high frequency
QRS complex and the rest ofthe cycle [114]. Then a fast Fourier transform
(FFT) is applied to different segments after determining fiducial points. Al
though the idea of treating two parts ofthe ECG differently is novel, it requires
an extra algorithm for QRS complex detection . On the other hand, the tech
nique being proposed here is simple and straight forward and the algorithm is
very efficient.

An algorithm based on fast Fourier transform applied to ECG data
compression is presented in this section. It is based on the principle of succes
sive doubling method [45] . It is so named because ofthe fact that a two point
transform is obtained from two one-point transforms, a four-point transform

from two two-point transforms and so on.

Let us first consider the discrete Fourier transform (DFT), which is rep

resented by a pair of equations 7.1 and 7.2 given below:

and

, N-l
F(u)=— Z f(x)exp[-j2?tux/N]

Nx=0

for u = 0,1,2, N-l

f(x) = -S F(u)exp02mix/N]
Nu=o
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for x = 0,1,2 , N-l

where F(u) Fourier transfonn , f(x) a discrete signal in time domain and N = 2n
where n is a positive integer.

The number ofcomplex multiplications and additions required for imple
menting equation (7.1) is proportional to N2. The algorithm is made faster by
reducing this number to N log2 N using a decomposition procedure, called as
fast Fourier transform (FFT). The following equations are obtained for calcu
lating FFT :

F(")= 1/2( Feve„ (U)+F0dd(u) W"2J 7.3

and F(u+M) - 1/2 {Fcvcn (u )- Fodd (u) W"2m } 7.4

where M = N/2, u = 0, 1,2 .... N/2 - 1 and

F(u) denotes one dimensional Fourier transform.

A computer program has been written in 'C'langauge using the method
discussed above and the flow chart is given in Fig. 7.1. First the data samples
are read from the file and then computation ofthe FFT begins. In the first part
of the algorithm the input data is reordered as even and odd arguments. In the
second part successive doubling calculations are performed. The last step di
vides the result by N. The output file contains the same number of FFT
coefficients as the number of samples in the input signal. Only lower order
coefficients are retained and rest higher order coefficients are set to zero. The
data, thus stored in the array, is used for reconstructing the signal from the
compressed data [76].
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The reconstruction ofthe signal is obtained by the reverse process called
inverse transform. Input to this transform is the FFT coefficients stored in the
array of compressed signal.

7.3 FWT-Based Algorithm

Researchers have developed different algorithms for the discrete Walsh
transform, generally by modifying the Cooley-Tukey fast Fourier transform
(FFT) algorithm. This is the simplest way of obtaining the Walsh transform
which yields the coefficients in the natural or hadamard order [123]. In this
section of the chapter fast Walsh transform (FWT) algorithm based on suc
cessive doubling principle is presented.

The one dimensional discrete Walsh transform is expressed by a general
relation

N-l

W(u) = 2 f(x) g (x,u) 7.5

x=0

where W(u) is the transform of f(x) and g (x,u) is the forward
transformation kernel, and 'u' assumes values in the range 0,1.., N-l.
Similarly, the inverse transform is given by

N-l

f(x) = S W(u) h (x,u) 7.6
x=0

where h (x,u) is the inverse transformation kernel and 'x' assumes
values in the range 0,1,....,N-1.

When N=2n, the discrete Walsh transform ofa function f(x), denoted
by W(u), is obtained by substituting the kernel
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1 n-l

g(x,u) =— n (-l)Vx)bn-l-i(u) 7.7
N i = 0

into equation 7.5, which results in

1 N-l n-l

W(u) — I f(x) n (-l)bwbn-l-i(u) 7.8
N x=0 i-0

The values of g (x,u), excluding the constant term 1/N , are given

in Table 7.1 for length N =8. The array formed by the Walsh transformation

kernel is a symmetric matrix whose rows and columns are orthogonal.

These properties, which hold in general, lead to an inverse kernel that is

similar to the forward kernel, except for the constant multiplication factor

1/N, that is

n-l

h(x,u) = n (-l)b(x)bn-l-i<u> 7.9

i=0

Thus the inverse Walsh transform is given by

N-l n-l

f(x) = 2 W(u) n (-l)b^bn-l-i(u> 7.10

u=0 i=0

It is worth noting that, unlike Fourier transform which is based on

trigonometric terms, the Walsh transform consists of a series expansion

of basis functions whose values are +1 or -1. It is also of interest to note
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Table 7.1 Values of Walsh transformation kernel for N=8

^N. X

u ^v
0 1 2 3 4 5 6 7

0

1

2 . ] . i . | _ ]

3 -1 -1 -1 -1

4 -1 -1 -1 -1

5 -1 -1 -i -1

6 -1 -1 -1 -1

7 -1 -1 -1 -1
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from equations 7.8 and 7.10 that the forward and inverse Walsh transform
transforms differ only in respect of the term 1/N Thus any algorithm for
computing the forward transform can be used directly to obtain the inverse
transform simply by multiplying the result of the algorithm by N.

The Walsh transform can be computed by fast algorithm similar to

the successive doubling method given in for the fast Fourier transform
(FFT) [45]. The only difference between these two algorithms is that all
exponential terms are replaced by one in the case of fast Walsh transform
(FWT). Finally the following equations are obtained for calculating FWT:

W(u)» 1/2 (Weven (u) + Wodd(u)} 7.11

and

W(u + M)= 1/2 (Weven(u) - wodd(u)} 7.12

Where M = N/2, u = 0,l,2, , N/2-1 and W(u) denotes one dimensional

Walsh transform.

The operation of an algorithm for ECG data compression is explained

as follows: the input to compressor is a digitized ECG signal. When this

signal is operated upon by the forward transform, Walsh coefficients are

produced.The software for data compression using FWT method discussed

above has been implemented here using C language and flow chart is

shown in Fig. 7.2. The algorithm starts with reading the data samples from

the input file then computation of FWT begins. In the first stage of the

algorithm performs reordering of the data into even and odd arguments.

The second stage does the successive doubling calculation and in the final

stage the result obtained is divided by N.
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The reconstruction ofthe signal is effected by using the reverse process
called inverse transform. Input to this transform is the FWT coefficients
stored in the array of compressed signal. The inverse FWT is obtained
using same algorithm with alittle modification. The reconstructed signal
obtained by this process contains some step like discontinuities which are
not acceptable to the cardiologist for visual interpretation. Therefore the
signal is smoothened using least-square polynomial curve fitting technique.

The least-square polynomial filtering technique is an easy and fast
method to smoothen the signal [135]. It is a low-pass nonrecursive filter
which approximates sets of points in the input sequence by a parabolic
polynomial. The smoothening has been tried out with three versions, namely
five point, seven point and nine point filters. Fig .7.3 shows the smoothened
waveforms for different filters. Finally it has been decided to use seven
point filter because the smoothening effect of the five point filter is not
adequate and, on the other hand, in the nine point filter the amplitude
deviations are too large (Fig 7.3). Smoothening produces a new waveform
that contains little noise and has no step like discontinuities. An additional
advantage of smoothening is that it eliminates the artifacts such as
electromyographic (EMG) noise due to its smoothening effect.

7.4 Results

The performance of both FFT and FWT algorithms for ECG data
compression are measured using important parameter, namely, com
pression ratio, percent root-mean-square difference besides visual com
parison. Further, in order to know the clinical acceptable quality ofthe
reconstructed signal peak, boundary and interval measurements were
made both on the original and the reconstructed signal of the same

record for comparison. These parameters have been explained in sec
tion 6.3. The algorithm has been tested on 125 records of CSE
third data set and 25 records of 20 sec length of MIT/BIH Arrhythmia
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database. For peak and boundary measurements, the software implemented
in ' C 'language as given in section 4.3.5 has been used here.

7.4.1 FFT

The results for one representative case from each database are pre

sented here. In Tables 7.2 and 7.8 the first three columns show that the

variation of compression ratio and PRD with the number of FFT coefficients.
The difference between the peaks of the original and reconstructed signals
have also been determined and are summarizingly presented for P, Q, R, S and

T peaks in Tables 7.2 and 7.8. It is evident that the difference in amplitudes of
various peaks in original ECG and the amplitudes of corresponding peak in
the reconstructed signal ( expressed as the percentage of the former) is more

for R peak than for the other peaks. Moreover as the number of coefficients
retained are increased the difference reduces.

The peak information is important in certain cardiac diseases, such as

myocardial infraction LVH, RVH, although it is not so important in most of

the arrhythmia analysis. There is no standard data available for clinically ac

ceptable deviations in peaks between original and reconstructed signals. This

issue has been discussed with a group of cardiologists, according to their view

the deviation of 15% in R peak, 10% in P and Q peaks and 12% in S and

T peaks is acceptable [73,76]. The results presented in Tables 7.2 and 7.8 for

specific cases and that listed in Table 7.3 for ten representative cases of CSE

database are well within the acceptable range.

Figs. 7.4 and 7.5 show the original and reconstructed ECG signals

plotted on a common horizontal axis for the ease of visual comparison. From

the figures it is clear that morphology ofthe waveform is disturbed when the

number of FFT coefficients are reduced to 48. It can also be observed that

the signal get smoothed as the number of FFT coefficients are reduced due
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Table 7.2 Compression ratio and Deviation in Peaks for Different
Number of FFT Coefficients (CSE Data set III Rec.No 22L2)

No. of FFT

coefficients

Compression
Ratio

PRD Deviation in peaksin%

P QRS T

48 10.6 22.03 2.9 -4.2 16.4 0.1 1.8

64 8.0 13.86 -1.6 3.5 7.5 -3.4 1.5

80 6.4 10.60 -1.2 1.2 3.7 -5.5 1.2

128 4.0 4.90 -0.6 1.1 -0.4 -0.2 1.6

256 2.0 2.91 0.4 0.1 -0.5 0.21 -0.2

Table 7.3 Percentage Errors in Peaks for 64 FFT Coefficients
(Ten Cases of CSE Data set III)

Deviation in different peaks in %

Record No. - PRD

P Q R S T

6 18.41 1.4 9.0 -6.0 4.5 -1.1

II 7.12 -1.1 -0.1 1.7 0.8 2.4

16 3.46 1.9 1.8 10.2 -1.9 1.4

22 13.86 -1.6 3.5 7.5 -3.4 1.5

31 10.61 -0.3 0.2 4.9 0.8 2.0

41 11.41 3.4 -6.1 13.9 -7.0 -3.4

46 3.62 -0.8 -1.0 -3.5 0.7 -0.4

51 5.50 6.7 0.2 -0.4 7.4 3.8

66 15.61 -2.5 0.9 -2.6 10.3 9.7

1 6.60 -3.4 -3.2 10.0 5.8 ,,
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Table 7.4 Boundary Measurements for Original and Reconstructed
ECG (CSE Data Set HI Rec.No.22L2) with Referee Tolerance

Signal No. of

coefficients

Onset and Offset for each wave in ius.

P.. p* Q1^- QRS- T^

(A) Original 512

samples

36 152 276 376 660

(B) Recons 48 30 143 274 380 664

tructed 64 32 148 276 374 658

80 36 152 272 374 658

128 36 150 274 372 656

256 36 152 276 376 660

Referee deviation

in ms. for limb

leads

8 12.8 7.8 12.4 32.8

Table 7.5 Results for inter and intra-peak intervals
(CSE Data set III Record No. 22 L2)

in ms.

Number of

coefficients

P-DUR QRS-DUR PR-INT QT-INT

A Original^ 12) 116 100 240 384

B. Reconstructed

48 113 106 244 390

64 116 98 244 382

80 116 102 236 386

128 114 98 238 382

256 116 100 240 384
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Sample Number

Fig. 7.4 Original and Reconstructed ECG Signal for Different Number of
FFT Coeflicients (N) (CSE ITJ Data set Record No. 22L2)
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200 400

Sample Number

Fig. 7.5 Original and Reconstructed ECG Signal for Different Number of
FFT Coefficients (N) ( MIT/BIH Arrhvtkmia DatabaseRecord
No. 103 )

162-

60C



to elimination of high frequency noise present in the original signal . This
amounts to the reduction of electromyographic (EMG) noise.

Boundary measurements in terms of onsets and offsets were also made
for both the original and the reconstructed ECG signals. The algorithm for
determining characteristics points (onset and offeset) for P, QRS & T waves
is given in section 4.3.5 has been validated with the CSE multilead measure
ment database [134]. The results obtained by the software developed has also
been compared with manual measurements . The detailed results for one rep
resentative case from each database is given in Tables 7.4 and 7.9. It is noticed
from Tables 7.4 and 7.9 that errors in P-wave onset and offset increases with
the reduction in coefficients compared to QRS and T waves. A minimum of 64
coefficients are required to keep the onsets and offsets well within the permis
sible range as recommended by the CSE Working Party [134]. On the other
hand if the coefficients are reduced to 48 it is clear from Tables 7.4 and 7.9
that the errors in the characteristic point increases and lie outside the tolerance
limit. Hence retaining only 48 coefficients is not clinically acceptable.

Results are also presented for significant interval values: P-duration
(P-DUR), PR-interval (PR-INT) QRS- duration (QRS-DUR) and QT-interval
(QT-INT) are presented in Tables 7.5 and 7.10. These results also confirm that
a minimum of 64 coefficients are necessary while retaining the diagnostically
important parameters well within the acceptable range [152].

The results given in Table 7.6 for ten representative cases also show that
the characteristic points are well within the limits as specified by the CSE Working
Party. Similarly Table 7.7 presents the interval information for P,QRS and T
waves for the same ten records. In these cases also the intervals are well within
the permissible limits.
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Table 7.6 Errors in Onset and End-points for 64 FFT Coefficients in
ms. (CSE data set III for Ten Cases)

Record No.

Onset and offset for each wave m msec.

P
on

Pn QRS.,, QRS^
o(T "«• QO ™

T^

6 4 12 6 0 32

ll 0
0 6 4 8

16 8 2 2 2 32

22 4
4 0 2 2

31 8 -2 -2 0 32

41 8 10 6 -6 -12

46 8 8 0 0 0

51 4 10 6 12 4

66 8 10 6 4 -4

71
2

4 0 -12 -12

Table 7.7 Results for inter and intra peak intervals for 64
coefficients in ms. (CSE Data set III for Ten Cases)

Record No. P-DUR QRS-DUR PR-INT QT-INT

6 -0.18 -0.08 0.04 0.28

11 0.00 0.02 -0.06 0.14

16 -0.16 0.00 -0.16 0.30

22 0.00 0.02 0.04 0.02

31 -0.32 0.02 -0.32 -0.32

41 0.18 -0.16 0.18 -0.22

46 -0.06 0.00 0.14 0.00

51 -0.02 0.00 0.06 -0.14

66 -0.02 -0.06 -0.02 -0.14

71 0.02 -0.18 -0.02 -0.12
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Table 7.8 Compression Ratio and Deviation in Peaks for Different
Number of FFT Coefficients (MIT/BIH Arrhythmia
Database Record Number 103)

Number of

FFT coeffi

cients

compression
ratio

PRD Deviation in peaks in percentage

P Q R S T

48 10.6 1.15 3 0.1 17.5 1.2 4.5

64 8.0 0.81 1.0 0.05 3.0 0.2 1.2

80 6.4 0.67 0.5 0. 02 1.0 0.1 0.6

128 4.0 0.43 0.05 0.0 0.2 0.0 0.2

256 2.0 0.013 0.1 0.0 0.2 0.05 0.1

Table 7.9 Boundary measurements for original and reconstructed
signal (MIT/BIH Arrhythmia database record no 103)

Signal
NO. of FFT

coefficients
Onset and offset for each wave in ms

p.. p.. QRS.. QRS,, T-

A. Original 512 70 154 174 268 638

B. Reconstructed 48 58 146 172 255 630

64 67 151 171 267 634

80 68 150 172 268 636

128 68 152 172 266 634
256 70 154 173 268 636
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Table 7.10 Results for inter and intra-peak intrevals in ms (MIT/BIH
Arrhythmia databasefor recordno 103)

Signal No. of

coefficients

P-DUR QRS-DUR PR-INT QT-INT

A. Original 512 84 94 104 464

B. Reconstucted 48 88 84 197 458

64 84 90 104 463

80 82 97 104 465

128 84 94 104 462

256 84 96 102 464
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7.4.2 FWT

Results for one representative case tested on CSE and MIT/BIH data

base are given here. Tables 7.11 and 7.17 show detailed results of a specific

case showing the variation of compression ratio and PRD with respect to the

number of coefficients in the compressed signal and corresponding variation in

the different ECG peak amplitudes (P,Q,R,S and T). From column number two

of Tables 7.11 and 7.17 it is clear that the compression ratio decreases as the

number of coefficients in the compressed signal are increased, correspond

ingly the PRD value as expected decreases as indicated in column three of

Tables 7.11 and 7.17 and the quality of the reconstructed waveform

improves as shown in Figs. 7.6 and 7.7. Results for ten representative cases

from CSE database are also presented in Table 7.12 and 7.14 for a compres
sion ratio of 4.

The guidelines for peak deviations are followed here as explained in sec

tion 7.4.1. The results given in Tables 7.11 and 7.17 for specific case reveals

that as the compression ratio increases the deviations in the peaks of ECG (i.e.
P,Q,R,S and T) also increases. It is observed from column five of Tables 7.11

and 7.17, that the deviation is found to be maximum in the R-peak compared
to other ECG peaks. Because QRS complex being the highest frequency com
ponent ofthe ECG cycle. A minimum of 128 coefficients are required in order

to preserve the morphology and to keep errors in the peaks within the tolerable

limit. However, if the coefficients are reduced below 128 the errors in the ECG

peaks are large and they are clinically not acceptable. The reconstructed signal
shown in Figs. 7.6 and 7.7 also indicates that the morphology ofthe waveform
get changed for 100 coefficients.

For the purpose of visual compression the reconstructed and original
ECG signal for different number of coefficients are plotted on a common hori
zontal axis as shown in Figs. 7.6 and 7.7 for ease of comparison. From figure
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Table 7.11.

Number of
coefficients

Compression ratio and deviation in peak* for different
no. of FWT coefficients (CSE Data set in Rec.no 6L,)

Compression
Ratio

PRD
Deviation inpeaks inpercentage

2.2

10.3

9.5

3.9

8.5 8.4 19.4

0.8 4.8 -6.1

0.9 4.0 -8.6

0.01 5.2 -1.9

-7.9

12.1

12.2

-9.7

Table 7.12 Percentage errors in peaks for 128 FWT coefficients
(Ten Cases CSE Data Set III)

Record

Numbers

PRD
Deviation indifferent peaksinpercentage

P Q R ST

6 11.29 0.8 4.8 -6.1 1.3 -12.1

11 15.97 1.4 -0.5 3.5 0.5 1.8

16 6.13 3.9 2.0 9.4 1.0 4.7

21 7.59 -0.2 3.6 10.6 -2.1 0.1

22 12.09 -1.6 3.1 10.0 6.5 1.2

31 8.34 -1.0 1.4 2.8 4.2 -4.3

41 19.61 7.2 0.3 11.6 4.1 -0.8

46 5.05 0.7 5.4 0.6 0.9 0.5

66 6.32 -2.9 -1.9 6.5 -4.5 -1.5

71 11.58 5.1 5.9 11.9 -2.5 2.8
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Table 7.13 Onset and end-points of original and reconstructed signals
in ms. (CSE Data set III Record number 06L ).

Signal Number of
coefficients

Onset & offset ofeach wave in msce.

Pon P„ff QRSon QRSon T

(A) Original 512 samples 50 138 166 258 578

(B)Reconst- 100
ructed

128

192

256

62 160 182 260

46 138 166 260

44 138 166 260

50 150 168 258

606

574

574

576

Accepted tolerance
for Limb lead in mses.

.

8 12.8 7.8 12.4 32.8

Table 7.14 Percentage errors in onset and end-points for 128 FWT coefficients
(Ten Cases of CSE Data set HI )

Record Onset and end-points for each wave in msec.
Number

P
on P-r QRS.. QRS,, T

6 4 0 0 2

11 0 -8 0.2

16 2 0 2 2
21 2 2 6 .4 .4

22 2 0 0 4

31 8 •4 -4 .g 16

41 0 12 6 .2 26

46 8 12 6 .4 32

66 0 6 2 12 16
71

1
0 *° -4 .6 0
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Table 7.15 Results for inter and intra-peak intervals in ms.
(CSE Data Set III Record No. 06L2)

Signal No. ofFWT

coefficients

P-DUR QRS-DUR PR-INT QT-INT

A. Original 512 88 92 116 412

B. Reconstructed

100 98 78 120 424

128 92 94 120 408

192 94 94 122 408

256 100 90 118 408

Table 7.16 Results for i

coefficients in

nter and intra peak intervals for 128
ms. (Ten Cases of CSE Data Set III )

*

Record No. P-DUR QRS-DUR PR-DUR QT-INT

6 -0.04 -0.02 -0.04 0.04

•

11 -0.08 0.02 0.0 0.02

16 -0.02 -0.04 0.0 0.02

22 0.0 0.0 0.02 0.0 i
31 -0.08 -0.04 -1.8 0.2

41 0.1 -0.11 -0.9 0.03

46 -0.02 -0.08 0.01 -0.12

51 0.02 -0.08 0.08 0.04

66 0.03 0.06 0.01 0.08

71 -0.03 -0.01 -0.02 0.02
M
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Table 7.17 Compression Ratio and Deviation in Peaks for DifTerent
Number of FWT Coefficients (MIT/BIH Arrhythmia
Database Record Number 103)

No. of

coefficients

100

128

192

256

Compression
ratio

5.12

4.00

2.66

2.00

PRD Deviation in peaks in %

28 10 30 8 15

6.9 1.2 2 5.4 3 2.1

2.07 0.6 1.2 3.4 2.5 1.5

1.84 0.1 0.2 2.0 1.6 1.0

Table7.18 Boundary Measurements for Original and Reconstructed ECG
iMIT/Bm Arrhythmia Database Record Number 103)

Signal No ofFWT

coefficients

Onset and offset for each wave

P.. p<r QRS.. QRS^
•od

A Original 512 70 154 174 268 638

B. Reconstructed

100 50 124 170 250 600

128 64 150 172 268 630

192 68 152 172 265 630

256 68 150 172 265 634
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Table 7.19 Results for inter and intra peak intervals in ms. (MIT/BIH
Arrhythmia Database Record Number 103)

Signal No. of

coefficients

P-DUR QRS-DUR PR-INT QT-INT

A. Original 512 84 94 104 464

B. Reconstructed

100 74 80 120 458

128 86 96 108 458

192 84 93 104 458

256 82 94 104 462
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Sample Number
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Fig. 7.6 Original and Reconstructed ECG Signal for Different Number of
FWT Coefficients (N) (CSE m Data set Record No. 06X2)
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200 400 60C

Sample Number

Fig. 7.7 Original and Reconstructed ECG Signal for DifTerent Number of FWT
Coefficients (N) ( MIT/BIH Arrhythmia Database Record No.103)
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it is evident that the number of coefficients in the compressed signal are in
creased the reconstructed signal closely resembles the original signal.
Tables 7.13, 7.14 and 7.18 shows the results ofboundary detection in terms of
onsets and offsets for Pwave , QRS complex as well as for the Tend. These
measurements have been made both on the original and the reconstructed sig
nal using the software given in section 4.3.5 and then the results were com
pared with the tolerance limits recommended by CSE Working Party [134].
The results presented in Tables 7.13 and 7.18 for specific case, reveals that as
the coefficients in the compressed signal are reduced the deviations in the onset
and offset of P wave increases sharply as compared to QRS complex and T
wave. Therefore aminimum of 128 coefficients are required while keeping the
onsets and offsets well within the tolerable limits. On the other hand if the
coefficients are reduced below 128 the results presented in Tables 7.13 and
7.18 for 100 coefficients shows large errors in the onset and offsets of each
wave and they are not clinically acceptable.

The inter and intra peak interval results are given in Tables 7.15 and
7.19 .These results also demonstrate that a minimum of 128 coefficients
are required in order to retain the clinically important parameters well within
the acceptable limits [152]. Similarly, Table 7.16 shows the interval information
for ten representative cases expressed as percentage error between original and
the reconstructed signals for 128 coefficients.

7.4.3 Comparison

As both the algorithms have been tested on the same database, it is convinent
to compare the performance. The following comparision can be made with the
help ofthe results presented in section 7.3. The comparison is made on the
basis of compression ratio, percent root-mean-square difference, fidelity and
computation time.
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(a)

(b)

In case of FFT the compression ratio is double than that of FWT
technique. This is because the number of coefficients retained in the
compressed signal are less in case of FFT. The maximum compression
ratio obtained is 8in case of FFT while retaining the clinical information
and wherein the compression ratio is 4 in case FWT technique.
The PRD value in case of FWT is high. This is due to the fact that it
operates only on real values, therefore, the reconstructed signal contains
some step like discontinuities. On the other hand, FFT reconstructed
signal quality is good, therefore PRD value is less

(c) As far as the fidelity is concerned the reconstructed signal obtained after
inverse FFT produces a good quality of the signal. This is due to the
fact that FFT has an important property of forming the mirror image.
But however, in case of FWT the reconstructed signal which is obtained
after inverse FWT is not of good quality. It contains discontinuities therefore,
it is not acceptable to cardiologists, hence filtering is required to make
the signal compatable to cardiologist for visual interpretation .

(d) The computation time required for FFT technique is more because, it
involves Nlog2N complex multiplications and additions. But on the other
hand FWT technique requires Nlog2N simple additions/subtractions re
sults in a lesser computation time than FFT. Therefore FWT algorithm
is computationally fast .Where as, FFT technique is more suitable for
off line ECG data compression which is very much useful in database
management .

7.5 Comments

Fast Fourier transform based on successive doubling principle is de
scribed in this chapter. It has been tested on 125 records belonging to the
third set of CSE database library and 25 records of 20 sec length of
MIT/BIH database. A compression ratio of 8 has been achieved while pre
serving the clinical information. Visual comparison reveals that the recon
structed signal contains negligible amount ofnoise, because ofinherent smoothing
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by the algorithm. This inturn reduce electromyographic (EMG) noise. The
results presented in the text reveals that peak, boundary and interval measure
ments confirms the clinical acceptability of the compression scheme, given
that the results are within the acceptable tolerance.

ECG data compression using fast Walsh transform (FWT) based on
successive doubling method is presented here. The performance of the algo
rithm has been evaluated on 125 records belonging to third set of CSE data
base and 25 records of 20 seconds length of MIT/BIH library. Acompression
ratio of4has been obtained while retaining the clinically important information.
Peak, boundary and interval measurements confirms the clinical acceptability
of the algorithm, because the results are within the tolerance limits. Recon
structed signal requires smoothing in order to remove discontinuities, high
frequency noise and to make the signal suitable for visual examination by the
cardiologists. This process also helps in removing artifacts such as elec
tromyographic (EMG) noise.

ECG data compression using fast Fourier transform is suitable for off
line data compression in order to store large amount of data for further use as
database . As this scheme has high compression ratio and good quality ofthe
reconstructed signal is obtained after inverse transform. On the other hand fast
Walsh transform method of compression can be used to transmit the ECG data
off-line over apublic telephone from aremote place to interpretation centre for
expert opinion.
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CHAPTER-8

SOFTWARE FOR AMBULATORY MONITOR

8.1 Introduction

The software for the ambulatory monitor is written with an objective
of its implementation in real-time. In order to minimize the execution time,
programs are written in assembly language of 8088. Due care has been

taken in writing programs to make effective use ofthe capabilities ofthe
developed hardware presented in chapter 3. In previous chapters (4, and 6 )
algorithms were proposed for QRS detection, R peak location and ECG
data compression. These algorithms can be used for both off-line and online
applications. The algorithms have been tested for their performance on the
CSE and MIT/BIH Arrhythmia database. However, based on the simplicity
and computational efficiency of the algorithms, turning point technique for
data compression and slope threshold technique for QRS detection have
been selected for online implementation in ambulatory monitor. The soft
ware for ECG processing include, data acquisition, data compression, QRS
detection and arrhythmia interpretation programs.

The performance of each algorithm has been evaluated separately. The
data acquisition algorithm has been tested in real-time by acquiring ECGs
from different subjects. While the other algorithms have been evaluated
using data from the standard library MIT/BIH Arrhythmia database. As this
database contains variety of arrhythmias and it also contains beat-by-beat
annotated results. This facilitates to compare the performance of the algo
rithm with the results available in the database. The detailed implementation
ofeach algorithm are explained in the following sections.

8.2 Data Acquisition Algorithm

On power up, the system software takes control of the system hard
ware. The first step in the data acquisition algorithm is to initialize the
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programmable chips for their respective operations. The data and stack seg
ments are also initialized. Since there are three channels to be scanned, the
data from the three channels are stored in three different locations in the
RAM. For each channel 250 k bytes of memory has been reserved and thus
the data from the three channels occupy about 750k of RAM locations. The
remaining 18k bytes of the RAM is used for the storage of the temporary
data and for stack operation. Approximately 10 minutes of ECG data per
channel can be stored in the RAM. The RAM is configured cyclically and as
it gets full, the old data are deleted to make way for the new data. This pro
cess continues until the acquisition is stopped.

The flow chart for the algorithm implementation is shown in Fig. 8.1.
The microprocessor selects required channel by outputting the appropriate
address through PPI, which in turn selects the input channel of the analog
multiplexer,and the conversion process is initiated. After the conversion is
over, the data are read and stored in the respective memory location. When
all the three conversion are over, the timer output is checked if it is high the
next cycle to acquire data is initiated. The data stored in the RAM can be
down loaded to PC using RS232C serial communication interface if required.

8.3 Data Compression Algorithm

The various data compression algorithms for real-time application are
discussed in section 6.2 and their performance has been tested on standard
data base. Among the five algorithms turning point (TP) algorithm has the
advantage of ease of implementation on microprocessor and computationally
fast for real-time application. The speed requirement is critical in this appli
cation because of the fact that the ECG processing should be completed
within the sampling interval. Therefore, TP technique has been selected in the
present work for on - line ECG data compression.

For the purpose of arrhythmia analysis, single lead (lead II) generally is
used to classify the disease, hence single lead data compression algorithm is
presented in this section. The tlowchart for the implementation of the algo
rithm is shown in Fig. 8.2. The algorithm starts by acquiring the first sample
and it is stored in the buffer as 'X0' . After this, two more samples are
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Fig,8.1 Flow chart for 3-channel simutaneous ECG recording
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Fig. 8.2 Flow chart for real time implementation of
turning point algorithm.
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acquired -nd. stored in the buffer as 'X, and X2'. The computation of slope
S, and S2 is carried out by subtracting 'X0' from X, and X, from X2
respectively. The product of two slopes are then compared, in order to find
whether the slope is positive or negative.If product of slopes S1 and S2 is
negative or zero X0 is taken equal to X]5otherwise X0 is taken as X2.This
process is repeated till all the samples are over.

8.4 QRS Detection Algorithm

The QRS detection algorithm for off-line analysis is presented in sec
tion 4.3. The same algorithm is used for online application because ofthe
fact that, the algorithm is simple, efficient and is easy to implement on micro
processor. The hardware schematic for QRS detector is shown in Fig. 8.3.
The digita' signal available on the CD ROM of MIT/BIH Arrhythmia database
is converted into analog form using a 14-bit digital to analog convertor (DAC).
Then this signal is passed through analog processing circuit consisting of
amplifier and filters in order to remove high frequency noise, powerline inter
ference and other artifacts. The analog to digital conversion is carried out
using 12 bits analog to digital convertor (ADC). The samples are taken at a
sampling frequency of200 Hz, this allows 5 ms to complete the processing .
After this the signal is processed by processor module for QRS detection.

Integer arithmatic has been used so that the algorithm can work in real
time. The flowchart of the algorithm implementation is shown in Fig. 8.4.
First initialization of peripherals and data locations is made. A start conver
sion is issued to mark the instant of sampling and to initiate analog to digital
conversion of the sample. A two second strip of ECG samples is stored in
the RAM. These samples are then searched in order to find their maximum
and minimum amplitudes. The difference between these values determines
the peak-to-peak amplitude of the stored ECG. Under extremely low heart
rate conditions, the two second interval ensures storage of at least one car
diac cycle. The peak-to-peak value obtained is now used for updating the
positive slope thresholds which were selected initially on the basis ofaver
age value ofthe rate of rise of R-wave.
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Thereafter, the computation of slope starts using central difference
technique. To reduce unnecessary processing the slope computation is initi
ated only after an upward deflection in the wave is detected. The computed
slope is then compared with the upper and the lower limits and the decision
is taken as to whether the samples lie on the R wave or otherwise. A buffer
has been created for storing two previous samples at every sampling instant.
When the computed slope falls within the set limits, a preliminary decision is
taken that the samples might be lying on the R-wave. A deterministic decision
is subsequently arrived at by checking the duration for which the positive
slope continues. If the slope continues for more than a preset duration, it is
confirmed that the samples currently acquired are on the R-wave. Computa
tions of the slope continues until the R peak is identified as the point at
which the slope changes from positive to negative .Sample number corre
sponding to this R peak is stored in RAM for further analysis

8.5 Algorithm for Arrhythmia Interpretation

For arrhythmia interpretation decision logic approach has been used
in the present work based on RR interval and average of eight RR intervals.
This approach is selected because ofthe fact that it is easy to implement on
microprocessor, and its high computational efficiency. The arrhythmias
that have been selected are identified primarily using RR interval and

rhythm information the detailed discussion on interpretation of arrhythmias
are presented in chapter 5.

The flow chart for the real-time implementation of the algorithm is

given in Fig. 8.5. When power is switched on and the reset button is pressed
the system enters into the main program. At initialization, the microproces

sor clears the data buffer, sets the programmable timer to the proper sam

pling frequency and initializes software flags. After this Read-ADC subrou
tine is called to acquire ECG samples at a rate of 200 Hz. During the first

two second of the ECG acquisition the samples are stored and searched for

determining pcak-to-peak amplitude ofthe signal for setting up of R wave

slope threshold values. On the basis of these slope threshold the incoming
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samples are processed for identifying the QRS complex in each cardiac

cycle. QRS complex is detected using slope threshold criteria. After this R
peak is located, for time reference. R peak location is then used for com

puting RR interval and when two R peaks are located in succession comple
tion of one cardiac cycle is considered. Some of the arrhythmias can be

identified on the basis of heart rate alone. So when RR interval is com

puted, it is then compared with upper and lower limits and decision is
arrived at on the basis of the heart rate falling below the lower limit and

rising above the upper limit. These conditions are indicated using LED dis

play provided on the front panel of the monitor. The algorithm for QRS

detection is given in section 8.4. In this program it has been used as

subprocedure.

8.5.1 Heart Rate Subroutine [Fig.8.6]

A counter which is incremented every time a sample is gathered when

read between two R peak location gives the count of samples corresponding

to the RR interval. When multiplied by 5 ms, the intersample interval, the

result is RR intervals in ms. Inverting the RR interval gives the instanta

neous heart rate, which is then converted to represent it in terms of beats

per minute. The consecutive values of instantaneous heart rate are com

pared with each other and the variation in their change is computed and

converted into percentage values and stored in the memory. The values are

said to follow a particular trend i.e. increasing difference or decreasing

difference, when continue to do so over at least four beats. This trend

information is indicative of sinus arrhythmia

8.5.2 Display and Indication Subroutine [Fig.8.7]

Average heart rate or instantaneous heart rate are displayed on a

7-segment LED displays using 16 digit display unit. The alarms which are

indicated by visual flashings, independently for each type of condition.

Fig. 8.7 shows display and indication subroutine which triggers alarms on
bradycardia or tachycardia.
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8.6 Results and Discussion

The performance evaluation of all the four algorithms are presented in
this section.

8.6.1 Simultaneous Three Channel Data Acquisition System

The amplifier AD524 was tested with a signal of lmv and measured on
a precision digital multimeter. The output was observed to be 1.98 V with a

programmed gain of 1984. The input was varied over a range of 0.2mV to
2mV and the output variation was found to be fairly linear. The programmed
gain depends on the resistance of the amplifier and therefore high precision
high stability resistances have been used. The gain characteristic ofthe am
plifier is shown in Fig. 8.8.

Each filter was supplied with a sinusoidal signal of 5V peak-to peak.
The frequency range of the waveform was varied in the range of 0.1 to
600 Hz. Each filter response was measured individually. Finally the experi
ment was repeated with all filters arranged in cascade fashion. The combined

filter response is shown in Fig. 8.9. The performance of the filter section
closely matched the expected (Theoretical) response.

The analog-to-digital converter is a fast and precision device. The con
version time ofthe device is 24 us, but to be on safer side the time delay to
allow analog to digital conversion was kept at 40 us. The ADC was tested on
a signal varied from -5V to +5V to check the error. The maximum error was
observed to be three LSB's.

The overall performance of the system was tested in a real-time envi
ronment. ECG signals of lead I,II,III were fed to three input channels .
The following observations are made from the results which are presented in
Fig. 8.10.

1 All the three complexes, namely P, QRS and Tare clearly visible.
2. The powerline interference is completely eliminated
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3. High frequency noise present in the signal is highly attenuated. Its
peak -to-peak amplitude is less than 0.16 % ofthe peak-to-peak value
ofthe signal.

4 Q and S waves are very clear which makes it easy to mark the QRS
fiducials.

5 Motion artifacts are very smooth. These can be reduced further by
proper skin preparation and placement of electrodes.

8.6.2 Data Compression

Real time test results obtained by turning point-technique are quite similar
to those given in section 6.4.1.

8.6.3 QRS Detector Performance

The performance of the QRS detector has been tested using channel 1
of the two channels ECG signal in the MIT/BIH Arrhythmia database
.Table 8.1 present the summary of results in terms of false positives (FP's),
and false negatives (FN's) and total detection failures. The algorithm pro
duced 396 false positive beats and 293 false negative beats and a total
failure of 0.67. The detector has a positive predictivity of 99.6% and a
sensitivity of 99.71%.

The detector performance has been compared with the annotated re
sults given in the MIT/BIH arrhythmia database. Some of the tapes in the
database pose problems in identifying QRS complex because of presence of
very high noise or long episodes of flutters and fibrillations, baseline wander
and other artifacts. Record number 102 contains more number of paced beats
which leads to a higher percentage of detection failures. Record number 200
and 232 have some non QRS complexes with unusual morphologies. This
results in large percentage offailures on these records. Some other records,
namely 116, 117, 205, 211, 220 and 230, contain more noise , therefore per
centage failures is high on these records.

•194-



Table 8.1 Summary of Results for QRS detector tested on the
MIT/BIH Arrhythmia DaUbase

Tape

Number

Total

Beats

False detection Total failures

FP Beats FN Beau Beau Percentage

100 2273 i i 2 o.os

101 1863 3 4 7 0.37

102 2187 13 10 23 1.03

103 2084 0 0 0 0.00

104 2230 II 10 21 0.94

103 2372 1 0 1 0.03

106 2027 13 8 21 0.64

107 2137 3 8 13 0.60

109 2332 4 2 6 0.23

111 2124 8 6 14 0.66

111 2539 2 5 7 0.27

113 1795 0 2 2 0.11

115 1953 3 5 1 V.iO

116 2412 14 12 16 1.07

117 1337 30 26 36 3 06

118 2288 1 0 1 0.04

119 1987 0 0 0 0.00

121 1863 0 0 0 0.00 ,

122 2476 0 0 0 0.00

123 1318 6 4 10 0.63 .

124 1619 5 5 10 0.61

200 2601 36 10 46 1.76

201 2000 12 9 21 1.03

202 2136 2 8 10 . 0.46

203 2980 6 4 10 0.33

203 2636 27 25 32 1.93

201 2953 12 6 18 0.61

209 3004 14 16 30 0.99

210 2650 4 2 6 0.22

212 2748 2 3 3 0.18

213 3251 3 1 4 0.12

214 2261 3 2 3 0.22

213 3363 8 12 20 0.60

219 2287 20 8 28 1.22

220 2048 12 9 21 1.02

221 2427 6 3 9 0.37

222 2483 7 4 11 0.44

223 2603 17 6 23 0.88

228 2053 11 10 21 1.02

230 2256 II 12 30 1.33

231 1573 7 8 15 0.95

232 1780 40 25 63 3.65

233 3079 8 2 to 0.32
234 2733 1 0 1 0.03

ToUlt 101965 396 293 689 0S7

True Positive

True Positive + False Positive

True Positive

101965
X100 =

101965+396

101965

X100 = 99.6%

(2) Sensitivity
True Positive + FalseNegative

X100 =
101965 + 293

X100 = 99.71%
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It is difficult to compare the performance of different QRS detectors,

as they are designed for different applications, though they may have been

tested on the same database. A comparative statement is presented in

Table 8.2 on the basis ofthe results reported in the literature.

The algorithm based on linear and nonlinear filtering methods requires

19 multiplications and 15 additions [51]. This leads to more computation

time. The other algorithm presented by Hamilton et.al. is also based on the

linear and nonlinear filtering but it is an improvement over the previous algo

rithm in the sense that it requires 17 multiplication and 11 additions [110].

These two algorithms have been implemented for on-line applications. A ge

netic algorithm reported recently requires 10 multiplication and 9 additions

for processing one sample [113]. Among the five algorithm listed in Table 8.2

, the algorithm based on Wavelet transform has good results but it requires

more computation time (0.4ms to process each sample), as it involves more

complex mathematical calculations [81]. Hence it is not suited for real-time

application. On the other hand, the algorithm presented here requires only 8

additions and it requires 7.2 u.s to process each sample. Therefore the algo

rithm is computationally fast compared to the other algorithm.

8.6.4 Arrhythmia Interpretation

The performance evaluation of the algorithm has been carried out on

the 12 sec. of ECG strips selected from the MIT/BIH Arrhythmia database.

The test was carried out on 5 records. The diagnosis given by the pro
posed algorithm for the four diseases namely, Normal sinus rhythm,

Sinus arrhythmia, Tachycardia and Bradycardia are found to be in confor

mity with standard results given in the MIT/BIH Arrhythmia database. The

summary of results are given in Table 8.3.

8.7 Comments

The software developed for ambulatory monitor is written in assembly
language and tested for their performance on the standard MIT/BIH

database. From the results it is clear that the algorithms developed work
satisfactorily for different tasks.
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Table 8. 2 Comparative Statement

S1..NO Authors Application computations/ time sensitivity positive
pridictivky

Multiplication addition

1 Pan . et.al real-time 19 15 99.76 99.56

2 Hamilton et.al real-time 17 11 99.69 99.77

3 Li et al. off-line 0.4 ms/sample 99.94 99.90

4 Poli et.al real-time 10 9 99.60 99.51

5 Present

algorithm

real-time 8

7.2 u sec

99.60 99.71
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Table 8.3 Summary of Results for Arrhythmia Classificati on

Tape number Total beats Normal sinus Sinus arrhythmia Bradycardia Tachycardia

rhythm

100 16 14 . m

101 12 9 . m

103 14
- 12 . _

214 14 6
- - 2

232 6
- *

- 6

Totals 58 29 12 6 2
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CHAPTER - 9

CONCLUSION AND SCOPE FOR FUTURE DEVELOPMENT

The work was initiated with an objective of providing emergency medi

cal care to cardiac patients away from the hospital. A portable instrument

capable of real-time ECG rhythm analysis and potential to provide the

physician with readily available, quantitative reports at low cost is proposed

in the present work. The prototype instrument uses a general-purpose mi

croprocessor with specialized peripherals, powered by batteries and pack

age for use in ambulatory environment is developed. The techniques and

algorithms have been developed for the elimination of powerline interference

and baseline wander, wave recognition and characteristic point location,

arrhythmia classification and data compression.

9.1 Conclusions

The following are the conclusions drawn from the work presented in

the thesis.

1. The hardware developed for ambulatory monitor meets the perfor

mance of standards of the American Heart Association (AHA). The

input channels are isolated from each other with least interference. The

monitor is capable of recording three channels simultaneously. The

selection of channels and sampling frequency are software controllable.

The hardware filtering eliminate EMG, high frequency noise, powerline

interference and baseline wander to a considerable extent. The hard

ware developed is completely software controllable.

2. In order to filter out noise from ECG signal alongwith baseline wander
and powerline interference, hardware as well as digital filters are
used.The use of digital filters yields a reduction in hardware and over

come the limitations of hardware filters.The filter making use of sub
traction method is described here. The filter has been tested for

powerline interference on the ECG recorded in the laboratory with

-199-



200 Hz sampling frequency. But for the removal of baseline wander,
the developed algorithm has been tested for different sampling fre
quencies using different records of MIT/BIH database. The perfor
mance of the filter shows that it works satisfactorily over a range of
100 to 500 Hz sampling frequency by modifying the transfer function.
The filter has been designed using a transfer function of the form
(1± Z-n) and approximately cancelling all zeros at the frequency of
interest. Further, the filter presented here has the advantage of having
linear phase response and sharp notch characteristics. The results
show that the signal distortion is minimum .

The proposed technique for ECG wave recognition and characteristic
point location is simple, efficient and fast. It is based on the slope
threshold approach. It allows the measurement of all peaks and inter
vals clinically interesting in ECG records with good accuracy . The
developed algorithm has been tested on the standard MIT/BIH
Arrhythmia database. Before this, the validation of the algorithm has
been carried out on the 25 records of CSE database for which mea
surement and referee results are available and to cross check the same,
manual measurements were also made. The results indicate that the
detection of Rpeak found to be 99.6%, Ppeak detection is 65 % and
T peak detection found to be 75 %. From the results, it is also clear
that the onset and offset of P and T waves has not been detected
accurately in few cases, when they are influenced seriously by noise or
baseline drift or their amplitudes are too small. The interval values,
wave amplitudes, patterns of P and T waves and their presence or
absence, could be used as inputs to a system that allows automatic
diagnosis from ECG analysis.

For arrhythmia interpretation the diseases considered in the present
work are those for which diagnostic rules have been clearly defined.
In case of some other diseases these rules are ambiguous and there
fore difficult to implement them using computer. The interval infor
mation has been used for classifying arrhythmia.An algorithm for
this is developed.In this, six step procedure is followed which takes
into account RR interval, PR interval, P-duration, PP interval, QRS
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duration and rhythm for interpretation of arrhythmia. The algorithm
has been tested on 20 records of each 12 sec.strip ofthe MIT/BIH
arrhythmia database the results obtained by the algorithm are in con
formity with the diagnosis made in the MIT/BIH Arrhythmia database.

5. Many direct data compression algorithms have been developed with an
aim to use one ofthe algorithm for real-time implementation. The DDC
techniques have been tested on the standard MIT/BIH and CSE data

base in terms of compression ratio, PRD, fidelity and clinical accept
ability. The results show that compression ratio is 2 in case of turning
point algorithm and for other methods compression ratio of 6.12 is
achieved while preserving the clinical information. The effect of sam

pling frequency on DDC technique has also been studied. From the
results it is evident that a sampling rate of 125 Hz is sufficient to store

the diagnostic information in case of arrhythmia.

6. Off-line data compression algorithms have been developed for storing
large amount of data recorded for the purpose of storage as database
for future reference. Fast Fourier transform based on successive dou

bling principle is used for compressing the ECG signal. The scheme
has been evaluated on 125 records belonging to the third data set of
CSE database library and 25 records each of 20 second strip of
MIT/BIH database. A compression ratio of 8 has been achieved while

preserving the clinical information. Visual comparison reveals that the
reconstructed signal contains negligible amount of noise, because of

inherent smoothing by the algorithm. This inturn, reduce electromyo
graphic (EMG) noise. The results presented here show that peak,
boundary and interval measurements confirms the clinical acceptabil
ity of the compression scheme, given that the results are within the
acceptable tolerance.

7. Another method for off-line ECG data compression based on succes
sive doubling method has been presented. The performance of the
algorithm has been tested on 125 records of third data set of CSE
database library and 25 records of 20 second strip from the MIT/BIH
database. Acompression ratio of4 has been obtained while retaining
the clinically important information. Peak, boundary and interval
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measurements confirm the clinical acceptability because, the results are
within the tolerance limits. Smoothing of the signal is required to
remove the high frequency noise and make the signal suitable for
visual examination. This also removes the electromygraph'ic (EMG)
noise present in the signal.

8. The software for simultaneous three channel data acquisition algo
rithms is written in assembly language of Intel 8088 for its real-time
implementation. The performance of each stage that is amplifier, filters
and multiplexer have been tested individually. The overall performance
ofthe system was tested in real-time on different subjects. ECG signal
recorded by placing electrodes on different locations of the body and
connecting these electrodes to three input channels in bipolar standard
limb lead configuration.The fidelity of the ECG signal obtained from
data acquisition module is high therefore, the data can be used for
analysis and disease classification straightway.

9. The algorithm for on-line ECG data compression using turning point
technique gave results similar to those presented in section 6.4.1.

10. The QRS detector used for off-line analysis has been used for real
time application because it is simple to implement on microproces
sor. It is based on slope threshold criterion. The algorithm uses inte
ger arithmetic which makes it suitable for real-time implementation on
microprocessor without the use of co-processor. The added advantage
of this technique is that, it is immune to baseline wander, AC & DC
drifts and amplitude variation in the ECG signal. It clearly discriminates
between R wave and other components of ECG and noise. False posi
tives and false negatives are minimized by adaptively updating slope
thresholds based on the sliding average of actual R wave amplitude.
Wide morphological changes in the ECG are handled without manual
intervention. The error in identifying the position of R wave peak being
very small (±5 ms), hence the diagnostic decision made on the basis
of RR interval will be very reliable.
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11 The algorithm for classification ofarrhythmia for real-time implemen
tation has been developed on the basis of RR interval. Three diseases
have been considered here namely, Normal Sinus rhythm, Sinus
arrhythmia, Tachycardia and Bradycardia. The algorithm identified
the diseases accurately considered in the present work for on-line clas
sification. The performance was evaluated on a beat-by-beat basis, each
beat is individually examined and compared against the results avail
able in the MIT/BIH arrhythmia database. The results of the system
are in good agreement with those reported in the data base.

Despite the proposed system classify only few arrhythmias on-line and
other complex arrhythmia classification is done off-line. The implementation
of a low cost system with these features would make ambulatory monitoring
considerably more attractive as standard clinical practice.

9.2 Scope for Future Development

In the present work, ambulatory ECG monitor has been developed and
tested successfully for the interpretation of arrhythmias. The facilities pro
vided in the ambulatory monitor hardware are not fully used and the effec
tiveness of the software has to be improved further. Hence, there exists a
scope for the improvements at various levels of the algorithms some of
those are as follows.

(a) The peak boundary, and characteristic point algorithm needs further
improvement specially in case of detecting P wave and its onsets and
offsets. This is very much essential because ofthe fact that majority of
atrial arrhythmias are classified on the basis of P wave information.

(b) In the present work only few arrhythmias are considered for
classification,whose diagnostic rules are clearly defined. More num
ber of diseases are to be added in the classification program so as to
make it a general program for arrhythmia classification.

(c) Only single lead information is used for classifying arrhythmia in the
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present application. However, use of simultaneous three channel analysis
significantly improves the sensitivity of the diagnosis by gathering
more clinical information.

(d) implementation of complex algorithms such as Wavelet transform,
Fuzzy set theory using microprocessor becomes difficult. Therefore
use of digital signal processing chip allows easy implementation ot
these algorithms, which also increases the speed of the system.

(e) On-line arrhythmia analysis is carried out in the present work using
only RR interval and its rhythm QRS duration, PP and PR intervals
should be added in the classification program so that classification of
arrhythmias can be made more accurately.

(f) Areal-time ECG data can be transmitted to the hospital through
MODEMS using RS232C serial port interface. This helps in getting
experts opinion and future course of action can be given to paramedi
cal staff, to provide necessary preliminary resuciation to the patient.
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