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Abstract

Internet was designed for openness, functionality and with the aim of sharing resources.

Security was not the prime concern during the initial phase of the design. Phenomenal

growth of the Internet during the last two decades has converted the Internet into a public

connected network used for daily important communications such as stock trades,

financial management, banking, medicine, education etc. However, lack of built in

security has caused the Internet to be vulnerable to intrusions and has facilitated break-ins

of a variety of types, leading to heavy financial losses, delays, customer dissatisfaction etc.

Over the past few years, denial-of-service (DoS) and distributed denial-of-service (DDoS)

attacks have become a costly threat. These attacks are critical, as they are aimed at

denying or degrading service for a legitimate user. Defending the DDoS attacks involves

three phases: before the attack, during the attack and after the attack. Defense

corresponding to the first phase is prevention; second phase is detection and

characterization. Lastly, defense after the attack makes use of mitigation techniques. In the

last decade there have been several attempts to defend against DDoS attacks using one or

more of the above approaches. Though an array of schemes have been proposed,jTicst-of-~

them are point technologies or perimeter solutions which are unable to withstand the

advancing attack techniques. There is a dire need of complete framework to defend against

various phases of DDoS attacks. This is presented in detail through citing key works in the

first part of the thesis.

In the second part of the thesis, we propose a honeypot based framework that provides

integrated defense during various phases of a DDoS attack. Our framework is proactive

and works on three lines of defense, namely, detection, characterization and response, and

mitigation. The work presented in this thesis proposes new and efficient techniques for

each of the lines of defense. We propose the use of honeypot that appears to be part of a

network but which is actually isolated, (un)protected, and monitored, and which appears to

contain information or a resource that would be of value to attackers. Our framework does

not replace the existing technologies like firewalls and IDS but is used in conjuction with

them to defend the attacks.

We model Internet as transit-stub network. Our aim to defend the DDoS attack is to

prevent the attack flow reach the target to ensure its availability. The traffic is analyzed on

the edge router of transit domain before entering the network. The detection thresholds are
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optimized and the detector is calibrated according to network load and client requirements.

If the attack is detected, the flows corresponding to attackers are identified. At

macroscopic-level, the flows that maximally contribute to the DDoS attacks are identified

and dropped before they enter the network. Rest of the flows undergoes microscopic

detection and characterization. Legitimate flows are routed to active servers. The

anomalous and suspicious flows are tagged as attacks, directed to honeypots and further

monitored before any action is taken on them. Number and location of honeypots and

servers is varied dynamically depending on the network load and client requirements.

Hence our scheme encompasses various aforementioned phases of defense and is tuned to

operate in one of the three modes of defense, namely naive, normal or best, depending on

the client load, attack load and client requirements.

In the third part of the thesis, we introduce novel dual - level attack detection (D-LAD)

scheme which is the first line of defense in the proposed framework. The first level

attempts to detect congestion inducing macroscopic attacks which cause apparent

slowdown in network functionality. Using the Macroscopic - Level Attack Detectors (Ma-

LAD), macroscopic or large volumes of attacks are detected early at border routers in

transit network before they converge at the victim. On the other hand, sophisticated attacks

that cause networks to degrade gracefully, and stealth attacks that may not necessarily

impact the network and remain undetected in transit domain but have dramatic impact on

server are detected at second level by Microscopic - Level Attack Detectors (Mi-LAD) at

border routers in stub domain near the victim. The techniques for attack detection are

based on entropy which measures traffic feature distribution and utilize cumulative sum

and change point detection computed in moving time window. Honeypots help achieve

high detection rate and filtering accuracy.

Our proposed scheme is a hybrid that combines anomaly detection and honeypots in a

way that exploits the best features of these mechanisms while shielding their limitations.

The compromise between detection accuracy and time of confirming is a critical aspect

and the proposed technique provides the quite demanded optimal solution to this problem.

Our scheme is simple to understand and implement. Results demonstrate that in addition

to being competitive than other techniques, our scheme is very effective and works well in

the presence of different DDoS attacks. It is capable of handling infiltrating, sophisticated,

meek as well as highly distributed DDoS attacks. Besides being computationally fast and

accurate, it adapts to varying network conditions with minimum collateral damage and

false alarms.
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The fourth part of the thesis introduces the problem of characterization of traffic.

Attack characterization forms second line of defense in the proposed framework. Our

techniques for attack characterization are based on examining traffic feature distributions

which identify the attacks in systematic manner. Our detection and characterization

overlap, since the method used to detect the existence of an attack provides necessary

information to characterize the traffic. Characterization is extended to take an immediate

response decision. The response system either drops the attack traffic in a timely fashion

or renders them harmless by redirecting them into a trap for further evaluation and

analysis.

Similar to detection, characterization is performed at two levels. In case of macroscopic

level characterization, most of the macroscopic attack traffic is identified early at the

border router of transit network. Response mechanism at this level selectively drops the

congestion inducing attack traffic. The microscopic level attack characterization is

triggered at border router of stub network by Mi-LAD. The response mechanism then

redirects the suspicious traffic of anomalous flows to honeypot trap for further evaluation.

Legitimate traffic is directed to servers.

Our response mechanism works by implementing three rules, namely allow rule,

redirect rule and drop rule to implement the above functionality. Hence, our response

mechanism selectively drops the attack packets and minimizes collateral damage in

addressing the DDoS problem.

In the fifth part of the thesis, we propose a proactive 'autonomous dynamic' honeypot

redirection approach for attack mitigation which forms the third line of defense of the

proposed framework. In our approach to attack mitigation, the total budget (total number

of machines) gets partitioned into two groups, active servers and honeypots. The traffic is

handled through honeypots or active servers contingent on the input derived from

characterization at microscopic level. The good traffic is routed to one of the active

servers, while the attack is diffused across honeypots. By 'dynamic' we mean that the

number of active servers and honeypots is adaptive and changing and by 'autonomous' we

mean change in number and locations of active servers and honeypots is triggered

independently with changing network conditions. Legitimate clients, depending upon their

trust levels (defined by organization according to its security policy configurations), can

track the actual servers for certain time period. Anomalous flows reaching honeypots are

logged by honeypot. Our mitigation techniques use light weight backward hash chains for

tracking the location, number and duration of active servers and honeypots.



Our mitigation technique has an edge over existing techniques as it provides service

continuity to legitimate clients with guaranteed Quality of Service (QoS) in addition to

stable network functionality under dynamically changing network conditions even for

attacked network.

Our work also includes analytical modeling and extensive simulations in ns-2 carried

out over AT&T topology generated by GT-ITM topology generator with realistic network

parameters. Various attack scenarios have been synthetically generated specially for

testing the suggested techniques. Implementation of basic proof-of-concept, cost benefit

analysis and exhaustive analysis of network performance parameters like goodput, mean

time between failure and average response time have been performed to evaluate the

various techniques and demonstrate feasability of the proposed framework. The simulation

results are very promising and show that the proposed framework is robust, resilient and

can withstand high levels of DDoS attacks.

Finally the contributions made in the thesis are summarized and scope for the future

work is outlined.
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Chapter 1

Introduction

1.1 Motivation

The Internet (originally known as ARPANET) was created in 1969 by the Department

of Defense in the USA. The aim was to develop a means of survivable communication in

case other modes of communication got disrupted during a nuclear attack [1]. The Internet

has grown phenomenally during the last two decades and success of the Internet has

changed the way traditional essential services such as banking, transportation, medicine,

education, defense etc. are operated. They have been replaced by cheaper and more

efficient network based services and applications. For example, governments use the

Internet to provide information and services to the citizens, companies share and exchange

information with their divisions, suppliers, partners and customers through the Internet,

research and educational institutes depend on the Internet for collaboration and for

disseminating their research discoveries rapidly.

In the present era, the Internet is used in daily routine for important communications

such as stock trades, financial management, and customer services, delays in which can

lead to big losses in terms of revenue and customer dissatisfaction. Enterprises have

become highly dependant on networks for their functionality. As the Internet becomes an

y. integral part in many people's lives [2], the need to keep networks and servers protected,

available and secure has become increasingly important. Any threat to the network's

security can lead to heavy financial and economic losses and cause other fatalities. So,

protection of network against security threats is a crucial prerequisite.

When the TCP/IP protocols were designed in the 1980s, openness and growth of the

network were design priorities. As the network was private and isolated, the security was

not the main concern. This resulted in many vulnerabilities in the basic design of the

Internet. As the Internet grew, these vulnerabilites continued to increase. As a result,

today's Internet, which is a public and connected network with its backbone as TCP/IP,

lacks even the most basic mechanisms of security. According to latest CERT statistics [3],
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the number of reported vulnerabilities in the Internet has increased from 171 in 1995 to

8,064 in 2006, as shown in Figure 1.1. The number of vulnerabilities in the first two

quarters of 2008 alone had reached to a figure of 6,058.

The inherent weaknesses and lack of built in security in the architecture of the Internet

resulted in successful origin and execution of attacks to TCP/IP suite, such as Denial-of-

Service (DoS), Distributed Denial-of-Service (DDoS), IP spoofing, sequence number

hijacking, DNS attack etc. According to CERT [3] the number of reported Internet

security incidents jumped from 6 in 1988 to 82,094 in 2002, and were 137,529 in 2003 as

shown in Figure 1.2.

Internet failures can be accidental or intentional. The design of the Internet has been

made to an extent of controlling accidental failures. But intentional attacks have no answer

in the original Internet design. A DoS attack [4] is such an intentional attempt by attackers

to completely disrupt or degrade the services to authorized users. As a proof of the

disturbing trends in Figure 1.2, a FBI/CSI survey conducted in 2004 [5] concluded that

DoS attacks were one of the major cause of the financial losses resulting from cyber

crime. Therefore DoS attacks are real and very costly threat to the steady functioning of

any network.

DoS attack is characterized by "an explicit attempt by an attacker to prevent legitimate

users of a service from using that service" [6]. DoS attacks can be launched against a host

(e.g. FTP server) or a network, (e.g., the network connection to a server). Along the path

between a client and a server, network packets consume various resources like access link

bandwidth, router buffers etc. DoS attacks inject maliciously-designed packets into the

network. These numerous, useless packets can deplete the resources of server or network.

They can consume memory, CPU and network resources and damage or completely

disrupt the operation of the resource under attack.

DDoS attack is an extension of the DoS attack. A DDoS attack [7] is a coordinated DoS

attack on the availability of services of a given target system or network that is launched

indirectly through many compromised computing systems by sending stream of useless

traffic meant to explode host or network resources.

The timeline of most significant DoS attack incidents in real life is shown in Figure 1.3.

The timeline shows that DoS attacks have been known since the early 1980's. Although
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Akamai's Content Distribution
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Yahoo

Accordingto a study conducted by the Computer Security Institute in 2004: DoS/ DDoS was
the second major cause, with loss totaling more than $26,064,050 million US dollars

Figure 1.3.Timeline of DoS attack incidents

DoS attacks existed during the 1980s and early 1990s, at that time they were not viewed

publicly as being high-profile security incidents. They became costly and crucial only

when the Internet became a mainstream medium due to the phenomenal growth in late

1990's.

Gilor in 1983 provided the first description ofDoS in operating systems [8]. Morris in

1985 commented on the lack of provision in the Internet Protocol (IP) to discover true

origin of a packet [9]. The attacker routinely exploited this weakness by faking their

source address, which a decade latercameto be known as "IP Spoofing".

On 6th September 1996, SYN Flood [10] attack took Panix, New York City Internet

service provider offline for a whole week. "Realsecure" [11] by IBM was one ofthe first
products to halt the attacks which failed in December 1996 when attack on Webcom's
server knocked thousands of commercial websites offline [12]. In January 1997, a

teenager attacked an Internet Relay Chat (IRC) network [13] and several ISPs in Norway,

Romania, the United Kingdom and the United States [14] with combination of ping

attacks [15] and SYN floods [10]. In January 1998, DALnet and other IRC networks
became targets of smurfing [16, 17]. During the same period, an 18-year-old targeted the

Pentagon, NASA, American military network systems and hundreds of universities using

"Teardrop" and "Bonk" [18].

4

-v

<,



>

Frequency of the attacks increased from the year 2000 due to sudden popularity of the

Internet. The attacks started causing losses in terms of revenue. In February 2000,

websites of Yahoo, eBay, Amazon, Datek, Buy, CNN, ETrade, ZDNet and Dell were

attacked by a 15-year-old causing a total damage of $1.7 billions [19]. In July 2000,

BT.com, BTInternet.com and Gameplay.com were attacked by a customer as a revenge for

bad service. Register.com in January 2001 [20] and GRC.com in 2002 became victims of

Distributed Reflector DoS attacks [21, 22]. "Code Red" worm in 2001 infected 2,50,000

computers in nine hours and programmed them to simultaneously attack the website of

White House causing a damage of about $2.6 billion [23]. For the first time, part of a

country's national infrastructure was disabled when DDoS was launched on the Port of

Houston's IT systems [24], which contained data on navigation, tides, water depths and

weather. In June 2002, the website of the government of Pakistan was victim of politically

motivated attack launched by "YAHA" [25]. In October 2002, a key piece of the Internet

infrastructure was attacked when DNS root servers were made unavailable by DDoS for

about an hour [26]. In December 2002, the "King of Spam", Alan Ralsky became victim

of DoS attack when several Internet users subscribed him to thousands of catalogs and

mailing lists [27]. A few months later, Byers et al. [28] published how to automate such

attacks using scripts. In January 2003, the worm "SQL Slammer" [29] hit South Korea

having world's highest penetration of broadband Internet services at that time, causing

loses of about US$860,000 to South Korean stock market [30]. A few months later, same

worm caused a 5-hour outage to the safety monitoring system of the nuclear power plant

in Ohio [31]. In March 2003, the Arabic and English-language websites of the satellite

television network Al-Jazeera suffered two days of DoS attacks [32]. Another major DoS

attack on June 15, 2004 [33], against name servers in Akamai's Content Distribution

Network (CDN) blocked nearly all access to many sites for more than two hours. The

affected sites included Apple Computer, Google, Microsoft, and Yahoo. These companies

have outsourced their DNS service to Akamai to enhance service performance. In August

2004, a corporate executive in Massachusetts was charged with hiring hackers to launch

DoS attacks using SYN and HTTP floods causing a total of $2 billion losses [34].

Since 2004, DoS incidents have deliberately not been widely publicized, as they have

shifted to the sensitive field of economic crime, and harm the victim's reputation. DoS-

extortion has become common, in which the victims are threatened to be put offline until

they pay, with typical targets being credit card processing companies. Since the Internet

downtime is very damaging in terms of finances, and the reputation of online companies is



very important, most victims choose to pay. In January 2006, the

www.milliondollarhomepage.com, a British teenager's novel advertising idea to earn $1

million in four months, became famous very quickly and drew instant attention of cyber-

extortionists, who bombarded the website with intense DoS. They initially asked $5,000 to

avert them and finally $50,000 to stop them [35]. The text-to-speech translation

application running in the Sun Microsystem's Grid Computing system was disabled on the

very day it was launched with a DoS attack in March, 2006 [36]. The very latest DDoS

incident that occurred on 29 May, 2009 turned down Internet in various parts of China

[37], putting few million Chinese Internet users into trouble. Thus, the timeline shows that

over the time, DoS attacks have become more frequent, sophisticated and effective in

obstructing the availability of services and causing significant damages.

The DDoS attacks have become attractive for attackers because of two reasons. The

first reason is that there are effective automatic tools [38] available for attacking a victim,

hence launching a DDoS attack does not require any expertise. As can be seen from

examples, any unsophisticated user can easily locate and download DDoS tools and

perform successful, large-scale flood attacks. The second reason is that it is usually

impossible to locate an attacker without extensive human interaction or without new

features in most routers of the Internet [39]. DDoS attacks make use of vulnerabilities in

end-hosts, routers and other systems connected to a computer network. As the

vulnerabilities continue to increase (refer to Figure 1.1), installing malicious software on

these hosts becomes easy which sends DDoS attack traffic.

Design of the Internet has raised several issues that are concerned with the

opportunities for DDoS attacks. Firstly, Internet security is highly interdependent. Even if
the victim is secured, its susceptibility to DDoS attacks depends on the state of security in

the rest ofthe global Internet. DDoS attacks are commonly launched from systems that are

subverted through security-related compromises. Secondly, resources of the Internet are

limited and can be consumed by too many users. Thirdly, intelligence and resources are

not located at the same place. Intelligence is needed for service guarantees. This requires

minimizing processing time in intermediate network so that packets can be forwarded

quickly. Therefore intelligence is stored in end hosts. At the same time, a desire for large
throughput led to the design of high bandwidth links in the intermediate network. Thus,
attackers misuse the abundant unintelligent resources of the intermediate network for

delivery of numerous messages the victim. Fourthly, accountability is not enforced. IP
spoofing gives attackers a powerful mechanism to launch attacks and escape easily.
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Lastly, control is distributed and each network is run according to local policies defined by

its owners. There is no way to enforce global deployment of a particular security

mechanism or security policy, and due to privacy concerns, it is often impossible to

investigate cross-network traffic behavior.

Given the ease and sophistication of attacks and the present state of the Internet,

dealing with DDoS attacks has become one of the thorniest problems. Initial ideas to

defend against the attacks were aimed to halt the escalation of the attacks. Hence,

traditionally, the defense against DDoS attacks was based on restricting the access to

authorized users using Access Control Lists (ACLs) [40] at the routers. However, the

administrative time spent in determining the rules and updating ACLs and lack of

processing power during the attack rendered such techniques unsuccessful. Since the

attacks aim at overwhelming the target resource altogether, victim alone cannot employ

defense on its own. Moreover, due to increasing vulnerable hosts, limited security in older

networking protocols, increased sophistication of attack tools and attacks shifting towards

economic crime, the researchers were motivated to tackle DDoS attacks on the basis of

various phases of attack process.

Defending against the DDoS attacks involves three phases [41-43]: (i) before the

attack, (ii) during the attack and (iii) after the attack. The general goal of DDoS defense in

first phase is prevention [41-64], in the second phase is detection [65-80] and

characterization [45, 46, 51-55, 65-70, 72, 75, 77-110], and finally, the last phase of

defense after the attacks involves response [51, 52, 54, 55, 75-80, 111-119] and mitigation

[39,51,52,55,75-80,87,88,98-100, 106, 108, 111, 113-117, 120-145][7, 146-171].

Prevention aims stop the attacks before they are actually launched. It requires methods

that can block the unwanted traffic. The techniques include installing filters at Internet

Service Providers (ISPs) [51, 75], fixing security holes at end hosts and updating latest

security patches [55], installing point or perimeter solutions like firewalls [41, 42] and

Intrusion Detection System (IDS) [43, 45-47], disabling unused and non-essential network

services, overprovisioning [57] to improve capacity and resiliency etc. This approach aims

to improve global security level and is the best solution to DDoS attacks in theory.

However, the disadvantage is that it needs global cooperation which is extremely difficult

to achieve in reality. Most of these techniques are very expensive and greatly limit the

functionality of a network node, often in ways that are incompatible with the Internet's

mission. Because of inevitable software vulnerabilities, with the appearance of a number



of new attacking techniques and with the new attacks originating, it became practically

impossible to halt the attacks.

Detection techniques developed so far are either signature based [45, 46] that look for

specific attack signatures or anomaly based [65-68, 71] that build normal network

behavior and watch for any divergence from the normal profile. The normal traffic

behavior models are mainly based on flow rates and volume of traffic. They detect attack

near the victim, when attack has already consumed significant resources on its path.

Moreover, due to the diversity of user behavior, it is difficult to obtain a general and

robust model for describing the normal traffic behavior. As a result, all the techniques

suffer from false positives (FP) i.e. legitimate traffic classified as attack traffic and false

negatives (FN) i.e. attack traffic classified as legitimate traffic. The challenge is to detect

every attack at the earliest without misclassifying any legitimate traffic.

If an attack is detected, the network must be able to identify the attack traffic so that

appropriate response decision can be taken. Similar to detection, characterization

techniques can be broadly divided into signature based techniques [45, 46] and anomaly

based techniques [65-70, 72, 78, 81-85, 88, 103, 108]. Characterization requires high level

of accuracy. Most of the work in anomaly based techniques involves the use of volume

based metrics which do not provide sufficient information to distinguish attacks. Network

traffic is noisy, which makes it difficult to extract meaningful information about attacks

from any kind of traffic characteristics.

Responsive techniques [51, 52, 54, 55, 75, 78, 80, 111, 113-117] are based on filtering

or rate limiting the traffic. In most of the techniques, filtering and rate limiting is

performed based on attack detection and attack traffic identification using the above

characterization techniques. The success of response depends on accuracy of

characterization. It is very difficult to reliably recognize and filter only attack traffic

without causing any collateral damage.

Mitigation techniques aim to minimize the effect of ongoing DDoS attacks. These

techniques include link based defense techniques like filtering [51, 52, 75, 87, 88, 116,
126, 128], IP Traceback [76, 133-141, 143, 146, 172], pushback [80, 153], link testing

[111, 113, 144], special routing [116, 117, 140, 156, 173], Centertrack [111], aggregate

based schemes [78, 79, 154, 155], and node based defense techniques [55, 57, 98-100,

108, 120-123, 127] and queue management techniques [7, 77, 161-165]. Aim of all these

techniques has been limited to tolerate the attacks, avoid network and service failure and

r i



provide network survivability. Most of these techniques require cooperation among ISPs

and global deployment which is difficult to attain. Even in presence of mitigation

techniques, legitimate users suffer large delays in service response times due to unstable

network functionality during attack.

Most of the work done in this area is an effective stopgap measure, but does not

eliminate nor deter the attackers. Despite methods that are in existence today, the threat of

an attack still lingers and future attacks will likely be more powerful and the aftermath

could be considerably worse. The main difficulty for defending these attacks lies in

keeping up with the pace of the attackers and new attacking techniques. It requires enough

-L knowledge about new and unknown attacks to remain a step ahead of attackers. Gathering

this kind of information about attacks is not easy but important. If the attack strategy is

known, countermeasures can be taken and vulnerabilities can be fixed. To gather as much

information as possible is one main goal of a honeypot [174-176]. Generally, such

information gathering should be done silently, without alarming an attacker. All the

gathered information leads to an advantage on the defending side and can therefore be

used to prevent attacks. Moreover, honeypot provides a controlled environment where the

attack traffic can be redirected to isolate the actual resources from effects of attack.

Honeypot [174-176] is an important security technology used to understand and defend

DoS attacks. It gets its name from the age old saying, "You can catch more flies with

honey rather than vinegar". It is primarily an instrument for information gathering and

learning. It lures the attackers away from the real system, and closely monitors the attacks.

Honeypots can prevent attacks by deception, isolate attack traffic as well as gather

information about attackers, which is synonymous to steps for defense against DDoS.

Coupled with an Intrusion Detection System (IDS), honeypots are effective in detecting

> victim hosts [176].

Recent events indicate that DoS and DDoS attacks will be persistent, posing a severe

threat to the stability of the Internet and could undermine the usability of the Internet.

Researchers are still struggling to devise an effective solution to the DDoS problem.

Although many commercial and research defenses have appeared, none of them provide

comprehensive solution. Rather, they detect a small range of attacks that either use

malformed packets or create severe disturbances in the network; response and mitigation

techniques handle the attacks by non-selectively dropping a portion of the traffic destined

for the victim. Clearly this strategy relieves the victim from the high-volume attack, but

also inflicts damage to legitimate traffic that is erroneously dropped. Ultimately network
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should respond when under attack: identifying attack traffic, implementing appropriate

filters, isolating attack traffic, mitigating attacks and performing the follow-up

investigation.

As the existing methods alone are insufficient to handle DDoS attacks, there exists a

need to propose a comprehensive solution with simple and effective techniques for DDoS

attack detection, traffic characterization, response and mitigation which work in

conjunction with each other and proactively defend the DDoS attacks.

1.2 Statement of the Problem

The main objective of the present research work is as follows:

"To formulate a honeypot framework that encompasses the activities of attack

detection, characterization, response and mitigation for defense against DDoS attacks."

The availability of such a framework shall enable reasonable network performance for

DDoS attacked networks which has not been feasible till now. It requires research based

solutions for issues involved in building practical and effective mechanisms to detect,

characterize, respond to and mitigate DDoS attacks. These defense mechanisms should

coordinate with each other to detect and characterize attacks quickly and accurately. They

should ensure reasonable performance for networks or systems under attacks taking into

account dynamically changing nature of the Internet.

We have several issues to contend while developing the framework to defend against

DDoS attacks. These can be subdivided into smaller objectives as follows:

• To investigate the key existing techniques for detection of DDoS attacks.

• To explore and propose new and improved techniques for detection of DDoS

attacks. -*(

• To examine and suggest novel and better techniques for characterization of DDoS

attacks.

• To propose and implement new and efficient techniques for responding to the

attacks in an efficient way.

• To investigate and propose new techniques for mitigating DDoS attacks and for

maintaining reasonable network performance. £
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• To validate the effectiveness of proposed techniques and hence, establish the

validity of the framework by analytical modeling and by exhaustive simulations on

realistic topology.

1.3 Organization of the Thesis

The rest of this thesis is organized as follows. Chapter 2 reviews the key techniques for

DDoS attack prevention, detection, characterization, response and mitigation and brings

out the research gaps.

Chapter 3 discusses the overall design of the honeypot framework proposed by us. It

describes the various lines of defense used by the framework and details out the building

blocks of the framework namely, detection, characterization, response and mitigation. It

then discusses the features of the proposed framework.

Novel approaches for detection of DDoS attacks have been proposed in Chapter 4

which forms the first line of defense. The chapter details out the use of entropy as metric

for measurement of traffic feature distribution and choice of traffic features. It presents the

dual-level attack detection schemes, namely macroscopic-level and microscopic-level.

Transit-stub model of Internet has been described followed by the sampling and detection

mechanism at the two levels. It describes decision of optimum thresholds, various modes

of defense, honeypot based suppression of false negatives at macroscopic-level and

CUSUM algorithm for attack detection at microscopic-level. It also includes the

simulation study on AT&T networks for the performance evaluation.

In Chapter 5, we propose new techniques for characterization and response which form

the second line of defense. Characterization of DDoS attacks at dual-level is presented and

discussed. Details of macroscopic-level and microscopic-level characterization techniques

and technique for identification of victim are elaborated. The various response rules are

discussed. Finally, the overall detection and characterization algorithms running at

macroscopic-level and microscopic-level in transit stub network are presented. Simulation

study on AT&T network has been presented to show the effectiveness of the techniques.

Chapter 6 proposes and discusses the technique for the DDoS attack mitigation which

forms the third line of defense in the framework. Building blocks of the technique

including service replication, dynamic roaming honeypots and service migration are

presented. The chapter discusses the system model and design details of honeypot

controller and dynamic honeypot engine. Various parametric dependencies are presented

II
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followed by performance evaluation of mitigation techniques and overall framework under

various modes of defense.

Finally, the summary of contributions of the present work and the scope for future work

are discussed in Chapter 7.
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Chapter 2

Literature Review

2.1 Introduction

During the past years, there have been several attempts to classify DoS attacks. Various

proposals for defense against such attacks can be broadly classified into following

approaches: (i) prevent the attacks, (ii) detect the attacks, (iii) identify the attack traffic,

(iv) respond to the attacks and (v) mitigate the effects of the attacks. This chapter presents

a survey of DoS attacks, including DDoS attacks and reviews the key proposals based on

the above mentioned approaches for defending against the attacks. We discuss the

strengths and weaknesses of each proposal and present countermeasures that an attacker

may employ to defeat the protection provided by each proposal. We highlight research

gaps in each of the approaches and present a background of honeypot technology.

2.2 Survey of DDoS Attacks

The DoS attack can be defined as any activity that aims to disable the services provided

by the victim by sending an excessive volume of useless traffic. This is in contrast to the

flash crowd which occurs when a large number of legitimate users access a server at the

same time. It is necessary to be able to discriminate DoS attacks from flash crowds. The

comparison between DoS attacks and flash crowds is shown in Table 2.1.

Table 2.1. Comparison between DoS attack and flash crowd [177]

Parameter DoS Attack Flash Crowd

Network impact
Server impact
Traffic

Congested
Overloaded

Illegitimate

Congested
Overloaded

Genuine

Response to traffic control
Traffic type
Number of flows

Unresponsive
Any
Any

Responsive
Mostly web
Large number of flows

Duration

Predictability
Long
Unpredictable

Small

Mostly predictable
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A false positive (FP) is a normal operation that is misdiagnosed as an attack. A false

negative (FN) is an attack that has not been identified bythe defense scheme.

2.2.1 DDoS Attack: Modus Operandi

DDoS attacks consist of an overwhelming quantity of packets being sent from multiple

attack sites to a victim site. These packets arrive in such a high quantity that some key

resource at the victim like bandwidth, central processing unit time to compute responses

etc. is quickly exhausted. The victim either crashes or spends so much time handling the

attack traffic that it cannot attend to its actual work. Thus, legitimate clients are deprived

of the victim's service as long as the attack lasts. A DDoS attack is composed of four

elements namely the real attacker, the handlers or masters, the attack daemon agents or

zombie hosts and the victim. The interaction between these elements [178] is shown in

Figure 2.1.

• To launch the attack, an attacker first exploits the vulnerabilities of the installed

network software on computers that are connected to the Internet.

• Using the vulnerabilities, the computers are converted into masters or handlers. These

are compromised hosts with a special program running on them, capable ofcontrolling

multiple agents.

Attacker

Masters

Zombies

Victim

Recruit, Exploit, Infect
Attack Commands

Attack Traffic

Figure 2.1. DDoS attack: Modus Operandi
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• The masters compromise and infect machines by installing DDoS daemons and turn

them into zombies. The zombies or attack daemon hosts are responsible for generating

a stream of packets towards the intended victim.

• The attacker can issue commands, at any time, to all masters to trigger the zombies to

simultaneously flood a very large number of attack packets to the victim. The attack

traffic consumes resources of victim which may be network or target machine.

2.2.2 Classification of DoS Attacks

The scale of the damage caused by the attacks varies according to the type and volume

of attack traffic. DoS attack defense systems perform differently against different types of

DoS attacks. Hence, it is essential to categorize the main types of DoS attacks so that

appropriate countermeasures for each type of DoS attack can be carefully developed [179].

2.2.2.1 Victim Type

DoS attacks consume both host and network resources. They are categorized according

to victim type as shown in Figure 2.2, namely service, host, network and infrastructure

attacks.

Each host normally provides multiple services, where each service is a separate

application. A service attack aims to disable one particular service by exploiting an

inherent vulnerability of that service. During a service attack, the destination port number

of the attack packets is the same. It is difficult to detect this type of DoS attack. First, as

• Attack Damage • Attack Traffic Volume

i 1
Service Attack Host Attack Network Attack Infrastructure Attack

Figure 2.2. Categorization of DoS attacks according to victim type
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the service attack aims to target one particular service that has a relatively small

proportion of resources, its traffic volume is low. Second, as applications that are not

under attack operate normally, the host is likely to be unaware of the attack. In order to

detect the attack, one needs to configure a detection scheme for each service of the host.

The host attack aims to disable the communication with the host. During a host attack, the

destination IP addresses of the attack packets is the same. The host can detect this type of

attack easily as the attack impact is significant. Network attacks aim to consume the

bandwidth of the target's network. During a network attack, the destination IP addresses of

the attack packets share the same network address. As the network attack consumes the

network bandwidth, the attack traffic is generally high. To curtail this attack, the attack

traffic should be filtered close to the source. The infrastructure attack aims to disable the

services of critical components of the Internet. The result of an infrastructure attack is

potentially catastrophic as the whole Internet may be affected. Significant power is

required to launch a successful infrastructure attack. Global cooperation is essential for an

effective defense against infrastructure attack.

2.2.2.2 The Parameters of Attack Power

The attack power consists of two parameters: traffic volume and the resources

consumed per packet. DoS attacks can be categorized according to the values of these two

parameters as shown in Figure 2.3.

Volume attack

D Resources consumed per

packet

• Attack traffic volume

Volume and

malformed attack

Malformed attack

Figure 2.3. Categorization of DoS attacks according to parameters of attack power
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The volume attack is based on a massive number of packets. Each attack packet

consumes the same level of resources as a normal packet. The malformed attack sends a

set of malformed packets, which consume more resources than normal packets. These

malformed packets generally contain an invalid source address, fragmentation field, or

protocol number. The traffic volume of a malformed attack need not necessarily be high to

be effective. Generally, most operating systems are now resilient to malformed packets.

As a result, attackers have to increase the volume of malformed packets to maintain the

attack power. This type of attack is called the volume and malformed attack, which is

based on both the traffic volume and resource consumed per malformed packet.

J^. 2.2.2.3 Average Flow Rate and Number of Flows

Given a constant attack traffic volume, there are two variable parameters: average flow

rate and number of flows. According to different values of these two parameters, DoS

attacks can be centralized or distributed. The centralized or concentrated attack contains a

single flow with extremely high flow rate. The distributed attack contains a small number

of flows with average flow rate that is higher than normal but comparatively lower than

centralized attack. The highly distributed attack contains an extremely large number of

flows with high, normal or low average flow rate.

2.2.2.4 Attack Traffic Rate Dynamics

During a DoS attack, an attack can choose the attack traffic rate dynamics. The result

can be either a constant rate attack or a variable rate attack. During a constant rate attack,

the attack sources send attack traffic to the target at a constant traffic rate, which causes

continuous service disruption to the target. During a variable rate attack, the attack

sources send attack traffic to the targetwith changing traffic rate.

K 2.2.2.5 Impact of Attack

The impact of an attack depends on attack power of the attacker in terms of the traffic

volume and resources consumed per packet, and the resources available at the target. The

result can be either a malign attack, which causes complete disruption, or a benign attack,

which causes only partial disruption and graceful degradation. Since these attacks do not

lead to total service disruption, they could remain undetected for a long time.

Macroscopic Attacks: They are congestion inducing attacks like the network and

infrastructure attacks, volume attacks, concentrated high rate attacks, extremely distributed

attacks and malign attacks that cause immediate damage and complete disruption.
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Microscopic Attacks: They are benign attacks and distributed attacks that target host or

service. They are crafted to match legitimate traffic statistics and constitute stealth,

sophisticated or infiltrating attacks. They cause graceful degradation of the network and

services.

2.2.3 Popular DoS Attacks

In this section, we discuss attacks that have been commonly observed in the majority of

DoS incidents. The first category is protocol attacks that take advantage of the Internet

protocols and include TCP SYN flooding attack, UDP flooding attack, ICMP flooding

attack and DNS attack. The second category is DDoS attacks that amplify attack power

using a large number of distributed attack sources and include typical DDoS attacks and

distributed reflector denial-of-service (DRDoS) attacks.

2.2.3.1 TCP SYN Flooding Attack

At the beginning ofeach TCP connection, the client negotiates with the server to set up

a connection, which is called 3-way handshake and is illustrated in Figure 2.4. The SYN

flood attack [10] exploits a vulnerability of the TCP/IP protocol. During SYN flood

attacks, the attacker sends SYN packets with source IP addresses that do not exist or are

not in use.

CLIENT

Client requests a
connection

Client confirms a

request

Connection

established

SERVER

Server adds the request to
pendingconnection stack

Server removes the request from
pending connection stack

Connection

established

Figure 2.4. TCP 3-way handshake
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During the 3-way handshake, when the server puts the request information into the

memory stack, it will wait for the confirmation from the client that sends the request.

Before the request is confirmed, it will remain in the memory stack. Since the source IP

addresses used in SYN flood attacks are non-existent, the server cannot receive

confirmation packets for requests created by the SYN flood attack. Thus, more and more

requests will accumulate and fill up the memory stack. Therefore, no new request,

including legitimate requests, can be processed and the services of the system are disabled.

Generally, the space for the memory stack allocated by the operating system is small, and

even a small scale SYN flood attack can be dangerous. In order to keep buffer space

occupied for desired time, the attacker needs to generate steady stream of SYN packets

towards the victim to again reserve those resources that have been freed by timeouts [180].

2.2.3.2 UDP Flooding Attack

The User Datagram Protocol (UDP) is a connectionless protocol that does not have flow

control mechanisms, i.e., there is no built-in mechanism for the sender and receiver to be

synchronized to adapt to changing network conditions. The UDP flood is a type of

bandwidth attack that uses UDP packets. Since UDP does not have flow control

mechanisms, when traffic congestion happens, both legitimate and attack flows will not

reduce their sending rates. Figure 2.5 gives an example of how a single spoofed UDP

packet can initiate a never-ending attack stream.

I. Attacker sends spoofed UDP packet
to the victim using echo service.

Attacker UDP packet
srcl Victim2 porl7
dst! Victim1port!

UDP packet
srcl VictimI port!
dstl Victim!port?

Victim 1 Victim 2

2. The single packet initiates a
never ending stream of packets between the
victims..

UDP packet
srcl Victim2porl7
dstl VictimI port!

Figure 2.5. UDP flooding
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The attacker sends a UDP packet to victim 1, claiming to be from victim 2, requesting the

echo service. Since victim 1 does not know this is a spoofed packet, it echoes a UDP

packet to victim 2 at port 7 (echo service). Then victim 2 does exactly the same as victim 1

and the loop of sending echo requests will never end unless it is stopped by the external

source [181]. In addition, if two or more hosts are so connected, the intervening network

may also become congested and deny service to all hosts whose traffic traverses that

network. Solutions to the UDP flood are discussed in [181], which include disabling any

unused UDP services, e.g., the echo service.

2.2.3.3 ICMP Flooding Attack

The Internet Control Message Protocol (ICMP) is based on the IP protocol and is used

to diagnose network status. An ICMP flood uses ICMP packets. On IP networks, a packet

can be directed to an individual machine or broadcast to an entire network. Packets may be

broadcasted to all machines on or outside the local network. IP broadcast addresses are

usually network addresses with the host portion of the address having all one bits. For

example, the IP broadcast address for the network 10.*.*.* is 10.255.255.255. Network

addresses with all zeros in the host portion, such as 10.0.0.0, can also produce a broadcast

response. The smurf attack is a type of ICMP flood, where attackers use ICMP echo

request packets directed to IP broadcast addresses from remote locations to generate DoS

attacks. There are three parties in these attacks: the attacker, the intermediary, and the

victim [17]. Figure 2.6 gives an example of the smurfattack.

ICMP Echo Request
srcl Victim

dstl 1050.255 255

Attacker

1. The attacker sends an ICMP

echo request to the broadcast
address.

Intermediary Network
10.50.*.*

Internet
ICMP Echo Reply
srcl 10.50.*.*

dstl Victim

Victim

2. There are many ICMP echo
replies sent to Victim.

Figure 2.6. Smurf attack
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First, the attacker sends one ICMP echo request packet to the network broadcast

address and the request is forwarded to all the hosts within the intermediary network.

Second, all of the hosts within the intermediary network send the ICMP echo replies to

flood the victim. Solutions to the smurf attack are discussed in [17], which include

disabling the IP-directed broadcast service at the intermediary network.

2.2.3.4 Domain Name Server (DNS) Attack

The attack sends a stream of DNS requests to multiple name servers, spoofing victim's

address in their source address fields. Because name server responses can be significantly

larger than DNS requests, there is potential for bandwidth amplification. Attackers usually

request the same valid DNS record from multiple name servers [182].

2.2.3.5 Typical DDoS Attack

The steps to launch a DDoS attack has been discussed in Section 2.2.1. The attack

traffic could use genuine or spoofed source IP addresses [183]. However, there are two

major motivations for the attacker to use randomly spoofed IP addresses: (i) to hide the

identity of the zombies and reduce the risk of being traced back via the zombies, (ii) to

make it hard or impossible to filter this type of traffic without disturbing the legitimate

traffic.

2.2.3.6 Distributed Reflector Denial-of-Service (DRDoS) Attack

A DRDoS attack uses a third-party (routers or web servers) to bounce the attack traffic

to the victim. The DRDoS attack contains three stages. The first stage is very similar to the

typical DDoS attack. However, after the attacker has gained control of a certain number of

zombies, instead of instructing the zombies to send attack traffic to the victims directly,

the zombies are ordered to send the spoofed traffic with the victim's IP address as the

source IP address to the third parties. Compared with the typical DDoS attack, the DRDoS

attack is more dangerous, for the following reasons. First, the DRDoS attack traffic is

further diluted by the third parties, which makes the attack traffic even more distributed.

Second, DRDoS attack [21] has the ability to amplify the attack traffic, which makes the

attack even more potent.

2.2.4 Popular DoS Attack Tools

The various attack tools for DDoS can be divided into agent based and IRC based tools

[38]. Agent-based DDoS attack tools are based on agent handler DDoS attack model

(discussed in Section 2.2.1) and include Trinoo, Bandwidth depletion Trinoo, Tribe Flood
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Network (TFN), TFN2K, Encrypted message based TFN2K, Stacheldraht, Mstream, Shaft

etc. IRC-based DDoS attack tools have important features of agent-based attack tools but

are more sophisticated and include Trinity v3, Random Spoofing based Trinity, Knight,

Kaiten etc.

i ;

2.3 Existing DDoS Attack Defense Approaches

According to [178, 179], various proposals for defense against DDoS attacks can be

broadly classified into following approaches: prevention, detection, characterization,

response and mitigation. The use of these approaches depends on the phase of the attack.

Prevention aims to fix security holes and vulnerabilities before the attack is launched.

Detection aims to detect the presence of attacks and characterization aims to discriminate

attack traffic from legitimate traffic during the attack. They are important procedures to

direct any further action. Finally response and mitigation aims to eliminate effects of an

attack. This section presents the key proposals developed so far under each of these

approaches along with their limitations.

2.3.1 Prevention

Prevention is a mechanism which stops the attacks before they are actually launched.

Access control list (ACL) [40] in the routers or switches can be used to block traffic

flow with specific characteristics (e.g. addresses, protocols, etc.) but only if the

characteristics can be known in advance. The routers/switches lack the processing power

and profiling intelligence to make such recognition on their own. On the other hand, the

administrative time spent on determining ACL rules is cost overhead. The management of

a large number of temporary ACLs that may have performance impacts, is non-trivial,

very labor intensive and error prone. ACLs alone can not serve as a DDoS mitigation

solution. x

Firewalls have been used to protect the networks from DoS attacks. A firewall [41, 42]

enhances network security by filtering suspicious traffic at the border of the network.

Based on the characteristics of the network traffic, to include requested services, source

and destination addresses, and individual users, a firewall will make a decision on whether

to allow the traffic to pass through the network. Firewalls can also be utilized on

individual host based systems. Firewall can be configured as default permit (blacklist

based filtering) or default deny (whitelist based filtering). A good firewall configuration

implements whitelist based filtering and denies everything other than explicitly allowed

necessary traffic. However there are several shortcomings associated with a firewall.
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Firewalls cannot protect against attacks that bypass it. The firewall at the network

interface does not protect against internal threats. In certain cases high volumes of network

traffic may overwhelm the network monitoring capability of the firewall resulting in the

possible passing of malicious traffic between networks.

An Intrusion Detection System (IDS) [43, 45, 46] is used to detect and alert on possible

malicious events within a network. IDS sensors may be placed at various points

throughout the network. An IDS is normally signature based, i.e., it will look for

predefined signatures of bad events. These signatures normally reside in a database

associated with the IDS. The IDS detect attack signatures and update the firewall's

filtering rules. IDS like Snort [45] are open source which can be customized on Linux to

suit an organization's requirements [48]. The use of IDS as a network security device also

leads to shortcomings. They generate far too much data and large percentage of false

positives and are unable to detect new attacks. IDS also generate false negative alerts

when IDS systems fail to detect a valid attack.

Ubiquitous Ingress/Egress Packet Filtering (UIPF) [51] filters incoming traffic

according to a specified rule. There are two types of ingress filtering. One is ISP-to-

customer ingress filtering, which filters the traffic from the external networks to the

customer. Another is customer-to-ISP ingress filtering (known as egress filtering), which

filters the traffic from the customer to the external networks. Figure 2.7 illustrates the

operation of ingress and egress filtering.

Ifsrc= 128.250.*.*

or 192.168.*.*

or 10.*.*.*

or...

Then deny the packet

Internet

ISP-to-customer

ingress filtering
Customer-to-ISP

ingress filtering

Customer's Network

128.250.*.*

Ifsrc!= 128.250.*.*

Then deny the packet

Figure 2.7. Defense against DDoS using ingress/egress filtering
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For the ISP-to-customer ingress filtering, any internal IP address, private network IP

address (e.g., 192.168.*.*) and specified IP addresses (e.g. the IP addresses of known

malicious users) will be filtered. The filtering is normally integrated with firewall

technology. However, the efficacy of the ISP-to-customer ingress filtering is limited. First,

since the filtering is done close to the victim, it cannot prevent network bandwidth

consumption. Second, it only denies a small proportion of IP addresses, so attacks can still

be launched using the rest of the IP address space. To bypass the ingress filter, the attacker

can carefully spoof the IP addresses.

For the customer-to-ISP ingress (or egress) filtering, all the IP addresses which do not

belong to the ISP's network will be filtered. The egress filtering is effective in defending i

against IP source address spoofing since it can filter spoofed traffic close to the source.

However, a series of costs are raised by implementing the customer-to-ISP ingress

filtering. First, as it needs to do per packet checking, it will result in potential router

overhead. Second, to beat the customer-to-ISP ingress filtering, the attacker can spoof the

IP source address from the customer's network. Thirdly, it requires universal deployment.

The Router-based Packet Filtering (RPF) proposed by Park and Lee [52] extends

ingress filtering to the core of the Internet. Generally, IP packets travel between the source

and the destination using the same path. Hence, one border router would only expect

traffic from a stable group of autonomous systems (ASes) on each link. RPF is

implemented in border routers and filters any unexpected traffic on each link. The filtering

rule for RPF is based on the topology of the autonomous systems and the policies for each

AS. Simulation results show that a significant fraction of spoofed IP addresses can be

filtered if RPF is implemented in at least 18%of ASes in the Internet [52]. Given that RPF

should be implemented in 18% of the ASes, to make the scheme effective is a difficult

task to accomplish. Moreover, RPF needs the BGP [53] messages to carry the source at

addresses, which significantly increases the BGP message size and processing time for the

BGP message. Next, the dropped packets by RPF can be legitimate if there has been a

recent route change. Similar to ingress filtering, RPF can only restrict the space for IP

spoofing instead of completely stopping IP spoofing. Furthermore, the RPF cannot prevent

non-spoofed DDoS attacks. In addition, since RPF depends on the BGP message to

configure the RPF filter, the attacker can hijack a BGP session and disseminate bogus

BGPmessages to mislead border routers to update filtering rules in favor of the attacker. >

The router-based packet filter [52] is vulnerable to asymmetrical and dynamic Internet

routing as it does not provide a scheme to update the routing information. To overcome
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this disadvantage, Li et. al proposed the Source Address Validity Enforcement (SAVE)

Protocol [54]. It enables routers to update the information of expected source IP addresses

on each link and block any IP packet with an unexpected source IP address. Similar to the

existing routing protocols, SAVE constantly propagates messages containing valid source

address information from the source location to all destinations. Hence, each router along

the way is able to build an incoming table that associates each link of the router with a set

of valid source address blocks. Therefore, SAVE is a protocol that enables the router to

filter packets with spoofed source addresses using incoming tables. It shares the same idea

with ingress filtering and RPF that the source address space on each link of the router is

stable and foreseen. Any packet that violates the expected source address space will be

regarded as forged and will be filtered. SAVE outperforms ingress filtering and RPF in

that it overcomes the asymmetries of Internet routing by updating the incoming tables on

each router periodically. However, SAVE needs to change the routing protocol, which will

take a long time to accomplish. If SAVE is not universally deployed, attackers can always

spoof the IP addresses within networks that do not implement SAVE. Moreover, even if

SAVE were universally deployed, attackers could still launch DDoS attacks using non-

spoofed source addresses.

Changing IP address of victim computer proposed by Geng et al. [55] is a simple

solution to a DDoS attack. It invalidates the victim computer's IP address by changing it

with a new one to switch the congestion point. This is called moving target defense. Once

IP address change is completed, all Internet routers will have been informed, and edge

routers will drop the attacking packets. However, this action still leaves the computer

vulnerable because the attacker can launch the attack at the new IP address. Attackers can

render this technique ineffective by adding a domain name service tracing function to the

DDoS attack tools.

Geng et al. [55] also suggested some common preventive measures which should be

taken up by individual servers and ISPs to defend DDoS attacks and are listed below:

1. In general, if network services are not needed or used, the services should be disabled

to prevent attacks.

2. The host computers should update themselves with latest security patches for the bugs

present and should use latest techniques available to minimize the effect of DDoS

attack.
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3. By disabling IP broadcasts, host computers can no longer be used as amplifiers in

ICMP flood and smurf attacks. However, a defense against this attack will be

succeeded only if all the neighboring networks disable IP broadcasts.

Kim et al. [56] proposed to apply security engineering and calculated system security

level by identifying threat level to build a security countermeasure.

Overprovisioning [57] and resource multiplication mechanisms provide an abundance

of,resources to counter DDoS threats. The straightforward example is a system that

deploys a pool of servers with a load balancer and installs high bandwidth links between

itself and upstream routers [57]. For example, Microsoft has used it to withstand large

DDoS attacks. Another approach is the use of Akamai [58] services for distributed web

site hosting. User requests for a web page hosted in such a manner are redirected to an

Akamai name server, which then distributes the load among multiple, geographically

distributed web servers hosting replicas of the requested page. Costs are incurred in terms

of extra resources in absence of attacks or low attack loads. It does not provide perfect

protection, but for those who can afford the costs of resource multiplication, it has often

proved sufficient. Such approaches essentially raise the bar on how many machines must

participate in an attack to be effective. On demand resource allocation [59] can be used to

complement overprovisioning, however the request completion time increases [59]. This

deviates from the main goal of timely information [60].

Scheme proposed in [61] is effective in limiting the access of intended illegitimate

users to information systems by detecting the privacy violations. However it is based on

building privacy policy to detect probable privacy policy violations which requires post

event information. In addition, several fault tolerant routing schemes have been proposed

[62] . Also, changes in the router architecture have been proposed [63]. However, they are

not effective. Moreover, they require major changes in the protocols and hardware, which

is very hard to achieve looking at the current scenario of the Internet.

2.3.2 Detection

Apart from attack prevention, the first step to defend against DoS attacks is attack

detection. Detection is the process of identifying that a network or server is under attack.

Detection can be passive if logs are analyzed after attacker fulfils his/her desire and attack

is over, itcan be on time ifwe detect when attack is ongoing or itcan be proactive ifeither ^

attack isdetected before it reaches target or before an appreciable degradation of service.
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There are three reasons for attack detection. First, if a target can detect an attack before

the actual damage occurs, the target can implement attack reaction and protect legitimate

users. Second, if attacks can be detected early i.e. close to attack sources, attack traffic can

be filtered before it wastes any network bandwidth. However, there is generally

insufficient attack traffic in the early stage of an attack and at links close to attack sources.

Consequently, it is easy to mistake legitimate traffic as attack traffic. Therefore, it is

challenging to accurately detect attacks quickly and close to attack sources. Third, it is

important to differentiate DoS attacks from flash crowds so that targets can react to them

separately. Generally, there are two measures for DoS attack detection. The first is

detection time and.the second is false positive rate. The DoS attack traffic may look very

similar to legitimate traffic. This means that any detection scheme has a high risk of

mistaking legitimate traffic as attack traffic. A good detection technique should have a

short detection time and low false positive rate.

There are three methods to detect DDoS attacks:

1. Rule or Signature Based which are normally used in prevention [40-43, 45, 46]

(discussed in Section 2.3.1).

2. Anomaly or misuse based which models the behavior of normal traffic, and then

reports any anomalies [65-75].

3. Congestion based which are now-a-days used in response, mitigation and tolerance

[77-80, 154, 162].

Gil etal. [65] propose a scheme called MULTOPS to detect DoS attacks by monitoring

the packet rate in both the up and down links. MULTOPS assumes that packet rates

between two hosts are proportional during normal operation. A significant, disproportional

difference between the packet rate going to and from a host or subnet is strong indication

of a DoS attack. MULTOPS assumes that the incoming packet rate is proportional to

outgoing packet rate, which is not always the case. For example, real audio/video streams

are highly disproportional, where the packet rate from the server is much higher than from

the client. This gives rise to false positives. The simplest way to cripple MULTOPS is to

use randomly spoofed IP addresses, which makes the calculation based on genuine IP

addresses inaccurate and consumes resources by storing spoofed IP address information.

Another countermeasure is to connect to the target from a large number of attack sources

in a legitimate manner. Therefore, the packet rate ratio between in flows and out flows

during the attack will appear to be normal and undetected by MULTOPS.
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Wang et al. [66] proposed SYN detection to detect SYN floods and Blazek etal. [67]

proposed batch detection to detect DoS attacks. Both methods detect DoS attacks by

monitoring statistical changes. The first step for these methods is tochoose a parameter for

incoming traffic and model it to be a random sequence during normal operation. In [66],

the ratio of SYN packets to FIN and RST packets is used while in [67] a variety of

parameters such as TCP and UDP traffic volume, are used. The attack detection is based

on assumption that there will be a statistical change when an attack happens. The detection

scheme in [66] is based on the fact that a SYN packet will end with a FIN or RST packet

during normal TCP connection. When the SYN flood starts, there will be more SYN

packets than FIN and RST packets. The attacker can avoid detection by sending the FIN or

RST packet in conjunction with the SYN packets. To beat the detection scheme in [67],

the attacker can carefully mix different types of traffic to ensure the proportion of each

traffic is the same as it is in normal traffic.

Cheng et al. [68] propose to use spectral analysis to identify DoS attack flows. In this

approach, the number ofpacket arrivals in a fixed interval is used as the signal. A normal

TCP flow will exhibit strong periodicity around its round-trip time in both flow directions,

whereas an attack flow usually does not. First of all, spectral analysis isonly valid for TCP

flows. As UDP and ICMP are connectionless protocols, the periodic traffic behavior is

unexpected. Attackers can use UDP or ICMP traffic to confuse the detection scheme.

Moreover, the attacker can mimic the periodicity of normal TCP flows by sending packets

periodically.

Kulkarni et al. proposed a Kolmogorov complexity based detection algorithm [69] to

identify attack traffic. The assumption of the Kolmogorov test is based on the fact that

multiple attack sources use the same DoS attack tool. Therefore, the resulting traffic is

highly correlated. Unfortunately, there is no theoretical analysis to support this

assumption. Attacker sources can be devised to break the correlation by sending attack

traffic at different times, with different traffic types, packet sizes, and sending rates. For

example, attackers can use the IP address ofa compromised computer as the random seed

to generate a set of parameters for configuring attack traffic. By doing this, attack traffic

will appear random, which can bypass detection.

Cabrera et al. [70] proposed a scheme to proactively detect DDoS attacks using time

series analysis. Time series analysis is based on the strong correlation between traffic

behavior at the target and traffic behavior at the attack source. There are three steps to this

scheme. The first step is to extract the key variables from the target. For example, the
28
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number of ICMP echo packets is the key variable for Ping Flood attacks. The second step

is to use statistical tools (e.g., Auto Regressive Model) to find the variables from the

potential attackers that are highly related to the key variable. For example, the number of

ICMP echo reply packets at the potential attackers is highly correlated with the key

variable for Ping Flood attacks. The third step is to build a normal profile using the found

variables from the potential attackers. Any anomalies from potential attackers compared

with the normal profile are regarded as strong indications of an attack. The vulnerability of

this scheme is that the efficacy of training is based on the features of known attacks. The

attacker can disturb or disable the detection scheme by inventing new attacks.

l Bencsath et al. [71] proposed to monitor the incoming traffic and detected attacks on

the basis of traffic level measurements for e.g., if buffer length exceeded a threshold or

aggregate traffic exceeded a threshold. Though their scheme minimized false positives, it

could handle only special cases of DDoS attacks.

Feinstein et al. [72] proposed statistical approach to DDoS detection [73] in which they

calculated randomness in a particular feature of packet for normal flows. Whenever

randomness crossed threshold in actual scenario, they termed it as anomaly or attack. As it

was not applied for training using proper internet topologies, so it did not give any better

results and produced high false positives and negatives.

A structural analysis of network traffic flows is proposed by Lakhina et al. [74]. As

network traffic arises from the superposition of Origin-Destination (OD) flows, they argue

that the understanding of OD flows becomes essential for addressing a wide variety of

problems, including traffic engineering and anomaly detection. They propose the use of

sampled flow measurements in an IP network for detecting and understanding network-

wide traffic anomalies. They analyze randomness in feature distribution for highly

sensitive detection.

History based IP filtering proposed by Peng et al. [75] relies on the basic idea that

history repeats itself. In DDoS context, the legitimate users access same website regularly.

As per this approach, all the IP addresses of the previous successful connections are

recorded in order to compile an IP address database (IAD). The stale IP addresses are left

out as per sliding window based on timestamps and prefixed window time. Then when

network or website experiences a high level of congestion, edge routers admit the

incoming packets according to pre-built IAD. Hash-based/ Bloom filter [76] techniques

are used to quickly search IP in IAD. This scheme is robust, and does not need the
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cooperation of the whole Internet community. However, if the attacker gets estimate of the

window time, then IAD can become database of attackers. A new legitimate client in the

event of attack is not entertained. To improve percentage of legitimate traffic getting

through, the size if IAD need to be increased, the lookup time will also increase in the

process. Even in normal operation, all packets need to be checked for their source

legitimacy, so consume resources to store connection history. Defense is vulnerable to

high rate attack traffic and flash crowds.

Mahajan et al. proposed Aggregate-based Congestion Control (ACC) [77-79] which

could give some relief to congested links due to DDoS attacks and flash crowds. The ACC

was broken into two phases, namely detection and control. In the detection phase, ACC ±

aims at learning a congestion signature and identifying a small number of aggregates

responsible for congestion. The ACC agent tries to find the congestion signature using the

packet drop history (or the random samples) of the last K seconds during times of

sustained high congestion. The authors propose the use of a destination-based

identification algorithm, which first draws out a list of high-bandwidth addresses (32-bit)

based on the drop history (or random sample) and then clusters these addresses into 24-bit

prefixes. For each of the clusters, it tries to find a longer prefix that still contains all the

dropped packets, since a longer prefix characterizes a congestion signature better and does

not punish a large category of traffic. Although this algorithm is simple to implement,

congestion signature is based on volume of traffic and it results in unfairness for the

legitimate traffic to the congested destination. A more accurate and flexible identification

algorithm is needed to maintain the fairness between friendly and misbehaving aggregates.

Once the router knows the congestion signature, it then filters the bad traffic according to

this signature. The implementation under FreeBSD was done by Ioannidis etal. [80].

2.3.3 Characterization *

As with detection, characterization is performed by measuring features of the incoming

traffic and comparing them either to a normal profile in anomaly-based methods or to a

attack profile in signature-based methods. These features may be actual statistical features

measured in real-time or simple observations acquired by actively testing the users of the

network and asking them to prove their legitimacy. Anomaly-based methods are less

accurate, but apply to a broader range of attacks, while signature-based methods are more

dependable, but apply only for the attacks that they have been designed to detect and

counter. Although both are used, academic research tends to prefer anomaly-based

classification methods, since it is far easier to keep a signature of the legitimate users'
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normal traffic for one's network than the signatures of a range of known attack types,

which can never be complete.

m Mechanisms that deploy pattern detection like IDS [45, 46] store the signatures of

known attacks in a database. Each communication is monitored and compared with

database entries to discover occurrences of DDoS attacks. Occasionally the database is

updated with new attack signatures. Although known attacks are easily and reliably

detected, and no false positives are encountered, the obvious drawback of this mechanism

is that it can only identify known attacks, and it is usually helpless against new attacks or

even slight variations of old attacks that cannot be matched to the stored signature. Snort

± [45] provides one example of a DDoS defense system that uses pattern attack detection.

Kim et al. [81] devised a number of heuristics to detect specific attack patterns from

flow header data. They use flow measurements taken on a single router or link. However,

no evaluation on real system is given.

Kong et al. [82] propose a practical solution to defend against DDoS by combining

complementary countermeasures along with identifying DoS attacks and use random flow

network model. Manikopoulos etal. [83] propose a statistical anomaly approach based on

neural network classification to identify DDoS traffic. Jin et al. [84] propose covariance

analysis method to effectively differentiate between normal and attack traffic. However,

no theoretical justifications are provided.

Hussain et al. [85] made use of distributed nature of the attacks to identify them. All

attack flows do not traverse the Internet through the same paths; thus they reach the victim

destination at different times, resulting in a gradual increase of the incoming traffic. This

ramp-up behavior was initially proposed as a means to tell whether an attack is distributed

or single-source. A longer ramp-up time will also be associated with a greater number of

spoofed source IP addresses. Consequently, it also means that the IP addresses which

arrive after the DDoS attack and until it reaches its peak are more likely to be illegitimate.

In Self-Aware Quality ofService (QoS) driven network environments [86], clients may

specify that they belong to a specific type or request a certain level of QoS. The degree

with which a QoS agreement is honored by the client is a strong indication of his/her

validity. Both attackersand misbehaving clients will fail such a test.

Hop Count Filtering (HCF) [87] exploits the fact that although the attacker can forge

any field in the IP header, he/she cannot falsify the number of hops a packet needs to reach

its destination starting from its source address. Their very simple algorithm infers the
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number ofhops traversed (from the packet's TTL field) and compares it to the value that

can be inferred for the source, which is stored in a relevant table. If these two values are

significantly different, it is a clear indication ofIP spoofing, and is a good reason to treat

this source's packets as illegitimate.

These and other similar passive tests have the advantage ofbeing relatively lightweight,

but are by themselves not sufficient to achieve accurate classification. More accuracy

inevitably requires more specialization.

Mirkovic et al. [88, 89] proposed a source end defense which uses a set of anomaly-

based classification criteria for flows and connections. For instance, a TCP or an ICMP

flow may be classified as an attack flow depending upon their packet ratio. For the UDP

protocol, a "normal flow model" is proposed to be a set ofthresholds based on the upper
bound of allowed connections per destination, the lower bound of allowed packets per

connection, and the maximum allowed sending rate per connection. The classification of

connections is also done based on limits of the connections' allowed packet ratios and

sending rates. D-WARD addresses the fundamental DoS attack defense rationale:
removing attack traffic at its source. However, it faces the following two challenges. First,
for a large scale ofDDoS attack, attack traffic generated by one source network can be
very small and unnoticed compared with legitimate traffic flows. Hence, detecting attack
traffic accurately can be difficult or impossible. A well-organized, geographically
distributed DoS attack is likely to defeat this scheme as attackers can control the attack

traffic originated from each source network to be within normal range. Second, while D-
WARD plays a similar role as ingress filtering, it is more expensive to implement.

Consequently, the deployment motivation isa big concern.

Scheme in [90] uses the Bayesian concept of the conditional legitimate probability
(CLP) as the basis for apacket filtering scheme. Traffic characteristics during an attack are
compared with previously measured legitimate traffic characteristics, and the CLP
provides an indication of the legitimacy of suspected packets. An extension to reduce
complexity and enhance performance is presented in [91]. Evidence can be combined from
various sources [92]. However, as with all profile-based, and particularly Bayesian profile-
based DoS approaches, the greatest challenge is not the fine-tuning of the defense

mechanism but acquiring dependable traffic profiles.

Aggregate based congestion control techniques [77-80] detect attacks and identify
aggregates of flows containing bad packets using congestion signatures as described in
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Section 2.3.2. Since normal traffic may also be a part of the identified aggregate

containing bad traffic, it will also be dropped along with the identified aggregate. Hence

ACC techniques are inaccurate and lead to collateral damage.

A human can easily tell the sequence of letters that appear in a CAPTCHA's

(Completely Automated Public Turing Test to Tell Computers and Humans Apart) image,

while computers usually cannot, so that CAPTCHAs have been suggested to counter

DDoS attacks against web servers [93, 94]. They have been used to block automated

requests to websites, such as the automated email account registration which has plagued

Hotmail and Yahoo in the past. However, issuing a graphical Turing test and expecting an

answer requires that a connection be established between the attacker and the web-server,

thus rendering the authentication mechanism itself a potential DoS target. Kandula et al.

[95] address this issue and suggest minor modifications to the TCP protocol to overcome

it. They also argue that it is not the actual answer to the test but the behavior of the client

that matters. A human would solve the puzzle either immediately or after reloading the

page a few times. A computer would probably continue requesting the web page. Despite

their value, a DoS detection mechanism cannot depend solely on CAPTCHAs. Dedicated

applications built by Computer Vision researchers achieve upto 92% success in solving

commonly used types of CAPTCHAs [93]. Advances in Artificial Intelligence along with

simple craftiness limit the value of CAPTCHAs, while visual CAPTCHAs are also a

major impediment to computer users whose vision is impaired.

Several methods have been proposed for actively challenging the clients' legitimacy.

The work presented in [96] detects aggressive behavior and changes the frequency of tests

to identify attack flows. The frequency of test is randomly determined for high rate flows.

A system called Netbouncer [97], is representative of this category. Netbouncer keeps a

list of authorized users (beyond suspicion), while the rest undergo a series of tests, divided

into packet-based, flow-based, application-oriented and session-oriented. Various QoS

techniques are utilized to assure fair sharing of the resources by the traffic of the legitimate

clients, while this legitimacy expires after a certain interval and needs to be challenged

again.

A very similar concept is explored in the puzzle based defense solutions [98-100]. The

clients are asked to solve a little cryptographic puzzle before their connection request is

authorized. The puzzle may take a little time to solve, while the defending server can

rapidly verify the result. This does slow down the attacker, but does not guarantee that it

33



will suffice, since overwhelming the puzzle-generation process will still be possible if the

attacker's rate is sufficiently high.

Some of these active test solutions may achieve impressive levels of accuracy, but all y

suffer from the common weakness of being exploitable as DoS vessels themselves.

Signal processing techniques have been used to analyze malicious network traffic and

to detect ongoing attacks. Cheng et al. [68] use spectral analysis to identify high volume

DoS attack flows due to change in periodicities in the aggregate traffic. Barford et al.

[101] focused on detecting and classifying anomalies from flow measurements taken at a

single router or link. They employed a wavelet-based signal analysis of flow traffic to

characterize single-link byte anomalies. Wavelets and other signal processing techniques ~f

have been extensively used to analyze both wired and wireless network traffic [102],

Scheme in [103] uses statistical signal processing based on abrupt change detection to

identify attack, however it requires dealing with missing samples for applications running

over UDP.

Mutaf [104] proposed a real-time anomaly detection scheme to identify TCP SYN

flood attacks by analyzing daily maximum arrival rate. Similar work was done by

Haggerty et al. [105]. The above two schemes were designed for SYN flood attacks, ^,.

which occurred before connection establishment and failed to identify malicious TCP

flows after successful TCP connections. Xu et al. [106] proposed to isolate malicious

traffic via HTTP redirect messages. Since most of the attack flows employ spoofed source

IP addresses, their sources cannot receive the redirect messages, and thus the subsequent

packets from them will be blocked. This scheme is simple and may be readily

implemented. However, their mechanism worked only for web servers.

Kim et al. [107] suggest a technique for traffic anomaly identification based on

analyzing correlation of destination IP addresses in outgoing traffic at an egress router.

This address correlation data are transformed using discrete wavelet transform for

effective detection of anomalies through statistical analysis close to the source. They

present a multidimensional indicator using the correlation of port numbers and the number

of flows as a means of detecting anomalies. Their scheme shows that the proposed signals

are more effective in detecting attacks than the analysis of traffic volume alone.

Xenoservice is based on the approach of resource multiplication and acquire resources ^

dynamically once the attack has been detected [108]. It enables accounted execution of
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untrusted code. Quality of Service is monitored and if it starts to deteriorate, the website is

replicated to other servers.

> Genetic programming [109] methods have been used for attack classification. However,

they require training data sets and such exhaustive training datasets are hard to achieve.

Scheme in [110] uses multimodal nature of traffic to classify it on the basis of packet train

length and packet train size.

2.3.4 Response

In terms of response, the existing literature uses either packet dropping (filtering) or

redirection of the packets that the classification methods identified as illegitimate.

Redirecting the offending packets to a controlled part of the network not only decreases

the congestion in the victim network, but also provides with the opportunity to analyze the

attack. However, very limited work exists [184-186] and such a safe and controlled

environment is difficult to maintain. The family of response methods based on filtering is

much more common. Packet filtering can be done according to classification rules [52, 54,

55, 75] or can be based on link testing [111-113] schemes and pushback schemes [77-80]

that traceback to the source and drop the attack traffic.

it,

Many routers include a feature called input debugging [111, 112] that allows an

operator to filter particular packets on some egress port and determine which ingress port

they arrived on. This capability is used to implement a trace as follows: First, the victim

must recognize that it is being attacked and develop an attack signature. The network

operator installs a corresponding input debugging filter on the victim's upstream egress

port. This filter reveals the associated input port, and hence which upstream router

originated the traffic. The process is then repeated recursively on the upstream router, until

the originating site is reached. Once this reroute is complete, network operator can then
I

use input debugging at the tracking router to investigate where the attack enters the ISP

network. The most obvious problem with the input debugging approach is that it requires

considerable management overhead, time, attention and commitment of both the victim

and the remote personnel and appropriate technical skills.

Burch et al. [113] developed link testing traceback and filtering technique called

controlled flooding that does not require support from network operators. It tests links by

•4 flooding them with large bursts of traffic and observing how this perturbs traffic from the

attacker. Using a pre generated map of Internet topology and by observing changes in the

rate of packets received from the attacker, the victim can therefore infer which link they
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arrived from. As with other link testing schemes, the basic procedure is then applied

recursively on the next upstream router until the source is reached. The disadvantage is

that controlled flooding should have ability to generate huge traffic and is itself a DoS

attack. Also, controlled flooding requires the victim to have considerable knowledge of

network topology. It can be difficult to recognize the set of paths being exploited when

multiple upstream links are contributing to the attack. Like all link-testing schemes,

controlled flooding is only effective in tracing an on-going attack and cannot be used

"post-mortem". Moreover, high speed routers lack tracking ability, such as the ability to

tell which link one packet came from.

CenterTrack [111] uses overlay network architecture to overcome the limitations in

[113]. It employs overlay network of special tracking routers which links all edge routers

to a central tracking router. During an attack, the traffic to the victim is routed through the

overlay network by dynamic routing. The attack packets can be easily tracked using

tracking routers, hop-by-hop, through the overlay network, from the routers close to the

target to the attack entry point of the ISP and then filtered. This reduces number of hops

required to trace back to the approximate source of attack to 2-3 hops. The scheme is

based on assumption that attack and attack signature is identified by third party detection

system or already implemented in IDS. Extra resources in terms of overlay networks are

required. Moreover changes are required to global routing table. In addition, DoS attacks
that originate from within the overlay network cannot be tracked. Finally, there are high

overheads of storage and processing at tracking routers as entire traffic database has to be

maintained.

Several techniques have been proposed to generate response to aggregates causing

congestion using pushback and filtering.

Yong Xiong [114] took the defense of DDoS attack as a congestion control problem.

They propose to use backward pressure propagation, feedback control scheme to defend
DDoS attack. They used rate-based and queue-length based algorithms to create the

feedback signal accordingly. Once the input traffic rate or output queue length has

exceeded the desired threshold, a feedback signal is sent to adjust the admitted portion of

traffic in different input and output ports to put the rate and queue length below the

threshold. The method is effective to make sure the network traffic works in a tolerable

level during DDoS attack. However, they don't set up a scheme to tell good traffic from
bad traffic, which could make the good traffic under unnecessarily control during a DDoS

attack.
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Several schemes have been proposed by Mahajan et al. [77-79] to control high

bandwidth aggregates in the network. As described in Section 2.3.2, ACC is broken into

two phases namely detection and control. ACC can be local ACC and pushback based

ACC. In the detection phase, ACC agent learns congestion signature and identifies

aggregates containing bad traffic based on volume of traffic to target from different links.

In control phase, the rate limit determines whether a packet is to be discarded or

forwarded. In local ACC, both phases were applied on same congested router whereas in

other referred to as pushback, local ACC is extended to upstream routers which filters the

bad traffic according to this signature. The advantage is that when pushback is applied for

upstream, there is more bandwidth for legitimate traffic in downstream routers.

Architecture of pushback and its implementation under FreeBSD is discussed in [80]. This

scheme is effective against most DDoS attacks except uniformly distributed attack

sources. It needs a narrow and accurate congestion signature to make sure only attack

traffic is filtered while legitimate traffic is not affected. Since the pushback scheme

aggregates attack traffic according to destination IP addresses, it is vulnerable to attack

traffic with spoofed source addresses. Moreover, this scheme infers attack sources by

checking the traffic volume to the victim on each upstream link. If the attack sources are

% highly distributed, the traffic volume to the victim on each upstream link will appear to be

similar, this gives rise to false negatives. As the limiting is applied based on victim

address, so a lot of legitimate traffic is also throttled causing high collateral damage.

Yau et al. [115] used router throttles to combat DDoS attacks against Internet servers.

A proactive approach is followed in the sense that before aggressive packets can converge

to overwhelm a server, routers along forwarding paths, regulate the contributing packet

rates to more moderate levels, thus averting an impeding attack. The throttle limits the rate

at which packets can either be dropped or rerouted to alternate server. The throttle rate is

determined by two strategies: just half or fairly equal throttling (fair throttling) at all

routers. Here no pushback and response messages are required as in Pushback technique

[80]. However, attackers can exploit communication part as no secure ways are used to

send throttle messages in same and different domain. In case of meek slow rate attack,

collateral damage is more as normal packet survival ratio (NPSR) is very low. Control

parameters should be set more dynamically and intelligently.

i- Another of the significant approaches is Secure Overlay Services (SOS) [116] which

supports emergency services. The architecture of SOS is constructed using a combination

of secure overlay tunneling, routing via consistent hashing, and filtering. It reduces the
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probability of successful attacks by: (i) performing intensive filtering near protected

network edges, pushing the attack point perimeter into the core of the network, where

high-speed routers can handle the volume of attack traffic, and (ii) introducingrandomness

and anonymity into the architecture, making it difficult for an attacker to target nodes

along the path to a specific SOS-protected destination. The goal of SOS is to route only

the "confirmed" users' traffic to the server and drop everything else. The clients are

authenticated at the overlay entrance and they use the overlay network to reach the server.

Only a small set of source addresses are approved to reach the server, while all other

traffic is heavily filtered out. The main advantage of SOS is that it can be applied over the

existing IP infrastructure and can guarantee to some extent that in times of crisis a

"confirmed" user will have access to the victim server. However, SOS is more difficult to

deploy in a fully public network, since the clients must be aware of the overlay network

and use it to access the victim. Also, it does not offer protection for the incoming links of

the filtering router in front of the client, which can be quite easily overwhelmed by sheer

volumes of DoS traffic.

The SOS approach is generalized by Mayday [117], in which overlay networks and

lightweight packet filtering are combined. The overlay nodes perform client authentication

and protocol verification, and then relay the requests to a server, which is protected from

the outside by simple packet filtering rules.

2.3.5 Mitigation

The main aim of mitigation is to provide optimum level of service as per QoS

requirements to legitimate clients while the network is under attack. In network based

attacks, congestion at access links causes the denial of service. In server or node based

attacks, sheer volume and rate at which requests for service keep coming to servers, which

the server is not able to handle, exhausts the finite server resources and causes the DoS.

Depending upon the type of attacks, defense can either be link based or node based

respectively. Figure 2.8 shows the classification of defense solutions proposed for

mitigation. Node based defense solutions are discussed first.

Dynamic Resource Pricing [121] imposes dynamically changing prices on resources

based on the system load. This cost has to be dispensed from the requesting client before

the resource is allocated. Client puzzles [98, 99] (discussed in Section 2.3.3) is a special

case of such a pricing mechanism, where the client has to solve a cryptographic problem

with varying complexity before the server allocates resources to the request and starts
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servicing it. Puzzle auctions [100] is based on similar concepts. They are implemented in

Linux kernel as a framework to tune puzzle difficulty so as to minimize legitimate client

cost in the presence of an adversary of unknown computing power. The main disadvantage

is the requirementof special client software.

Resource accounting schemes have been proposed to defend against DoS attacks. The

ability to account for resources allocated to each client according to negotiated contracts,

detect contract violations and recover misused resources is a design target of the Scout

operating system [120]. Using the techniques employed in QoS regulation, Garg et al.
[122] proposed to regulate resource consumption that belong to category of resource

accounting. They suggest resource regulation can be done at flow level, where each flow ^
gets a fair share ofresource. However it is still possible to mount a DoS attack by having a
large number ofhosts connecting to the server each claiming their slice ofresource, thus
causing resource starvation. Other techniques include resource reservation for different

class of applications to provide guaranteed QoS [171, 187].

Changing victim IP address [55] and Xenoservice [108] described earlier provide

methods for node based DDoS defense.

The idea of introducing a layer of indirection to defend against DoS attacks was ^i

presented in DoS Attack Mitigation (DAM) [123] framework similar to SOS [116]. DAM
uses the network overlay to hide the locations of gateways to protect a Content

Distribution Network (CDN). Firewalls at the entry point ofeach replica in the CDN allow

only traffic sourced at the secret gateways. The requirements ofboth continuous changes
of gateway locations, to avoid detection, and flexibility in the assignment of overlay nodes
to services would cause an overhead of maintaining an up-to-date list of gateway

addresses at the replica firewalls.
T

Overprovisioning [57] (discussed in Section 2.3.1) serves as tolerance based scheme for
node based defense. However, it has costs associated with it due to the absence of attacks

in majority oftime or at low attack loads, especially when client load is low.

Client based schemes like proactive server roaming highlighted by Khattab et al. [124]

was further extended by Sangpachatanaruk [125] . Here one server from cluster ofservers

is made active at a particular time. However, it requires secure communication methods.

Kargl et al. [127] suggested load balancer based technique in which cluster of web
servers are protected by firewall and load balancer. Firewall implements traditional
prevention measures and filters suggested by load balancer time to time. Load balancer act
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as translator and allocator for all requests to appropriate web server as per load. Moreover

traffic monitors at web servers and load balancer in consultation with manager deduce

classification for packets to be treated by load balancer using class based queuing (CBQ).

The same CBQ is also used at web servers for sending response to various classes. Long

delays are caused to legitimate packets because of CBQ and slow rate attacks go

unnoticed.

Link based defenses for mitigation include filtering, IP traceback, aggregate based

congestion control and pushback, special routing and queue management techniques that

are discussed next.

"t Many filtering schemes have been discussed with their obvious disadvantages. Ingress
packet filtering [51] (discussed in Section 2.3.1) requires filter to be placed on the

boundary of every single sub network. Route-based distributed packet filtering (DPF) [52]

(discussed in Section 2.3.1) does not block all spoofed packets. The main difficulty is how

to collect and maintain routing information within the participating routers. In the secure

overlay services (SOS) architecture [116] (discussed in Section 2.3.4), only packets

coming from a small number of nodes, called servlets, are assumed to be legitimate.

ju However, this scheme is difficult to deploy. Hop count filtering [87] (discussed in Section

2.3.3) is based on classification technique which is not very accurate. As the ultimate goal

for DoS attack defense is to filter attack traffic at the source, Mirkovic et al. [88] proposed

a scheme called D-WARD [89] (discussed in Section 2.3.3) to defend against DoS attacks

at the source network, where the attack sources are located. However, their scheme is

difficult to deploy and easy to defeat. In [128], it is proposed that the ISPs carry the

packets of the victim's "VIP" clients in a privileged class of service, protected from

congestion, whether malicious or not, while all non-VIP traffic is considered as low-

T priority and can be dropped in the case of an attack. The approach is simplistic and can

prove very useful for transaction-based websites, such as e-commerce. The architecture

relies on the provision of QoS mechanisms, such as diffserv [129] in intermediate routers.

Mutable services [130] is a framework to allow for relocating service front-ends and

informing legitimate clients of the new location. History based filtering [75] (discussed in

Section 2.3.2) isanother example ofa link based defense based on filtering.

IP traceback techniques [170] can be subdivided into three categories, packet marking,

link testing and others. Most of the IP traceback techniques [131] are based on packet

marking. Packet marking can be deterministic or non-deterministic. Deterministic packet

marking (DPM) [132] requires each router to contribute into the packet path information
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field, while in non- deterministic or probabilistic packet marking (PPM), a router makes

this contribution with probability p. The non-deterministic packet marking schemes can

further be subdivided into logging based or sampling based techniques.

The main idea of PPM is to let routers mark packets with path information

probabilistically and let the victim reconstruct the attack path using these marked packets.

In sampling based techniques, Savage et al. [39] proposed to traceback the IP source by

marking path information into incoming packets probabilistically while they travel

between source and destination. They use fragmented marking scheme (FMS) and suggest

that routers probabilistically mark the 16 bit IP identification field, and that the receiver

reconstructs the IP addresses of routers on the attack path using these markings. The ^
authors describe some basic marking algorithms, such as appending each node's address to

the end ofthe packet, node sampling, where each router chooses to write its address in the

node field with some low probability p, or edge sampling of participating routers.

Although, no specific field has been reserved for tracking purpose in the current Internet

protocol IPv4, it is included in IPv6 and is called the identification field. The FMS do not
work well if only a small number of routers implement them.

Park and Lee [133] study tradeoffs for various parameters in PPM. They proposed to

put the distributed filters on the routers and filter the packets according to the network
topology. This scheme can stop the spoofed traffic at an early stage. However, in order to
be effective, there is a need to know the topology of the Internet and the routing policy

between Autonomous Systems, which ishard to achieve in the expanding Internet.

Song et al. [134] proposed advanced and authenticated packet marking scheme (AMS)
to improve the efficiency and security ofPPM. It was based on a new hashing scheme to
encode the path information and an authentication scheme to ensure the integrity of the
marking information. It used the identification field of IP header for storing the hash as
well as the distance from the router which marked the packet. AMS suffered from high

false positive rate and lack ofthe enough range for the hash values which increased the

probability of collision.

With the aim to minimize the time required to reconstruct the path, [135] proposed

adjusted probabilistic packet marking. The time required to reconstruct the path depends
on the time it takes to receive packets that have been marked by each router on the attack

path. This in turns depends on choice of marking probability. Adjusted PPM adjusts the
marking probability used by each router to reduce the number of packets needed to

42

T

>



reconstruct the attack paths as compared to PPM and can locate attack sources regardless

of spoofed source addresses.

Dean et al. [136] follow a slightly different approach to probabilistic packet marking.

They reframe the IP traceback problem as a polynomial reconstruction problem and use

algebraic techniques and present a series of schemes. Coding scheme using an algebraic

approach to embed path information reduces the number of packets needed to reconstruct

the attack path. The scheme does not require an upstream router map to construct an attack

path but is less efficient in presence of multiple attackers.

In [137] a protocol-independent DDoS defense scheme has been proposed that is able

to dramatically improve the throughput of legitimate traffic during a DDoS attack. It

works by performing "smart filtering"; dropping DDoS traffic with high probability while

allowing most of the legitimate traffic to go through. This clearly requires the victim to be

able to statistically distinguish legitimate traffic from DDoS traffic. The proposed scheme

extends IP Traceback techniques to gather "intelligence" or information such as whether

or not a network edge is on the path from an attacker or "infected". By preferentially

filtering out packets that are inscribed with the mark (identity) of an "infected" edge, the

proposed scheme filters out most of the traffic from attackers, since each and every edge

on an attacker's path to the victim is infected. Packets from a legitimate client, on the

other hand, with high probability will not be filtered out, since typically most of the edges

on the client's path to the victim are not infected.

Bellovin [138] proposed an approach called the ICMP traceback. In this scheme [138,

146], routers generate an ICMP traceback message (called an iTrace packet [139]) to the

destination containing the address of the router and information about adjacent routers

with a low probability (eg. 1/20,000). For a significant traffic flow, the destination can

gradually reconstruct the route that was taken by the packets in the flow. However, the

iTrace packets are generated with a very low probability by routers to reduce the

additional traffic, which undermines the effectiveness of the scheme. Moreover, large

number of ICMP packets is required to construct the attack graph. No means of

authentication of source of ICMP messages is described. To prevent attackers from

spoofing the ICMP packets, an authentication field is used in the iTrace packet. This

scheme is later improved by Wu et al. [140].

The second category of non - deterministic IP Traceback is hash based IP Traceback.

In [141, 142], hash based IP traceback schemes are proposed to trace even single-packet
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attacks, such as those which exploit vulnerabilities in the packet processing of TCP/IP

stack implementations. This system, which the authors name SPIE ("Source Path Isolation

Engine"), supports tracing by storing a few bits of unique information, essentially packet

digests, for a period of time as the packets traverse the Internet. In this proposal, routers

keep a record ofevery packet passing through the router. In order to minimize the storage

needs and memory requirements for the digest tables, they use Bloom filters [76], which

are space-efficient data structures with independent uniform hash functions. By sending

traceback query for a packet to upstream routers, packet origin can be located. The

software implementations of SPIE perform adequately for slow to medium speed routers.

To achieve better results for faster routers, in [143] a hardware implementation as a

processing unit inserted into the router, or as stand-alone connected to the router through
an external interface, is described. This scheme is arguably the most effective scheme to

traceback DDoS attacks. However, the success of traceback depends on the number of

tracking routers installed, and the area covered by these routers. There is a huge storage
overhead for a router to implement this scheme. The implementation cost and computation

overhead of this approach are also high.

In Deterministic Packet Marking (DPM) [132] , only the edge routers participate in the

marking procedure. DPM tries to construct the ingress address of the router closest to the
source by fragmenting the IP address and sending it in two packets. The ID field is used to
carry one half of an IP address and the RF bit is used to denote whether it is the first half
or the second half of the IP address. In the initial proposal, the source address in the IP

packet was used to construct the IP address of the router. This has a very serious
consequence when the attacker uses many randomly generated source addresses. Thus the
scheme was modified by also sending a hash ofthe IP address along with the fragmented
IP address to aid the victim in the reassembly procedure. Since a hash is also sent along,

the numbers of fragments now increase. Constructing an IP address from fragments would
require trying out all the possible permutations. Not only would this require much
processing overhead, but would also result in a high number of false positives while
assembling the fragments, especially in the case of a DDoS attack where multiple
fragments from multiple attackers are collected.

Besides the above packet marking schemes, another way for IP traceback is based on
link testing. It includes input debugging [111, 112] and controlled flooding [113] schemes
as described in Section 2.3.4. Sager [144] suggested logging packets at key routers and
then using data mining techniques to determine the paths that the packets traversed. This

44

r



*

scheme has an advantage that it can trace an attack long after the attack has completed.

However, it also has obvious drawbacks, including potential enormous resource

requirements and a large scale inter provider database integration problem.

Other techniques for IP traceback include Pi [145] , StackPi [147], DERM [148], IP

traceback with IPSec [149], Controller Agent method [131, 150, 151] and scalable

multicast based method [152]. Pi, proposed by Yaar et al. [145] is a victim-based defense,

building on previous packet-marking techniques, that inserts path identifiers into unused

(or underused) portions of the IP packet header. The main idea is that these path identifiers

or fingerprints are inserted by the routers along the network path. The target or victim

would then reject packets with path identifiers matching those packets that have been

clearly identified as part of an attack.

Pi [145] claims to work after the first attack packet has been identified (if it can be

identified by the target), and work without inter-ISP cooperation, and with minimal

deployment. StackPi [147] is based on Pi and introduces new marking schemes and

filtering mechanisms that substantially improve Pi's incremental deployment performance.

These schemes, along with other packet marking schemes, require significant changes to

routers throughout the Internet for its implementation and successful deployment.

Deterministic Edge Route Marking (DERM) [148] does not provide the marks of the

actual zombies. The victim actually gets the hashmarks of the edge routers, to which the

reflectors involved in the attack are connected. In DERM [148], it is assumed that all

ingress routers and only ingress routers participate in packet marking. The scheme is to

insert a hash of the IP address of the edge router in the IP header. The victim is able to

map the hash to a list of ingress routers. On being informed of an attack packet by the

Intrusion Detection System, the victim is able to identify the attacker. DECIDUOUS [149]

T is built on top of the IETF's IPSEC infrastructure, and it does not introduce any new

network protocol for source identification in a single administrative domain. It defines a

collaborative protocol for inter-domain attack source identification.

Tupakula and Varadharajan [150] propose an agent-controller model to counteract DoS

attacks within one ISP domain which they later extended to multiple domains [151]. It

produces an intermediate network reaction. In this model, agents represent the edge

routers and controllers represent trusted entities owned by the ISP. Once a target detects an

attack, it sends a request to the controller, asking all agents to mark all packets to the

target. After checking the marking field, the target can send out which agent (edge router)

is the entry point for the attack traffic. The target then sends a refined request to the
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controller, asking some particular agents to filter attack traffic according to the attack

signature provided by the target. It uses third party detection for detecting and

characterizing attack traffic. The aim ofthe controller-agent model is to filter attack traffic

at the edge routers of one ISP domain. The attack signature should be as narrow as

possible to lessen collateral damage. It is doubtful whether the attack reaction is quick

enough to curtail the attack

Lee et al. [152] propose a technique to trace by employing multiple trace nodes in

simulated network. Once detection system or victim detect an attack and characterize the

attack signature, the same is sent to these trace nodes by multicasting in secure manner.

These trace nodes try to identify attack signatures in their on going flows. If they find ^
packets matching attack signatures, they send a traceroute request to victim. After getting
the response, whole response is sent back to victim for identifying attack graph. Sending
traceroute requests in a congested network near victim may or may not get response.

Moreover secure communication between trace nodes and victim or detection system in

terms ofconfidentiality, authentication and integrity at lower overheads is a big question

Besides Filtering and IP Traceback, pushback schemes [80, 153] provides link based
defense against DDoS. As discussed in Section 2.3.4, a pushback message can be sent to a
router upstream. The message is sent to the routers that are forwarding the traffic that is
supposedly from the attacker. The purpose of this message is to invoke the ACC
mechanism at the router upstream. Mahajan et al. [78] propose to recursively pushback

control signal to the network which contains description ofthe traffic aggregate which
causes congestion in the network. Ideally, these pushback messages should propagate as
far upstream as possible to the point where the traffic enters the network so that rate-
limiting can be performed without affecting the rest ofthe traffic in the network. However,
they propose to let the downstream router send pushback request to all upstream y
neighbors. It requires changes to many routers throughout the Internet and additional
processing increases the reaction time. Moreover, the scheme itself is not always perfect in
correctly identifying attackers.

Unlike previous approaches, selective pushback [153] obtains source information by
probabilistic packet marking and directs the pushback packet directly to routers near the
source of attack. This reduces computing overheads for routers and reduces time for

relevant routers to receive control signal. By filtering packets using source information,

malicious traffic are filtered while protecting legitimate traffic.
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Controlling high bandwidth aggregates in network [78] using aggregate based

congestion control schemes [77, 79] and complementing it with pushback [80, 154, 155]

has been used to mitigate the effects of DDoS attacks.

Special routing techniques to mitigate the DDoS attacks include overlay networks [116,

156]. Secure Overlay Services (SOS) [116] (discussed in Section 2.3.4) requires large

numbers of overlay nodes are required to make the system resilient to DoS attacks. Also,

SOS offers no protection from insider attacks. Centertrack [111] and Mayday [117] are

similar overlay networks used for defense against DDoS. [156] is an application-level

protocol that coordinates detection and responses of multiple intrusion detection systems.

A IDIP nodes are organized into neighborhoods and communities. Coordinated detection,

attack tracing and response within a community are managed by a component called a

Discovery Coordinator. IDIP assumes contiguous deployment of neighborhoods that share

information, and thus its ability to suppress attacks is limited in a partial deployment

scenario.

Router control plays a predominant role in defending DDoS attack. There are two types

of algorithms for router control, scheduling and queue management.

$- Scheduling algorithms aim to maximize resource utilization [157]. Scheduling

algorithms [158-160] can ensure the fairness between the traffic flows but they are too

expensive in terms of delays, state monitoring and checking for broad deployment and do

not scale well to large number of users. Moreover, large number of slow rate DDoS traffic

flows can still prove lethal at victims.

Simulations were done for various queue management techniques like Random Early

Detect (RED) and its variants [77, 161-165]. However, bandwidth available for the

legitimate user is very small even for the best rated RED which is itself a certain kind of

denial of service. Furthermore, the topology, traffic generation models and applications

used in simulation are very simple compared to realistic network topology.

Global cooperation is a must in routers of multiple domains so as to implement

preference based approaches like Integrated Services [166] and Differentiated Services

[167] and labeling based scheme proposed in [168].

Wang et al. [169] propose that all types of packets do not deserve same treatment as

done in best-effort model and even in packets of same class under DiffServ [129]. So

packets can be differentiated into various bandwidth aggregates. They propose layer 4

service differentiation and resource isolation.
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2.4 Research Gaps

Preventing DDoS attack to curb their devastating effect is the first choice of both

commercial and research organizations. The three precautions are (i) install ACLs,

firewalls and IDS to prevent from being compromised, (ii) install ingress filters and stop

IP address spoofing, and (iii) repair security holes for well known software and protocol

bugs. Table 2.2 shows the comparison of various prevention schemes.

If all the schemes mentioned above can be implemented effectively, the Internet would

be much relieved from DDoS attacks. But the approaches to stopping intrusions [40-43,

45, 46], filtering malicious IP addresses [51, 52, 54, 75] and repairing security holes by

patches [55] have lot of hurdles in terms of global deployment, installation of patches as

soon as they are developed and released, overheads to check extra packet headers,

updating IDS database with new attack signatures and high rate of false positives and

negatives.

The next approach to deal with DDoS attacks is detection and characterization. Table

2.3 gives a comparison of various schemes for detection and characterization. Signature

based schemes [40-43, 45, 46] are usually applied asprevention techniques and are limited

to detecting known attacks. Due to the broad signatures used in congestion based schemes

[77-80, 154, 162], punishing the aggregates causing congestion causes severe collateral
damage as good traffic in the aggregates is also dropped. The most common used DDoS

detection and characterization schemes are anomaly based [65-75]. In almost all of these

schemes, the common challenge is to provide all types of normal traffic behavior. As a

result, legitimate traffic can be classified as an attack traffic leading to high false positive

rate. To minimize false positive rate, a larger number of parameters are used to provide

more accurate normal profiles. However, with the increase in number of parameters, the

computational overhead to detect attack increases. This becomes a bottleneck, especially
for volume oriented DDoS attacks that are aggravated by computational overhead of

detection scheme. Unlike other attacks which are constrained to sending traffic that

exploits a special vulnerability, DDoS attackers can mimic legitimate traffic to avoid
anomaly- based detection. As depicted in Table 2.3, since most ofthe schemes are volume

based [65-69], they can detect the attack only near the victim when the attack has already

consumed significant network resources on its path. Also, volume based techniques are

unable to distinguish between DDoS attacks and flash crowds. Other schemes that have

been proposed are applicable to either specific attack type or specific network scenario and

have limited scope.
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Table 2.2. Comparison of prevention schemes

Scheme

Rule or

Anomaly
Based

Basis

of

defense

Location
False

Positives

False

Negatives
Collateral

Damage

Effective

against
IP

spoofing

Global

Cooperation

Ease of

Deployment
/Configuration

Overheads /

Disadvantages

Access Control

Lists[40]
Rule based Header Victim Yes Yes

- - -

Easy / Easy
Administrative

and Management
Overhead

Firewalls[42) Rule based Header Victim Yes Yes
- - -

Easy / Easy
Configuration
issues, can be

bypassed

Intrusion

Detection

Systems|43|

Rule

(Signature)
based

Header Victim Yes Yes
- - -

Easy / Difficult

Detect only
known attacks;
updating
signatures -

Ingress
Filtering|51]

Rule based Header Victim No Yes No No Required Easy to deploy
Computational
overhead

Egress
Filtering|51] Rule based Header Source No Yes No No Required Easy to deploy

Computational
overhead

Route-based

Packet

Filtering|52|
Rule based Header

Intermediate

border

routers of

AS

Yes Yes Yes No Required
Difficult to

deploy

Processing due to
large packet size,
ineffective in

dynamic network
environment

Source Address

Validity
Enforcement[54]

Rule based Header
Intermediate

Routers
Yes Yes Yes No Required

Difficult to

deploy
Time for routing
table updates

History Based
IP Filtering!75]

Anomaly
based

Header Source Yes Yes Yes No
Not

Required
Difficult to

deploy

Ineffective if

window size

known
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Table 2.3. Comparison of various detection and characterization schemes

Scheme Rule or

Anomaly

Basis of defense Location False

Positives

False

Negatives

Effective against
spoofing

Ease of

Deployment

Overheads /

Disadvantages

MULTOPS[65|
Anomaly
based

Volume, IP protocol
type, packet rate

Victim Yes Yes No Easy
Crippled by IP
spoofing

SYN

detection [66]

Statistical

anomaly
based

Volume, packet type,
source IP address

(header)

Victim Yes Yes No Easy
Only for TCP SYN
attacks

Batch

detectionI67]

Anomaly
based

Volume and header Victim Yes Yes No Easy Limited Scope

Spectral
Analysis[68]

Anomaly
based

Volume, packet rate Victim Yes Yes No Easy
Only for TCP SYN
attacks

Kolmogorov

Test[69]

Anomaly
based

Volume, payload,
packet size packet
rate

Victim Yes Yes No Easy
Detection can be

bypassed

Time series

analysis|70]

Correlation

among

packets

Volume , payload,
packet size packet
rate, header

Victim Yes Yes No Easy

Based on training,
cannot detect new

attacks

Bencsath et al.

[711

Anomaly
based

Traffic level

measurement e.g.

buffer length

Intermediate

network or

victim

No Yes No Medium

Can handle special
cases of DDoS

attacks

Mining
anomalies[74]

Anomaly
based

Traffic feature

distribution

Intermediate

network or

victim

Limited Limited Yes Medium
Early detection is
not possible

ACC and

Pushback[ 154]

Congestion
signature
based

Volume, header

(destIP prefix,
transmission rate)

and packet drop
history

Victim to

intermediate

network

Yes Yes No Difficult

Aggregates may
contain good
traffic, high
collateral damage

DWARD [88, 891
Anomaly
based

Connection

thresholds on IP

protocol type, packet
rate, source IP and

destination IP

Source end Yes Yes No Difficult

Enough attack data
not present at

source for accurate

detection

<



Response against DDoS attacks is based either on filtering or redirecting the bad traffic to

controlled part of the network. Filtering is based either on classification rules [52, 54, 55,

75] which are difficult to generate in dynamic Internet environment, link testing schemes

[111-113] like input debugging and controlled flooding which may themselves become

cause of DoS due to extra flooding in already congested path, and aggregate based

congestion control and pushback schemes [77-80]. Most of the filtering schemes cause

high collateral damage as good traffic is also punished or filtered along with the attack

traffic.

Last but mostly used approach is mitigation. It assumes that because of limitations of

prevention, detection and characterization, and response, it is almost impossible to defend

against DDoS without false positives, false negatives and collateral damage. Node based

mitigation techniques like dynamic resource pricing [98-100, 121], resource accounting

[120] and QoS regulation [122, 171, 187] based solutions available so far result in high

delays because of scheduling and queuing approaches to handle traffic. Moreover, slow

rate attacks where a large number of attackers consume lot of bandwidth have no proper

answer available so far. Some of these solutions require special client software to be

installed. Client based program are also required to be loaded for proactive server roaming

that have hampered their popularity. Due to limited attack scenario in terms of topology,

numberof attackers etc. its performance still needs to be evaluated. Overprovisioning [57]

alone is not sufficient solution in highly attacked environment and has high costs

associated for seldom and low attacked networks.

In link testing schemes, tracing is one of the best strategies to curb the menace of DDoS

attacks. In all the Traceback solutions overheads like permission and extra bandwidth for

link testing schemes like input debugging and controlled flooding [113], extra resources

for overlay networks [111], ICMP messages [138, 140, 146] and IP packet marking

overheads [39, 133-136, 141] are involved. Moreover security of this communication

[188] so that these control messages should not be forged is a big hurdle to tackle. Overall

research direction in this field has been limited mostly to finding zombies and path

characterization up to zombies. At the moment Traceback in combination with tolerance

and mitigation is popular methodology to defend DDoS attacks [151, 152]. Some

algorithms are available for detecting high bandwidth aggregates based on destination

address [77-79] complemented with pushback [80, 154, 155]. However, they use broad

congestion signatures. They require finding source characteristics to narrow down

congestion signatures to reduce collateral damage. v^f^K^RALOtoN.
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Degrading attacks which do not cause congestion at links cannot be grouped in any

congestion aggregates without high false positives and negatives. Isotropic slow rate

attacks which even cause congestion at links are not identified. Though fair queuing [158,

160], stochastic fair queuing [159], QoS based techniques [129, 167] and identifying

thinner bandwidth aggregates [169] and then regulation are good solution, they require

excessive state monitoring, calculating proper rate limits and testing for defaulters cause

appreciable overheads. Applying dynamic rate limits as per legitimate traffic models are

main challenges.

In summary, each DDoS approach has its strength and weakness. None of

countermeasures so far provide exhaustive solution that can stop DDoS attacks ^.

immediately and efficiently. Combining the strength of different approaches and let them

compensate each other's weakness is a viable solution to DDoS problem. This requires a

framework that should be modeled to illustrate the shared features of the approaches.

2.5 Honeypots

Honeypot [176] is an important security technology that is used to understand and

defend against DoS attacks. A honeypot is a resource whose value lies in unauthorized use

of that resource [174]. The strategy behind honeypots is to isolate the intruders from ^

production systems and to obtain information about the intruders by logging their actions
[175]. Honeypot is used as an instrument for information gathering. Honeypots do not

replace firewalls and IDS but are used in conjunction with them.

Ahoneypot is set up on a network for the sole purpose ofbeing attacked. It is designed

with deliberate vulnerabilities, which is exposed to a public network. The goal is first to

lure intruders away from the real system, and secondly to closely monitor the intruder to

study the exploits used to launch attacks. Honeypots are not supposed to receive any

legitimate traffic and thus, any traffic destined to a honeypot is most probably an ongoing
attack and can be analyzed to reveal vulnerabilities targeted by attackers. Coupled with an

Intrusion Detection System (IDS), honeypots are effective in detecting victim hosts.

2.5.1 Classification of Honeypots

As shown in Figure 2.9, honeypots are broadly classified via two methods [176]

(i) Based on usage and, (ii) based on level of interaction.

T

52



*

t

Honeypots

According to Usage

I

According to Level of Interaction

Production

• Low Risk

• Production

Environment

f It
Research

• High Risk
• Research

Environment

Low Interaction High Interaction

• Low Emulation

• Low Risk

• Production Work

• Easy to Install
• Captures limited

Information

Figure 2.9. Classification of honeypots

High Emulation
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Complex to Install
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Based on usage, honeypots can be production honeypots or research honeypots.

Production honeypots are used to protect organizations. They add value to security

measures of an organization. Research honeypots are used to research the threats

organizations face, and how to better protect against those threats. They are more focused

on researching the actions of intruder by using a number of different configurations to lure

them in. The Honeynet Project [176], for example is a volunteer, non-profit security
research organization that uses honeypots to collect information on cyber threats.

Based on level of interaction, honeypot systems can be implemented as low interaction

and high-interaction systems [176]. Low Interaction Honeypots are characterized by its
minimal interaction with the attacker. A low interaction honeypot involves a simple
emulation of an operating system and network services like ftp or http. They are much

simpler to deploy and maintain, but log only a limited amount ofinformation regarding the

attacker's activities. High Interaction honeypot gives a real operating system to attack

upon. It is implemented as a real operating system and with services running on a real

machine. This exposes the system to risk and complexity. At the same time the possibility
to accumulate information about the attack as well as the attractiveness of the honeypot
increases a lot, so they are specially used for research purposes.

2.5.2 Placement of Honeypots

Honeypots can be placed externally as well as internally [175] in an organization.

Conceptually they can be placed at three main locations as shown in Figure 2.10.
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DMZ

Figure 2.10. Placement of honeypots

Placing honeypots outside the firewall simulates a system without any firewall or
Intrusion Detection System (IDS). The risk to the internal network reduces but it limits

their ability to emulate the production systems and generate logs, which are relevant to the
internal network. Being inside the internal network, they can emulate the production

systems as well as can monitor the attacks made from inside the network. They give
proper logs of all the activities and can be easily integrated with other security
technologies to get the best output. Being inside the network they introduce some risks to

the organization. By placing them inside the DMZ (De militarized zone), they can easily
emulate the servers that are freely accessible to the public domains. This tracks the

intention of attackers. It also increasesthe security of the production environment.

2.5.3 Current Honeypot Technology

Honeypots are investigated on parameters like security value, interaction and
virtualization. Backofficer Friendly (BOF) is a lightweight honeypot and free to distribute;

Specter is a commercial production and low interaction honeypot whose value lies in
detection; Honeyd is an open source powerful production honeypot which can be used for

54

•*

r



%

attack detection and reaction; Honeynet is the highest level of research honeypot which

can be modified to production honeypot for attack detection and reaction. Honeypots at

application level have been proposed in literature to detect targeted attacks [186] and for

enhancing intrusion detection systems [189].

Honeypot technology has both advantages and disadvantages that are listed below.

Advantages

1. Honeypots are simple to deploy.

2. Unlike intrusion detection systems, which only identify when and how an attacker got

into the network, a honeypot is a distraction as well.

3. Honeypots generate small data sets of high value and reduce noise. This means it is

much easier to analyze the data a honeypot collects and derive value from it.

Honeypots provide a lot of useful information on attacker's movement within the

system.

4. A honeypot are used as an early warning system, alerting administrators of any suspect

before the real system is attacked.

5. Honeypots require minimal resources.

^- 6. Honeypots can collect in-depth information that no other technologies can match.

Disadvantages

1. Honeypots are worthless if no one attacks them.

2. Honeypots can be used as a launching platform to attack other machines.

3. Honeypots encouragean aggressive atmosphere and add risk to a network.

4. If the honeypot is attacked, the administrator should prevent major changes to the

honeypot, because any noticeable changes will make the attacker more suspicious.

T Role ofhoneypots in various phases ofattacks

Honeypots can prevent automated attacks (targets of opportunity) that are based on

tools that randomly scan looking for vulnerable systems. Honeypots monitor unused IP

address space and when probed by such scanning activity, honeypots interact with and

slow the attackers. Honeypots can also be used to prevent non automated attacks (targets

of choice) by deception or deterrence.

g Honeypots can protect an organization through detection of attacks. Detection has
traditionally proven to be extremely difficult activity. IDS have proven ineffective for

several reasons: They generate far too much data and large percentage of false positives
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and are unable to detect on new attacks. Honeypots address these detection problems by

reducing false positives by capturing small datasets of high value and capturing unknown

attacks such as new exploits etc. >

Honeypots can be used to generate response against attacks. They can be taken offline

for analysis without impacting day-to-day operations. Any data retrieved from honeypot is

most likely related to the attacker. Thus they give in depth information that is needed to

rapidly and effectively respond to an incident.

KeyIssues and Challenges

Honeypots have proven to be extremely successful and minimize false positives.

Potential applications of honeypots include commercial enterprises, government agencies,

surveillance and communication in battlefield and in production and research. Honeypots

are a useful tool, however there are some limitations associated with their use. One

problem is the issue of accountability. Intentionally placing an insecure machine on a

network and allowing it to get compromised can be of high risk toanorganization because

the attacker can use that system to launch attacks on other organizations' or individuals'

systems. Therefore, limitations have to be placed on honeypots' out-bound network
connections in order to prevent abuse at the hands of attackers. Honeypots are hard to ^
maintain and they need operators with in depth knowledge about computer and network

security.

2.6 Conclusions

In this chapter we have given the critical review ofvarious key techniques existing so

far for defense against DDoS attacks. Already work done in DDoS defense has been

concentrated either individually on prevention, detection, characterization, response and

mitigation or in groups like detection and characterization with filtering, mitigation by ^
tracing with filtering or rate limiting. The gaps in the existing work have been identified
and highlighted. Efforts will be made to address some ofthese gaps as part ofour work.
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Chapter 3

Design of the Honeypot Framework

3.1 Introduction

Various DDoS attacks against high profile websites such as Yahoo, CNN, Amazon, E

Trade, GRC.com etc. demonstrated devastating nature of DDoS attacks and the

defenseless nature of the Internet under these attacks. The limitations existing with current

approaches and motivation behind our proposed honeypot framework [190] are enlisted

below:

i. Though an array of schemes have been proposed in last decade for defending against

DDoS attacks using one or more approaches like prevention, detection,

characterization, response and mitigation, there is still a dearth for an integrated,

dynamic and autonomous framework that encompasses multiple stages in the process

of defense. By "integrated", we mean a solution that caters to all the phases of

defense. "Dynamic" and "autonomous" refers to a solution that is adaptive and

responds independently to dynamically changing network conditions and user

requirements.

ii. Most of the point technologies like firewalls [41] and perimeter solutions like IDS [43]

are unable to withstand the advancing attack techniques. It is required to move away

from pointand perimeter solutions to an integrated operational model which has all the

capabilities to anticipate attacks, detect the point in time when attacks are in progress,

identify attack flows, respond to DDoS attacks, mitigate the attacks and collect attack

data for further investigation.

iii. Prevention techniques like firewalls [41] and IDS [43] use fortress mentality.

However, defense should balance detection, characterization, response and mitigation.

Prevention is a very static way for protection whereas detection, response and

mitigation are dynamic and adaptive to situation and hence provide better overall

protection. If the time the protection mechanisms can withstand an attack exceeds the

T
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time that it takes to effectively detect, respond to and mitigate the attacks, then the

network is secure.

iv. Existing detection tools detect only known attacks and result in high rate of false

positives and negatives. Unknown attacks cannot be identified and restricted.

Mitigation starts after the attack has occurred which leads to consumption of resources

at victim end, leaving services unavailable for the legitimate users. There should be a

proper response mechanism in place so that in case an attacker gets through, network

should immediately and effectively respond, in order to maintain stable functionality.

Moreover only the biggest attacks are fully investigated, the smaller attacks that

gracefully degrade network performance remain unattended. ^

3.2 An Overview of the Proposed Framework

The framework proposed in this thesis contributes in the multiple phases of DDoS

defense as follows:

i. Real time detection of variable rate DDoS attack, minimizing false positives (FP)

and false negatives (FN).

ii. Accurate characterization of the traffic as attack or legitimate,

iii. Accurate filtering and response to attacks and suspects, minimizing collateral

damage,

iv. Efficient mitigation of the effect of attack using autonomous dynamic honeypot

redirection and thus maintaining stable network functionality in attacked network,

v. Optimum resource utilization by dynamic resource allocation depending on the
network conditions to provide guaranteed Quality of Service (QoS).

Figure 3.1 shows the architecture ofthe proposed framework.
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Figure 3.1. Architecture of the proposed framework

Our framework [190] works on three lines of defense, namely, detection;

characterization and response; and mitigation. The work presented in this thesis is an

effort to propose new and efficient techniques for each of these lines of defense. We

propose use of honeypots [174-176] that appears to be part of a network but which is

actually isolated, (un)protected, and monitored, and which seems to contain information or

a resource that imitates actual server and would be of value to attackers. Honeypots reside

in the same network as active servers which are to be protected. Our aim to defend the

DDoS is to prevent the attack flow reach the target and ensure its availability. Our

framework does not replace the existing technologies like firewalls [41] and IDS [43] but

is used in conjuction with them to defend the attacks.

As shown in Figure 3.1, detection is first module that interacts with attack as well as

legitimate traffic. The detectors after finding signs of attack try to characterize the attack

flows. Once characterization is done, an appropriate response is triggered according to the
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response rules. The strength of attack detection and characterization from time to time

depends upon the arrival rate of traffic and amount of attack traffic. This decides

appropriate values of threshold limits to be applied for filtering and server resource

management.

Honeypots as preventive measure against DDoS

Though our proposed framework does not specifically aim at preventive measures,

prevention of attacks is inherent to honeypots [175]. Honeypots prevent attacks by

monitoring unused IP address space. For e.g., flows destined to non-existent IP address are

identified as attacks and directed to honeypots. In our proposed framework, attacks are

prevented in the presence of honeypots using deception and deterrence. We propose to set

up honeypots in a manner similar to active servers and load itwith numerous real files and

directories. By making the honeypot information appear to be legitimate with legitimate

files, it leads the attacker to believe that they have gained access to important information.

The attackers are deceived and waste their time and resources attacking honeypots as

opposed to attacking active servers. Therefore active servers remain isolated from attacks.

Also, in our proposed framework, if the attackers know about the presence of honeypots,

they do not know which systems are honeypots and which are active servers. They may be

so concerned about being caught by honeypots that they decide not to attack. Thus,

honeypots deter attackers.

3.2.1 Lines of Defense

3.2.1.1 Detection

We present a novel hybrid detection mechanism that combines the best features of
honeypots and statistical anomaly detection. During the attack detection, the incoming
network traffic undergoes various tests for anomaly detection as well as honeypot based

detection (shown in Figure 3.1) at different points on their path from source to destination.

IDS like SNORT [45] and [173] have lately been popular mechanisms to detect and

respond to attacks. Since such systems are rule based, they are limited to detecting already
known attacks. In contrast to IDS, honeypots and anomaly detection system (ADS) offer

the possibility of detecting previously unknown attacks, also referred to as zero-day
attacks. Honeypots are machines that are not supposed to receive any legitimate traffic

[174] and since, any traffic destined to a honeypot is most probably an attack, they act as a

proactive detection mechanism.
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Honeypots and ADS offer different tradeoffs between accuracy, scope of attacks that

can be detected, and collateral damage, as shown in Figure 3.2. Honeypots have high

accuracy but limited scope. Honeypots can be heavily customized to accurately detect

attacks, but detection depends on an attacker attempting to exploit vulnerability against

them. This makes them good for detecting only certain specific kind of attacks and

therefore they have a narrow scope. Furthermore, honeypots can typically only be used for

server-type applications.

Scope »

Anomaly Detection

Collateral

Damage

Our Proposed Hybrid
Mechanism

Honeypots

Accuracy

Figure 3.2. Trade-off in scope, accuracy and collateral damage
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ADS have high scope but low accuracy. ADS can theoretically detect both automated

as well as non-automated attacks, but are much less accurate. They offer a tradeoff

between FP and FN rates. For example, it is often possible to tune the ADS to detect more

potential attacks, at an increased risk of misclassifying legitimate traffic (low FN, high

FP); alternatively, it is possible to make an ADS more insensitive to attacks, at the risk of

missing some real attacks (high FN, low FP). In case of FP, ADS causes "collateral

damage" by impairing, deactivating or disrupting legitimate users to access the services.

Also, because an ADS-based intrusion prevent system (IPS) can adversely affect

legitimate traffic and cause collateral damage (e.g. drop a legitimate request), systems are

often tuned for low FP rates, potentially misclassifying attacks as legitimate.

Our proposed detection mechanism is based on detecting attacks at dual level. At a

higher level or macroscopic-level, we use anomaly detectors to monitor all incoming

traffic to a protected network and service. If an attack is detected, we characterize and

filter out those attack flows that, if permitted into the network, may cause severe network

performance degradation. However, the attackers may simulate the normal network

behaviors, e.g. pumping the attack packets as Poisson distribution, to disable anomaly

detection algorithms at high level. Low level or microscopic-level anomaly detectors

along with instrumented honeypots are used to detect these potential attacks. The traffic

that fails to pass low level anomaly detection tests is processed by honeypots to determine

the accuracy of the anomaly prediction before dropping it.

Honeypot is capable of suppressing FP and FN. A honeypot has no real purpose, other

than to capture attack [175]. So honeypot reduces false alarms by not capturing any

normal traffic. Moreover, normal traffic or flash crowd initially misclassified by anomaly

detector will be subsequently validated by the honeypot and handled correctly by the

active server transparently to the end user, though with some latency. FN are another -y

challenge. The honeypot reduces FN by capturing absolutely everything that is destined to

it. This means all the activity that is captured is most likely suspect. Moreover an attack

that remains undetected by anomaly detection tests at high level but exploits the

vulnerabilities is captured by honeypots. Therefore, unknown activity, even if ADS misses

it, is captured by the honeypot. Also, traffic identified as suspicious by low level anomaly
detectors is redirected to honeypots before being processed by active servers. Active

server remains isolated from potential attacks and hence reduce FN. ->•
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We combine filtering, anomaly detection and honeypots in a way that exploits the best

features of these mechanisms while shielding their limitations. Our proposed mechanism

increases scope and accuracyof detection and minimizes collateral damage.

3.2.1.2 Characterization

As soon as the attacks are detected, characterization is triggered. Similar to detection,

characterization is performed at two levels, namely macroscopic-level and microscopic-

level, to identify the attacks and suspicious flows respectively (shown in Figure 3.1).

During characterization, out of all the incoming flows, some flows are identified with

confidence as attack flows, and some are identified as suspicious flows that might belong

to potential attacks. Flows characterized neither as attacks nor as suspicious are normal

flows.

3.2.1.3 Response

As a response to the characterization, we propose three rules, namely filter rule, redirect

rule and allow rule. "Filter" rule blocks the flows which are characterized with high

confidence as attacks, "redirect" rule redirects the suspected attack flows to honeypots and

"allow" rule allows the normal legitimate flows to access the active servers.

3.2.1.4 Mitigation

In our proposed framework, we deploy honeypots along with active servers. The

honeypots and active servers are dynamic and roaming. The number and IP addresses of

honeypots and active servers change after variable time intervals, therefore the attack

connections are weeded off and this helps to mitigate the effect of the attack flows.

To optimize the detection strength and resource utilization, our proposed framework

can be tuned to operate in one of the three modes of defense, namely naive, normal and

best mode, depending on client load (CL), attack load (AL) and client requirements.

3.2.2 Features of the Proposed Framework

Effectiveness: The presence of honeypots provides prevention from attacks as they

deceive and deter the attackers. In case the attacks get through, our framework ensures

effective response and mitigation ensuring that the DDoS effect goes away. The response

is quick enough and ensures that the normal traffic is isolated from attack and victim does

not suffer seriously from the attack.

Completeness: The presence of both anomaly detectors as well as honeypots in our

framework makes it capable of handling many possible attacks. It has a high degree of
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perfection as it can handle a large number of attacks like macroscopic attacks

(concentrated high rate attacks and highly distributed low rate attacks) that cause

immediate congestion in the network, microscopic attacks (distributed low rate attacks)

that cause graceful degradation of the network, and stealth and sophisticated attacks that

otherwise go undetected.

Attackers develop new types of attacks that bypass existing defenses. However, our

proposed framework targets the fundamental basis of DDoS attacks; it validates normal

traffic with high accuracy and concentrates on generating enough active servers that can

service the normal packets. Moreover, it filters out congestion inducing flows before they

enter the network, and is based on delivering only as many packets as the target network .

can handle. This reduces the FP and collateral damage. Finally, a fairly complete defense

has been built by combining specific defenses.

Provide service to all legitimate traffic: The goal of our DDoS defense framework is

not only to stop DDoS attack packets, but to ensure that the legitimate users can continue

to perform their normal activities despite the presence ofa DDoS attack.

Some legitimate traffic may be flowing from sites that are sending attack traffic. Other

legitimate traffic is destined for nodes on the same network as the victim node. There may ^
be legitimate traffic that is neither coming from an attacker site nor being delivered to the
victim network, but shares some portion of its path through the Internet with some of the

attack traffic. Some legitimate traffic may share other characteristics with the attack

traffic, such as application protocol or destination port, potentially making it difficult to

distinguish between them. These legitimate traffic categories should not be disturbed by
the DDoS defense mechanism. Since DDoS attackers conceal their attack traffic in the

legitimate traffic stream, it is common for legitimate traffic to closely resemble the attack
packets. Since our characterization mechanism can identify attacks in all above cases, the

collateral damage is minimized.

Our proposed framework filters congestion inducing attack packets before they enter
the victim network. Hence it does not impede normal traffic and prevents collateral

damage. For the suspicious traffic, instead of dropping them, it redirects them to
honeypots. Legitimate traffic is isolated due to the presence ofhoneypots and directed to
active servers. Suspicious traffic is further processed by honeypots before any action is
taken on it. Lastly, our proposed framework dynamically generates enough active servers

to service all legitimate clients, with the guaranteed QoS.

->
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Low false-positive rates: In our proposed framework, the operation of detection,

response and mitigation mechanisms depends on the client and attack load. False positives

cause collateral damage. The various parameters and thresholds in the framework are

dynamically optimized to minimize FP rates. The defense becomes more rigorous only

when a DDoS attack is actually under way. The defense system is calibrated to strike a

balance between detection rate and false alarm rate.

Low operational costs: Any defense mechanism uses some fraction of a system's

resources and processing power, as well as induces some operational costs that relate to

overheads imposed by the defense system like delay on packets etc. Unless such costs are

* extremely low or are rarely paid, they must be balanced against the benefits of achieving

the degree of protection against DDoS attacks. A sufficiently frequent occurrence of

attacks and hence the reaction demands more investment of resources. But if these costs

are frequently paid when no attack is under way, then the costs of running the defense

system may outweigh the benefits achieved except in those rare cases when an attack

actually occurs.

The costs associated with our defense system are commensurate with the benefits

provided by it. Our DDoS defense framework is fine tuned to optimize resource utilization

according to network conditions and thus reduces the costs. It allows systems to continue

servicing legitimate clients even when DDoS attack is underway, though at a slightly

higher latency.

In the following chapters, we shall discuss in great depth the various facets of our

proposed framework for defense against DDoS attacks. All the above strategies are

integrated into a single autonomous framework and its performance is compared with

existing standalone approaches. We use analytical and mathematical modeling along with

extensive simulations for validation of the proofof concept and for measurement, analysis

and comparison of network performance parameters.

The proposed framework provides a comprehensive solution for defense against DDoS

attacks. It is centered on maintaining efficient network response while optimizing the

network functionality, even in the presence of attacks through attack detection, attack

characterization, attack mitigation and responding to attacks dynamically in real time. The

functionality of each phase of defense is contingent on input derived from the previous

phase. Each subsequent phase shields the limitations of the previous phase besides having

its own advantages. Our framework is compliant with multiple phases of defense and
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combines resource management techniques with network defense techniques to create a

new hybrid defense.

3.3 Conclusions

The issues and challenges of current defense techniques under varied DDoS attacks

require a well defined integrated solution to eliminate the problem of DDoS attacks. No
work exists in literature where integration of all the approaches is available. Our proposed

framework operates in various phases of DDoS defense process and combines attack

detection and characterization with attack isolation and mitigation to recover networks

from DDoS attacks. The proposed hybrid detection has high scope and accuracy with

minimum collateral damage. Our proposed framework provides an effective and nearly

complete solution to DDoS attacks with low FP rates and guaranteed QoS. The cost
associated with our proposed framework is at par with the benefits it provides for defense

against DDoS attacks.
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Chapter 4

Dual-Level Attack Detection

4.1 Introduction

An ideal DDoS defense system should render any DDoS attack impossible. Apart from

the fact that no prevention system is perfect, a proactive prevention approach requires too

many resources to operate and is costly in the absence of attack. Therefore, attack

detection is the first necessary element of a complete DDoS defense system. The DDoS

attack detection problem consists of designating those points in time at which network is

experiencing an attack. Only by timely detection of DDoS attacks, system can make

proper response to escape big loss.

Many techniques have been suggested so far for DDoS attack detection [39, 45, 46, 65-

69, 71-74, 77, 78, 80, 134, 150, 191]. Most of these techniques have certain limitations.

The detection techniques based on monitoring the volume of traffic received by the victim

[65, 67, 71] can detect a DDoS attack easily at the victim network. It is so because they

can observe all the attack packets near the victim. However, attack packets clog a large

part of the network before they are detected at the victim. On the other hand, volume

based techniques that detect attack early in the network [39, 73, 77, 80, 134, 150] have to

wait for the flooding to become widespread to be accurate, and consequently, they are

ineffective to fence off the DDoS timely. Signature based schemes [45, 46] can detect only

known attacks whereas anomaly based schemes [65-68, 71] give high FP rate. Many of the

present DDoS attack detection techniques are complex, difficult to deploy or lead to

computational and memory overheads [39, 45, 46, 65-69, 71-74, 77, 78, 80, 134, 150,

191]. A detailed discussion on major work on DDoS attack detection is given in Section

2.3.2.

A key challenge during DDoS attack detection is to detect attack traffic close to its

source. This is particularly difficult when the attack is highly distributed, because the

attack traffic from each source may be small compared to the normal background traffic.

The second challenge is to detect the attack as soon as possible without raising a false
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alarm, so that the victim has more time to take action against the attacker. Due to the

inherently busty nature of Internet traffic, a sudden increase in legitimate traffic or a flash

crowd may be mistaken as an attack. If we delay our response in order to ensure that the

traffic increase is not just a transient burst, then we risk allowing the victim to be

overwhelmed by a real attack. Therefore, we need to distinguish between attacks and flash

crowds.

The detection schemes proposed in this chapter address the following challenges in

attack detection:

i. Identify DDoS attack packets at early stage so as to eliminate congestion inducing

attack packets before they reach the target.

ii. Keep the collateral damage minimum during early detection.

iii. Counter the stealth and sophisticated attacks which resemble normal network

accessing patterns,

iv. Discriminate DDoS attacks from flash crowds,

v. Suppress false negatives (FN) during the detection process,

vi. Minimize computational and memory overheads.

vii. Adapt to different network environments and detect a range of different attacks
without requiring detailed model for normal and attack traffic.

In this chapter we introduce a novel dual-level attack detection scheme which is the
first line of defense in the proposed framework for defending against the DDoS attacks.

We model Internet as a transit-stub network. In the proposed Dual-Level Attack Detector

(D-LAD), the first level attempts to detect congestion inducing macroscopic attacks which
cause apparent slowdown in network functionality. Using the Macroscopic-Level Attack
Detectors (Ma-LAD), macroscopic or large volumes ofattacks are detected early at border

routers in transit network before they converge at the victim. On the other hand,

sophisticated attacks that cause network performance to degrade gracefully, and stealth
attacks that are crafted to match legitimate traffic characteristics remain undetected in

transit domain. They are detected at second level by Microscopic-Level Attack Detectors

(Mi-LAD) at border routers in stub domain near the victim. We also discuss and employ
the concepts of change point detection on entropy with time to improve the detection rate.
Honeypots help achieve high detection and filtering accuracy. The compromise of
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detection accuracy and time of confirming the attack is a critical aspect and the proposed

technique provides the quite demanded optimal solution to this problem.

x Our proposed detection scheme is a hybrid that combines anomaly detection and

honeypots [174-176] in a way that exploits the best features of these mechanisms while

shielding their limitations. Unlike earlier proposals for attack detection [39, 45, 46, 65-69,

71-74, 77, 78, 80, 134, 150, 191] that are either based on unreliable assumptions or are

too complicated to implement, our scheme is simple to understand and implement.

4.2 Traffic Feature Selection and Measurement

If DDoS attacks are carried forward in the network, the attack packets will flood the

victim and submerge legal user's packets, making legal users unable to access server's

resources. As discussed earlier, an effective detection method against DDoS should

identify these attacks as early as possible, preferably much before the attack packets reach

the victim. Current schemes for early attack detection are based on detecting aggregates

causing sustained congestion on communication links [77, 80, 150], imbalance between

incoming or outgoing traffic volume on routers [73] and probabilistic packet marking

techniques [39, 134]. These early detection methods, unfortunately, have to wait for the

flooding to become widespread, consequently, they are ineffective to fence off the DDoS

timely. Moreover, techniques like [77, 80, 150] lead to severe collateral damage as

legitimate traffic in the aggregates is also dropped. DDoS detection techniques based on

volume of traffic (like number of packets, number of bytes, packet size and port

distribution, attack speed, distribution of packet arrival time, concurrent flow number,

in/out data rate etc.) [65, 67, 71, 78] can detect the attack only when they have reached the

victim and are inefficient for early attack detection. The underlying reason is that DDoS

attacks are launched from distributed sources. Hence the attack traffic is spread across

multiple links. Maximum traffic is available near the victim point for analysis. As the

distance from the victim increases, attack traffic is more diffused and harder to detect

because the volume of attack flows are indistinguishable from legitimate flows.

Lakhina et al. [9] observed that most of traffic anomalies despite their diversity share a

common characteristic, they induce a change in distributional aspects of packet header

fields (i.e. source IP address, source port, destination IP address, and destination port etc

called traffic features). For example, a scan for vulnerable port will have a dispersed

distribution for destination addresses, and a skewed distribution for destination ports that

is concentrated on the vulnerable port being scanned. Most of the DDoS events can be
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treated as anomalies that disturb the distribution of certain traffic features. Our anomaly

detection techniques use traffic feature distribution to detect DDoS attack. We choose

entropy as a metric for measuring the distribution of traffic features as it exploits inherent

feature of DDoS attacks, which makes it hard for attacker to counter this detection by

changing their attack signature.

4.2.1 Entropy as a Metric for Measurement

According to the thermodynamics theory, the entropy accounts for the effects of

disorder in the system [192]. When an abnormal factor arises to agitate the current system

the entropy must show an abrupt change. In information theory, the Shannon [191]

entropy or information entropy is a measure ofthe uncertainty associated with a random Jp

variable. Let an information source have n independent symbols each with probability of

choicep,. Then the entropy //is defined as [191]:

n

H=JEpl\ogipl (4.1)

Entropy can be calculated on a sample ofconsecutive packets. The entropy gives the
distribution of randomness of some features which are fields in the network packets'

headers. These features can be values like source IP address, TTL etc. that indicate the

packet's properties. Entropy captures in a single value the distributional changes in traffic
features, and observing the time series ofentropy on the features exposes unusual traffic
behavior. Our proposed algorithms focus on source IP address (or source IP) and

destination IP address (or destination IP).

The entropy value gives a description about random distribution of the corresponding
feature like source IP address. The bigger the entropy, more random the source IP is. The

smaller the entropy, the narrow the distribution range of packets' source IP is, and some ^
addresses have quite high appearance probability. Under normal network conditions, the
entropy of network packets always fluctuates to some extent. But during attack, the
entropy values have perceptible changes. The change in the feature distribution is detected
through monitoring time series variation in the entropy, and reasons are provided for
keeping or discarding those packets.

Next, we discuss the detection methods proposed in literature that are based on
analyzing the distribution of packet's source IP. In [72] the authors proposed an
improvement in the way of computation. In the implementation of their algorithm, the
authors used a fixed-size sliding window to simplify the computation complexity. The
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window size is W, the probability p, here equals to the appearance probability of each

distinct source IP address in W. Therefore, it does not need to consider all the packets for

calculation, but just compute entropy on W packets. However, the authors used entropy

very shallowly. They did not address stealth and sophisticated DDoS events that cause

graceful degradation of service and used static thresholds for detection under dynamic

network conditions.

We start with an empirical histogram X = {«,,/' = 1, ,A7) that i occurs «, times in the

N

sample [193]. Let S=^nl be the total number ofobservations in the histogram. Then
i=i

y the sample entropyH(X) is:

H(X) =-fj(pl)x\og2(pl) (4.2)
/=i

where, . pt =n,lS

The value of sample entropy lies in the range 0-log2 N. The sample entropy takes on

the value 0 when the distribution is maximally concentrated. It takes on the value log2 N

when the distribution is maximally dispersed, i.e. nj=n2= ... n„. Sample entropy is a

convenient summary statistic for a distribution's tendency to be concentrated or dispersed.

For e.g. to calculate source IP address based system entropy using Equation 4.2, /?, is the

emergence probability of each distinct source IP address, n is the total number of packets

being analyzed, and H is the entropy of the system. Similarly, to calculate destination IP

address based system entropy using Equation 4.2,/?, is the emergence probability of each

distinct destination IPaddress (irrespective of the source), n is the total number of packets

being analyzed, and H is the entropy of the system. For e.g. consider a hypothetical

network, in which each source sends an average of 5 packets under normal conditions.

With 20 such different sources, according to Equation 4.2, the system entropy under

normal conditions equals 2.9956. Consider a concentrated attack where there is a single

source sending 50 packets along with normal traffic from 10 sources. The system entropy

according to Equation 4.2 decreases to 1.8443. Next consider a distributed attack where

there are 50 sources sending 1 packet each along with normal traffic from 10 sources. The

system entropy rises to 3.7978.
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In this chapter we put forward two new DDoS detection techniques based on the

traditional entropy. We use the above entropy computing model as the basis for our

macroscopic and microscopic attack detection techniques.

4.2.2 Choice of Traffic Features

Source IP based entropy detection algorithms are efficient in case of highly distributed

DoS attacks or concentrated high rate attacks. However, a proficient and sophisticated

attacker usually tries to defeat the source IP based entropy detection algorithm [72] by

secretly producing flooding attack and simulating the detector's expected normal data

flow. After knowing some packet attributes' entropy values, the attacker can use the

automated attack tools to produce some flooding with adjustable entropy values. By guess, Y

test or summary, these attackers can know the normal entropy range in the detector and

adjust their own flooding to match it, although such stealthy attacks are not easy to realize.

We improve the previous entropy detection algorithms and propose enhanced

algorithms for dual-level attack detection: Macroscopic-Level Attack Detectors (Ma-

LAD) are based on entropy calculated over source IP and Microscopic-Level Attack

Detectors (Mi-LAD) are based on entropy calculated over destination IP. We assume that

any link or network has a characteristic probability distribution of IP addresses for ^

initiators of IP traffic and another probability distribution for IP addresses that are the

recipients of network traffic. A DDoS attack modifies these distributions of source and
destination IP addresses in terms of new IP addresses entering the system or certain IP

addresses becoming more dominant.

Ma-LAD uses source IP based entropy to detect the presence of DDoS attack. The

source IP based system entropy fluctuates to some extent under normal network

conditions. But when the entropy values have perceptible changes, attacks are detected.

An increase in source IP based entropy indicates distributed attacks (according to Equation

4.2, entropy becomes maximum when distribution is maximally dispersed) whereas a

decrease in source IP based entropy indicates a concentrated attack launched from single

or a few sources (according to Equation 4.2, entropy becomes zero when distribution is

maximally concentrated).

Mi-LAD uses destination IP based entropy to detect the presence of attack on server or

victim. A single destination IP address (or alternatively, a very, very few number of j^
unique destination IP addresses) receives many more packets during DDoS attack than
other normal conditions. Consequently, a decrease in destination IP based entropy detects
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the presence of DDoS attacks. Specifically, we use Shannon's mathematical definition of

entropy [191] as a measure of uncertainty in a distribution to quantify source IP and

destination IP address structure.

4.3 Dual-Level Attack Detection Scheme

In this section, the first motivation is to detect DDoS attack at an early stage and

eliminate congestion inducing attack packets before they reach the target. The second

motivation is to counter the attacks which resemble normal network accessing patterns and

lastly to discriminate DDoS attacks from surge of legitimate traffic or flooding. We also

aim to keep the FP and FN minimum during the detection process. In our proposed D-

> LAD scheme [194], Ma-LAD detects the voluminous attacks (that cause immediate

network congestion and complete service disruption) early in the network. Mi-LAD

detects the attacks that resemble normal network accessing patterns (cause graceful service

degradation) which slip past Ma-LAD. Presence of honeypots detects the attacks that

exploit vulnerabilities and suppresses FP and FN.

4.3.1 System Model

We use transit-stub network model [195, 196] of the Internet as shown in Figure 4.1.

Transit-stub model is based on the hierarchical approach of the Internet [195, 196]. Insuch

a model, every domain can be classified as either a transit network or a stub network. A

stub network connects end hosts to the Internet. A transit network interconnects stub

networks. Backbone ISPs and regional ISPs are examples of transit networks. The traffic

generating nodes (end hosts) are only connected to stub networks. The packets have to

travel, very often, through several networks before getting to the destination as shown in

the Figure 4.1. As for the scenario ofa DDoS attack, each of the attackers, legitimate users

and the victim server are connected to a stub network. The traffic usually passes through

two stub networks, one on the sender side and the other on the victim side, and one or

more transit networks. Our aim is to protect the victim server and the corresponding

network from DDoS attacks.

We model the Internet to measure the entropy in transit-stub network. During an attack,

the Internet is divided into the two networks; one for inside to be protected and the other is

for outside where attackers may reside. The entropy is measured by recording the

dynamics of packets on the borders of the two networks. Packets flowing between these

T
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Figure 4.1. Transit-Stub Network

two networks may sustain the current entropy value in the range ofthe normal entropy if
those packets are in harmony with the system or current entropy value may change
abruptly and go out ofnormal range ifpackets agitate the system. In the proposed system

we keep track ofthe value ofentropy in time and identify the sudden changes in the value.

These changes are regarded as the installation ofattacks in the network.

Detection algorithms are running on the edge routers of transit network and stub

network. Figure 4.2 gives the detection workflow. As discussed earlier, macroscopic or

largest volume of attacks should be detected early and dropped before they enter the
victim network. These attacks can create congestion in the network and stress resource

utilization in a router and network, which make them crucial to be dropped before they

enter the network from an operational standpoint. Macroscopic-Level Attack Detectors

(Ma-LAD) on edge routers oftransit network consistently detect these attacks. The edge
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routers of transit network monitor the network traffic by calculating source IP based

system entropy for the arriving flows. Ma-LAD treats all the packets coming from distinct

source IP as a "flow". In the non-attack case, system entropy stays within a stable range.

When there is an attack source IP based system entropy changes dramatically at router,

because there is either one flow dominating the router (this indicates concentrated attack

and entropy decreases) or multiple flows with a very few packet arrivals in each flow (this

indicates distributed attacks and entropy increases). The detection of attack at edge router

of transit network triggers the characterization process (discussed in next chapter) and

flows identified as attacks at macroscopic-level are dropped as shown in Figure 4.2. The

Figure also shows that the flows that are not detected as attacks by Ma-LAD but destined

to honeypots are handled by honeypots. The traffic neither detected as attack by Ma-LAD

nor destined to honeypots undergoes microscopic-level attack detection tests.
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Microscopic-Level Attack Detectors (Mi-LAD) located on edge routers of stub domain

are used for detecting attacks that may not necessarily impact the network, but can have

dramatic impact on the victim or server. They enable highly sensitive detection. Edge

routers of the stub network monitor the network traffic by calculating destination IP based

system entropy. In case of destination IP based system entropy; all the packets going to a

distinct destination IP constitute a "flow". When there is an attack, the destination IP

based system entropy decreases dramatically; because there is one destination IP based

flow dominating the edge router of the stub domain. In this case, the edge router treats the

dominating flow as victim of DDoS attack. Once the victim of DDoS attack is identified,

characterization process (discussed in next chapter) is triggered. The suspicious flows are

directed to honeypots. The rest of the flows are normal and are directed to servers as

shown in Figure 4.2.

4.3.2 Design of Macroscopic-Level Attack Detector (Ma-LAD)

Ma-LAD detects macroscopic attacks which are highly distributed DDoS flooding

attacks (for e.g. distributed reflector denial ofservice attacks) or highly concentrated high

rate attacks which induce immediate congestion in the network (for details, refer to

Section 2.2.2). As discussed earlier, Ma-LAD is located on the edge routers of the transit

domains and hence enable early DDoS attack detection without the need for traffic

observation in the victim network. They make use of computing source IP based system

entropy. If the system entropy crosses threshold limits, attack is detected. Further, if the
flows are destined to honeypots, attack is confirmed. The corresponding attack flows are

identified and dropped. Thresholds are optimized according to client requirements and

network conditions.

4.3.2.1 Sampling and Detection Mechanism

Detecting DDoS attacks involves first knowing normal behavior ofthe system and then
finding deviations from that behavior. The normal profile or behavior is obtained by using
entropy H(X) (refer to Equation 4.2) as a parameter to measure traffic feature

distributions. Ma-LAD designates a different flow id to each unique source IP encountered

in incoming packets. The edge router of transit domain collects traffic information in a

time window and calculates system entropy H(X).

Consider a random process {X(t),t =jAJ e N}, where A, a constant time interval i

called time window, N is the set of positive integers, and for each t,X(t) is a random

is
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Table 4.1.Calculation of system entropy H(X) in each time window A

Flow 1 2 3 ... ... N H(X)

A X(A,1) X(A,2) X(A,3) X(A,N) H(A)

2A X(2A,1) X(2A,2) X(2A,3) X(2A,N) H(2A)

3A X(3A,1) X(3A,2) X(3A,3) X(3A,N) H(3A)

'•

:

nA X(nA,l) X(nA,2) X(nA,3) X(nA,N) H(nA)

variable. Here X(t) represents the number of packet arrivals for a flow in{/ - A,f}. X(t)

as a whole represent our empirical histogram for computing entropy. Table 4.1 shows the

calculation of system entropy H(X) in each time window A.

It is found in our simulation without attack that entropy value H(X) varies within very

narrow limits after slow start phase is over. This variation becomes narrower if we

increase A i.e. monitoring period. We take average of H(X) and designate that as normal

entropy Hn(X). The basic idea is to remove small scale perturbations by averaging over

slightly longer-intervals of time. However it is also desirable that the window duration

should not exceed a limit as the Internet traffic shows large variations across different

times of the day. By this way, normal profile of traffic in terms of Entropy Hn(X) is

obtained by our approach. To detect the attack, the entropy HC(X) is calculated in

shorter time window A continuously, whenever there is appreciable deviation

from Hn (X), attack is said to bedetected [193].

We assume that the system is under attack at time ta, which means that all attacking

sources start emitting packets from this time. The network is in normal state for time / <ta

and turns into attacked state at time /„. Let tu denote our estimate on ta. At time td
following event triggers:
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(Hc (X) > (//„(X)+ax</)) u (Hc (X) <(//„(X)- ax</)) (4.3)

attack - true;

Here ad where / is set of integers and a is the tolerance factor or threshold.

Tolerance factor or threshold a is a design parameter and d is maximum absolute

deviation in entropy H(X) from average value Hn(X) while profiling for network

without attack. The flowcharts for macroscopic-level attack detection scheme are given in

Figure 4.3, Figure 4.4 and Figure 4.5. Figure 4.3 shows the procedure for sampling in

small time windows. Figure 4.4 illustrates the calculation of current entropy HC(X).

Figure 4.5 shows the attack detection procedure. y

4.3.2.2 Decision of Optimum Threshold and System Calibration

Many detection tools use a fixed threshold to alarm on anomalous traffic. This method

makes sense for some applications. For example, in control systems, there may be a

certain tolerance level for products to be considered "acceptable". Ifthis tolerance level is

exceeded, then the product is considered "bad". But for network traffic monitoring, the

background is continually changing. If the background traffic changes, these thresholds
may become meaningless and need to be changed. If the threshold a is set too high, p

normal entropy range (//„(X)±axd) that classifies traffic as legitimate would be broad,

the FP rate will be low, but detection rate will be low too. Similarly, if the threshold a set

too low, it may detect most attacks, but suffer from a high FP rate. Therefore, in network
traffic monitoring, it is critical to update these estimates adaptively. We use adaptive
threshold [197] which means that the threshold is updated regularly depending upon

network conditions and user requirements. Since this adaptive approach continually

updates the threshold or a tolerance factor a, the model adjusts to reflect changes in
background traffic. FP gives the effectiveness ofthe system whereas FN gives a measure

of the system reliability. As discussed, variations in threshold or tolerance factor a
quantifies FP and FN [197]. Minimization ofFP and FN assist in making decision on the
optimum value of the threshold a. By adjusting a baseline, estimates adjust quickly to

calibrate the system for normal entropy range.
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4.3.2.3 Defense Modes

Depending on the threshold or tolerance factor a (refer to Equation 4.3), the detection

technique of the framework operates in one of the following modes of operation: Best

defense, normal defense and naTve defense.

Best Defense: Figure 4.6 shows the best defense mode of operation. X-axis represents

the value of source IP based system entropy and Y-axis gives the number of measurements

i.e. number of time windows in which the entropy value is obtained. The Figure shows

entropic profiles of legitimate and attack traffic. In case of best defense, the threshold or

tolerance factor a is set to low value and hence the normal entropy range during attack

detection is very small. The choice is made to reduce the FN to minimum, and is zero in

ideal case.

Normal Defense: Figure 4.7 shows the normal defense mode of operation. The

threshold or tolerance factor a is set neither too high nor too low. Hence the normal

entropic range that classifies traffic as legitimate is moderate, and the FP and FN are

balanced.

Naive Defense: Figure 4.8 shows the naTve defense mode ofoperation. The threshold

or tolerance factor a is set to a high value. Hence the normal entropic range that classifies

traffic as legitimate is broad, and the FP rate is low, but detection rate is low, too. Naive

defense has the lowest detection sensitivity level and hence it has lowest FP rate at the cost

of increased FN rate.

The mode ofoperation is decided according to netwbrk conditions so as to minimize FP

and FN. Figure 4.9 gives the comparison between the three modes of operation with

respect to FP and FN.

4.3.2.4 Honeypot-Based FN Suppression

We propose the deployment ofhoneypot [198] along with the server to suppress the FN
as discussed in Section 3.2.1.1. The presence of honeypots reduces FN under naTve

defense mode of operation. If the client load is high, to avoid adverse effects to

legitimate traffic (keep FP low); detectors are often tuned in naive defense mode. Due to
the presence ofhoneypots, attack traffic that lie in permissible entropy range and
remain undetected but attempt to exploit the vulnerabilities are destined and directed

to honeypots, thus reducing the FN.
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4.3.3 Design of Microscopic-Level Attack Detector (Mi-LAD)

Slow rate, isotropic attacks do not cause immediate congestion and do not abruptly

«a, stress the resources. They may go undetected by Ma-LAD. Moreover, distributional

changes captured by entropy observed on source IP alone cannot detect stealthy and

sophisticated attacks that are crafted to match statistics of normal traffic. For example, the

attackers may simulate the normal network behaviors, e.g. pumping the attack packets as

Poisson distribution, to disable Ma-LAD. Also, how to discriminate DDoS attacks from

flash crowd is a major challenge. Current volume based detection schemes like [65, 67,

71] for attack detection at the victim cannot detect slow rate, isotropic attacks because

these attacks do not cause detectable disruptions in traffic volume. Moreover, solutions

[65, 67, 71] suffer from collateral damage when attack is carried at slow rate or when

volume perattack flow is not so high as compared to legitimate flows. Hence we propose

Mi-LAD to detect such attacks at edge routers of stub network.

A DDoS attack, regardless of its volume and source, will cause the distribution of

destination IP address to be concentrated on the victim address. In DDoS attack scenario, a

single destination IP address (or alternatively, a very, very few number of unique

destination IP addresses) receives much more traffic than other normal conditions.

Destination IP address information is not available at transit domains or core routers if

NAT or proxies are used. So it can only be analyzed on border router of stub domain of

victim. Observing the time series of entropy on destination IP exposes unusual traffic

behavior which source IP alone could not detect. A decline in destination IP based system

entropy in time series indicates an attack.

However, this happens as well when there is a flash crowd to server. Based on

destination IP based system entropy calculation alone, we cannot identify flash crowd

from DDoS attacks. In order to detect a DDoS attack, we need to test for changes in our

detection feature over time. However, our detection feature i.e. destination IP is a random

variable due to the stochastic nature of Internet traffic. Consequently, we require a

mechanism that can accurately discriminate between the onset of a DDoS attack and a

temporary random fluctuation in traffic. We therefore apply cumulative sum (CUSUM)

[199] to solve this problem. CUSUM is calculated over destination IP based system

entropy to detect the attacks. It makes use of the concept of time along with threshold to

judge the network condition. If the abnormal condition persists for a certain period or

crosses threshold, attack is detected. Destination under attack is identified in case an attack

is present.
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4.3.3.1 Sampling and Detection Mechanism

Mi-LAD designate a different flow id to each unique destination IP address

encountered in incoming packet. As described earlier, for microscopic-level detector, we

define flow as the packets that share same destination address at the edge router of stub

network.

Consider a random process{X(t),/ = nA,ne N}, where A a constant time interval is

called time window, N is the set of positive integers, and for each I, X(t) is a random

variable. Here X(t) represents the number of packet arrivals for flow in {/ - A,?}. X(t) as a

whole represent our empirical histogram for computing entropy. It is found in our

simulation without attack that destination IP based system entropy value Y(X) (calculated

according to Equation 4.2) varies within very narrow limits after slow start phase is over.

We take average of Y(X) and designate that as expected value ofentropy E[Y] =a. By this

way, normal profile of traffic in terms of destination IP based system entropy Y(X) is

obtained by our approach.

Our attack detection algorithm is based on the sequential change point detection [199].

The objective of change point detection is to determine if the observed time series is

statistically homogeneous, and ifnot, to find the point in time when the change happens. It

has been studied extensively by statisticians [199]. There have been various tests for

different problems. They can be largely divided into two categories, namely, posterior and
sequential. Posterior tests are done off-line where the whole data segment is collected first
and then a decision ofhomogeneity or a change point is made based on the analysis ofall

the collected data. On the other hand, sequential tests are done on-line with the data

presented sequentially and the decisions are made on the run. We adopt a sequential test
for aquicker response when an attack occurs. It also saves memory and computation.

4.3.3.2 Cumulative Sum (CUSUM) Algorithm

Researchers use change point detection theory [199] to detect abnormal Internet traffic

caused by DDoS attacks [66, 67, 200, 201]. Cumulative Sum (CUSUM) is an algorithm
from statistical process control that detects the mean variation ofstatistical process [199].

CUSUM is based on the fact that if there is some change, the probability distribution of

random sequence will also change.

We improve the previous entropy detection algorithm [193] by incorporating the idea
ofsequential variation using cumulative sum and variation detection. In the non parameter

CUSUM algorithm, the idea of sequential variation is proposed [200, 201]. But its
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approach is to analyze the ratio between new arrival IP number in a time and the total IP

number, and thus construct a random sequence. To implement that algorithm, we need to

create database containing large amount of legal IP addresses, and each time we should

compare and calculate number of all new IP in each time unit. The calculation is

complicated and has low efficiency. Inour improvement, we use the destination IP address

based entropy statistics. We try to cumulate the entropy according to some rules, thus it
has more accurate DDoS attack detection.

In our proposed destination IP based entropy detection method, suppose Y„ is the

destination IP based system entropy value calculated on edge router ofstub at n'h sampling

interval, and the random sequence {YJ is the network service model. In the normal

condition, this sequence is independent and distributed. Assume the variation parameter is

the average value of sequence {¥„}. Before change, this value E(Y„) = a.. Before attack,

when the network is normal, the distribution of destination IP addresses is stable, and has

certain randomness. But when DDoS attack happens on one of the destinations, this

average value will decrease suddenly. E(Y„) will become far smaller than a.

CUSUM algorithm also has an assumption that in the normal case, the average value of

random sequence should be negative and it becomes positive after change. Therefore,

without losing any statistics properties, we transfer the sequence {YJ to another random

sequence {ZJ with negative average value.

Z„=-(Y„-B) (4.4)

In a given network environment, parameter p is a constant used for producing a

negative random sequence {ZJ . In our detection algorithm, we define 0 = a. When the

^ attack happens, Z„ will suddenly become very large and positive. The detection threshold

is the limit for the positive, which is the cumulative value of Z„

We use the following recursive formula for cumulative sum:

S„ =max(Sn_]+Zn,0) (4.5)

^ S„ represents the cumulative positive value of Z„ . The bigger the S„, the stronger the
attack is.
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We calculate the time of increase of cumulated value using S„ using the following

formula:

Co=0 V

C„=(C„_,+1), (5B>5„.,) (46)
= 0, otherwise

C„ represents a counter and signifies the duration of increase in S„. It uses the concept
oftime to judge the network condition. The bigger the C„, higher the probability that there

is an attack.

The judgment function is: -^

d(Sn,Cn) =\, Sn>TORCn>r (47)
= 0, otherwise

d(Sn,CJ is the judgment function, the value 1 shows that attack happens, while 0

shows the normal case. T and T are the detection thresholds. We can control the total

attack detection time by setting the value of parameters Tand T. For example, if time

window A is .2s and T'=8, an alarm is generated only when an increase in destination IP

based system entropy is observed for more than 1.6s or destination IP based system
entropy increases beyond value T, whichever earlier. This signifies that a sudden traffic
increase in short time may be a flash crowd which is normal traffic and should be allowed.

But ifthe network anomaly lasts for more than 1.6s, the system may be under attack.

The advantage ofthis improved algorithm is that it comprises implicitly a concept of
process cumulating. In most of the detection algorithms, network conditions are judged
according to threshold. This judgment may not be suitable in some occasions. For
example, flash crowds where traffic flow in the network suddenly increases, but the flow >
is actually from legitimate users. The function of cumulating process is to avoid FP when
the network has something abnormal justata time point like a flash crowd.

Thus the threshold based approach leads to a more real time and timely attack

detection. Time based approach emphasizes on time tolerance and ignores traffic bursts in
some allowable range. Network is considered under attack ifthreshold is reached or surge

ofaccess increases beyond tolerable limit defined by time period.

The flowcharts for microscopic-level attack detection scheme are given in Figure 4.10,

Figure 4.11 and Figure 4.12.
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Dual-Level Attack Detector (D-LAD) minimizes collateral damage due to flash

crowds. Macroscopic-level detectors are tuned to detect and block only the congestion

inducing traffic in the network. The threshold is optimized to minimize FP and traffic is

not blocked at macroscopic-level if the network can handle it without getting congested.

Therefore, flash crowds that do not induce persistent congestion remain unaffected by

macroscopic-level detectors. They remain unaffected at microscopic-level because

microscopic-level detectors take into account time for which observation is made before

raising an alarm. And flash crowds usually fade away in small time interval. Hence, they

remain unaffected by our proposed D-LAD scheme, minimizing the collateral damage.

4.4 Performance Evaluation of D-LAD

We evaluated our proposed dual-level detection technique by carrying out exhaustive

simulations in network simulator-2 (ns-2) on a Linux platform. This section gives the

details ofthe experiment design and procedure and the results obtained are discussed next.

4.4.1 Experiment Design and Procedure

We tested our scheme against an Internet type topology using network simulator 2 (ns-

2) [202] as simulation testbed. For details ofthe simulation model, refer to Appendix A.
The 156 node network shown in Figure A.l. is composed of 5 FTP servers, labeled node

117, 118, 119, 120 and 121 to be protected, 137 clients ofwhich 48 are legitimate clients

and 89 are attackers and router nodes. All FTP requests are originated randomly from

different client nodes. We introduce randomness to the locations of legitimate clients and

attackers. However, to simplify the analysis, we carefully place servers where they all

have same access bandwidth (i.e. 3 Mbps) and have paths from clients to access.

To control the load of each run, we use Poisson process to model arrival process of the

FTP clients. The inter-arrival time (I AT) of FTP client iscomputed by: y

IAT =exp(Tflp/CL) (4'8)

where Tflp is the average total time for file transfer, CL is the total client load, and exp(x) is

the exponential distribution with mean x.

Configuration parameters, including the link rate and propagation delay are
summarized in Table A.3. Each simulation experiment has 10 runs (averaged in the

graphs). Legitimate clients send requests from time 0- 30 seconds -*
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Table 4.2. Attack detection parameters

Parameter Value

Simulation time 30 seconds

Attack Duration 8-20 seconds

Window Size .2 seconds

Packet Size 1040 bytes

Tolerance factor a 2-9

and attack duration is from 8-20 seconds. Attack detection parameters are as given in
Table 4.2.

Simulations are carried at different values of tolerance factor a for different attack

strengths. To simulate attack at different strengths, we varied attack rates and number of

attackers. To observe deviations in entropy, we varied attackers from 1-80, keeping the

mean attack rate constant. Then we varied the mean attack rate keeping the number of

attackers constant. We also observed the deviations by keeping the total attack load (AL)
constant, and generating different combinations of attack rates and number of attackers. In

our experiments, we use window size of .2 seconds, for timely detection of DDoS in a

manner that small scale perturbations are removed as well as computational burden is
minimized.

4.4.2 Results and Discussion

We conduct experiments for the proposed dual-level entropy detection methods. The

results show that our methods have better detection capability than before.

4.4.2.1 Degradation of Throughput with Attack

The aim ofany DDoS attack is to congest network links so as to minimize message
delivery. Throughput [203] is the measure ofaverage rate ofsuccessful message delivery
over a communication channel and is calculated as the number ofbytes transmitted during

specified time interval. We calculate throughput on the bottleneck link of the transit-stub

network. Throughput has been calculated as sum of bytes of all flows IF received on the

^ bottleneck link in an observation interval (or granularity) divided by size of observation
interval. We keep the size of observation interval as 1 second. Throughput values have
been normalized.
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The server as per its capacity planning and normal profile of legitimate clients in terms

of request bytes normally have an estimate ofmaximum number ofclients to be served at

any instant of time. On this basis, since we have bottleneck of 10 Mbps, for full link
utilization, we assume to serve CL up to 10 Mbps. We generate requests that originate

randomly from 48 clients with inter-arrival time exponentially distributed (refer to

Equation 4.8).

Throughput at different attack rates are shown in Figure 4.13. Here attack is conducted
by a single attacker with attack strength ranging from 1 Mbps to 10 Mbps where
bottleneck bandwidth is 10 Mbps. Clearly from Figure 4.13, we can observe that in the

absence ofattack, the throughput is nearly 1. We can say that as the attack starts at time 8

seconds, packet drops increase and hence throughput also decreases. Moreover at meek
attack rates, number of packet drops is less hence they degrade throughput a little,

however as attack strength increases number of legitimate as well as attack packet drops

also increases. As far as high rate attacks are concerned, they almost bring the throughput

to zero.

Figure 4.14 shows the decrease in throughput with a DDoS attack conducted with 80
attackers at varying attack rates. In case of highly distributed attacks, even at a meek
attack rate of0.5 Mbps per attacker, the throughput value drops to 0.

The results show that both concentrated high rate attacks and highly distributed attacks

have severe impact on the throughput ofthe network. Throughput values become nearly 0
as soon as the attacks are launched. The results demonstrate that these attacks introduce

high congestion in the network that result in abrupt failure ofservices.

94

-*



A

>

1

09

0.8

0.7
<->

q. 0.6
.C

°> 0.5

O
£ 0.4
H-

0.3

0.2

0.1

0 i V,X XXX X X X X X X X—X-
9 11 13 15 17 19 21 23 25 27 29

Time (s)

Figure 4.13. Relative degradation of throughput at different attack strengths
for DoS attack

80 .005

80 .05

80 .5

No Attack

19 21 23 25 27 29

Figure 4.14. Relative degradation ofthroughput at different attackstrengths for
DDoS attack

95



Figure 4.15. Normal entropy range without attack

It is found that normal source IP based system entropy value lies in small range as

depicted in Figure 4.15. Our range is 3.50661 to 3.68804, whereas this varies depending

upon network environment and type of application The average is 3.618199, standard

deviation is 0.012, and maximum absolute deviation from average is 0.043198. Finalized

simulation parameters are:-

Normal Entropy Value (H„ (X) ):-3.618199

Maximum absolute deviation from average (</):-0.043198

4.4.2.2 Detection of Attack by Ma-LAD

We performed exhaustive experimentation and looked closely at the distribution of
source IP based entropy measurements for legitimate traffic and different kinds of DDoS

attack traffic.

As soon as any event in Equation 4.3 triggers, attack is said to have occurred. Figure

4.16 shows time series variations in entropy when network is under distributed attack.

Figure 4.17 shows time series variations in entropy for network under concentrated attack.

In case of distributed attack, attack is launched with 80 attackers with mean rate

varying from .05 Mbps to 4 Mbps per attacker. Clearly in the first time window after
attack is launched at 8 seconds, there is a jump in entropy value. The positive jump and

persistent high value of entropy as compared to normal or no attack case reflects that it is a
distributed attack. Note that mean attacker rate is low and the flows have comparatively

lesser frequency.
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As the attacker rate is very low, the traditional volume based techniques [65, 67, 71,

78] are not able to distinguish between attack and normal condition. However Figure 4.16

clearly indicates the change in entropy justifying our claim of picking even a very meek

rate attack at macroscopic-level.

An attack in which source addresses were fixed or drawn from a small set produced

similar dramatic results with a significant drop in entropy values. Entropy decreases in

case of such concentrated high rate attack. Figure 4.17 shows entropy profile when

network is put under such attack. This represents DoS attack and attack is launched with 1
attacker with mean rate varying from 3 Mbps to 50 Mbps. In the first time window after

the attack is launched at 8 seconds, there is a dip in entropy value. The persistent low

value ofentropy as compared to normal or no attack case reflects that it is a concentrated

attack. The mean attacker rate is high and flows which are causing this anomaly are highly

concentrated and have comparatively high frequency.

Before the attack begins, source address entropy measurements fall entirely within the

range of 3.50661-3.68804. During the attack the entropy increases or decreases depending
upon the nature ofattack as shown in Figure 4.16 and Figure 4.17. Normal system entropy
range defined between 3.50661-3.68804 would detect these attacks without generating FP
and FN. Also note that in case ofdistributed attacks, lower the attack rate, more the rise in

entropy whereas in case ofconcentrated attacks, higher the attack rate, more the dip in

entropy.

As shown in Figure 4.18, with meek attack rate of 0.05 Mbps per attacker, attack

launched with 80 attackers has higher rise in entropy as compared to attack launched with

10 attackers. Figure 4.18 shows that at meek attack rates, there is a higher rise in entropy

as attacks becomes more and more distributed. Figure 4.19 shows that at high rate there is

a higher dip in entropy as attacks become more and more concentrated. As shown in
Figure 4.19, with mean attack rate of 50 Mbps, entropy ofthe attack launched with single

attacker nearly dips to zero.
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Figure 4.19. Time series entropy variations for high rate attacks
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Figure 4.20. Entropy fluctuations for concentrated high rate attacks and distributed
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Figure 4.20 shows various attacks at an attack load (AL) of approximately 100 Mbps.
At meek attack rates, more distributed the attacks, more the rise in entropy. At high attack

rates, more concentrated the attack, more the decrease inentropy.

Hence, Figures 4.16 to 4.20 show that concentrated high rate attacks and distributed

low rate attacks can be easily detected by source IP based system entropy. To summarize,

the results show two noteworthy effects. Distributed low rate attacks have random source

addresses and concentrated high rate attacks have fixed source addresses. Legitimate

traffic in almost any network contains relatively fixed set of random addresses that

constitute a fraction of traffic. Hence uniform distributions usually stand out. This justifies

our claim that congestion inducing macroscopic attacks can be detected early i.e. in the

transit domain itself by our proposed Ma-LAD.
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4.4.2.3 Threshold Optimization in Ma-LAD

According to Equation 4.3, threshold a has been defined as the tolerance factor or

design parameter for Ma-LAD.

Figure 4.21 shows the entropy profile for legitimate traffic and for two different kinds

of attack traffic. The first case is concentrated high rate attack, where attack is launched

with single attacker at a rate of 50 Mbps. The second is the distributed low rate attack,

where attack is launched with 80 attackers at mean rate of 0.5 Mbps. These represent the

extreme cases of their nature of attacks (refer to Figure 4.16 and 4.17). We calculate

system entropy in sliding time window. In Figure 4.21, X-axis shows the system entropy

and Y- axis shows the number of time windows in which the value of system entropy was

observed during the entire simulation. The histograms show that the variation in entropy

statistics due to fluctuations in legitimate traffic is different when compared to deviations

caused due to attacks. Simple threshold setting with system entropy of normal traffic

defined in range 3.50661-3.68804, will detect these attacks consistently while yielding

very few FP.
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Figure 4.21. Distribution of source IP based system entropy under normal and DDoS
attack conditions
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From Equation 4.3 and Figure 4.9 it is clear that greater the value of threshold a,
greater the entropy bandwidth that classifies attacks as legitimate, lower the detection rate.
On the other hand, lower the value of a, smaller the bandwidth that classifies attack as

legitimate, detection rate increases and false alarms also increase. There exist a trade-off
between two parameters i.e. detection rate and false alarm rate.

Figure 4.22 shows the entropy profiles of attacks simulated by 5 attackers generating
traffic at the rate of 10 Mbps. The network is dynamic in nature and workload of the

network is never constant. Client load may vary depending on the number of clients and

traffic rate. We conduct different experiments and model two different workloads, low CL

and high CL. Figure 4.22 shows that in case of low CL, a low value of tolerance factor i.e.
acan easily detect all the attacks and still have low false alarms. Higher value i.e. a" will
reduce the false alarms to zero but lower the detection rate as well. However, at high CL,

the parameters like detection rate and false alarm rate become very sensitive to tolerance
factor a. This is explained as follows. Figure 4.22 shows that in case ofhigh CL, at low
value of tolerance factor a to maximize detection rate, a large number of false alarms are
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generated. Higher value i.e. a" chosen to minimize false alarms reduces the detection rate

to nearly 50%.

-y For high CL, a high value of tolerance factor a minimizes the false alarms without

impacting the detection rate much if the AL is negligible or absent. But in the presence of

high AL, high value of threshold a will reduce the detection rate and generate FN. On the

other hand, low value of threshold a will give high detection rate but generate high
number of FP.

Hence, there is a trade-off between detection rate and false alarm rate. These

parameters become more sensitive at high CL. As discussed earlier, static or fixed value of

tolerance factor a does not work in dynamic network environment. We therefore need to

quantify and optimize the value of a (so as to maximize detection rate keeping false alarms

low) according to the network environment and subsequently calibrate the system at

optimum entropy threshold values.

We conducted experiments and for our simulation environment, we quantified the

tolerance factor a to vary between 2 - 9 for different network scenarios. The selection of a

and its impact on detection accuracy has been analyzed using ROC (Receiver Operating

£ Characteristic) curve. We generate ROC curves to compare the detection performance by
varying tolerance factor a in different network environments. We then plot sensitivity-

specificity curves and determine optimum value of tolerance factor a for different attack

conditions.

ROC Curve

For any experiment, there are four cases, (i) attack correctly detected as attack or

positive (TP = True Positive), (ii) attack detected as legitimate or negative (FN = False

^ Negative), (iii) legitimate detected as legitimate or negative (77V = True Negative) and (iv)

legitimate detected as attack or positive (FP= False Positive).

The following statistics can be defined:

Sensitivity: Probability that a test result will be positive when the attack is present (true

positive rate or detection rate) i.e. TP / (TP + FN).

Specificity: Probability that a test result will be negative when the attack is not present
_w (true negative rate) i.e. 77V/ (FP + TN).
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In a ROC curve [204], the detection rate (Sensitivity) is plotted in function of the FP

rate (100-Specificity) for different cut-off points. We plot ROC curve where each point

represents a sensitivity/( 100-specificity) (or detection rate/false alarm rate) pair
corresponding to a particular value oftolerance factor a. Atest with perfect discrimination
has a ROC plot that passes through the upper left corner (100% sensitivity, 100%

specificity). Therefore the closer the ROC plot is to the upper left corner, the higher the
overall accuracy of the test. In other words, more the area under the curve, higher the

overall accuracy of the test.

To plot the ROC curves, we vary AL in two ways, first, by varying the mean attack rate
keeping the number of attackers constant (Figure 4.23 (a), (b) and (c)) and second, by
varying the number of attackers keeping the mean attack rate constant (Figure 4.24 (a), (b)
and (c)). In the first case, with 60 attackers and 0.5 Mbps attack rate, values ofa equal to 8
and 9 give largest areas under curve (Figure 4.23. (a)), as the attack rate increases to 2
Mbps, maximum area under curve is obtained by a equal to 7(Figure4.23. (b)) and with a
further increase in AL to 5 Mbps, maximum area under curve is obtained at a still lower

value of a i.e. a = 3 (Figure 4.23.(c)). Hence optimum value of a decreases as the AL

increases. A similar trend is seen in Figure 4.24. (a), (b) and (c) where the AL increases by

increasing the number of attackers, keeping the mean attack rate constant. As the AL
increases, the optimum value ofthreshold a decreases. We next plot sensitivity-specificity
curves to determine optimum value ofa in varying network conditions and hence define

three modes of operation.
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Sensitivity - Specificity Curve

ROC curves show that different values of tolerance factor give different performance

results and have to be optimized according to network conditions. When a higher criterion

value is selected, the FP fraction will decrease with increased specificity but on the other

hand the true positive fraction and sensitivity will decrease. When a lower criterion value
is selected, then the true positive fraction and sensitivity will increase. On the other hand

the FP fraction will also increase, and therefore the true negative fraction and specificity

will decrease. We plot the sensitivity - specificity curves against different values of

tolerance factor a as shown in Figure 4.25 - Figure 4.27. The intersection of the two

curves gives the optimum value of tolerance factor a.

As shown in Figure 4.25, at low AL of 0.5 Mbps, optimum value oftolerance factor a
varies from 6 to 9. Note that optimum value ofa decreases as AL increases as a result of

increase in number of attackers. At a higher AL of 5 Mbps, optimum value of a varies

from 4-6 as shown in Figure 4.26. However, at a very high AL with 80 attackers (Figure

4.27), optimum value of a varies from 2-4.

7.5 8

Threshold (a)

Figure 4.25. Sensitivity - Specificity Curve: AL 0.5 Mbps
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Table 4.3 Mapping a to mode of operation

Mode of Operation Tolerancefactor a

NaTve Defense • / 6-9

Normal Defense 4 - 6

Best Defense 2-4

Hence, the tradeoff between detection rate and FP rate using ROC curves provides

guidelines for deciding value of a for a particular network environment and hence help in
setting thresholds. On the basis of the above observation, we propose calibrate our Ma-
LAD to operate in one of the three modes of defense, namely naive, normal and best
defense as defined in Section 4.3.2.3. Table 4.3 lists the values of tolerance factor a for

different modes of operation.

The results obtained from ROC curves and sensitivity-specificity curves justify our

proposal of using naive defense low AL especially ifCL is high and best defense under

high^L.

4.4.2.4 Performance Shortcoming of Ma-LAD

If we make more generous assumptions about the attack tools' sophistication and

attacker's knowledge, the detection becomes significantly harder. Figure 4.28 shows the
results of repeating the previous experiments with stealthy DDoS attacks. The Figure
shows that there are certain attacks that cannot be detected by source entropy alone. These

are stealthy attacks crafted by sophisticated attackers. The attacker is assumed to know the
shape of the source address distribution in legitimate traffic, but not the actual IP addresses
in the frequency ranking. The simulated attack traffic thus has the same source-address
frequency distribution as the legitimate traffic, but uses adifferent set ofsource addresses.
There is now a significant overlap between entropy values observed under normal
conditions and under attack. Another sophisticated and stealthy attack crafted as described

can be more effective against source IP based entropy detection. Specifically, if the

attacker knows the approximate values for average source IP entropy value observed by
the detector and the fraction oftraffic seen by the detector that will be attack traffic, then it

can emit attack traffic with an entropy somewhat lower than average value to compensate

for entropy increase resulting from the use ofdisjoint sets of source addresses. This way,
an attacker armed with the knowledge of the detector environment could produce attack

traffic that would produce little change in entropy observed at the detector.
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Figure 4.28. Times series entropy variations for attacks with similar statistics as
normal traffic

Hence we conclude that macroscopic-level detector based on source IP based system

entropy is not an adequate metrics to detect attacks. It can detect concentrated high rate

attacks and highly distributed low rate attacks, but concentrated low rate attacks, certain

distributed attacks and stealthy attacks by sophisticated attackers may go undetected. Our

proposed Mi-LAD uses destination IP based system entropy to detect these attacks. The

scatter plots in Figure 4.29 and Figure 4.30 show the efficacy of using both source and

destination IP based entropy (Figure 4.30) instead of using only source IP based entropy
(Figure 4.29) to detect the DDoS attacks.

The entropies of source IP aggregates may increase or decrease abruptly when the

abnormal traffic is introduced in the network. Specifically, source IP based system entropy
increases in case of highly distributed low rate attacks (e.g. DRDoS) and decreases in case

of concentrated high rate attacks (like DoS). This is shown in Figure 4.29 where 80

attackers with l Mbps represent the former case whereas single attacker with 10 Mbps
represents the latter case. However, as shown in Figure 4.29, the source IP based system

entropy for certain crafted attacks (for e.g. attacks launched by 10 attackers) did not show

remarkable distinction from source IP based system entropies of normal traffic (as shown
in Figure 4.29).
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Figure 4.30 shows the time-series data ofentropy transformed into the two-dimensional

domains to help visually inspect the attacks. The X-axis represents the entropy of flows
defined as source IP aggregates and Y-axis represent entropy of flows defined as

destination IP aggregates. For each sample period we calculate the entropies and map
them in the two dimensional plane.

The separation of normal traffic and attacks that have been crafted to match normal

traffic characteristics, is clearly conceivable in two dimensional domain represented by
source and destination as shown in Figure 4.30. This is because as the attack is

concentrated on a specific destination, there is a decrease in destination IP based system
y entropy along with a change in source IP based system entropy. Hence normal and

abnormal points are conceivably separated on basis entropy applied on both the source and
destination domains.

4.4.2.5 Detection of Attack by Mi-LAD

This section documents the results of Mi-LAD obtained by applying cumulative sum

over destination IP based system entropy to detect DoS and DDoS events for traffic

traversing edge router of stub network. We performed exhaustive experimentation and
look more closely at the distribution ofdestination IP address based entropy measurements
for legitimate traffic and different kinds ofDDoS attack traffic. We then apply CUSUM
algorithm to the destination IP address based entropic measurements.

First, we conducted simulation experiments for finding out threshold for destination IP

address based system entropy under normal condition as per simulation parameters given
in Section 4.4.1. The normal system entropy, by using frequency distribution ofnumber of

packets per flow id for microscopic level attack detector in time windows of0.2 seconds,
lies in a small range. Simulation is also carried by taking longer window of 1.0 second.
Deviations are still lesser as expected however average is almost same.

It is found that normal source IP address based system entropy value lies in small

range 1.84407-2.075888. The average is 1.959979, standard deviation is 0.026708, and

maximum absolute deviation from average is 0.115909. Finalized simulation parameters
are:-

Normal Entropy Value (H„(X)):-1.959979

Maximum absolute deviation from average (d):-0.\ 15909
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Figure 4.31 shows the time series of source IP based system entropy under normal
conditions and in the presence ofsophisticated DDoS attacks like 20 attackers with attack
rate 2 Mbps and 3 Mbps and 80 attackers with 5 Mbps. There is a significant overlap in
the time series of source IPaddress based system entropy for normal and attack conditions

which shows that detection of such attacks is not possible based on source IP address

based entropy alone. In such cases where source IP based system entropy does not show
remarkable distinction, a significant drop in destination IP based system entropy clearly

detects the presence ofthe attacks. As shown in the Figure in the absence ofattack, system
entropy for destination IP based flows corresponds to 1.9599 with very minor deviations,
and maximum absolute deviation of0.1159. The entropy drops to 0 as soon as the attack is

launched at 8 seconds. This justifies our claim that Mi-LAD can easily detect attacks that

are crafted to match statistics of normal traffic and slip past Ma-LAD.

# Attackers Rate(Mbps)

Source IPAggregates

Figure 4.31 Comparison ofsource and destination IP based entropy time series under
similar attacks
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CUSUM algorithm has an assumption that in normal case, the average value of

random sequence should be negative and it becomes positive after change. We

apply CUSUM over destination IP based system entropy and without losing any

statistics properties, we transfer the random sequence {Yn} (refer to Section

4.3.3.2) to another random sequence {Zn} with negative average value using

Equation 4.4. In our experiments p = a =1.959979. Whenever the attack happens,

Z„ will become large and positive. The detection threshold is the limit for the

positive, which is cumulative value of Z„. Figure 4.32 shows the times series of

random sequence Z„. In normal condition the sequence of Z„ is negative, and

sometimes Z„ becomes larger than zero. But when the attack starts at 8 seconds, Z„

increases rapidly. We use the recursive formula given in Equation 4.5 for

calculating S„, cumulative sum ofZ„. The recursive formula cumulates the positive
values of Z„.

#Attackers Rate(Mbpi)
No Attack

—•—10 1
—*—20 1
. -20 2

20 3
80 5

—1—80 6

Figure 4.32. Offset statistics Z„ for destination IP based system entropy
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Figure 4.33 gives the time series variation ofcumulative entropy S„ under normal and
varying attack conditions. As shown in Figure 4.33, in the normal case, S„ is 0 or a small
positive value close to 0. When the attack happens, this cumulative value S„ increases
rapidly. By setting a threshold Tequal to 10 (obtained through simulations as shown in
Figure 4.33) for our network environment, when Sn >T, the system detects the attack.
Figure 4.33 shows increase in value of S„ beyond 10 after 8 seconds which detects the

attack.

We next calculate C„, counter parameter that represents a count on time for which

network is experiencing a decrease in entropy. Cn is calculated according to the formula

given in Equation 4.6.

Figure 4.34 shows the time series variation ofcounter C„ which judges the persistence
of abnormal condition in the network over a time period. By setting the threshold T' = 5

for our network environment, when Cn >T\ we believe that something abnormal persisted

over network tolerance limit and network is attacked. The flash crowds persist for a very

small duration and are represented by small positive fluctuations that lie below threshold

7" as shown in the Figure. Hence, results in Figure 4.34 justify our claim that the approach

is able to differentiate between DDoS attacks and flash crowds.

The judgment function is given in Equation 4.7. The judgment function is based on two
events. As soon as any one ofthe two events becomes true, the value ofjudgment function
is triggered to 1and attack is said to have occurred. For the cumulative entropy detection
approach, we make use of a process to cumulate entropy. Figure 4.33 and 4.34 show the
time series statistics of two events as described above. From Figure 4.33, we see that if

there is a rapid increase in cumulative entropy S„, and it reaches a value above the
threshold T, the attack is detected. Moreover, a system detects an attack even if Sn lies

below 7/but persists for more than threshold time limit T\ This is shown in figure 4.34.
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4.4.2.6 Sensitivity of Detector to Attack Detection

We document the sensitivity of entropy based approach of our detector to DoS and

DDoS event detection. We simulate 10 Mbps legitimate traffic originating from 15 clients

picked randomly with inter-arrival time of 0.1 seconds. AL is varied from 100 to .0001
Mbps representing thinning factor from 0 to 1000000 respectively. DoS and DDoS attack
with 80 attackers is launched by sending attack traffic towards victim. Table 4.4 shows the

attack rate in Mbps corresponding to various thinning factors. The results are given in

Figure 4.35.

Our detectors provide a very high detection rate which almost equals 1 at high attack

rates. Even at low attack rates, our detectors are very effective for attack detection. Figure

4.35 shows that high detection rates are possible for much lower intensities ofattack. For

example, adetection rate of nearly 98% is possible for DoS and DDoS events comprising
only 0.90% ofthe total traffic. When attack traffic comprises 0.09 %of total traffic on
average, the detection is still effective but to a lesser degree.

10 100 1000 10000 100000 1000000

Thinning Factor

Figure 4.35. Sensitivity of detector to attackdetection
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Table 4.4 Intensity of DoS and DDoS attacks

S.No. Thinning Factor Attack Rate (Mbps)

1. 0 100

2. 10 10

3. 100 1

4. 1000 0.1

5. 10000 0.01

6. 100000 0.001

7. 1000000 0.0001

It is imperative to have low computational cost for operations carried out on each

packet. Using the prototype SNORT [45] detector implementation on 1GHz P III machine,

a single feature entropy detector operates at 294,000 packets per second. If the

implementation is optimized by eliminating floating point operations during per packet-
handling, and the true frequency profile is kept the same, the single feature entropy detector
can process 5,60,000 packets per second. This approximates to 150 Mbps that is greater than

OC3 range. Moreover, the CUSUM algorithms are based on single-stage, recursive,

exponentially weighted estimators. They need to do only basic operations ofcumulating and
comparison in each sampling period. A very little amount of memory and resource is

required to store the counters. Therefore the algorithms are the least complex and have the

low memory requirements. Hence our detection techniques do not have computational and
memory overheads.

4.5 Conclusions

In this chapter, we present dual-level attack detection scheme. We propose simple,
robust algorithms that are computationally fast and based on easily accessible information.

We treat attacks as events that alter traffic feature distributions. We find that entropy is an
effective metric to capture unusual changes in the traffic feature distributions.

Macroscopic-level detectors operate on edge routers of transit network and are based on

time series variation of source IP based system entropy whereas microscopic-level
detectors operate on edge routers of stub network and are based on time series variation of
destination IP based system entropy.
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The results in this section are encouraging for the use of dual-level attack detection

scheme. The two step approach coupled with honeypots has a considerable diagnostic

power, high scope and is appropriate for detecting a wide range of DDoS attacks. It is
capable of handling meek, sophisticated as well as highly distributed attacks. Most of the
congestion inducing attacks are detected at macroscopic-level early in the network
whereas stealthy and sophisticated attacks that remain undetected at macroscopic-level are
detected at microscopic-level near the victim. The detection threshold value is adaptive

and optimized according to network conditions. This minimizes FP and maximizes
detection rate. Since the number of legitimate sources blocked is minimized, it reduces the

collateral damage. Depending on the threshold, proposed scheme operates in one of the
three modes ofdefense among naTve, normal and best defense. The proposed approach has

a reasonable foundation to adapt according to different environments and traffic

conditions. Results demonstrate that by using CUSUM algorithm over entropy for change

point detection, flash crowds can be easily distinguished from the attacks at microscopic
level. Honeypots compliment the entropy detection effectively to suppress the FN and

improve the accuracy of detection.

The proposed detection scheme is accurate and has a high detection rate even when it
comprises a small fraction of total traffic. According to simulation results, our proposed
scheme can capture attacks even ifthey comprise just 0.09% ofthe total traffic. Even very
meek rate DDoS attacks are detected reliably early in the network. They have modest per

packet computational requirements and memory usage and this makes real time processing
at high bandwidths practical. Besides being computationally fast and accurate, it adapts to
varying network conditions. Hence the detection schemes discussed in this chapter can be
used to estimate the presence ofDDoS attack early and reliably on the Internet.
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Chapter 5

Dual - Level Characterization and

Response

5.1 Introduction

Characterization of traffic is of immense importance to DDoS defense framework.

Once the DDoS defense system has detected that attack is really going on at a point of
time, it must take immediate response decision. Accurate traffic characterization is

required before any response decision can be taken. This forms the second line of defense

in the proposed framework. Characterization means the process ofdifferentiating attack
traffic from legitimate traffic. The response system either drops the attack traffic in a

timely fashion or renders them harmless by redirecting them into a trap for further
evaluation and analysis.

The special feature ofDDoS attack packets is that each individual packet is perfectly
legitimate. However correlating these packets when monitored at different points can give
some signs of uniqueness from legitimate traffic. Despite a large literature available,

DDoS attack characterization and response problems remain unresolved. Detection

scheme is always imperfect, so that both false alarms and detection failures are possible.
Imperfections are possible both with regard to the detection of attack as a whole, and

identification of flows that belong to attack traffic. Hence some attack packets may be
missed and some legitimate packets may be incorrectly dropped.

Several schemes have been suggested to characterize attack traffic from normal traffic

[45, 46, 51-55, 65-70, 72, 75, 78, 80-91, 93-98, 100-108, 111, 113-115]. As in detection,

one can choose between signature based techniques [45, 46] and anomaly based [65-70,
72, 78, 81-85, 88, 103, 108]. Signature based techniques [45, 46] can identify only known
attacks whereas in anomaly based techniques [65-70, 72, 78, 81-85, 88, 103, 108], it is
difficult to build accurate profile oflegitimate traffic and hence they generate high rate of
false alarms. Moreover, the Internet traffic is noisy, which makes it difficult to extract

meaningful information about attacks from any kind of traffic characteristics. Reason for

limited success ofattempts at characterization is that they rely on volume based metrics
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like [81, 103], which do not provide sufficient information to distinguish attacks and are
inaccurate. Some of the solutions have achieved impressive levels of accuracy [21, 93-98,

100], but all suffer from common weakness ofthemselves being exploited to give rise to

DoS attacks.

Most of the techniques for response against DDoS attacks are based on isolating the

attack traffic by either directing it to controlled environment or filtering out a part of the

traffic [51-55, 75, 78, 80, 111, 113-117]. Filtering techniques depending on inaccurate

characterization can lead to high collateral damage as they filter legitimate traffic along

with attacks. Moreover, the study in this area is totally disarrayed i.e. different

characterization and response methods are proposed using different topologies and attacks.

No benchmarks and evaluation criteria exist which can compare different approaches. For

a detailed discussion refer to Section 2.3.4.

The main objectives in this chapter are:

i. Characterization system must accurately differentiate between legitimate and

attack traffic,

ii. Attack traffic should be identified early in the network and characterization

must be prompt so that the action can be taken before the network resources are

affected,

iii. The response system should be able to effectively stop a large portion of the

attack traffic before it reaches the victim,

iv. Response should ensure good service to legitimate traffic during the attack.

v. Collateral damage due to the response must be lower than the damage suffered

by legitimate clients in the absence of response,

vi. Characterization and responsive approaches must accurately work for a wide

range of attacks.

To meet the above objectives, we propose a dual-level attack characterization and

response technique. We show that by examining traffic feature distributions, we can
characterize DDoS attacks in a systematic manner. Upon detection, steps are taken to

characterize the traffic as either normal traffic or attack traffic and these characterization

results are provided to the response mechanism. Our detection and characterization
overlap and the method used to detect the existence of an attack provide necessary
information to start responding towards traffic characterized asattack.
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Similar to detection, characterization is performed at two levels. At macroscopic-level,

characterization is triggered as soon as attack is detected by Ma-LAD and most of the

macroscopic attack traffic is identified early at the border router of transit network.

Response mechanism at this level selectively drops the congestion inducing attack traffic.

The microscopic-level attack characterization is triggered as soon as attack is detected by

Mi-LAD at border router of stub network and it identifies the suspicious traffic. The

response mechanism then redirects the suspicious traffic of anomalous flows to honeypot

for further evaluation. Legitimate traffic is subjected to servers. Our response mechanism

works by implementing three rules, namely drop rule, allow rule and redirect rule for

filtering attack traffic, isolating suspicious traffic from normal traffic and directing

suspicious traffic to controlled environment for further monitoring. Our characterization

and response techniques show a promise for complementing the action of detection with

minimum collateral damage in addressing the DDoS problem.

5.2 Dual-Level Attack Characterization

The most difficult part for defending against DDoS attacks is that it is very hard to

differentiate between normal traffic and attack traffic. Attack detection and hence attack

characterization is easiest at the victim network as a high volume of incoming traffic can

be readily used to characterize DDoS attack traffic [65, 67, 68, 71]. However, response at
victim is not possible against high volume attacks as they overwhelm network resources

even before they reach the defense system, leaving legitimate clients without service.

Additionally, high level ofattack traffic may lead to a non-selective response. Thus, while

protecting the victim, the response penalizes some legitimate traffic, leading to collateral

damage and denial ofservice. The selectiveness and effectiveness ofresponse improves as
the defense system is moved from the victim, but the detection and hence characterization

accuracy deteriorates [39, 73, 77, 80, 134, 150].

To overcome the above location tradeoff, we propose dual-level characterization. The

higher or macroscopic-level characterization facilitates selective and effective response
away from the victim. Our algorithm for macroscopic-level characterization and response
are based on the idea to allow as much traffic as possible into the network that network

can tolerate, and identify and drop only the congestion inducing attack traffic. Rest of the

traffic is subjected to microscopic-level characterization near the victim domain. It

identifies suspicious traffic and as an initial response, redirects the suspicious traffic to
honeypot to be monitored for more accurate response decision. This improves
effectiveness of response and minimizes collateral damage.
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As the detection and characterization overlap, a time series of the source IP based

system entropy on border router of transit network (used by Ma-LAD) and a
corresponding time series ofthe destination IP based system entropy on border router of
stub network (used by Mi-LAD) calculated during detection provides necessary

information for attack characterization. As soon as characterization is triggered by Ma-

LAD, the edge routers of transit network, based on packet arrivals of each flow and
individual entropy ofeach flow, calculate the contribution ofentropy of the flow in total

source IP based system entropy. Set of flows that have least or highest measured packet

arrivals and share same or very similar entropy i.e. have minimal variations in source

entropy are identified as attack flows. In case of microscopic-level characterization

triggered by Mi-LAD (for details, refer to Section 4.3.1), the edge router ofstub domain
identifies the dominant destination IP based flow as victim of DDoS attack. It then

calculates the entropy rate of individual source IP based flows destined on the victim. Ifa

set of source IP based flows that are destined to the victim share same or very similar

entropy and have minimal variations in their entropy rate, they are tagged as suspicious.

5.2.1 Macroscopic-Level Characterization

If the Ma-LAD determines that the current source IP based system entropy is below the

normal range, it suggests that traffic with a single value ofsource IP or a relatively small
number of values for source IP is dominating. Since the entropy detector tracks the value

frequency, characterization can identify which values are the most common and are likely
candidates for filtering. For finer targeting, the characterization watches for specific source

IP values with dramatic increase in frequency and treat those as attacks (it contributes least

to system entropy). Conversely, unusually high entropy source IP based system entropy
suggests that low frequency source IP are the cause of attacks. Therefore, the
characterization suggests that packets have high frequency values be given preferential
treatment and those with low frequency values and most common frequencies be dropped.

Though each of such source IP based flows contribute very less to system entropy; but
they are large in number, so overall system entropy becomes very high.

In detection phase ifHC(X) is more than normal H„(X), then suspected malicious flows
tend to have lower frequency values ofpacket arrivals and the attack is termed as low rate
degradation attack. While if HC(X) is less than Hn(X), normal then suspected malicious
flows have high values ofnumber ofpacket arrivals and the attack is high rate. (Refer to

Equation 4.3, Chapter 4).
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Macroscopic detectors designate different flow id to each unique source IP encountered

in incoming packet. At the edge router of transit network, we have aggregate of attack
flows and normal flows. Let F represent set of active flows. Then,

F =F„KjFa (FnnFa=<fi) (5A)

In the above Equation, Fn represent actual normal flows and Fa is set ofactual attack

flows. Our main task in this module is to find F* ={f,f2,...,fj c F the set of m

malicious flows. Ideally,

(K^Fa=Ft,) AND (F>Ffl=^) (5.2)

In the above Equation, F* is the set of flows identified as attacks. Now the main

problem is to find m:-

• For distributed low rate attacks, m numbers of least measured packet arrival flows

constitute F* (m number offlows that contribute least to system entropy. Since m

is large, they lead to overall increase in system entropy).

• For concentrated high rate attacks, m number of highest measured packet arrival

flows form F* (m number offlows that contribute least to system entropy. Since

mis small, there is overall decrease in system entropy).

An estimate oftotal attack traffic <f>a is used to compute mand F*. The expected value

of attack traffic <pa can be determined as follows:

fa=<f>ld-h (5.3)

In the above Equation, ^ is the total attack traffic received in {td -A,fd}and #„ is

averaged total traffic. The values of <pn is calculated by averaging total traffic observed

from the time bottleneck link utilization is 1up to time td - A.

The number ofattack flows w.can be derived from the following Equation:

m

£*/(*,+A) S#. (5>4)
7=1

In the above Equation, i is designated flow, j varying from 1to mfor least or highest
measured packet arrivals, and X(td + A) represent packet arrivals for flow i in next time

window after attack is detected.
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The condition given in Equation 5.4 helps macroscopic-level characterization module
to segregate mflows, which have either least or highest packet arrivals.

Aflowchart in Figure 5.1 details characterization ofattack traffic at macroscopic-level.
The variables DetectedMacroattack and the array ANFA generated from detection module

(Figure 4.3 - Figure 4.5, Chapter 4) together with values of <j)ld and <j)„ are used to
determine mnumber of malicious flows. After sorting ANFA in ascending order for low

rate and descending order for high rate attacks, Equation 5.4 is used to find F'a by

employing a loop with terminating condition s <(j)a.

5.2.2 Microscopic-Level Characterization

Equation 5.2 must hold for an ideal detection and characterization system. However,
such asystem may be subjected to high collateral damage, as in an attempt to identify all
attack traffic, some normal traffic may be misclassified as attack. Though a system may

detect the entire set ofattack flow i.e. F* r^Fa=Fa holds true, but in an attempt to do so,

some normal flows will be misclassified as attacks and F'a nF„ =<j> will no longer be

valid.

Hence, at macroscopic-level, set of flows identified as attacks F'a are limited to a

subset of Fa i.e. set of actual attack flows. They are essentially congestion inducing part

ofthe entire traffic which must be responded to and filtered early in the network. Aset of

flows

Fs=Fa-F; (Fa=FsvF*a AND FsnF'a=<j>) (5-5)

remain unidentified at macroscopic-level and is identified at microscopic-level as soon

as alarm is generated by Mi-LAD.

As discussed earlier, Mi-LAD designate different flow ids to each unique destination IP

encountered in incoming packet for servers to be protected. Ifthere is a decline in system
entropy for the destination IP based entropy time series on edge router of stub network,
attack is detected. Victim is identified and the characterization is triggered.
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Figure 5.1. Flowchart for characterization of attack traffic at macroscopic-level
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5.2.2.1 Identification of Victim

Let S = {S],S2,...,Sk} represent a set of servers to be protected with

D-{D],D2,...,Dk} representing destination IP based flow id for each server in S. Let m

X(t) represents the number of packet arrivals for a flow in {/ - A,/} where A is a constant

time interval called time window. When there is an attack, the destination IP based system

entropy Y„ (refer to Section 4.3.3.2) decreases dramatically, because there is one flow

dominating the router. The edge router treats dominant flow as victim of DDoS attack. For

the flow id having highest frequency of packet arrivals and least contribution to the

destination IP based system entropy, the corresponding server is identified as victim of the

attack. *fr

Victim =m\n(Y^X,...,Y„k) and max(X](t),X2(t),...,Xk (t)) (5.6)

In the above Equation, k is the number of unique destination IP based flows or the

number of servers.

5.2.2.2 Technique for Microscopic-Level Characterization

Once the victim has been identified, the edge router of the stub network starts to

calculate the individual entropy rate of each source IP based flow destined on the victim. +
Note that for microscopic-level characterization, flow is defined in similar way as for

macroscopic-level characterization i.e. each unique source IP is a distinct flow. Each

source IP based flow's entropy and its contribution towards total source IP based entropy

on the victim is calculated on edge router of stub network. If a setof source IP flows share

same or very similar entropy and there are minimal variations in their entropy rate e.g.

entropy rate is zero or less than a threshold value, they are suspicious and tagged as

attacks.

A flowchart in Figure 5.2 details out characterization of attack traffic at microscopic-

level. The variables DetectedMicroattack and the array DANFA and Dterm generated

from detection module (Figure 4.10 - Figure 4.12, Chapter 4) are used in the

characterization. Dterm is sorted in ascending order to identify the victim server according

to Equation 5.6. Array DSterm stores the entropy of individual source IP based flow

destined on victim and is used to identify the suspicious attack flows.
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FL[j]=normal
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Tag FL[j]^attack

Output FL
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Figure 5.2. Flowchart for identification of victim and characterization of attack
traffic at microscopic-level
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Our proposed microscopic-level characterization technique is based on following
notion. The attackers orattack tools use same mathematical functions to control the speed

of attack packets sent to the victim. In an attack scenario, an attacker uses a random
variable X to control the generation speed ofattack packets. For example, using a constant

speed to generate the packets, namely, P{X=C} =1, and C is a constant; increasing the
number of attack packets according to attack time /, X=a.t+b, a and b are constants;

simulating the network accessing as Poisson process,P{X =k} =Xke~l\k\, £=0,1... and
Ais a constant; and so on. Based on this observation, the different attack flows ofa DDoS

attack share the same regularities, which are different from normal traffic in a short time

period. •

We assume that attackers use same function to generate attack packets at the zombies.

We employ entropy rate, which is the rate of growth of entropy, for the source IP based
flows destined to victim identified to be under attack. As discussed earlier, if the flow has

entropy rate zero or less than threshold, it is a suspect. Due the same regularities shared by
different source IP based flows, set of flows which share same entropy and minimal

variations in entropy (i.e. entropy rate is zero or less than a threshold) are considered
suspects. In our analysis, we treat the attack flows as 'signal', which we expect to identify
and the legitimate accessing is treated as 'noise'. To disable the above technique, attackers
may use multiple attack packet generation functions in one attack, e.g. they may use
random functions with different seeds. However, we assume that there are definite and

finite rules behind the attack distributions. Our aim is to be able to distinguish signals of

attack from noise.

We suppose there are nzombies and there is a master or an attacker that triggers the
zombies to launch the attack at a point of time. The attacker uses same mathematical

function with a random variable X to control the speed of attack packets. Because of the

CPU differences and network delay differences to the victim, the real attack time and

attack speed may differ for zombies. We prove that it is a linear relationship and a
regularity exhibited by different attack flows if they use same mathematical function
despite varying speed and time ofattacks (based on assumption that the network is linear

and stable during a short time period).

LetX, represent the attack speed of attack flow i

X,=f(X) =a,X +b,, a,,b,=C, i = \,2,...,n
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Following theorem is used to prove that the traffic feature distribution is not effected by
delays and there is a regularity during the launch of attack provided mathematical

functions to control speed ofattack is same and network is linear and stable during a short
time period.

Theorem: For random variable X, and Y= f(X), if /(.) is a linear function, then the

entropy H(X) = H(Y)

Proof:

Suppose Xis a discrete variable, andX e {x„x2,...,xn}, then Ye {f(xt),f(x2),...,f(xn)}.

Because of the mapping is a one-to-one mapping, therefore, the possibilities ofeach pair
in the two domains are the same, respectively.

/>(*,) = P(f(xl)),p(x2) = p(f(x2)),...,p(xn) = p(f(xn))

Therefore,

H(y) ="Z KV,) log P(y,) =-£ />(/(*,)) log />(/(*,)) =-£ />(*,) log p(x,) =//(*)
1=1 i=i /=i

The above theorem shows clearly that the entropy ofattack packet generation speed of
each zombie is the same, and it exhibits regularity, if mathematical function is the same,

although the CPU and the network delay may differ among zombies.

From Equation 5.1

F = F„kjFb (FnnFa=<l>)

From Equation 5.5

Fs=Fa-F'a (Fa=FsKjF'a AND FsnF:=tf>)

Substituting Equation 5.5 in Equation 5.1

F=FnuFsu F'a (Fs n F,* =</> AND Fn nFs=</> AND F„ n Fj =<f>) (5.7)

where, F* is the set of flows identified as attack and filtered at macroscopic-level; Fs is a
set offlows identified as suspicious attack flows at microscopic-level. Specifically, source

IP based flows destined on victim that share same or very similar entropy and have
minimal variations in their source entropy i.e. entropy rate is zero or less than a threshold

value, are tagged as suspicious attacks and are included in set Fs. Any flow in set F
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destined to honeypots is tagged as suspicious attack, removed from set Fn and included in

set Fs.

We maintain a flow list (FL) at the edge router of stub network which is a subset of

flows from set F. In a time window

FL(t) =FnuFs (F„nFs=<f>) (5-8)

where l = y'A; j e N; A is a constant time interval called time window.

Hence the result of the microscopic-level characterization process is recorded in FL

which contains source IP based flows, with each flow tagged as either normal or

suspicious attack.

Ideally, all the flows in set Fs should be identified during the process of microscopic-
level characterization. However in practical implementation, we assume that no system is

perfect and only a subset F* of set Fs is identified as suspicious and tagged . A set

Fs -F*remains unidentified and results in FN. Similarly subset F'n of set Fn may be

identified as normal, with F„ - F'n resulting in FP.

5.2.3 Response

Our approach to DDoS defense involves response methods which are based on results
obtained from characterization. The packets belonging to characterized flows as subjected

to one ofthe three packet filter rules. As a first step to response at microscopic-level, the
packets belonging to flows identified as attack are subjected to packet filtering depending
upon the intensity of attack and user requirements. At microscopic-level, the response
module allows the packets to enter the server or redirects them to honeypots depending on
the corresponding flow being classified as normal or suspicious attack based on the results
of microscopic-level characterization. Honeypots isolate those stealthy and sophisticated
attacks that exploit the vulnerabilities and statistical anomaly detector fails to identify.
Thus the overall goal ofresponse module is to allow as much traffic into the network as it
can tolerate without compromising with the services to the legitimate requests, and block

the congestion inducing traffic early in the network.

Filter Rule: A filter rule is used to drop the packets belonging to source IP based flow

aggregates that have been characterized as attacks during macroscopic-level
characterization. Because the thresholds and baseline estimates established at

macroscopic-level are adaptive and minimize FP, filtering is performed with minimum
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collateral damage. Because the mechanism generates filtering rules immediately based on

the traffic characteristics it gathers from detection and characterization at macroscopic-
level, the response is immediate. Filtering reduces the impact of congestion inducing
attack traffic almost instantaneously.

Redirect Rule: This rule redirects the packets to honeypots and is applied to flows that

have been identified as suspicious attacks as a result ofcharacterization at microscopic-
level. Such packets belong to flows that are either destined to honeypots or the source IP

address based flow that have same or similar entropy value and their entropy rate is zero
or less than threshold and are destined to victim.

If the flow is found to be anomalous at microscopic-level, it is tagged as suspicious
attack otherwise it is tagged as normal during characterization. Instead ofjust dropping the
packets corresponding to suspicious attack flows enroute or resetting sessions, they are
actively redirected from hostile sources to honeypot. Honeypot server responds to

suspicious attack flows in exactly same manner as would the actual server to legitimate
clients. Active server and honeypot both are with the same IP. Since the connection with

suspicious attack flows is retained, the flows can be treated as legitimate flows and

directed to active server if the corresponding flows are found to be belonging to a set of
legitimate normal flows in subsequent time windows, but were momentarily misclassified
as suspects. Since the packets corresponding to such flows can be transferred back to

actual server in subsequent time window, FN are reduced. However if persistently, in
many time windows, the flow remains tagged suspicious attack, connection remains

directed at honeypot server. Also one can potentially gain more information about the

attacker. Since, instead ofdropping such flows, they are redirected to honeypots, they can
be analyzed before a final response decision is taken. This reduces collateral damage.

Aset of flows Fn - F"„ +F' are subjected to redirection.

Allow Rule: During DDoS attack, there is a need to allow a particular kind of traffic

that belongs to legitimate clients to pass through the network and reach the server or

destination. The allow rule is used to allow the packets belonging to flows identified as
legitimate during the characterization step.

A set of flows F* + Fs - F* are permitted access to the server.

The production rules for response are as follows:

133



Production Rules for Response

V
{Flow identified as attack at macroscopic-level}
FILTER

else if
{Flow destined to honeypot OR identified as suspicious attack at microscopic-level}
REDIRECT

else

ALLOW .

Start

Input FL,
HoneypotIP

Loop

Input Packet

Detach packetheaders and findsource IP.
destination IP

Classify packet to flow id i based on source IP

Yes

Encapsulate packet as <source
IP, destination IP> ("Allow")

Encapsulate packet as <source
IP, Honeypot 1P>("Redirect")

Send Packet

Stop

Figure 5.3. Flowchart for microscopic-level response
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Filtering effort is immediate and reduces the impact of attack downstream almost

instantly. Concise recommended rules are generated for responders to impose using the
individual classification decisions. As the response rules generated are concise and

imposed according to individual classification decision, it enables focused filtering and
reduces impactof responses on legitimate traffic.

A flowchart in Figure 5.3 details out the response to flows tagged suspicious attacks

and normal at microscopic-level. It takes input FL and honeypot IP. FL is obtained as a

result ofcharacterization at microscopic-level and contains source IP based flows tagged

as normal or suspicious attack (refer to Figure 5.2). Packets corresponding to suspicious

attack flows are redirected to honeypots whereas packets corresponding to normal flows
are allowed to servers.

5.3 Overall Detection, Characterization and Response Algorithms

Overall algorithm for macroscopic-level detection, characterization and response at the
edge router of transit network is as follows:

Algorithm

For a time window, initialize the parameters and size of time window.

i. Count the numberof packets from different sources in a time window.

ii. Calculate the system entropy H(X) based on source IP aggregates (refer to Equation 4.2).
Determine the optimum threshold; calibrate the system; detect the attack (refer to
Equation 4.3).

iv. If Attack = true, trigger characterization and start monitoring the individual contribution

ofentropy ofeach source IP based flows towards total system entropy.

v. Determine m flows that have highest or least packet arrival rates and contribute least to

source IP aggregate based system entropy.

vi. Drop the identified attack flows (refer to Equation 5.4).
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Overall algorithm for microscopic-level detection, characterization and response at the

edge router of stub network is as follows:

Algorithm

in.

IV.

VI..

Fora time window, initialize the parameters and sizeof time window.

Count the number of packets to different destinations.

Calculate the system entropy H(X) based on destination IP aggregates (refer to Equation

4.2). Apply CUSUM and judgment function (refer to Equation 4.6 and Equation 4.7).

If Attack = true, identify the victim (refer to Equation 5.6) and start monitoring the source

IP flow based entropy for flows destined to victim.

Set of source IP based flows that share same or very similar entropy and minimal variations

in their entropy such that their entropy rate is zero or less than threshold value are suspects

and tagged as suspicious attacks. Moreover flows destined to honeypots are also tagged as
suspicious attacks (refer to Equation 5.7 and Equation 5.8).

The flows tagged as suspicious attacks are directed to honeypots whereas the flows tagged

as normal or legitimateare allowed access to servers.

Overall scheme is as follows:

i. Raising DDoS attack alarm at edge routers in transit stub network: This
corresponds to macroscopic-level detection. We collect source IP based flow
samples on edge router of transit network for a time window. If the entropy of
system changes dramatically or flows are destined to honeypots or both, a DDoS
attack is confirmed and alarm is raised at the router,

ii. Handling the DDoS suspects at microscopic-level: We collect destination IP based
flow samples on edge router of stub network for a time window. We monitor
system entropy as well as contribution of entropy of each destination towards the
total system entropy. Ifthe entropy of system decreases dramatically, the victim is

identified and alarm is generated.
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iii. Discriminating DDoS attacks from legitimate traffic: In case ofmacroscopic-level
characterization, packet arrivals and entropy rate for each source IP based flows

are calculated. Set of flows having least or highest measured packet arrivals which

share same or very similar entropy and minimal variations in their entropy are

attack flows. In case of microscopic-level detection, source IP based flows destined

to victim that share same or very similar entropy and minimal variations in their

source entropy are suspects and tagged as suspicious attacks. Flows destined to

honeypots are also tagged as suspicious attacks.

iv. Eliminating DDoS attack packets before they reach the target: Packets

corresponding to the attack flows identified at macroscopic-level on the edge

router of transit network are discarded. In case of microscopic-level, the packets

corresponding to flows either tagged as attacks or destined to honeypots are

isolated from legitimate traffic and redirected to honeypots. Hence the detection,

identification, elimination and isolation of attacks are done before the attack

packets reach the target.

5.4 Performance Evaluation

5.4.1 Experiment Design and Procedure

We tested our scheme against an Internet type topology using network simulator 2

(ns-2) [202] as simulation testbed with same parameters as used for detection phase

using D-LAD scheme. For details on simulation model, refer to Appendix A. The 156

node network shown in Figure A.l. is composed of five FTP servers, labeled node 117,

118, 119, 120 and 121 to be protected, 137 clients of which 48 are legitimate clients

and 89 are attackers and router nodes (which represent point of presence). All FTP

requests are originated randomly from different client nodes. We introduce randomness

to the locations of legitimate clients and attackers. However, to simplify the analysis,

we carefully place servers where they all have same access bandwidth (i.e. 3 Mbps) and
where they all have paths from clients to access.

To control the load ofeach run, we use Poisson process to model arrival process of

the FTP clients. The inter-arrival time of FTP client (IAT) is computed by:

IAT =exp(TM/CL) (5.9)

where Tftp is the average total time for file transfer, CL is the total client load, and
exp(x) is the exponential distribution with mean x.
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Table 5.1. Attack characterization parameters

S. No. Parameter Value

1. Simulation time 30 seconds

2. Attack Duration 8-20 seconds

3. Window Size .2 seconds

4. Packet Size 1040 bytes

5. Tolerance factor a 2-9

Configuration parameters, including the link rate and propagation delay are
summarized in table A.3. Each simulation experiment has 10 runs (averaged in the

graphs). Legitimate clients send requests from time 0-30 seconds and attack duration is
from 8-20 seconds. Attack characterization parameters are as given inTable 5.1.

5.4.2 Results and Discussion

We conduct experiments for dual-level attack characterization method.

Characterization process is triggered as soon as D-LAD detects an attack. Characterization

requires monitoring the contribution ofeach flow's entropy towards total system entropy.
We treat the attack flows as 'signal', which we expect to identify and the legitimate flows

are treated as 'noise'. The test results show that our methods have accurate

characterization capability.

5.4.2.1 Macroscopic-Level Characterization

Two kinds of attacks are simulated. The first attack is simulated with a single attacker

attacking at a rate of 1Mbps. Second attack is simulated with 80 attackers with a mean
attack rate of .5 Mbps. Figure 5.4 shows time series entropy of each distinct source IP
based flow monitored on edge router oftransit network. The Figure shows that flow 5, 6

and 7 are easily distinguishable from other flows. These flows correspond to attack
signals. Flows 1to 4 are noise and correspond to legitimate flows.

In the first case, flow 5 with the least contribution to source IP based system entropy

and most frequent packet arrivals was identified as attack flows, with value ofm(refer to

Equation 5.4) corresponding to 1.
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Figure 5.4. Time series entropy variation of each distinct source IP based flow

In the second case, the characterization process triggered as a result of detection, on

simulating 80 attackers with 0.5 Mbps attack rate after 8 seconds, alarmed distributed low

rate attack and identified flow 6 and 7 (up to flow 85 not shown in the Figure) as the attack

flows. These attack flows are signals with less frequent packet arrivals and hence

contribute least to the source IP based total system entropy as shown in Figure 5.4.

However, such flows being large in number increase the total system entropy at edge
router of transit network.

5.4.2.2 Microscopic-Level Characterization

As soon as the microscopic-level characterization is triggered by Mi-LAD; victim or

server under attack is identified. We monitor the contribution of each destination IP based

flow's entropy towards total system entropy at edge router of stub network where each

distinct destination IP corresponds to a server to be protected. Since, the overall decrease

in the destination IP based total system entropy triggers the microscopic-level

characterization, there is one destination IP based flow that dominates the rest of the flows

due to heavy rate of packet arrivals, and therefore flow with highest frequency of packet

arrivals or that contributes least to overall destination IP based system entropy is identified
as victim.
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Server 117
Server 118
Server 119
Server 120 _
Server 121

30

Figure 5.5. Time series entropy variations ofdistinct destination IP based flow
corresponding to each server

#Attackers Rate (Mbps)
No Attack
10 1
20 1
20 2
20 3
80 5
80 6

Figure 5.6. Time series entropy variations showing contribution of victim flow
towards total destination IP based system entropy under different attack strengths
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Identification ofthe victim

Figure 5.5 shows time series entropy variation of each destination IP based flow which

corresponds to each server in the server pool of five servers to be protected. The attack is

simulated with 20 attackers at the rate of 2 Mbps, and starts at 8 seconds, with attackers

randomly selecting one of the five servers from the server pool to launch their attack.

Figure 5.5 clearly shows that server 118 has the least measured entropy value during the
attack period and contributes least to the total system entropy; and hence is the cause of

decrease in total system entropy. This implies that server 118 has highest measured
frequency ofpacket arrivals. The attack packets targeted to server 118 are captured in time

^ series entropy variations identifying it has victim ofthe attack.

Figure 5.6 shows the relationship between different attack strengths and decrease in

entropy ofthe flow identified as victim. The entropy ofserver 118 decreases in presence
of different attack strengths. The higher the strength of attack more is the decrease in the

entropy ofthe victim. It is so because higher the strength ofattack more is the frequency
ofpacket arrivals, and lesser the contribution of the flow's entropy in total system entropy.
Destination can be identified easily in all cases ofattack strengths.

^ Characterization ofsuspicious attacks

Characterization of attacks at microscopic-level requires monitoring entropy of each
distinct source IP based flows that are destined to victim identified in the above step.

We simulated the attack with 10 attackers at rate of 1 Mbps and monitored time series

entropy ofeach distinct Source IP based flow destined to server 118. Figure 5.7 gives the
results ofsimulation. The set ofsource IP based flows from 1to 10 share same entropy
space and there are minimal variations in their entropy rate. These dominant signals are

^ effortlessly identified tagged as suspicious attacks.

+
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Figure 5.7. Time series entropy variations of each distinct source IP based flow
destined to the victim (server 118) monitored on edge router ofstub network ; 10

attackers ;1 Mbps
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Figure 5.8 Time series entropy variations of each distinct source IP based flow
destined to the victim (server 118) monitored on edge router ofstub network; 20

attackers; 2 Mbps
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Figure 5.8 shows the results when previous simulation was repeated with 20 attackers

attacking at rate of2 Mbps. The Figure shows two distinct sets of signals for the 20 flows

with no variations in the entropy for each set of flows. The entropy rate for each flow in

both sets becomes zero soon after the attack is launched at 8seconds. This justifies the fact
that attacks generated by sophisticated attackers using different attack functions can be
easily identified.

Figure 5.9 shows the attacks simulated with 72 attackers. The Figure shows two distinct

sets of signals for 72 flows with no variations in the entropy for each set of flows. The

entropy rate for each flow in both sets becomes zero soon after the attack is launched at 8

seconds. This justifies the fact that attack signals are easily distinguished from background
noise or the legitimate flows and attack flows are identified even ifthey are generated by
sophisticated attackers using different attack functions at high attack strength.
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Figure 5.9. Time series entropy variations of each distinct source IP based flow
destined to thevictim (server 118) monitored on edge router of stub network; 72

attackers
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5.4.2.3 Performance of the Overall Scheme

Figure 5.10 shows the ratio of legitimate and attack packets accepted under different
strengths of attack. The strength of attack was increased by increasing the number of ^
attackers from 1 to 80. The Figure shows that more than 90% of the good packets were

identified and accepted irrespective of the mode of defense (namely, naive, normal and
best defense, refer to Section 4.3.2.3). This clearly justifies our claim that collateral

damage caused in the presence of the proposed responsive measure is much less than the
damage suffered by legitimate clients in the absence of response, which reduced the
throughput to zero as soon as attack was launched (refer to Section 4.4.2.1, Chapter 4).
There is no perceivable decrease in the acceptance rate of legitimate packets even if the ,
magnitude of attack increases. Legitimate packets remain unaffected and are not dropped
because, before congestion inducing attack packets flood the network resources and cause

legitimate packets to drop, they are filtered at macroscopic-level i.e. much early before

reaching the victim.

However, naive defense has the highest packet acceptance ratio because the thresholds

are such that they favor legitimate flows so as to minimize FP. Best defense, on other hand
has slightly decreased packet acceptance ratio because system is calibrated so as to
minimize FN and hence increases FP causing good packets to suffer during

characterization and response.

Though, the packet acceptance ratio for good packets remains same with increasing
number ofattackers, the bad packet acceptance ratio increases with increase in number of

attackers and attack strength. The increase is highest for naive defense, because the system

is calibrated to reduce false alarms and hence reduces the detection rate. Hence some

attack flows remain undetected (refer to Figure 4.8) and go uncharacterized at

macroscopic-level. In case of best defense (refer to Figure 4.6), the system is calibrated for
high detection rate and minimum FN. Therefore bad packet acceptance ratio decreases

almost to zero in case of best defense.

Hence, the simulation results indicate that response prototype blocks substantial
congestion inducing attack traffic, allowing some of the suspicious traffic into the
network, that can be further analyzed before taking any decision, and hence reduces

collateral damage.

>
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Figure 5.10. Ratio of accepted packets vs. different number of attackers for three
modes of defense

5.5 Conclusions

Our proposed D-LAD has been extended to provide attack characterization of network

traffic. In our proposed dual-level attack characterization technique, macroscopic-level
identifies congestion inducing attack flows whereas suspicious attack flows are identified

at microscopic-level. Presence of honeypots identifies the attack flows exploiting the
vulnerabilities that otherwise remain undetected. Our proposed technique is applicable to a

variety of attacks. We are able to characterize attack from legitimate traffic even if it is

from same site as legitimate traffic, destined for nodes on same network or victim, or

shares characteristics likeapplication protocol etc.

Our proposed response technique enables more focused filtering and redirection, and

reduces the impact on legitimate traffic. As a response to attack flows identified at

macroscopic-level, filtering is performed. It blocks substantial proportion of generated

DDoS attack traffic at macroscopic-level. With the two-fold protection, packets with

higher probability ofbeing valid are offered preferential service, while packets which have

been marginally classified as invalid or suspicious attack at microscopic-level will still be

allowed and directed to honeypots. It drills down to investigate suspicious DDoS flows

more closely at honeypots at microscopic-level. Therefore, more certain and refined

response is triggered for suspicious attack flows at microscopic-level. Results show that

145



collateral damage caused in the presence ofour proposed responsive techniques is much
less than the damage suffered by legitimate clients in the absence ofresponse. Therefore,
the techniques for characterization and response proposed in this chapter show a promise
for complementing detection and characterization with minimum collateral damage.
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Chapter 6

Dynamic Honeypot Based Attack

Mitigation

y- 6.1 Introduction

A complete DDoS defense system requires not only detecting presence of attack and

identifying attack traffic but also mitigating the attack. Mitigation is the process of

minimizing the effects of an ongoing attack. Mitigation approaches to DDoS attacks have

reached toa level of development of survivable systems that prevent the failure of network

operations. However, aim of successful mitigation technique should be to provide stable

network functionality as well as service continuity to legitimate clients, with guaranteed

^ QoS under dynamically changing network conditions. Mitigation of attacks to a level of

maintaining service continuity with guaranteed QoS is very challenging problem that has
not yet been solved.

i

Depending upon the location of target, DDoS attacks can be network-level or service-

level. Various link-based defenses have been proposed to mitigate the effect of network-

level attacks that saturate critical links in path of legitimate clients. Filtering [51, 52, 75,

87, 88, 116, 126, 128] is the simplest, easiest and most effective way to mitigate the
effects of a DDoS attack, if the attack characterization is accurate. Most of the IP

X

traceback schemes [39, 142] based on packet marking [39, 76, 132-141, 143, 146, 172]
suffer from IP packet marking overheads. Link testing schemes for IP traceback [111,113,

144] cannot detect the degrading attacks which do not cause congestion at links. Other link

based defenses [78-80, 153-155] cause collateral damage which in itself turns out to be

DoS. Special routing schemes [111, 116, 117, 156, 173] suffer from potentially enormous
resource requirements, require changes to global routing tables and have high overheads of

storage, processing and secure communication. Scheduling algorithms [158-160] are too

expensive in terms of delays. Other techniques [7, 77, 114, 129, 161-167, 169] are either
inefficient or require global cooperation. >
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Node-based defense for service-level attacks include resource pricing [98-100, 121],

changing IP address [55], QoS regulation [122], over provisioning [57] etc. These schemes
either require excessive state monitoring, specialized client programs, have delays or are

costly.

Therefore, each of the above mitigation technique has its own set of limitations. Most

of the mitigation techniques are inadequate, inefficient or overly restrictive. The above
solutions neither eliminate the mitigation problem, nor deter the potential attackers.

Therefore, with reactive approaches in place, network under DDoS attack often becomes

functionally unstable and legitimate users in the network suffer in terms ofpoor response

times and frequent network failures. Compounding the problem is to maintain an c
acceptable level of QoS. Also, the Internet is dynamic in nature and the topic of automated
responses to DDoS attacks has not received much attention. To develop an effective,
scalable, and resilient mitigation scheme is a big challenge. Refer to Section 2.3.5 for

further details.

Our proposed mitigation scheme has the following objectives:

i. Proactively mitigate effects of DDoS attacks,

ii. Respond autonomously to ensure legitimate clients are served efficiently and not ±
affected by the attacks,

iii. Ensure that system is not mistakenly filtering legitimate traffic,

iv. Ensure stable network functionality, resource availability and service continuity

with guaranteed QoS to legitimate clients,

v. Ensure that too many resources are not sacrificed during mitigation,

vi. Optimize use of resources in dynamic network environment to ensure that benefit
of the scheme is manifold as compared to the cost incurred.

... V
vii. Deter the potential attackers during mitigation process.

In the previous chapters, we proposed dual-level attack detection and characterization
and identified the congestion inducing attack flows. The identified attack flows were

filtered at macroscopic-level. For the rest of the traffic analyzed in stub domain at
microscopic-level, suspicious flows were identified from normal ones.

In this chapter, we propose a service-level proactive mitigation approach for the
suspicious attack flows identified at microscopic-level. Our scheme uses autonomous $
dynamic honeypot [205] and forms the third line of defense of the proposed framework.
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Ourapproach to service-level attack mitigation is as follows:

i.Isolating the suspicious attack flows and redirecting it to honeypots present inside the
victim network for treatment.

ii.Forwarding the good traffic of legitimate flows to active servers in the network to

maintain service continuity.

iii. Replicating the servers and changing their location, number and duration of service.

The total budget (total number of machines) gets partitioned into two groups: active

servers and honeypots. The traffic is handled through honeypots or active servers

contingent on the input derived from characterization at microscopic-level. The good

traffic of normal legitimate flows is routed to one of the active servers, while the attack is

diffused across honeypots. By "dynamic" we mean that the number of servers and

honeypots is adaptive and changing. By "autonomous" we mean that change in number

and locations of servers and honeypots is triggered independently with changing network
conditions.

We present exhaustive cost-benefit analysis of our proposed mitigation scheme. We

analyze our proposed honeypot framework for different scenarios of attacked network

under three modes of defense among naTve, normal and best.

6.2 Building Blocks of the Proposed Scheme

This section gives an overview ofour mitigation scheme. We identify the major issues
to be addressed and focus on the building blocks of our scheme.

At macroscopic level, i.e. on border of transit network, congestion inducing attack

flows were identified, that, if permitted into the network, may cause severe network

performance degradation. This serves to mitigate link-based attacks at network-level.

At microscopic-level, i.e. on border of stub network, we consider mitigation as the

problem of estimating total attack traffic targeted towards the victim and isolating it.
Characterization scheme at microscopic-level tags all the arriving, flows as either normal

legitimate flows or suspicious attack flows in moving time window. This information is

maintained in the FL. Refer to Section 5.2.2.2 for details. Our proposed mitigation scheme

makes use of the information derived from this characterization. Legitimate flows are
directed to one of the active servers. Services are replicated on all the servers. Traffic

belonging to the suspicious attack flows is processed by a honeypot.
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Whenever a suspicious attack flow arrives, instead ofjust dropping the flow enroute or

sending it to active server or resetting sessions, they are redirected to a honeypot.
Honeypot server responds to these flows in contained manner as would the actual server to
legitimate clients. It logs information about the flows either for a fixed time interval equal
to the characterization time window (ora multiple thereof); or till the expiry of current eon

(variable time duration, discussed later); or till the existence of flow, whichever less.
Therefore connections with the suspicious attack flows are retained by honeypots.

If the suspicious attack flow directed to honeypot is tagged as normal is subsequent

characterization time window, it regains its status as legitimate client, and is redirected to

active server. Therefore, legitimate traffic mistakenly handled by honeypot is processed ^
successfully, albeit at higher latency. However if the flow persistently remains tagged as
suspicious attack, connection remains directed at honeypot server, before it is dropped.
Honeypot logs the information and therefore one can potentially gain more information

about the attacker.

Active servers and honeypots both are in the same domain. Active servers and

honeypots continuously change their number and location among a pool of servers.
Number and location of active servers and honeypots depend on current CL and attack AL.

The duration between successive change in number and location of active servers and

honeypots is called "eon".

Each server in the server pool alternates between providing the service and acting as a

honeypot. This is done in a manner unpredictable to attackers. Each time the location of
active server changes, service roams and the roaming time and the address of the new
server are kept secret except from legitimate clients tagged as normal. Legitimate clients,
depending upon their trust level, can track the active-servers for certain time duration.
Therefore, each client has to prove itself as being legitimate by getting corresponding flow
tagged as normal before perceiving knowledge of the secret location of the active server
and being granted access. Once a client has this knowledge, it will be able to track down
the active server. As the active server changes its location, all legitimate connections are

migrated to the new server. Duration for which each legitimate client is able to track the
location ofactive servers, depends upon the trust it has built with the system.

Honeypots are instrumented to detect potential attacks. Hence any flow destined to ^
honeypots loses its status as a legitimate client, is considered suspicious attack and
handled by honeypot.
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The active servers change their location either reactively in response to the detection

and identification of an attack, or proactively to defend against unpredictable and

undetectable attacks. The reactive component allows the scheme to benefit from

characterization step. It generates judicious mixture of active server and honeypots in

reaction to current CL and AL. The proactiveness of the scheme makes it difficult for the

attackers to guess where and when the active server roams. The proactive component also

allows the scheme to tolerate undetected attacks that may attempt to bypass the system.
Since, legitimate flows can track location of active servers; any traffic destined to

honeypot is an attack. The server state is proactively flushed each time the server roams,

causing all illegitimate connections to be dropped. Since each time server drops all its

current (attack) connections as it switches from honeypot to active server, it opens a

window ofopportunity for legitimate requests before the attack re-builds up. FN are thus,

weeded offwhen active servers and honeypots change their location.

6.2.1 Server Replication

In a node based defense for server-oriented attacks, if the server can accurately
distinguish between normal and attack traffic, DDoS attacks can be stopped by simply
dropping the illegitimate attack packets and restricting the access to server to normal

packets coming from known legitimate source addresses. Accurate characterization

requires time and computation. Efficient filtering implementations at line speed are not

easy to design. Delay in characterization and response results in performance issues.

Overprovisioning of resources like deploying load balancers and having hardware like

servers and bandwidth available, to increase the capacity in an emergency, increases
resistance against DDoS attacks.

Server replication makes available servers in excess so that they can accommodate both

the attack and the legitimate traffic, thus avoiding denial of service. It strengthens the
victim to withstand the attack. The server is randomly selected for each arriving request
and share the load equally at all times. This is by far the most widely used approach for
service-level DDoS defense.

In order to withstand service level DDoS attacks, we propose to replicate the servers in

our scheme. However, it is insufficient to prepare for DDoS attacks by server replication
alone. Though, replication can diffuse the load of link-oriented DDoS attacks over a

number of simultaneous replicas, replication is not DDoS attack-tolerant in the same

degree as it is fault-tolerant. It raises the bar for the attacker who must generate a
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sufficiently strong attack to overwhelm abundant resources, but replication cannot tolerate
large-volume attacks that can clog all the replicas. For server-oriented attacks, even with a
smaller number ofpackets, attacks can exploit vulnerabilities in all the replicas and knock
them down almost simultaneously. Another disadvantage is that cost of server replication

is prohibitive for small systems. If a system does not usually experience high traffic
volume, it needs modest servers for service continuity. In such case, replicating a lot more

servers will be wasteful, as they rarely get used, whereas replicating just a bit more will

not be able to withstand DDoS attacks. Finally, automated tools can be used to launch an

attack even against a well-provisioned network.

Hence, server replication alone is an expensive solution and does not guarantee to

withstand the DDoS attacks. It fails in a scenario where servers promise QoS guarantees to

clients. Replication can make a system tolerate attacks; it does not effort to mitigate the

attacks on the servers.

6.2.2 Dynamic Roaming Honeypots

Replication by itself is insufficient, as while being able to tolerate DDoS attacks, it fails
to mitigate them. All the replicas are active and accepting attack connections. Our goal is
to mitigate the effects of DDoS attacks and not to scarify too many resources. Replication
becomes costly during time periods of low network load, when only few resources are

enough to service legitimate clients. It does not guarantee service continuity during high
attack loads because it does not effort to mitigate attacks. To overcome these

disadvantages of replication, we propose to dynamically change the degree of replication.
In addition, we also propose to isolate the suspicious attack flows.

Our scheme [193] uses honeypots [174-176] to isolate the suspicious attack flows.
During mitigation, identified suspicious attack flows are directed to isolated zone of
honeypots where they cannot cause any further damage to the network [193]. Honeypot
system sets up a controlled environment similar to the service system, deceiving
attackers. Honeypots generate automated response against attacks. This approach leads the
attacker to believe that they are succeeding in their attack, whereas in reality they are

simply wasting time and resources. Hence, honeypot based attack isolation [193] along
with replication helps it to withstand high AL. Advantage of using honeypots is that they
trap the attackers and gain information about attacks. They can be taken offline for
analysis. Any data retrieved from honeypot is most likely related to the attacker. Thus,
they give in depth information that is needed to rapidly and effectively respond to attack.
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However, static honeypots [193, 206], because of their deployment at fixed (thus
detectable) locations, can be avoided by sophisticated attacks. Moreover, if an attacker

comes to know the presence of honeypot in network, honeypot may be compromised. A

compromised static honeypot can be used to attack other servers in the network. In our

scheme, instead of being statically placed, we propose to change the locations of both
active servers and honeypots.

Many schemes have been proposed in literature where server roams or changes its IP

address to mitigate effects of attack. IP hopping [207] protects a public server; as the

server changes its IP address after detecting it is under attack without changing its

location. Only changing the IP address ofthe server without physically moving the service

retains malicious state entries in the server implanted during the attack. Illegitimate or

attack packets will still go to the same network after the address is changed. IP hopping

does not block a persistent attacker which looks up the new IP address ofserver using
DNS. By physically moving the service from one server to another and cleaning the state

ofthe old server avoids the limitation ofIP hopping. Figure 6.1 illustrates logical roaming
used by IP hopping [207] and the proposed physical roaming. Consider two machines,

machine 1 has IP address A.B.C.D, machine 2 has IP address W.X.Y.Z and destination IP

is A.B.C.D i.e. machine 1at time Tl. In case of logical roaming, at time T2, the machines

change their IP addresses as the destination IP changes to W.X.Y.Z with the packets still
destined to machine 1. In case of physical roaming, at time T2, the IP address of machines

are not changed as the destination IP changes to W.X.Y.Z, so that packets are now
destined to machine 2.

Tl: IP Address A.B.C.D

T2: IP Address W.X.Y.Z

Machine 1

Tl: IP Address W.X.Y.Z

T2: IP Address A.B.C.D

Machine 2 Tl: Destination IP A.B.C.D

T2: Destination IP W.X.Y.Z

Figure 6.1 (a) Logical roaming

Tl: IP Address A.B.C.D Tl: IP Address W.X.Y.Z
T2: IP Address A.B.C.D T2: IP Address W.X.Y.Z

Machine 1 Machine 2 Tl: Destination IP A.B.C.D

T2: Destination IP W.X.Y.Z

Figure 6.1 (b) Physical roaming
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Mutable Services [130] is a framework to allow for reactively relocating service front-

ends and informing only pre-registered clients ofthe new location through a secure DNS-
like service. In [186], hybrid architecture has been suggested for defense against DoS
attacks, where a passive honeypot has been used for protection against relatively static

attacks. In [124], a secure and light-weight mechanism to proactively change the location
of the active server within a server pool was proposed to mitigate the attacks. However,

the scheme incurred an overhead that caused performance degradation both in the absence

of attacks and under low attack loads. In [208], because of sacrificing some servers to act

as honeypots, distributing the load on all the servers outperformed the scheme in the case
ofa high legitimate client load combined with a low attack load. Both these schemes
[124, 208] also suffered from the disadvantage of the cost of replication in absence of

attacks.

To minimize the cost of replication and maximize the performance, limited network

resources must be judiciously used during an attack. In our scheme, we propose to

dynamically change the degree of replication depending on network conditions. Degree of
replication of active servers is increased ifCI is high, whereas it is reduced ifthere is low
CL and high AL, thus increasing number of honeypots and keeping ahead ofeven rapidly
increasing volumes of DDoS requests. We also propose to change the physical location of

active servers and honeypots.

To change the degree of replication of active servers and to change the physical
location ofactive servers and honeypots, following issues must be addressed: firstly, what

should ahoneypot look like, secondly, where to deploy servers and honeypots and thirdly,
how many. As our approach requires servers and honeypots to continuously change their
number and physical location, it deals with in-process connections. How to migrate the
connections to the new server as the active server migrates from one location to another is ^

another issue. Moreover, physical roaming has overhead due to connection

reestablishments that result in performance degradation. Connection reestablishment

incurs an overhead as every time old connections are broken and new connections

established, there is TCP slow start that pulls down the response time. Therefore, roaming
should not be triggered too late that attack builds up, and it should not be too early that
time spent in TCP connection reestablishment causes legitimate clients to suffer and cause
performance degradation. When should roaming be triggered is an important question that
is addressed. Finally, each legitimate client with normal traffic should be able to perceive
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the secret location ofthe active server and its duration. Aclient with higher trust should be
able to track down the active server for a longer duration.

File Transfer Protocol (FTP) services are based on TCP and have been replicated on all

nodes to make honeypot act like FTP server, responding in contained manner to attack

flows. Server and honeypot roaming mechanism adds a layer of DDoS attack-tolerance

above plain replication. Dynamic roaming honeypots and changing degree of server

replication do away with cost of replication and provide guaranteed QoS besides attack-

tolerance. The effectiveness of our framework relies on when and how do the numbers and

locations of active servers and honeypots change, how the legitimate clients know where

the active servers are and how we migrate the in-process connections. Next, we describe

the building blocks of our scheme which address the issues discussed above.

6.2.2.1 Dynamic Honeypots
i

The total server budget gets partitioned into two groups, active servers and honeypots.
Active servers change their location within the pool of servers, and the rest of the nodes in

server pool act as honeypots. Number of active servers and honeypots depends on the

current CL and threat level. AL represents the threat level in the network. CL and AL are

determined from the characterization scheme described in Chapter 5 and depend upon the
number of normal and suspicious flows identified during microscopic level
characterization in the FL (refer to Section 5.2.2.2). We grade CL and AL into three

categories, namely, low, moderate and high. Similarly, both the number ofhoneypots and

the number of active servers are divided into three categories namely low, moderate and

high. For each combination ofCI and AL, we use low, moderate and high to determine a

range on the number of honeypots and active servers. A combination from the range is

chosen probabilistically in a way that total budget remains same. Our scheme is such that

in case of high CL and low AL, adequate number of active servers is generated to serve
client requests. Where as in case of high AL and low CL, modest number of active servers

is generated with enough number ofhoneypots to fend off the attack. The design details of
above proposed technique are discussed later.

6.2.2.2 Proactive Roaming

To allow for undetectable, dynamic and proactive roaming behavior, the algorithm is
based on backward hash chain for calculation of roaming time and location of
destinations. We use backward hash chains, the members of the chain are generated using
one-way hash functions like SHA-1 and MD5 [209-211]. For this class of functions, it is
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computationally infeasible to reverse the direction of the function application; that is,
given the output of such a function, it is computationally infeasible for an adversary to
know the input. One way hash functions have been used in reverse direction of their
generation. The backward usage of hash functions is inspired by the work done in [124,
212-214]. Hash functions have a lightweight computational overhead and hence simple

and efficient implementation.

To be able to know the active server location, a client needs to have at least two

information: the server address and the time that the server will be active. Service time is

divided into eons; at the end ofeach eon, number ofactive server changes; and the active

servers and honeypots migrate in the server pool. To calculate the duration ofservice eon ^
and location of active servers in the service eon, a long hash chain is generated using a

one-way hash function //(•), and used in abackward fashion. The last key in the chain, K„,
is randomly generated and each key, K, (0 < / < n), in the chain is computed as H(Ki+])
and used to calculate both the length, Rh ofservice eon Et and the location, St, ofthe active

server during Et as follows:

/?, =MSBj(//'(K,)) and (6-!)

Si^serverslMSB^H'XKi))], (6-2) >

where MSB/x) are they most significant bits of x, 2/ represents an upper bound on eon
length, N is the total number of servers, and the array servers contains an <IP address,
TCP port> pair for each server in the server pool. //' and H" are public one-way hash
functions, such as MD5 [211], Hence, the client is able to track the active server within a

pool of servers and determine the time for which it would be active.

Based on trust levels, clients can be classified into distinct classes each with different

privileges for accessing the servers [215]. Here privilege is defined by the duration (i.e. y
number ofeons) for which a client can access the server.

Each legitimate client is assigned a roaming key, K„ from the hash chain, with a
varying value of t according to each client's level of trust which it builds during
characterization step. K, allows the client to track the servers to and including eon E,. For
instance, in Figure 6.2, suppose if aclient is assigned K3, it will be able to generate K2 and
K, and therefore track the service until eon E3 whereas a client assigned K5 can follow

•i
service until E5 starting from E,.
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Figure 6.2. Calculation of server location and eon duration using backward hash chains



Our proposed scheme defines two autonomous updates to serve two purposes:

(i) To allow for changing the eon length's upper bound, 2/, to reflect the current threat
level. We defined an upper bound on the time interval between consecutive server

roaming instances. This upper bound is adaptively changed to react to the current threat
level. For instance, in a high threat period this upper bound is set to be small, while it is set

to a large value in normal conditions. Effect ofthis upper bound and hence length ofeon
Ri (referred to as migration interval or miv) is investigated and its value is decided

according to CL and AL.

(ii) Since there are multiple active servers, and therefore the scheme is extended to
determine location of a subset of active servers instead of a single active server depending

upon number of active servers.

More details on design of the scheme are discussed later.

6.2.3 Service Migration

This section discusses the mechanism used for migrating the active connections. We

assume our service to be a TCP-based service.

Two well-known TCP-connection migration mechanisms are the TCP-Migrate [216],

developed at MIT, and the Migratory-TCP [217], developed at Rutgers University. Both
provide aframework for moving one end point ofa live TCP connection from one location
and establishing it at another location having a different IP address and/or a different port

number. These mechanisms are used for mobility support and fault or attack tolerance.

They have been used for roaming servers and require some modifications to suit our

requirements.

Both mechanisms deal with following issues in a slightly different way: (i) how the

TCP connection is continued between the new end points; (ii) how to recover both TCP

and application states; and (iii) when to trigger the migration mechanism.

In MIT's TCP-Migrate [216], during connection establishment, the migration feature is

requested through a TCP option (Migrate-Enabled). By the means of a handshaking
protocol, a shared key is established between the two connection end points. As per a
migration request from one end point, represented by another TCP option (Migrate), the
TCP control block at the fixed end point is updated to reflect the new location of its peer.

To protect against connection hijacking, the secret key agreed upon during the connection
establishment should accompany the migration request. State recovery in the new server is
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achieved via periodic state updates from the old server to the server pool. The migration

request is issued by a new server and triggered by an overload at the old server, detected

by a health monitor. Implementations at both the transport and session layers are available.

The TCP-layer in both the server and the client needs to be changed. However, no
application layer updates are necessary.

During connection establishment between two Migratory-TCP-enabled peers [217], a

list ofavailable servers, along with a certificate for each server, is passed from the server

to the client. A migration request, also implemented as a TCP option, consists of both the

certificate ofthe new server and the connection id (client IP address, client port, old server

IP address, old server port) of the migrating connection. However, no security measures

are implemented to protect the migration process. State recovery at the new server is

achieved either on-demand, that is, when the client sends the migration request to the new

server, or through periodic state updates. Triggered by an internal QoS monitor in its

kernel, a client can issue a migration request to any server in the server list which the

client receives in the connection establishment phase. Both the server and the client TCP

layers should be changed and the server application layer should also be modified to allow

for application-layer state snapshots and state recovery at the new server. One limitation of

the on-demand state update is in the case of old server'scrash or failure due to an attack.

Current TCP connection migration mechanisms require some modifications to defend

against DDoS attacks. In TCP connection migration schemes, both the application and

TCP states should be recovered at the new server. A TCP connection migration scheme

suitable for roaming mechanism should assume very little or no dependence at all on the

old server in the state recovery process, as it can be already blocked due to the DoS attack.

It also should be lightweight (i.e., with as small an overhead as possible). Periodic state

updates instead of lazy, on-demand updates is used because there is no guarantee on the

operating state ofthe old server to be alive and available for state requests.

Therefore instead of using periodic server-to-server updates, clients themselves

participate in state recovery [124] due to two main reasons. First, server-to-server updates
are expensive (e.g., all the servers will have to be updated in order not to reveal the

identity of honeypots). Second, the state of the old server might already be faulty,
malicious, and/or overloaded, and migrating it completely would render the new server

vulnerable as well. Pushing the state to the clients filters out malicious state entries at the

new server because only subscribed legitimate clients know the address of the next
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roaming server and the roaming time and only these clients will be able to create state

entries for their connections at the new server.

It is proposed to use the clients for storing periodic state checkpoints of both TCP and ^
per-connection application state of the server. The same period is used for all connections,
though starting from the time each connection was established. State update messages are

sent using the client's secure channel and to the same port as normal traffic to avoid the
possibility of an attacker faking erroneous state updates and/or trying to block state update

packets.

6.3 System Model

This section discusses the system components and various models used by the system

components.

6.3.1 System Components

Oursystem consists of the following components:

6.3.1.1 Server Pool and Firewalls

Apool of Nhomogeneous servers is physically deployed. Each server is connected to
the outside network through a firewall. Geographically dispersing the servers and/or >
deploying them over a resilient overlay network [218] provide for better path
independence among the servers. We assume a firewall at each server's entry point that
can perform adaptive filtering. Refer to Appendix A, Figure A.l for corresponding
simulation model. Nodes numbered 117-121 represent servers.

6.3.1.2 Clients

Two classes of clients are assumed: (i) legitimate clients, which can establish

connections with active servers. For each legitimate client we assume a QoS contract with ^

the service. According to this contract, the current server allocates a certain amount of
resources to legitimate client requests and responds to legitimate requests in a bounded
time period; (ii) illegitimate clients or attackers trying to degrade the service
responsiveness by DDoS attacks, which are stealth and sophisticated attacks or
undetectable attacks that impersonate legitimate client's traffic characteristics. In the
corresponding simulation model (refer to Figure A.l) 137 clients are randomly distributed
among which 48 are legitimate and 89 are attackers.
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6.3.1.3 The Service

Our service is a generic TCP-based service. The service can be replicated, k out of N

servers are active and providing the service at any point of time. Depending on the

granularity of clock synchronization, the active interval of one server can be interleaved

with the active interval ofanother one while the service is being roamed.

6.3.2 Attack Model

In addition to undetected network level attacks, attackers we are defending against are
interested in launching a DDoS attack against our services. Service-level attacks are

attractive to attackers because they are usually low-bandwidth attacks that go undetected

at network level. They can result in consuming both server and network resources.

Service-level attack may be launched using a spoofed or non-spoofed source addresses.

Service-level attacks are possible in both public and private service models.

An attacker can impersonate the statistics of normal traffic. Attackers can launch attack

packets at a slow rate that gracefully degrades the services or high rate. All these actions

result in node-based or link-based DoS attack. The attack can be launched from a large
number zombies [179] .We assume that attackers request service from servers selected

randomly from pool of N servers.

6.3.3 Service Model

Our service network consists ofa pool ofNhomogenous servers in a server pool with k
active FTP servers and (N-k) honeypot servers. Each destination in the network should be

able to behave according to whether the corresponding node acting as an active server or
honeypot. Thus the services have been replicated on all servers.

We assume servers providing FTP service which is a TCP based service that can be

replicated. An FTP connection remains alive until either the legitimate FTP request is
fulfilled completely; or the tag of the flow in the FL (refer to Section 5.2.2.2) changes at
the start ofnext characterization time window; or ifthe number and location ofservers and

honeypots change (eon expires) before the request is complete. An attack flow is directed

to honeypot. Honeypot retains the connection and responds to attacker in contained

manner for either a fixed time interval equal to the time window ofcharacterization; or till
the current eon terminates; or till the existence of flow, whichever is less. If the flow is

retagged as attack in subsequent characterization window before termination of current

eon, then the connection with honeypot is retained. In case of FP, the connection is

migrated back to active FTP server in subsequent characterization time window.
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6.4 Design Details

Our approach [219] for dynamic honeypot and active server generation is in response to

flows identified as normal and suspicious attack in FL (refer to chapter 5, Equation 5.8)

maintained at edge router ofstub network. AHoneypot Controller (HC) has been modeled

that performs three functions. First, using FL as the input, it determines the values of CL
and AL. Second, it then triggers Dymanic Honeypot Engine (DHE) that performs three

tasks, decides the number of honeypots and active servers, location of honeypots and
active servers and the length of eon. Third, the legitimate traffic is routed to one of the

randomly selected active servers in the server pool. The controller establishes a dedicated
connection and adjusts routing information so that the attack traffic is forwarded to the

randomly selected honeypot for interaction.

6.4.1 Design of Honeypot Controller (HC)

Figure 6.3 shows the functional diagram of HC. It takes the input from FL (output of
microscopic-level characterization) and triggers DHE. It imposes either "allow" rule or
"redirect" rule for packets of flows in FL in each •characterization time window. It

calculates CL and AL after each eon and triggers the generation of honeypot and servers.

Per eon^

Calculate CL and AL

Incoming Traffic Flows

Instream Sampling

Detection and Characterization

FL

Honeypot Controller
Dynamic Honeypot Engine

Per eon Per time window

Trigger generation of honeypots andservers;
decide number and location,of honeypots and
servers and length of eon.

Allow or Redirect

Figure 6.3. Functional diagram of honeypot controller (HC)

6.4.2 Computational Algorithms for Dynamic Honeypot Engine (DHE)
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HC keeps a track of FL and state of flows over moving time windows. Using FL as

the input it determines the values of CL and AL . DHE maps the current network load to

determine number of servers (Ns) and number of honeypots (NH), decides their location

and length of eon. This is explained below.

6.4.2.1 Deciding the Number of Honeypots and Active Servers

Let Ns and NH represent the number of servers and number of honeypots

respectively. Our aim is to find out the optimum values of Ns and NH depending upon

the network load. We define an array vector of size lengvec such that lengvec=Ns+NH;

whose elements are in the form of ordered pair set of IP address and port number of the

honeypots and active servers i.e. vector[i] =(IP address; port no.). lengvec represents the

total budget N i.e.total number ofservers in the server pool. We further define two arrays
subvecNS and subvecNH whose elements are indices of the array vector such that at
any time t following holds true:

lengvec =Length(subvecNS) +Length(subvecNH) AND subvecNS n subvecNH =</> (6.3)

where, Length is an operation that computes the size ofan array.

Let /^represent the number of legitimate flows (tagged as normal in FL) and NJa the

number ofattack flows (tagged as suspicious attacks in FL).

Figure 6.4 gives steps for computation of Ns and NH by DHE.

DHE uses CL and AL to generate a judicious mixture of active servers Ns and

honeypots NH from the server pool at the start of each eon for replication and load
balancing.

Table 6.1. shows the mapping from CL and AL to optimum combination of number of

servers and honeypots [220], Ns and NH respectively.
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Start

Initialize lengvec = Total no. of servers in the server pool
Initialize vector[] St. each element is an ordered pair set s.t.

vector[i] = <IP address, port no.>

Parse the flows in FL and determine Nn and Nfa
Compute CL and AL

Map CL-*-*- {low, moderate, high}
Map AL-*-*- {low, moderate, high}

Compute Ns and NH

Stop

Figure 6.4. Steps for computation of Ns and NH at DHE

Table 6.1. Mapping load to honeypots and servers

Attack Load Client Load Number of Number of

(AL) (CL) Honeypots (NH) Servers(Ns)

Low Low Low (2*Moderate) - Low

Low Moderate Low (2*Moderate) - Low

Low High Low (2* Moderate) - Low

Moderate Low Moderate Moderate

Moderate Moderate Moderate Moderate

Moderate High (Moderate - Low* ;
Moderate)

(Moderate + Low*;
Moderate)

High Low 2 Moderate - Low Low

High Moderate (Moderate;
Moderate + Low**)

(Moderate; Moderate
- Low**)

High High Moderate Moderate
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Table 6.2. Defining low, moderate and high loads

Low Moderate High

CL < Bottleneck Link = Bottleneck Link >Bottleneck Link
BW (link BW(link BW
utilization <1) utilizations 1)

AL <30%BW 30%-65%BW > 65 % BW

Defining low, moderate and highfor CL andAL

For CL and AL, the approximations for low, moderate and high are defined according to
the bottleneck bandwidth (BW) resource according to Table 6.2.

Note that the test values are set to validate the proposed technique under network load
extremities, considering high link utilization as moderate CL. A modest percentage of
bandwidth comprising attack traffic is considered low and a high percentage of bandwidth
comprising attack traffic is considered intolerable.

Defining low and moderateforNs and NH

The parametric values of low and moderate in computing Ns and NH in Table 6.1

depends on the total budget Nwhich gets partitioned into Ns and NH (N =NS+N )

such that moderate =N/2; low =[<30%N]; low* =|_< 30%N]; low** alternates

between [< 30%N} and [< 30%N] to give priority to client requests.

6.4.2.2 Deciding the Location of Honeypots and Active Servers

Having identified Ns and NH, next we utilize backward hash chain to calculate the

locations and achieve roaming as shown in Figure 6.5.

Atrack of long backward hash chain (discussed in Section 6.2.2.2) is kept. It is used to
change the current active servers as follows: Let K, be a key in the backward hash chain.

Let an array servers contains an <IP address, TCP port> pair for each server in the server

pool. Let S represent the set of indexes of the array vector. Also, let PNg (S) represent an
ordered set ofall possible subsets ofSwith cardinality^ .
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Figure 6.5. Calculation of server location and eon duration for dynamic honeypots and active servers
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The cardinality Np of PN (S) is

Ns ^
N,,=

N

N 'jv5.
ND =

(N\)*(N-NS)\

Then, for service eon Ei, the set of current active servers is

The set ofcurrent active servers = PNs (S)[MSB\li/t JT(K,)]

(6.4)

(6.5)

In the above Equation, where H' (•) is a one-way hash function and MSB/*) are they

most significant bits of x. The elements of the set so derived are elements of

array subvecNS. All the elements of set S not in subvecNS form the elements of

array subvecNH . The elements at indices of array vector that correspond to elements of

subvecNS are addresses of active servers and elements at indices of array vector that

correspond to elements of subvecNH are addresseses of honeypots.

6.4.2.3 Deciding the Length of Eon

As discussed earlier, the length of eon should be as large as possible so that file

requests are handled in same eon to avoid TCP migration, connection reestablishment and

TCP slow start phase. However, in case of attacked network, smaller eon is favored to

quickly change the location of servers and clean their state. As shown in Figure 6.5 the

length R,, of the service eon!', is uniformly distributed in the interval [u,u +2r] seconds

and calculated as follows:

R, =u + MSBr(H"(K,)) (6.6)

In the above Equation, r is the dynamic parameter that is changed adaptively. r

represents the current threat level signified by NHar\d changes according to change in Ns

and NH. Value ofr is inversely proportional to the threat level, i.e. inversely proportional

to NH and is derived from Table 6.3. These values are specific to the discussed design

environment. The value u represents a lower bound on the idle time of a server and should

be long enough to analyze attacks.
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Table 6.3. Mapping Ns and NH to r

r
Ns

L ML M M+L H

NH

L 5 5 5 5 5

M-L 4 4 3 3 4

M 3 4 3 4 3

M + L 2 1 1 2 2

H 1 1 1 1 1

L = Low; M = Moderate; H = (2*Moderate)-Low.

HC keeps account of N,NS, u, r, servers list vector, and PNs(S) that form the

roaming updates. Values ofkey K in backward hash chain are distributed among clients
based on their trust levels over multiple eons. The attack traffic is isolated from legitimate

traffic and diffused over honeypots instead of interfering with active servers in the pool..

Ahigher-level responsibility ofHC is to manage and prioritize the legitimate clients.

6.4.3 The Mathematical Model for Three Operating Points

At any active ftp server node i, the arriving traffic is the aggregate ofseveral legitimate

flows and possibly of some suspicious attack flows. Let n=(nvn2,...,nN J be the set of

normal flows and d=(d„d2,...,dN J be set of attack flows such that FL =nvjd

and «rW =v5. The total traffic rate X, arriving to any node i is composed oftwo parts:

4 =2»+X^
en ed

(6.7)

where l",.n is the legitimate incoming traffic rate which belongs to normal flow n, and

Xj ,d is the arrival rate ofattack packets belonging to flow d.

Ideally, if /' is an active server, Y,^>d =°' such that X> ~Z^'n

If /is ahoneypot, £A? ,n =0 such that X, =£ A? ,d,
en ed

Some attack traffic may be mistakenly taken to be normal traffic while some

normal traffic will be mistakenly thought to be attack traffic. Any traffic characterized as

attack is redirected at one of the randomly selected honeypot servers. Thus, a fraction f,n
of normal traffic (the probability of false alarms) and a major fraction of attack traffic d,,d
(the probability of correct detection) will be redirected to honeypot by the HC. If the
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Table 6.4. Traffic fractions on honeypot and active server for different operating
points

/ Best Defense (Min false
Negatives)

Naive Defense (Min False
Alarms)

Active server l-dl,d = 0; \-f,n 1-/„» = 1; \-d„d

Honeypot di,d = \; f,n>0 d„d<\; f,n = 0

attack detection and characterization mechanism were perfect, at any honeypot node /, we
would have/,«=0 and d„d=l.

In the best defense mode ofoperation (refer to Section 4.3.2.3), the probability ofFN is

zero i.e. practically d„d=l at honeypot node. In the naive defense mode of operation,

probability of FP is zero i.e. practically fbn=0 at honeypot node. Normal defense is the

intermediate operating point where 1> f,n> 0. Table 6.4 shows the traffic fraction at

active server and honeypot for naive and best mode of operation.

6.5 Parametric Dependencies

There exist exhaustive parametric dependencies between various phases in our defense

framework and their regulation in real time makes the service network DDoS attack

tolerant and insensitive to AL.

The tolerance factor a (refer to Section 4.3.2.1) tunes the framework to operate among
one of the best, normal and naive defense mode. Depending on the detection rate and false

alarm rate for the selected mode, number ofnormal flows and suspicious attack flows vary
and so do the calculated CL and AL. This effects the number ofactive servers Ns, number

of honeypots NH and the length of eon or migration interval (miv) which determine the

network's performance. These dependencies are shown in Figure 6.6. Therefore, to

analyze our framework, we study the three network performance parameters, namely,
goodput, Average Response Time (ART) and Mean Time Between Failures (MTBF) for
the different modes of defense under varying network conditions.
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Figure 6.6. Parametric dependencies between various defense phases ofthe
framework

6.6 Performance Evaluation

The first objective of our simulation study is to perform the cost and benefit analysis of
the proposed dynamic roaming honeypot scheme for attack mitigation in several
environments. Second, we evaluate our proposed framework by exhaustive analysis of

three key network performance parameters namely goodput, ART and MTBF for the
different modes of defense under varying network conditions.

6.6.1 Experiment Design and Procedure

We tested our scheme against an Internet type topology using network simulator 2 (ns-

2) [202] as simulation testbed The parameters are same as used for evaluation of detection
and characterization phase. For details on simulation model, refer to Appendix A. The 156
node network shown in Figure A.l is composed of five FTP servers, labeled node 117,

118, 119, 120 and 121 to be protected, 137 clients ofwhich 48 are legitimate clients and
89 are attackers and router nodes. All FTP requests are originated randomly from different

client nodes. We introduce randomness to the locations of legitimate clients and attackers.

However, to simplify the analysis, we carefully place servers where they all have same
access bandwidth (i.e. 3 Mbps) and where they all have paths from clients to access.
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To control the load ofeach run, we use Poisson process to model arrival process ofthe

FTP clients. The file size of each transfer is fixed to 1 megabits. The inter-arrival time
(IAT) of FTPclient is computed by:

IAT = exp(Tftf/CL), (68)

In the above Equation, Tftp is the average total time for file transfer, CL is the total client

load, and expfx) is the exponential distribution with mean x.

To simulate sophisticated attacks crafted to match the behavior oflegitimate clients, AL
is computed in terms ofarrival rate ofattackers similar to IAT formula in Equation 6.8.
Configuration parameters, including the link rate and propagation delay are summarized in
Table A.3.

We use FTP client-server model for the experiment. HC maintains the FL, and

distributes the dynamic roaming information to the legitimate requesting clients
corresponding to normal flows in FL. Hence, a legitimate client with flow tagged as
normal receives the addresses ofthe servers, pointers to the active servers and length of
eon from HC. These clients can follow the active servers by their own computation. The
simulation flowcharts for the scheme are given in Appendix B.

For the cost-benefit analysis, we carefully consider the length ofeon or miv. The small

interval will cause unnecessary migration, whereas the large interval will have higher
chance for being attacked. We select the miv that is big enough to allow at least one client

to finish a transfer within at most one migration to the highly loaded environment.

According to the simulation setup a client took about 1.5 seconds to finish a transfer.

Therefore miv were varied among 2, 4, 6, 8, 10, 20 and 30 seconds. We vary CL from 1-
10 Mbps and total AL from 1-16 Mbps.

To evaluate our proposed framework, we vary CL among 1, 2.5, 5, 7.5 and 10 Mbps
and vary AL among 1, 2.9, 6, 8.5 and 16 Mbps to represent different combinations of low,
moderate and high as given in Table 6.2.

Each simulation experiment has 10 runs (averaged in the graphs). Legitimate clients
send requests from time 0 to time 300 seconds and attack duration is from 50-150 seconds.

Asimulation run ends when all legitimate clients finish their requests. Attack mitigation
parameters are as given in Table 6.5.
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Table 6.5. Attack mitigation parameters

S.No. Parameter Value

Simulation time 300 seconds

Attack Duration 50-150 seconds

6.6.2 Results and Discussion

6.6.2.1 Cost - Benefit Analysis of Dynamic Roaming Honeypots

The cost is measured in terms of increased response times of legitimate clients and total

number of connection migrations caused, while the benefit is measured in terms of

improved response times while the server is being attacked.

Cost -Benefit Analysis ofdynamic honeypot based attack isolation

We simulate classic replication technique using 5 servers. We also simulate honeypot

based isolation technique using 3 servers and 2 honeypots.

We split the experiment into five cases (i) Attack and no defense, (ii) no attack and
replication, (iii) attack and replication, (iv) no attack and honeypot based isolation, and
(iv) attack and honeypot based isolation. First case gives the cost of leaving the network
undefended, (ii) gives the cost of replication, (iii) gives the benefit of replication, (iv)
gives the cost of honeypot based isolation whereas (v) gives the benefit of honeypot based
isolation coupled with replication and advantage over classic replication. We also analyze
the effect ofvarying number ofhoneypots for different network scenarios.

Figure 6.7 shows that attacked network left alone with no defense has avery high ART
(case i). This response time increases with increase in CL. Server replication with no
attacks (case ii) gives minimum ART values with increase in CL and is the best case
scenario. However, in case ofattacked network with replication (case iii), ART is higher

than (ii) but lower than (i). This shows that replication alone is somewhat able to tolerate
DDoS attacks as compared to (i), but it cannot weed them off from the path oflegitimate

clients and therefore have high ARTvalues than (iii).

Replication coupled with honeypot based attack isolation gives the benefit over classic
replication. Figure 6.7 shows the increase in values of ART with CL in case of honeypot
based isolation with no attack (case iv) and attack (case v). There is only a small increase

in ART in attacked network as compared to non-attacked network. This is because the
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attacks have been weeded off from path of legitimate clients and the network becomes

DDoS tolerant.

The graph also shows the cost incurred by honeypot based attack isolation in case of no ^
attack. In the absence ofattacks, honeypot based isolation (case iv) gives higher ART than

classic replication scheme (case ii). In the absence of attack, at higher CL, the server
replicas (case ii) are able to serve the high CL keeping ART low; whereas sacrificing
some ofthe servers as honeypots when there is no attack increases the ART because the
number ofactive servers which could have otherwise furnished client requests take up the
role of honeypots even when there are no attacks. Therefore the degree of replication of
servers and number ofhoneypots in a network should adapt themselves to varying network ^

conditions.

In case ofabsence of attack or low AL, during high CL, static honeypot incurs a cost

in terms of increased ART. Hence we propose to dynamically vary the number of

honeypots. As shown in Figure 6.8, with avery low AL of 0.9 Mbps, ART decreases with
decrease in number ofhoneypots. In a pool of5 servers, with 3 honeypots, only 2 active
servers are available to server legitimate clients whereas with 1 honeypot, number of
active servers increase to 4. With the decrease in number of honeypots, the replication ^
degree of active servers increases and more active servers are available to serve the high
rate oflegitimate clients requests, hence decreasing the ART.

Cost -Benefit Analysis ofhoneypot and server migration

For the cost benefit analysis of migration (or roaming), we split the experiment into
four cases: (i) No attack and no migration, (ii) migration without being attacked, (iii) being
attacked without migration and (iv) being attacked with migration. The first case gives us
the cost ofFTP transfer, while the comparison ofsecond case with first gives the cost of
migration. The cost incurred by attack will be shown in third case. Lastly, the fourth case
will draw the benefit ofdeployment ofour proposed scheme to mitigate the attack. Table
6.6. gives the parameter settings for the cost-benefit analysis of honeypot and server

migration.
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Table 6.6. Parameter settings for cost benefit analysis

Case of Simulation Parameter Settings

CL (Mbps) miv (seconds) AL(Mbps)

1. No Migration and no attack 1-10 n/a n/a

2. Migration and no attack 1-10 2,4,6,8,10,20,30 n/a

3. No migration and attack 1-10 n/a 1-16

4. Migration and Attack 1-10 2,4,6,8,10,20,30 1-16

Cost ofMigration

We measure the cost ofthe roaming in terms ofthe increased response time (ART), the
average number of migrations for a transfer and the total number of migrations in the

absence ofattacks. These are shown in Figures 6.9, 6.10 and 6.11 respectively. As the miv
decreases, the ART, average number of migrations per transfer and total number of
migrations increase.

The results show that miv of2 seconds has higher ART, number of migrations per
transfer and total number of migrations as compared to the case of no migration. As the
miv decreases, each file transfer has to undergo higher number of migrations before the
file transfer is complete. Every time migration takes place, there is a delay introduced due
to TCP connection reestablishment. Therefore, as the chance for connection migration
before finishing a transfer increases, it takes longer time to finish a transfer leading to
increased ART. The no migration case outperforms all other cases in the absence of

attacks. Overhead of migration is small in terms of response time, in absence of attack at

low and moderate CL. As the CL increases, overhead ofmigration becomes significant.
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Figure 6.12 and Figure 6.13 show the statistics in the aggregate level for simulation
from 0-300 seconds for CL of 2 Mbps and 10 Mbps respectively. The FTP requests are

grouped based on their start times in the granularity of 10 seconds and the average ART is
taken for each group. At high CL of10 Mbps, the ART remains stable in case ofmigration
and increases significantly in the absence of migration, showing that cost of migration
changes into profit at high CL. At low CL, the migration introduces the unnecessary cost

of reestablishment. However, at a high CL of 10 Mbps migration reduces the effect of

TCP congestion as it moves the congested TCP connection to a new path.

The results show that at high CL, cost incurred in the presence of the proposed

mitigation scheme is less than the damage suffered by the legitimate clients in terms of
increased response times in the absence of mitigation.

Cost ofAttack

We measure the cost incurred by the attacks in terms of the increased ART and the

number of dropped packets. The results are shown in Figures 6.14, 6.15 and 6.16
respectively. Figure 6.14 and Figure 6.15 show that all AL affect the ART of the FTP
clients. The effect is negligible at small AL and gains significance as the AL increases.
This is because as the attack flows are identified and directed towards honeypots, attack

has no impact. The ART increases significantly at high AL.

We further validate the results by calculating the number ofdropped packets for each

case. Figure 6.16 shows effect of attack on the number of packets dropped. As the AL
increases, the number of packets dropped increase.
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Figure 6.14. Effect ofTCP Attacks on ART: Total AL
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Benefit ofMigration

In the case of the TCP attack, the migration improves the ART in all simulated cases as

shown in Figures 6.17 - 6.20. The reason is simply that migrating connections to a non-
attacked server decreases the effect of TCP congestion and increase opportunity for the

transfers to be completed a lot quicker than leaving them with the stalled server.
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Figure 6.21 and Figure 6.22 show the statistics in the aggregate level for simulation

from 0-300 seconds for CL of 2 Mbps and 8 Mbps respectively. The FTP requests are

grouped based on their start times in the granularity of 10 seconds and the average of
ART is taken for each group. In the cases of the attacks, the result shows that the

migration improves the response time in all cases. As shown in Figure 6.21, all the
migration cases (i.e. miv 2, 10, and 20 seconds) are below the non-migration cases, where
they perceive the same AL. In addition, as shown in the high CL case in Figure 6.22, the
lower the miv, the lower the ART of the clients. This can be explained as in the previous

section that in the case of high CL, the frequent migration refreshes the TCP connections

and let them start with the new fresh uncongested paths. Therefore the migrating

connections are likely to progress more than the non-migrating ones.

The results show that at high CL and in the presence ofattacks, benefit ofthe proposed

mitigation scheme is more than the damage suffered by the legitimate clients in terms of
increased response times inthe absence of mitigation.
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Figure 6.21. Benefit ofmigration : 10 Mbps AL ;2Mbps CL
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Figure 6.22. Benefit of migration : 10 Mbps AL ; 8 Mbps CL

Effect ofCL

As mentioned in Section 6.2, our scheme has both reactive and proactive components.
Proactive component causes all the illegitimate connections to be dropped as the server
changes its location. In addition to connection dropping, we simulate filtering in response
to anomalous flows for the reactive component. Whenever a honeypot server receives a

flow, it records the source address into a list of attackers and makes it available to all the

servers. Servers filter out flows with sourceaddresses in the attackers list.

We analyze our scheme for three cases, (i) migration with filter enabled, (ii) migration
with filter disabled and (iii) no migration. Figure 6.23 shows that ART increases with

increasing CL for all cases. The variation in ART for the filtering and non-filtering cases is
very meek. This suggests that the anomalous flows once identified and redirected to

honeypots do not appear on active servers and in the path of legitimate requests. Hence
filtering at active servers does not have any significant effect on ART. Therefore, filtering
results validate our flow identification and redirection schemes at microscopic-level.

Effect ofAL

Figure 6.24 shows that there is avery minor increase in ART with increasing^!. Once
the attack flows are detected and redirected to honeypot servers, the attack has no impact.
In case of no migration, ART increases significantly with increase in AL. The variation in

ART for filtering and non-filtering cases is very meek due toreasons described above.
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Figure 6.25 shows that for a very small miv, overhead ofmigration is dominant; as miv

increases, the frequency of connection re-establishment and TCP slow start decreases,

resulting in a decreasing ART. As miv increases beyond a particular value, the ART

increases because the connection-dropping effect ofmigration that decongests the servers
occurs less frequently with high miv and reduces the no-attack-time window developed
due to migration. There exists a critical value of miv that strikes a balance between

migration benefit and its overhead. From the above, it is clear that the exact value of the

optimum miv depends on network characteristics, such as CL and AL. We derive these

values of miv from Table 6.1 and Table 6.3 using Equation 6.6 and investigate our
proposed framework in the next section.
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Table 6.7 Simulation parameters for different network scenarios

Network Load Parameter Values (Mbps)

Low Moderate High

CL 1.0 6.0 9.0

AL 3.0 6.0 12.0

6.6.2.2 Analysis of the Proposed Framework

To analyze the proposed framework, we investigate the three network performance
parameters namely goodput, ART and MTBF for the three defense mechanisms, naive,
normal and best defense under varying network scenarios. We derive the best-case

performance for each parameter and the benefits of each defense mechanism. To simulate
various network scenarios, we vary CL and AL according to Table 6.7, values ofwhich are

in accordance with Table 6.2.

Goodput

The aim of any DDoS attack is to minimize legitimate traffic reaching the server.
Goodput is ameasure of legitimate traffic reaching at servers and is calculated as sum of
bytes received per flow of all normal I F„ divided by size of time window. Goodput gives
the measure ofeffectiveness ofthe system. Goodput under different network scenarios for

the three modes ofdefense is shown in Figure 6.26. Five cases have been simulated, (i) no

attacks, (ii) best defense (iii) normal defense, (iv) naive defense, and (v) no defense.

Figure 6.26 shows that for our proposed framework variation in goodput is independent
of AL in most of the cases. This can be explained as follows. The flows identified
suspicious as a result of microscopic-level characterization are directed to honeypots.
Since, d,,d =\ a\ honeypot server (refer to Table 6.4) and due to the proactive component

that drops all the illegitimate connections, the probability of FN and therefore attack flows
reaching active servers is very low. Hence, the presence of attack does not cause
legitimate packets to drop, and the goodput remains unaffected.

In case of low CL, best, normal and naive defense schemes give maximum goodput

which is almost equal to ideal goodput i.e. goodput with no DDoS. Value of Ns triggered
by honeypot controller (HC) is such that there are adequate numbers of active FTP servers
to fulfill all legitimate requests at low CL. In case of no defense, as the AL increases
goodput decreases slightly.
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In case of moderate CL and no defense, goodput under no DDoS is almost equal to ideal
goodput and falls with increase in AL in absence of defense. For moderate CL and
particular value of attack, say moderate AL, naive defense gives higher goodput than best 4,
defense. This can be explained as follows. In case of naive defense, the number of
legitimate clients being sent directly to active FTP servers is high as compared to best
defense, where some legitimate flows may be detected as attacks and directed to
honeypots. Since the fraction of legitimate traffic going to honeypot servers is nearly zero
(f„n=0) in naive defense, the rate of FP reduce and high fraction of legitimate clients reach
the active server. Hence the goodput is high as compared to best defense. With moderate
CL and aparticular defense, say naive, increase in AL decreases the goodput slightly. As ^
the AL increases, HC triggers new values ofNs and NH, there is a probability that more
servers are reserved as honeypots, resulting in lesser servers to be available to service
client requests, causing higher drop of legitimate packets due to increased incoming traffic
at limited active FTP servers. Decrease in goodput cannot go beyond a limit because there
is a lower threshold bound on the number active servers (refer to Table.6.1). Hence the

mapping scheme maintains stable network functionality.

In case of high CL, goodput in absence of attack is slightly lesser than ideal goodput ^
due to loss of packets caused by buffer overflow as high legitimate flows flock active FTP
servers. For high CL and a particular value ofAL, say moderate AL, best defense gives
higher goodput than naive defense. This behavior is exactly opposite to that of moderate
CL and can be explained as follows. As the CL is high, best defense sends aselected set of
CL to limited active FTP servers to be processed efficiently without loss while dropping
the attack flows. However, in case of naive defense, more number ofclient requests to be
sent to active FTP servers along with a higher attack traffic entering the network. It
increases the processing load on active FTP servers causing high packet drops and losses ^
thus reducing goodput. With high CL and a particular defense, say naive, increase in AL
decreases the goodput slightly. This behavior is same as shown in case of moderate CL as
explained. In case of no defense, goodput decreases significantly with increase in AL .

Figures 6.27 and 6.28 summarize the results of the goodput. Figure 6.27 illustrates that
for DDoS attacked network, percentage reduction in goodput in case of no defense is
much higher than any other mode of defense. Any one of the three modes of defense
improves the network performance by lowering the percentage reduction in goodput. From
Figures 6.27 and 6.28, we also conclude that tuning the system for best defense at high CL
and naive defense at low CL gives the best performance in terms ofgoodput.
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Average Response Time (ART)

ART signifies the efficiency of the system and gives ameasure of system functionality
in the presence ofAL. We study the ART in varying network scenarios for the three modes
of defense. We compare the ART for legitimate clients when filtering scheme is
implemented (refer to Section 6.6.2.1.) with respect to scheme using no filtering for all
three modes of defense. To simulate different network scenarios, we use the low, moderate

and high values of CI and AL as given in Table 6.7.

Figure 6.29 shows that in the absence of defense, the ART increases with an increase in
CL even in the presence of small AL. On the other hand, in the absence of attacks, the
scheme gives astable ART up to limited CI due to the generation of adequate number of
servers to service the legitimate requests. In case of low ,41, the naive defense gives
lowest ART values. In case of low AL, ART is higher for best defense as compared to
naTve defense. Naive defense has high FN and low FP. As AL is less, FN become
insignificant and do not interfere with normal legitimate flows. Most of the legitimate
flows are identified and serviced, hence ART decreases. Best defense gives high FP and
low FN. As the CL increases, the numbers of FP increase. These flows are first directed to
the honeypots before being redirected to active servers. This leads to an increase in values
of ART with increasing CL in case of best defense. Filtering scheme performs almost the
same as its non-filtering counterpart due to the reasons described earlier (refer to Section

6.6.2.1).
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Figure 6.30 shows the variation in ART with increasing CL at high ,41. At high ,41,
best defense gives better ART values as compared to naive defense. It is so because best
defense gives high FP and low FN. Due to negligible FN, best defense is able to identify
all attacks even at high AL and this isolates the active servers from high AL, thus
maintaining the stable ART. On the other hand, naive defense gives low FP but high FN.
So at higher AL, more attackers remain unidentified and flock the server, giving higher
values ofART. At a very high CL, the ART curve shows abrupt and chaotic behavior due
to the reasons explained later in this section. Filtering scheme performs almost the same as
its non-filtering counterpart due to the reasons described earlier (refer to Section 6.6.2.1).

Figure 6.31 shows in case of no DDoS defense, ART increases significantly with a
slight increase in AL . In the presence of dynamic honeypots, in case of naive defense, the
ART increases linearly with increase in AL. At high AL, naive defense gives higher FN.
Hence AL may go to active servers causing congestion and increased response times. For
normal and best defense, ART remains almost consistent even with the increase in AL.
This is so because there are almost negligible FN in case of normal defense and best

defense. All the attacks are either filtered or redirected to honeypots as soon as they are
detected, isolating the active servers from effect ofattacks, hence giving astable ART.

Figure 6.32 shows variation in ART with AL in the presence ofhigh CL . In the case
of no defense, ART is very sensitive to AL and increases even with a slight presence of
AL for high CL . It is so because, with a high CI, presence ofeven small AL would cause

the disruption ofservices and increase in ART ifno defense is present. However, in the
presence of dynamic honeypots, all attack traffic is diverted to honeypot relieving the
active servers from the attack. For high CL and low AL, naive defense has lower ART as

compared to best defense. It is so because, with a high CL, naive defense generates
negligible FP and due to low AL, does not give too many FN and only little attack traffic is
diverted to active server. While in case of best defense, large legitimate population is
detected as attack and goes to honeypot before being directed to active server, thus
increasing the values ofART. At high AL and high CL, for best defense, all the attacks are
either detected and filtered or redirected to honeypots, with minimum FN. Hence, active
server remains isolated from attacks giving a consistent ART. But due to large number of
FP due to high CL and best defense, legitimate clients may be directed towards honeypots
before being redirected
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towards active servers, thus increasing ART. On the other hand, naive defense may
decrease FP but will increase FN at high AL, thus clogging the active servers leading to
increases ART. Therefore, high AL and high CL gives chaotic behavior because high
AL favors best defense whereas high CL favors naive defense.

The graphs in Figure 6.31 and Figure 6.32 demonstrate that our framework with

optimum parameters show AL independent behavior up to a certain amount of attack

traffic and is capable ofgiving stable network functionality with even in the presence of
attacks. Also, filtering schemes perform almost the same as their non-filtering counterpart
due to the reasons described earlier (refer to Section 6.6.2.1).

Figures 6.33 to 6.36 summarize the results ofthe goodput. Figures show that network
with high CL goes in favor ofnaTve defense and network with high AL goes in favor of
best defense for optimum ART.
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Mean Time Between Failures (MTBF)

Mean time between failures signifies the reliability. It is an attribute than quantifies
attack tolerance ofthe network. Consider the network as a system whose input is the client

request and output is the response to the request. Ideally, system is said to have failed if

there is no response to the client request or when the ART becomes infinite. However, a
system must also guarantee a promised QoS where the response to a request should reach

the client within a predefined interval or there is an upper limit on the ART. For the

purpose of simulation, we assume the system to have failed if the ART becomes greater
than the sum of duration of last five eons. Figure 6.37 show variation of MTBF with

increasing AL. We overloaded the network with extremely high CL and AL (varying from
20 Mbps to order of 100 Mbps) and analyzed MTBF to determine behavior of network for

three modes of defense, namely, best, normal and naTve defense.

In Figure 6.37, angular distance represents the AL whereas radial distance represents
the MTBF. The end point ofradar plot curves ifconcentrated at center (i.e. radial distance
becomes zero) show zero MTBF or total network failure (Small angular distance and
radial distance of the series with series converging at center shows failure). Greater
angular distance and high radial distance shows the capability of framework to survive

under high AL. In the presence of high CL, network survives with increase in AL but

increase in AL beyond a limit causes abrupt decrease in stability. The network is
comparatively more stable with respect to moderate and low CL. In case ofhigh CL, best
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Figure 6.37. Variation ofMTBF with AL: Naive, Normal and Best defense;
The Radar Plot

defense gives better stability as compared to naTve defense. It is so because in best
defense, FN are nearly zero and all the attack flows are detected and directed to honeypots.
Whereas in case of naTve defense, at high AL, many attack flows will go undetected and
will be directed to active server causing disruption in services and failure of the network

with increase in AL.

At moderate and low CL, best defense has greater MTBF than naTve defense due to
similar reasons as described. It is notable that no abrupt failure is reported in case of
moderate and low CL in the presence of high AL. However, at low CL, the network
becomes much stable with no total network failure reported even at very high AL.
Moreover stability remains consistent even if the AL increases to very high extremes in
case of low CL, normal and naTve defense. This demonstrates that the proposed
framework has the potential to give stable network functionality even in the presence of
attacks without service disruptions. Best defense gives best performance for MTBF under

any amount of network load.
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Major observations from the performance evaluation are summarized in the following
table:

Table 6.8. Modes of operation for Goodput, MTBF and ART

Goodput MTBF ART

ALICE Low Mod High Low Mod High Low Mod High

Low Na, No, B Na B B B B Na Na Na

Mod Na, No, B Na B B B B B No Na

High Na, No, B Na B B B B B Chaotic Chaotic

Na: Naive Defense; No: Normal Defense; B: Best Defense

The entire results for the three modes of operation are tabulated in Table 6.8. In

general, high AL favors best defense whereas high CL tunes the network to operate in
naTve defense mode. From the above discussion, it is clear that our proposed framework

shows significant improvement in important network performance parameters with a
minor tradeoff at high AL and high CL. The priority of network parameters also
determines the mode ofdefense. For e.g., at low AL and high CL, ART goes in favor of
naTve defense whereas goodput goes in favor of best defense. The framework is auto

responsive to changes in network for resource allocation and load balancing. An increase
in AL triggers best defense mode in subsequent detection window to maintain stable

network functionality. Hence the delays and disruptions are handled proactively, i.e.
before they occur.

6.7 Conclusions

We propose an autonomous mitigation scheme against DDoS attacks. The proposed
scheme aims to restrict the suspicious attack flow reach the server and isolates them. The

judicious mixture and self organization ofactive servers and honeypots at different time
intervals provide continued client services with guaranteed QoS even in attacked network

and under dynamically changing network conditions. It protects both the servers and the

victim network. Our scheme provides a proactive approach to mitigation against the
attack. The location of active server changes before the attack builds up. Overhead of
migration is small in terms of response time, in absence ofattack at low and moderate CL.
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At high CL, even in absence of attacks, migration outperforms the other cases as the
benefits of the proposed scheme are more than the damage suffered by legitimate clients in

absence of the scheme.

In the overall framework, we presented the exhaustive parametric dependencies at

various phases of attack and their regulation in real time to make the service network
DDoS attack tolerant and insensitive to AL. We evaluated framework in a comprehensive

way, including both benefits and disadvantages (worst-case performance). The results are
very promising and show that the proposed framework is robust, resilient and can
withstand high levels of DDoS attacks even in peak client hours, with client services
remaining unaffected. Hence the framework provides stable network functionality with
load balancing and resource management. Our framework shows a favorable AL
independent behavior, for AL below a threshold. The framework acknowledges situation
dependency of defense modes, and is able to choose the most suitable defense from
available defense modes against a specific network scenario and user requirements.
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Chapter 7

Conclusions and Scope for Future Work

7.1 Conclusions

Existing challenges in current approaches for defending against DDoS attacks are: to

detect the attacks early in the network, to identify the attack traffic accurately and
efficiently, to respond to congestion inducing attack traffic before they reach the victim
without causing collateral damage, and to mitigate the effects ofthe attack while providing
a guaranteed Quality of Service (QoS). In this thesis, a honeypot framework has been

proposed that provides an integrated solution for networks under DDoS attacks and is

based on the three lines ofdefense, namely detection; characterization and response; and
mitigation. Efficient techniques have been proposed for each of the above lines ofdefense.

The major contributions of our work can be summarized as follows:

i. Novel techniques for detecting DDoS attacks have been devised. The Dual-Level

Attack Detector (D-LAD) operates at two levels i.e. macroscopic-level and
microscopic level. Using the macroscopic-level attack detectors (Ma-LAD), the
congestion inducing attack is detected early in the network, before it converges at the
victim.

ii. The proposed detection techniques are fast and have low computational and memory
overheads. The D-LAD exploits the concepts entropy to measure the traffic feature

distributions at both the levels. Since a single attribute entropy detector can process
packets in OC3 range, it has high processing speed and low computational costs. The
microscopic-level detectors (Mi-LAD) are based on CUSUM algorithms that are
single-stage, recursive, exponentially weighted estimators. They are the low
complexity and low memory use. Hence the proposed techniques are fast and do not
have computational and memory overheads.

iii. Besides being computationally fast, D-LAD is simple to implement as it is based on
easily accessible information of source IP at the edge of transit domain (required by
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Ma-LAD) and both destination IP and source IP at the edge of stub domain (required

by Mi-LAD).

iv. The proposed D-LAD technique provides a considerable diagnostic power, is
effective and can detect a wide range ofattacks. Attacks can be captured even if they

comprise just 0.09% of the total traffic. D-LAD is a hybrid of honeypots and
anomaly detectors. Ma-LAD can detect concentrated high rate and highly distributed
meek attacks. The attacks that are crafted to match statistics of normal traffic; cause

graceful degradation of services and slip past Ma-LAD are detected at microscopic-
level by Microscopic-Level Attack Detectors (Mi-LAD). The attacks that exploit the
vulnerabilities ofthe system and other unpredictable attacks are detected in presence

ofhoneypots. Therefore the proposed detection schemes have high scope.

v. The devised detection mechanism is accurate and adaptive to dynamic network
environment. It can operate in different modes of defense among naTve, normal and
best defense according to network load and user requirements. As the mode of
defense is based on optimized thresholds that are updated with dynamically changing
conditions of traffic in the Internet, it minimizes false positives and negatives.

Presence ofhoneypots further suppresses the false negatives.

vi. Effective techniques for characterization of attacks at the macroscopic-level and
microscopic-level have been proposed that are fast and accurate. The dual-level
characterization techniques are based input derived from detection. The flows
belonging to congestion inducing traffic which are a strong indication of attack
traffic are identified early and accurately in the network. The suspicious attack fiows
are identified at microscopic-level near the victim where they are further analyzed in
presence of honeypots. Hence, the characterization at dual-level facilitates efficient,
accurate and fast identification of attacks as well as suspects.

vii. The proposed characterization techniques can distinguish between flash crowds and
normal traffic. At macroscopic-level, the detection and hence characterization is
triggered by voluminous and congestion inducing attacks. Hence, flash crowds
which are a momentary surge of legitimate traffic are untouched. Microscopic-level
characterization utilizes cumulative sum and change point detection techniques that
use time of persistence of abnormal condition as the judgment function. Since flash
crowds are momentary, they are distinguished from DDoS events. This reduces the
collateral damage due to flash crowds.
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viii. In the proposed mechanism, quick analysis and coarse response to attack flows is

produced at macroscopic-level whereas more certain and refined response is for

suspicious flows is triggered at microscopic-level.

ix. Rules suggested for responding to identified attack flows are concise, fast and

accurate. Collateral damage caused in the presence of our proposed response rules is

much less than the damage suffered by legitimate clients in the absence of response.

Macroscopic-level characterization occurs early in network. It imposes "filter" rule

for focused filtering that blocks substantial portion of DDoS attack and enables

immediate response to DDoS without effecting legitimate traffic. Microscopic-level

characterization approach drills down to investigate suspicious DDoS flows more

closely and as a response, "redirect" rule diverts the identified suspicious attacks to

honeypots. With the two fold mechanism, packets with higher probability of being

valid and harmless are offered preferential service with the "allow" rule, while

packets which have been marginally classified as invalid will still be allowed and

directed to honeypots. They may later receive service if there is available bandwidth,

so as to minimize collateral damage inflicted by false detection. More than 90% of

the legitimate traffic is accepted irrespective of the modes of defense.

x. The proposed mitigation scheme is efficient and allocates limited resources where

they are most needed to provide resilience to node-based attacks. It provides

continued client services with guaranteed QoS even in attacked network and under

dynamically changing network conditions. The judicious mixture of active servers

and honeypots, with the ability of legitimate clients to track the active servers, and

isolation of suspicious attack flows provides maintains stable network functionality

even under attacked network. Since the algorithms for changing the number, location

and duration of active servers and honeypots and those used by legitimate clients to

track the locations of active servers are based on lightweight backward hash chains,

they have low computational, memory and processing overheads.

xi. Our scheme provides a proactive approach to mitigation against the attack because

the active server is isolated from attack traffic and bandwidth of the links with active

server will not be exhausted by the attack traffic. Also, the location of active server

changes before the attack builds up. Overhead and cost of the scheme is small in

absence of attack at low and moderate client loads. At high client load, our scheme

outperforms the normal case i.e. gives better results even in the absence of attacks.
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xii. Our framework shows a favorable attack-load-independent behavior with respect to

network performance parameters like average response time, mean time between

failure and goodput, for attack load below a threshold. We evaluated framework in a

comprehensive way, including both benefits and disadvantages (worst-case

performance) for various defense mechanisms. The framework acknowledges

situation dependency of defense modes, and is able to choose the most suitable

defense from available defense modes against a specific network scenario and user

requirements.

Table 7.1 Features of defense techniques in the proposed framework

Parameters

Basis of Defense

Proposed Scheme

Traffic Feature Distribution (D-LAD and Characterization)

Dynamic Roaming (Mitigation)

Detection and Intermediate Network (Ma-LAD);

Characterization Location victim Network (Mi-LAD and Honeypots)

Intermediate Network (At macroscopic-level for most congestion inducing

Filtering and Response attacks identified with confidence);

Location Victim Network (At microscopic-level for stealth and crafted suspicious

attacks, attacks exploiting vulnerabilities)

Attack Signatures Change in traffic feature distribution (based on source and destination IP)

False Positive Rate Minimized by optimizing thresholds and honeypots

False Negative Rate Suppressed by optimizing thresholds and honeypots

Detection Accuracy High

Detection Sensitivity High

Scope of Detection High

Effective Against Spoofing Yes

Collateral Damage

Computational

Requirement

Memory Overheads

Communication

Overheads

Deployment Difficulty

No

Minimum (Lightweight Hash and Entropy Computations)

Minimum (for storing cumulative sums and FL during mitigation)

Overheads of secure communication for sending dynamic roaming update

messages

Medium and localized

202



Table 7.1 shows the features of the various defense techniques in the proposed

framework. Comparing the techniques proposed in this thesis with the key existing

techniques given in Table 2.2 and 2.3 on the same set of parameters shows that our

proposed framework has the potential to defend against DDoS and is more efficient

and effective than most of the existing techniques.

The contribution of the thesis provides a range of defenses that can severely limit

the damage caused by DDoS attacks. We highlight how the three lines of defense

complement each other and are integrated into a resilient solution for DDoS attack

problem. This is a significant step in providing robust Internet services that can be

used for electronic commerce and on-line services. Our study gives a rich

understanding of DDoS attack problem and opens the way for long term solutions.

7.2 Scope for future Work

This study opens up a numberof avenues for future work. A number of research issues

need to be addressed. Some of them are as follows:

i. Though the dual-level detection and characterization schemes proposed in Chapter 4

and Chapter 5 have improved the DDoS defense to a great extent, but at the same

time it induces flow level state monitoring overheads. Sampling in time windows has

reduced the state monitoring overheads, but size of sampling time window induces a

bias with fast monitoring and computational requirements. Optimization ofsampling

time window on the basis of peak client hours and using data structures like bloom

filters can minimize the computational and storage complexity. Computational cost

can be further reduced by implementing optimizations that approximate the true

frequency profile while reducing or eliminating floating point operations in the
packet-handling code.

ii. The DDoS defense proposed in this thesis does not identify the upstream ingress
edges ofmalicious flows. Packet marking techniques can used to identify the ingress
edges further upstream. This can be used for implementing filtering further
upstream.

iii. Dynamic roaming honeypot mitigation scheme proposed in Chapter 6 are not able to

protect the dynamic roaming update messages to be exchanged from being
intercepted by the hackers. Secure group communication or current security
mechanisms like IPSec, PKI, CA and authentication using public and symmetric
keys can be used to meet the requirements. The authentication, confidentiality and

203



integrity of sources of information are also an issue in the mitigation scheme

proposed in Chapter 6. Alayer of indirection between the server pool and legitimate

clients in the form of a network overlay of access gateways or virtual overlay node

can be utilized to meet the functionality of HC to decouple client authorization from

service provision. Also physical roaming has been proposed and implemented.

However, benefits of logical roaming cannot be ignored.

iv. There can be other criteria for dynamically changing number of servers and

honeypots, for e.g. increasing the granularity in the decision by a higher resolution

grading ofloads into more categories, or classification to facilitate different types of
service depending on temporal and spatial requirements. Also, keys are distributed to

legitimate clients depending upon their trust level, with level of trust specific to an
organization and according to certain policies. These policies are unique to network
environment and user requirements and will differ for different networks.

v. The lightweight computational techniques proposed for detection and roaming
scheme for mitigation can be further explored in wireless domains for jamming

attacks etc.

vi. Simulation Experiments in ns-2 testbed have been used for validation, as a proof of
concept and for evaluation of the proposed schemes, but deployment and
investigations using real time test beds or real attack traces will be more useful.
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Appendix A

Simulation Model

A.l Topology

We simulate a network representative of the structure of the Internet. For the study in

this thesis, we model the Internet as transit-stub network. We choose AT&T networking

environment and generate its transit-stub model. The 156 node AT&T topology given in

Figure A.l. is quite famous and often used for simulations [221].

~ ®s GfcQe ©9- <&s- ©7 "0n
Cui \ \ X (3k \

(lis GU-Q ^ (£-~Q,

a<^©6 ®>5

"G& <<b ®>o i©(£_ @

Figure A.l. Simulation topology of AT&T transit-stub network used in our
experiments
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It is composed of interconnected transit and stub domains. The transit domain

comprises a set of highly connected backbone nodes. Backbone node is either connected

to several stub domains or other transit domains. Stub domain usually has one or more

router nodes, which have links to transit domains.

NS2 [202] (Network Simulator 2) topology for AT&T transit-stub model has been

generated using Georgia Tech Internet Topology Generator (GT-ITM) [222-224] and

extended nam [225] (network animator) with the parameters given in Table A.l. [221].

Edge Method is the method for generating edges and 3 signifies pure random method.

Alpha is the random graph parameter which signifies the probability with which edge is

added between pair of vertices. Our specific model has 3 core routers, 4 transit nodes with

3 stubs per transit and 4 stub nodes. The topology considered is similar to the one used

traditionally to depict a typical client-server scenario in the Internet. We simulate 5 servers

and 137 clients including legitimate clients as well as attackers. Transit domain edge

routers are point of presence (POPs) of the Internet Service Providers (ISP) and stub

domains are customer domains attached to POPs.

For visualization of the topology, there are 3 parameters to tune the automatic layout

process : (i) Ca, the attractive force constant, (ii) Cr, the repulsive force constant and (iii)

number of iterations i.e. how many times to run the auto layout procedure. A method to

layout a 100 node or greater random transit-stub topology generated by Georgia Tech's

ITM internet topology modeled in Network Animator (nam) is presented in [226]. First,

Ca and Cr are set to 0.2, and 30 iterations are performed, then Cr is set to 1.0, Ca to about

0.01, and 10 iterations are performed, then Ca is ser to 0.5, Cr to 1.0, 6 iterations are

performed. These parameters are summarized in Table A.2.
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Table A.l. Topology generation parameters

Method Average Stubs/transit Extra t-s links Extra s-s links

Transit Stub 3 12 12

Top Nodes Edge Method Alpha

3 3 0.3

Transit Nodes Edge Method Alpha

4 3 0.5

Stub Nodes Edge Method Alpha

4 3 0.2

Total Number of nodes = 3 * 4 * (1 +4 * 3) = 156

Table A.2. Parameters for layout and visualization of the simulated AT&T network

Ctt Cr Iterations

.2 .2 30

.01 1 10

.5 1 6
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A.2 Parameters of Simulation

Table A.3. provides the basic parameter set for simulation. The links are assigned as

recommended in [227] with the following bandwidths and delays: 10 Mbps bandwidth

and 1 ms delay for all inter-stub links (1st level links) and 1 Mbps bandwidth and 10 ms

delay for intra-stub links (2nd level links). For the sake of fast simulations, we do not use
realistic link capacities nor does realistic network load (although their relative values

correspond to realistic cases).

S. No.

2.

3.

4.

5.

6.

7.

9.

10.

11.

12.

Table A.3. Basic parameters for simulation

Parameter

Number of legal sources

Number of attackers

Backbone link bandwidth

Backbone link delay

Bottleneck link bandwidth

Bottleneck link delay

Access link bandwidth for

legitimate clients

Access link delay for legitimate

clients

Server link bandwidth

Server link delay

Mean attack rate

Mean client load

Value

15-48

1-89

100 Mbps

0 seconds

10 Mbps

1 ms

1 Mbps

10 ms

3 Mbps

1 ms

<3.0 Mbps (low rate)

3.0 - 6.5 Mbps (moderate rate)

> 6.5 Mbps (high rate)

<7.0 Mbps (low rate)

7.0-9.0 Mbps (moderate rate)

>9.0 Mbps (high rate)
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Table A.4. Traffic parameters

S.No Parameter Value

Traffic arrival process Poisson

2. Connection startup time Random 1-4 seconds

Table A.4. gives the traffic parameters. Previous studies [228] have shown that request
inter-arrival times follow an exponential distribution. Thus, the request arrival process
corresponds to a Poisson process, where users arrive independently of one another. We

vary the number ofclients and mean client request inter-arrival time to impose different
workloads on the network. Number of attackers, attack rate and attack inter-arrival time

are varied to simulate different attack loads.

A.3 Components of Simulation Model

Client Model: Two types of clients are considered: legitimate clients and attackers.

The legitimate clients obey the TCP protocol, whereas it is not expected ofthe attackers to

adhere to the TCP congestion avoidance protocols. The legitimate clients are modeled by
FTP applications that run on TCP protocol. They obey the constraints imposed by the TCP
protocol. Attackers use the attack model described next.

Attack Model: The attacks have been modeled in two ways. The first type of the
attack deploys Constant Bit Rate (CBR) traffic generators as the attackers, while the

second one utilizes FTP requests to launch an attack. The protocols used in transport
layers and the attacked resources are different for both types of attacks. The CBR

generator uses UDP, while the FTP deploys TCP. In addition, the UDP generator

generates only one way traffic; therefore, the UDP attackers deplete only the bandwidth of

the links from the source to the destination. In contrast, the TCP generator generates two-
way traffic; thus, the TCP attackers target the bandwidth in both directions. The path that
is for the acknowledgment, however, has a much lighter attacking traffic than the path
used to carry the data.

In the first case, the attacks are modeled by CBR traffic on UDP. This choice is done as

a UDP sender does not need to wait for any acknowledgement from the receiver before

sending out further outstanding packets. This property is apt to model an attacker as an

attacker would normally send out large volume or bursts of packets continuously with the
aim offlooding the links leading to the server under attack. It is also used to model attacks
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that are crafted to match statistics ofnormal traffic by variation in the number ofattackers

and attack rate.

In the second case, FTP requests are utilized to launch an attack. The reason behind this
choice is to model attacks which are crafted to behave and appear similar to legitimate

clients. Hence these attackers have been modeled as requesting files over TCP in the same

manner as legitimate clients.

Service Model: The service provided by the FTP server is a generic TCP-based

service. The legitimate clients connect to the server with the aim of achieving file
downloads, whereas the attackers aim at clogging the resources at bottleneck link and
servers in order to make the service unavailable to the legitimate clients. The servers are

modeled by asimple TCPSink which send out ACK packets for packets they receive.
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Appendix b Simulation Flowcharts

Pick server(i) from server list of HC
Build IdlcmapfN. .fi!

butiaiizc miv. migrme slut lime
Stat Mignrion tuna Mtimct

(Sdieduk Mlimer* Time BcfcrcNext MirnmUm)

Enable fihenng for servcr(i)

X

Create Honeypul Controller HC
Initialize miv migrate start lime

Initialize server list ofHC

{ head =tail • current = NULL num server=0}
Set acme server = NULL

Create serwr application sencr(i)
Initializeserver socket pool=NULL

Attach migration timer
Initialize client socket pool

{head =tail=NULL numsocket=0: totalpacketssent =0, totalbytesseni • 0}
Initializeattacker node list {head = tail = NULL)

Initialize monitorattacker list {head = tail= NULL!
Initialize socket pool = NULL

nfliajize serverlist{head • tail• cuirent= NULL, numserver- 0. current• NULL)
Set num socket =0

Set Mmonitor = NULL

Set MHCE = NULL

Sel sener slate • Active

X
Register server(i) with HC

MHC=HC

Insert servcr(i) into server list of HC
server id=num server ++ (Increment num server n

serverUstof HC)

Set activer server • server(i)

Stop

Update server list of serverti
by copying server list of HC

Figure B.l. Initialize serversand Honeypot Controller (HC)
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©

Set cb as random number uniformly distributed between1and
num cli

Stop

Create a client application onthe node oc(cii) andattach tocl(j)
ninnjing = 0

Attach file trmer

request interval = 0

num repeated = 1
got server list = false

Client Socket = NULL
Attach migration trmer

average transfer trme = 0
file size - 0

number of migrations • 0
class = 0

flow id = 0

start time - 0

finish trme = 0

last =0

node = nc(cli)
InitiaUze server list {head =tafl =current - NULL; num server =0; current =NULL}

num migrate = 0
flow id - j
class = I

time «= time + random (exponential IAT))

© ©

©

//Stan client cl

MHC=HC

num run • 1

131072

running • I
:;L'

// Connect Client to HC

1.Client creates a socket for itself

Client Socket

{application =cl; socket slate =SOCK_DOWN; frrsi request - true, bvte requested =0;byte
received =0.packeis sent =0;bytes sent =0;anacker node = NULL, node - application ->node

(xxx); application type = CLIENT)

Creale a TCPWrapper agent
agent (socket = NULL)

Attach agent to node
nodc->name attach agent->name

Attach agent to application
agent->aitach application (this)

Attach agent to socket
agent->aitachSocket (Cherfl Socket) { socket=Cuem Socket)

2. Create a socket for HC

HCSocket(HCSocket= HC->getsocket (Client Socket))
(application =HC: socket state =SOCK_DOWN; first rcquesi =true, bvte requested =0 byte

received =0:packeis sent =0:bytes sent =0;attacker node =NULL, node =application ->nodc
(xxx); application type • HC)

Createa TCPWrapperagent
agent (socket = NULL)

Altach agent to node
node->name attach agent->name

Attach agent to application
agent->attach application (this)

Attach agent to socket
agent->attachSocket (HCSocket) { socket=HC Socket)

3. Connect Sockets

Client Socket ->Conneci (HC Socket)

Figure B.3(a). Start client application and obtain server list
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// Send request for Server List to HC
sendGet (Client Socket, 80)

{Client Socket->sendget(80)}
{agent->sendmsg (80)}

Clietn timeout() scheduling next request
HC->recvO

HC sends server list

Client DoneO is called
Server is picked and server socket is created

Send Request for file to Server
sendGet (Client Socket, 81)

{Client Socket->sendget(81)[
{agent->sendmsg (81)}

running =1
migration timer is reschduled at next schedule

Server sends requested file
Client's recv is called and state modified

Client Done is called and complete one file is called
Subsequently incrdoneQ andfinish() arecalled

Figure B.3(b). Start client application and obtain server list (contd.)

i

Transfer of bytes
between client and HC

to obtain server list
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Start

// Connect Sockets

//Socket :: connect

Input Socket and Peer Socket

(agent name) connect (peer-> agent name)
Peer Application type= Peer Socket->getapplicationtype()

target->peer

peer->target = this

peer->setpeerapplicationtype(Application Type)
peer->listen() { agent->listen()}

Stop

Figure B.4. Connect sockets
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&

Input number of bvT.es
from application .

//SOCKET SEND

// put in request queue here
//setcloseJOB empty to allow agent toclose after
// it's done sending
agcnt->closcon empty = TRUE
agent-> advance_b)tes(number of bytes)

UTENT SKNT mm

- number ol bvlcs sent

//AGENT RECV

agenl->recv()
s=agenl state (of receivingagent)

Update receiver's socket stalebased on receiver's
agent state

Slop

// RECEIVER SOCKET

SOCKET'S RECEIVE

r application type

sender tvpe = get peer application
type

bvte received - byte received +
number of bytes

receiving agent's -
usrclosed()

Return

Delete Socket

Return

Delete Socket

Return

application ->recv(socket, sender application tvpe. number of bytes)

X

Figure B.5. Transfer of bytes between sender and receiver application for sendQ and recvQ
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Sun

' Application Retv

npia Reviving Socket. Snidcr'i Applici
Tvpe. Numbciat tn ia « .equal o*

80 tbcnl tcllCltialk

// Send Server List

ReceivingSocket -> send (200)

//Do Nothing

Client = ServerSocket^GetpeerapplKationi)
RequestEK-tes = Client->Getrequestedt'rtesr/ei)

ServerSockel->send(RequestBvtes)

1 intotheAnackernodetst of the Receiving Server(Server
Socket2->getPeer(V/Socket l//->getAttackerNodeO->nameO)

I Stop

Figure B.6. Receive function of an application
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// Client Timeout

Input Event Type

Static int numj-eq = 0

numreq ++

Start Time » gettimeO

SendGet (Client Socket, REQUESTF1LE)
state - REQ_SENT

Reschedule MigrationTimer after miv

Get active server and save as current server index

migrate (server list,current server index)

Stop

Figure B.7. Client timeout

// No migration required



tO

Start

// Client Socket's Migrate
Input Server

Old Agent = agent

Create a TCPWrapperagent
agent (socket = NULL}

>. Yes Old Agent ->Socket = NULL
Old Agent ->State - TCPS CLOSED

node->name detach agent->name

11

Attach agent to node
node->name attach agent->name

Attach agent to application
agent->attach application (this)

Attach agent to socket
agent->attachSocket (Client Socket) { socket=Client Socket}

ServerSocket-> Server->getSocket(Client Socket)

Connect (Server Socket)
State - SOCK DOWN

Stop

Figure B.8. Client migrate



Start

Client Done ()

// Receive Response from HC or Server
HC : Input aerver list and miv

Server: Finish file transfer

//Client DoneO called as a result of
//ile transfer finished from server

//Client Done() called as a result of
//server list and miv obtained from HC

No

Yes

Cancel migration timer
Complete one file()

to
to

o

//First Request
//Obtain Server list, migration start time, m , miv, Ns, NH ,key

from HC

Server list = HC-> Server list
got server list = true

Build Idle Map
Build Active Map

//Create a connection to the active server before sending file request

Bool Connect ()

1 Client creates a socket for itself

Client Socket

(application = flow id ; socket state =SOCK_DOWN; first request =true; byte requested =0; byte
received =0; packets sent=0;bytes sent=0; attacker node =NULL; node =application ->node (xxx);

application type = CLIENT}

Create a TCPWrapper agent

agent {socket = NULL}

Attach agent to node
node->name attach agent->name

Attach agent to application
agent->attach application (this)

Attach agent to socket
agent->attachSocket (Client Socket){ socket=Chent Socketl

class • Client->class

Flow Id = Client->Flow Id

2, Server • Pick a (active) server from Server List

3. Create a Socket for Server

Server Socket (Server Socket = Server->getsocket (ClientSocket))
IfServer Socket = NULL Return False

4. Connect Sockets

Client Socket ->connect (Server Socket)

Return True;

Figure B.9 (a). Client Done

4
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Start Time = gettime()

Send Request for file to Server
sendGet (Client socket, REQUEST FILE)

//REQUEST FILE 81
{Client Socket->sendget(81)}

{agent->sendmsg (81)}

running = 1
Reschedule migration timer at next schedule

Stop

Delete Client Socket

-H RI

Figure B.9 (b). Client Done (contd.)
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Start

// Complete One File
Input Start Time

Finish Time = getTime()
Time Taken = Finish Time - Start Time

Average transfer time = average transfer time + time taken

num repeated ++
sd = getExponential (request interval)

Reschedule File Timer at sd

Stop

Open Trace File for the client
Output Average transfe- timefor each Sle- Average transfer time/ numrun

Output Number ofmigralions = num migrate
Output Start Time

Output Finish Time

incrDone ()

Return

Figure B.10. Complete one file

4
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f

Start

•s

V J

11

Figure B.11. Increment thenumber ofclients done (file transfer complete)
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// Finish()
Input clients scheduled

set 1= clients scheduled
total avg transfer time = 0.0

average = 0.0
avg_ok= 1

oktotal = clients scheduled

totalm = 0

j = 0

v

0

set retval = catch {set tempf [open trace file for the client]}

tempv = gets( tempO

total avg transfer tune = total avg transfer time + Stempv

num migration= gets( tempf)

totalm - totalm + numrmgration

close tempf

Number of FTP sessions = ok_total
Avg Resp Time= total avg transfer tune / ok_total

ok total = oktotal - 1

close tempf

Figure B.12. Client FinishQ
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Fl 1

Start

>

"

// Attacker Module

Input SimAttack Start Time
Input SimAttack Stop Time

timel

k=0

attfid=990

Simattack start time

Yes

Set att as random number uniformly distributed between 1and
num att nodes

Set AttackedServer as random number uniformly distributed
between 1 and num server

Stop

Create a attacker application on the node na(att) and attach to att(k)

Attach attack timer

average transfer time = 0
avg avg »

sequence = 0
num requests = 0

num requests done = 0
number run = 1

rngO
flow id = 0

class = 0

stop time = 0

non repeat = 0

request interval = I
Application type - ATTACKER

running = 0
Attach file timer

request interval = 0
num repeated = I

got server hst • false
Attacker Socket = NULL

Attach migration timer
file size = 0

number of migrations = 0
last - 0

node = na(att)
Initialize server list {head =tail =current =NULL; num server =0;current =NULL)

nummigrate - 0

X
class = 2

flow id =j
stop time = time
attfid - attfid + I

I

Attimel Att(k) attack AttackedServer attackfilesize (it 131072)

X

tnnel-timel + random (exponential (attack interval))

31

k=k+l

Figure B.13. Initialize attacker
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Start

// Attack

Input AttackedServer

start time = now()
double sd

1 Attacker creates a socket for itself

Attacker Socket

{application =att (flow id =j); socket state - SOCK_DOWN; first request =true; byte requested
=0; byte received =0;packets sent =0;bytes sent =0;attacker node =NULL; node -

application ->node (xxx); application type = ATTACKER)

Create a TCPWrapper agent
agent {socket = NULL}

Attach agent to node
node->name attach agent->name

Attach agent to application
agent->attach application (this)

Attach agent to socket
>attachSocket(ClientSocket) { socket=AttackerSocket(

Attacker Socket->class = class
Attacker Socket->flow id - flow id

2. Create a socket for Server

Server Socket (Server Socket = AttackedServer->getsocket (Attacker Socket))

3- Connect Sockets

Attacker Socket ->Connect (Server Socket)

Attacker Socket->sendGet(REQUEST_FILE)
{agent->sendmsg(81)}

num requests done = num requests done +1

^-~-\^ !nonrepeat ^^

Yes^p

'

sd = random (exponential(requestinterval))
Reschedule an attack after sd

"
r "

Stop

>

Figure B.14.Launch attack
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// Attacker Timeout

If No

>w Time > gettime() yr

Yes y

State = REQSENT
Attack (Server)

i>
-\

Stop

Figure B.15. Attacker timeout
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'•>

Start

Bool reset attackmonitor = false

No

Yes

Yes

reset attack monitor = true

Reschedule Mtimer at Migration
Interval

Yes

Server State = Active

Stop

Figure B.16. Server timeout

Server State = Non Active
Clear Client Socket pool

X

Clear monitor attacker list

(Server was previously active
and now is a honeypot)



to
to

f

Start

>

\.

11

//Migrate
Input Server list and Server

File Size= File Size- Client Socket->bytes received
Client Socket->bytes received = 0

Client Socket->Socket Migrate(server)

// Send file request to the server
sendget(Client Socket, REQUEST FILE) // 81

{Client Socket->sendget(81)}
{agent->sendmsg (81)}

number of migrations = number of migrations + 1

1r
f

Stop

\

K )

Figure B.17. Server migrate

Rl
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Start

I I }
II Server - >GetSocket

//Create a Socket for Server

Input Client Socket

Node = Get Client Socket's Node's Name
Requester= Get Client Socket's Application Type

// Another Server or Authenticator Requests Socket
Create a new Server Socket

(application = Server, socket state =
SOCKDOWN, first request = true, byte requested
= 0, byte received = 0, packets sent = 0, bytes sent

= 0, attacker node = NULL,node - application
->node (xxx). application type =SERVER,

Create a TCPWrapper agent

agent !socket = NULL)

Attach agent to node
node->name attach agenl->name

Attach agent to application
agent->attach application (this)

Attach agent 10 socket
agent->attachSocket (ServerSocket! {socket=Server

Socket}

// Attacker

Insert node into Monitor Attacker List
Pick each server server(i) from Server List

Signalattacktoserver(server(i). Client Socket -:
getnodeO)

// Attacker

Return Honeypot Socket

Figure B.18(a). Create a server socket

i
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F15 F16

Create a new Server Socket

(application =Server; socket state =SOCKDOWN; first request =true; byte requested =0;byte received
•0;packets sent =0; bytes sent =0; attacker node - NULL; node =application ->node (xxx); application

type =SERVER|

Create a TCPWrapper agent
agent {socket = NULL)

Attach agent to node
node->name attach agent->name

Attach agent to application
agent->attach application (this)

Attach agent to socket
agent->attachSocket (Server Socket) ( socket=Server SocketJ

Insert Client Socket into the client socket pool of the server

Figure B.18 (b). Create a server socket (contd.)
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Start

L 1 J
// Signal Attack to Server

// Called by Server-XjetSocket
Input ReceivingServer and ClientNode(i.e

Attacker Node)

X

1. Create a new Server Socketlfor this Server
{application = Server; socket state = SOCK DOWN; first request =
true; byte requested = 0; byte received = 0; packets sent= 0; bytes
sent = 0; attacker node = NULL; node = application ->node (xxx),

application type =SERVER}

Create a TCPWrapper agent

agent {socket = NULL}

Attach agent to node
node->name attach agent->name

Attach agent to application
agent->attach application (this)

Attach agent to socket
agent->attachSocket (Server Socket1){socket=Server Socket 11

2. Create a new Server Socket2 for receiving server
Server Socket2 -Receiving Server->getSocket(ServerSocket1)

3. Server Socket l->connect (Server Socket2)

4. Server Socket l->setartackemode(Client Node)
{attacker node = Client Node)

5Server Socket l->send (SIGNAL ATTACK) //101

Stop

Figure B.19. Signal attackto server (in case offiltering)
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UJ

if

agent state =

TCPS SYN RECD ^

^Yes

socket state =- SUv^rvftlNUIMCi

rNo IF

V JV—y Figure B.20(a). Update receiver's socket state based on receiver's agent state
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UJ

v

socket state = SOCKJJP

Yes

Clear all states of server socket

peer = NULL
first request = TRUE

byte requested - 0
byte received " 0

reset agent

delete socket

Error!!!

Client agent willnot close TCP until clienthas
recieved entire file

Figure 8.20(b). Update receiver's socket state based on receiver's agent state (contd.)
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UJ

Ufl

*

socket state = SOCKCLOSING

unexpected TCP state in SOCK

Reset Agent
Delete this socket

0

Figure B.20(c). Update receiver's socket state based on receiver's agent state (contd.)
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^-^ , ^~~~~~-^ Yes
socket state = ^^> *"

~"~\^ SOCK_CLOSING ^-^

Delete Socket

//Stop TCP
//Detach Agent

//For Server

]no

Unexpected Condition in MSocket
AbortQ

t

1— •;r

Stop

socket state - SOCK_DOWN

Unexpected TCP state in
SOCK._CLOSING

Remove active socket and clean state
peer = NULL

first request = TRUE
byte requested = 0
byte received = 0

reset agent

delete socket

* Cbent Done ()

Delete this socket

» Delete this socket

Figure B.20(d). Update receiver's socket state based on receiver's agent state (contd.)
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