DCMIN - A NEW INTERCONNECTION NETWORK TOPOLOGY
FOR PARALLEL PROCESSING

A THESIS

submitted in fulfilment of the
requirements for the award of the degree
of
DOCTOR OF PHILOSOPHY

n

ELECTRONICS AND COMMUNICATION ENGINEERING

By

KULDIP SINGH

".“glllliin.

'l..'
.o‘;.ao )RKBB o P

CC\ C—\L’l %,.8 2 2? "‘.".

DEPARTMENT OF ELECTRONICS & COMMUNICATION ENGINEERING
UNIVERSITY OF ROORKEE
ROORKEE-247 667 (INDIA)

April 1987



CANDIDATE'S DECLARATION

I hereby certify that the work which is being presented
in this thesis entitled 'DCMIN - A New Interconnection Network
Topology for Parallel Processing' in fulfilment of the require-
ment for the award of the Degree of Doctor of Philosophy sub-
mitted in the Department of Electronics and Communication
Engineering of the University is an authentic record of my own
work carried out during a period from Feb.1984 to April 1987
under the supervision of Dr.N.K.Nanda and Dr.R.C.Joshi.

The matter embodied in this thesis has not been submitted

by me for the award of any other Degree.
L«x%&.
(KULDIP NGH)

This is to certify that the above statement made by the
candidate is correct to the best of my knowledge.

M«l Q7 gﬂb Mwﬁ

(N. K. NANDA) (R.C.JOSHI)
Professor and Head, Re ader,
Electronic and Comm. Engg. Electronics and Comm. Engg
Department Department

The candidate has passed the Viva-Voce examination held
on at « The thesis is recommended

for award of Ph.D. Degree.

1. 1
(Guide) (External Examiner)

(Guide)



ABSTITRAGCT

This dissertation addresses the problem of designing
a reliable and computationally faster interconnection network
with reduced complexity compared to the conventional multistage
networks. The importance of 4-shuffle interconnection pattern
for the problems requiring concurrent processing has been
demonstrated, A 4x4 switch named as Dual Interconnection
Modular Switching Element (DIMSE) has been proposed as an
alternative to 2x2 switching element for use in Multistage
Interconnection Networks (MINs). Design of a new MIN topology,
designated as Dual Cube Multistage Interconnection Network
(DCMIN), for use in parallel processing environments, has been

proposed.

The performance and complexity of DCMIN has been evalua-
ted and compared with the conventional cube type MINs. It has
been established that in addition to being less complex and
computationally faster, the DCMIN is also cost-effective. Con-
ventional routing algorithms and relatively simpler fault-
diagnosis techniques can be readily made applicéble to DCMIN.
Fault-tolerance Capability of the proposed network is evaluated
using multiple-paths through an extended topology of DCMIN called
EDCMIN and multiple-passes techniquess A simple and elegant
analytic model of DCMIN, using Kronecker product of matrices of
DIMSEs, has been devised. DCMIN topology has the partitioning
property, i.e., the network can be implemented in partitionable

SIMD/MIMD environments as well,
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CHAPTER I

INTRODUCTION

Single processor systems, which are based on the tradi-
tional Von Neumann or microprogrammed architectures, have reached
their limits in computing Capability. They do not provide for
parallel computation of instructions and data, which makes them
inappropriate for many present day applications, requiring high
computational power and speed. As a result, a great deal of
architectural research was directed towards overcoming the
sequential barrier and evolving systems that could perform com-
putations in parallel [9,10,38,45,46]. This culminated in the
evolution of multiprocessor systems with a wide variety of appli-
cations, where higher processing speed is achieved through the

concurrent or parallel operation of a number of processors.

It is predicted that the advances in VLSI and WSI techno-
logies will, in the near future, enable designers to integrate
hundreds or even thousands of processing elements on a single
wafer [155]. As the component density of integrated circuits
continues to increase, computer designers will be more concerned
with the interconnection of the processors than with the proce=
ssor design itself. One of the prominent components, which will
wield great influence on such systems, is the Interconnection
Network (ICN). The performance and fault-tolerance of multi-
processor systems are subsequently dictated more by the properties
of ICN than by the individual units. Hence, the design of ICN
assumes a significant role in parallel architectures, such as

array processor and multiprocessor systems.



The time shared bus is the simplest and earliest form of
ICN. 1In a uniprocessor architecture, functional modules are
connected to a bus and the resulting systems vary widely in
complexity depending upon the number and nature of the modules.
A multiprocessor environment is formed by interconnecting a
number of CPUs, memory units, and controllers in addition to
buses. The early multiprocessor systems consisted of only a
few processors. As computer systems evolved from uniprocessor
to multiprocessor systems, multiple buses or cross bar switches
were used to connect processors and/or memories. The advent of
low cost microprocessors and the critical need of high performance
computing has triggered intensive research on various ICNs.
Concepts like telephone switching system [20,144] and computer
communication [9,144] were used in the design and analysis of
ICNs. The current trend is to design ICNs in such a way that
the mulﬁiprocessor system level functions such as resource
sharing and synchronization can be ecasily implemented by using

ICN.
1.1 INTERCCONNECTION NETWORK (ICN)

An ICN basically provides communication between the scts
of sourcc and destination ports to which different units such as
processors, memories ctc. are connected. Functionally, under a
transfer instruction, data from a specific source node is trans-
ferred to some prespecified destination or vice-versa, following
a route determined by the control signals of the network. To
do this, it has to be necessarily a switching network. Accord-
ingly, an ICN may be . looked upon as a system of switches, that

can be opened or closed to provide a path from a set of input



terminals to a set of output terminals. The smallest switch

of interest, called Interchange (I/C) box, Switching Element
(SE) or f-element, has two switching states corresponding to

the two possible switching modes, i.e., direct or cross, depen-
ding upon the state of control signal. Usually the network is
organised into several stages of switching elements, connected
through links, to achieve full connectivity and is called Multi-
stage Interconnection Network (MIN). In general, a MIN allows

processor-to~processor or processor-to-memory communication.
1.2 MULTISTAGE INTERCONNECTION NETWORKS (MINs)

A multistage network consists of more than one stage of
switching elements and is usually capable of connecting an
arbitrary input terminal to an arbitrary output terminal.
Because of their structure, MINs are capable of supporting a
large number of computing units and large number of simultaneous
connections using a reasonable number of SEs. With proper design
a connecting network can provide connections with reasonably
short delays and with a relatively simple control structure.
Also, MINs have built in flexibility and redundancy which can
be utilized for fault-~tolerance with graceful degradation in
the computational speed [117]. Multistage interconnection
networks mentioned in literature can be divided into three

¢lasses:
(i) Blocking:

In blocking networks, simultaneous connections of
more than one input/output terminal pair may result in

conflicts in the use of network communicetion linkse.

A



(ii) Rearrangeable:

A network is called rearrangeable nonblocking
network, if it can perform all possible connections
be tween inputs and outputs, by rearranging its existing
connections so that a connection path for a new input-

output pair can always be established.
(iii) Nonblocking:

A network which can handle all possible connect- |

ions without blocking is called a nonblocking networke.

The Clos nonblocking network employing three stages of
crossbar éwitches [36] was forerunner in the design hierarchy
of MINs. Subsequently, Benes network [21] which is rearrangea-
ble network, was evolved. What followed afterwards was a class
of blocking networks such as Omega [79], Stran Flip [15], Indi-
rect Binary m-cube [106], Generalized Cube [121], Generalized
Shuffle [24] and Dual Cube networks [126]. 1In these networks,
there is only one path between any source~destination pair.
These networks do not realize all possible permutations of
input/output combinations. However, these can perform some of
the permutations which may be useful in computer communication
networks. The blocking networks are advantageous because they
implement simple control algorithms and employ (N/2 log2N)(2x2)

or (N/4 log,N) (4x4) switches for N number of functional units.
1.3 FAULT-TOLERANCE

A fault-tolerant ICN can tolerate faults to some degree

and still provide reliable communication between any input/output



pair. Fault-tolerance is usually achieved by introducing redun-
dancy in the MIN. By introducing hardware redundancy more number
of alternate paths are created between source /destination pairs
to augment the permutation Capability of the network which makes
it fault-tolerant. Hardware redundancy can be introduced in

the network (i) by increasing the number of stages [3,116],

(ii) by using fault-tolerant SEs [84] or (iii) by providing
extra links [6,35]., These techniques have been employed in

the redundant networks such as Data Manipulator [48], IADM [89,
90], Extra Stage Cube and Delta Networks [3,116], Gamma Network
[103], INDRA Network [109] and Augmented C-Network [111]. An
alternative approach to fault-tolerance by means of redundancy
in time (multiple-passes) has been proposed in [117] and genera-
lized in [8]. An important property of MIN is Dynamic Full
Access (DFA) characteristic. A network has DFA property if each
of its inputs can be connected to any one of its outputs via a

finite number of passes [118].
l.4 MOTIVATION FOR THE PRESENT WORK

It has been observed that the nucleus of a modern day
practical multiprocessor system is not so much the individual
functional modules rather the interconnection network. In this
respect, therefore, it is essential that the interconnection
networks be designed as efficiently aé possible and this is the
prime justification for carrying out the work reported in this
thesis., The important factors which influence the design of

ICN are:



(i) Computational Speed:

Computational speed can be increased by reducing
the propagation delay in the ICN. Since the switch delay
decreases with scaling, the speed at which a circuit can
operate is dominated by the interconnection delay. Thus,
the computational speed can be increased by reducing the

number of stages in a network.
(ii) Complexity:

Complexity of the network is directly proportional
to the number of switching elements used and the nuhber
of external links in the network. Accordingly, if the
size of the SE is increased the number of SEs per stage
will decrease, The larger size SEs with appropriate
interconnection patterns can reduce the number of stages
for the same number of functional units. Reduction in
the number of stages will consequently reduce the number

of external 1links.
(iii) Reliability:

Because of the system complexity, achievement of
high reliability is a significant task. The ICN should
have inherent fault-tolerance properties. It should be
possible to achieve fault-tolerance either by adding
hardware redundancy or through multiple passes. In
addition the algorithms to detect and locate faulty

elements, should be simple and elegant.



(iv) Adaptability:

To suit the requirements of multiple-SIMD and
partitionable SIMD/MIMD environments, it should be
possible to partition the network into smaller size

networks.

An NxN conventional MIN employs more than one stages of
2x2 SEs usually interconnected through perfect shuffle patterns.
This gives (rzlog2N)T) as the lower bound on the number of stages.
Accordingly, the network complexity and computational speed,
become proportional to (r'(logzN)T). This puts the limitation
on the cepabilities of currently employed MINs in terms of com-
putational time and complexity. With the incrcasing complexity
" of multiprocessor systems, due to the use of large number of
functional elements, a logical question arises - is there an
alternative MIN topology that allows the multiprocessing bound-
aries to be extended for the same amount of resources and cost ?

It is this question to which the thesis addresses itself,
1.5 STATEMENT OF THE PROBLEM

This thesis attributes itself to the problem of designing
a simple but computationally faster and cost-effective multistage
interconnection network compared to the conventional MINs. The
objective 1is to find a new topology for a class of interconnec-
tion networks, by increasing the size of conventional 2x2 switch-
ing elements. Specifically, the problems considered in this

thesis can be stated as follows:



(1) To examine a 4x4 switching element and propose its rea-~
lization.
(2) To investigate the link pattern to interconnect the

stages of the proposed switching elements and hence
evolve a new topology of a class of MIN with reduced

number of stages compared to the conventional lower

bound of (r'logdv-1).

(3) To compare the performance and complexity of the proposed

network topology with the conventional topology.
(4) To evolve an analytical model of proposed MIN,

{5) To exploit the use of the proposed topology in the various

parallel processing architectures.
1.6 ORGANIZATION OF THE THESIS

Applications of interconnection networks and their general
classification have been reviewed in Chapter II. The termino-
logy and definitions used in Chapter II give a general base for

- understanding the work carried out in the thesis.

Chapter III defines 4-shuffle permutation. It has also
been established “that 4-shuffle interconnection pattern has an
important role in parallel processing and reduces the computa-

tional complexity to O(r.log4N-W).

A 4x4 switch named Dual Interconnection Modular Switching
Element (DIMSE) and its implementation is presented in Chapter IV,
where the design of single and multistage networks using DIMSEs
and 4-shuffle patterns has been given. This new multistage

network topclogy is designated as Dual Cube Multistage Inter-



connection Network (DCMIN). Finally, the complexity and perfor-
mance of DCMIN have been evaluated and compared with a conven-

tional cube type network.

Reliability aspects of the proposed DCMIN are discussed
in Chapter V. A description of simple procedures for fault -
diagnosis and evaluation of DFA capabilities of DCMIN under

various fault conditions has been given.

Chapter VI is devoted to investigate the general proper-
ties of DCMIN such as modelling, adaptability and fault tolerance

aspects,

TDCMIN, a derivative of DCMIN topology, when the size N
of the network is such that N = 2% # 4n, has been evolved in
Chapter VII. The TDCMIN topology has been evaluated from

various angles.

Finally, the conclusions of the work carried Qut along-
with some proposals for further research in this area are given

in Chapter VIII.



CHAPTER II

OVERVIEW OF INTERCONNECTION NETWORKS

An interconnection network is basically a switching
netwerk, which is designed to facilitate efficient interprocess
and interprocessor communication in parallel architectures.
Earlier when computer systems were confined within Von Neumann
architectural boundaries and the hardware cost was a signifi-
cant limiting factor, interprocess and interprocessor communi-
cation were not prominent issues. Consequently, the design of
a cost-effective interconnection network was a trivial and rela-
tively unimportant task. However, contemporary IC technology
and ultra high speed computational requirements have ushered
in entirely new architectural challenges. It is now economically
feasible and practically desirable to construct a multiprocessor
system by interconnecting hundreds or thousands of processors
[155]. Such systems are called parallel systems. However, the
performance and utilization of such systems, in general, are
limited by the extent upto which interprocessor communication
is possible. Parallel processing techniques use interconnection

networks to facilitate concurrent operations.

A parallel processing system comprising multiple proce-
ssors is implemented with IC chips and a network interconnecting
them. The IC chips though less likely to be faulty, are replace-
able and the performance of a multiprocessor system is, therefore,
a function of reliable operation of ICN [117]. This chapter is
devoted to the study of various aspects of ICNs such as their
requirements, basic interconnection functions, topologies, relia-

bility and applications in practical parallel systems., However,
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before reviewing the ICNs a brief discussion on parallel systems
is undertaken. ICNs also play an important role in resource
allocation and reconfiguration of the parallel systems. At the
end of this chapter comparatively recent modes of parallel

systems are discussed briefly.

2.1 PARALLEL SYSTEMS

Parallel processing has made possible the computational
power and speed required by many present day real time tasks,
where there is need to process immense data scts. These tasks
include seismic data processing, weather forecasting, air traffic
control, satellite collected imagery analysis, robot vision and
speech understanding etc. The parallel systems support to meet
the computational goals for all these applications. Parallel
systems can be defined broadly as a unified system containing
multiple processors capable of simultaneous operation. Depending
upon the technique of introducing parallelism,'parallel systems

may be classified into the following four different categories

[74].
(1) Multicomputer Systems

These are assembled from N computers in such a
way that any two computers may communicate with each
other via an interconnection bus connected with their

input/output devices.

(ii) Multiprocessor System

The interconnection bus of the multiprocessor

system allows activation of a direct communication path
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between any two functional units contained in the

system.
(iii) Array Processor

It consists of N processors cach handling same
instruction issued by a single control unit, on its own

data.
(iv) Pipelining

It contains pipelined processors with an instruc-
tion broken into a series of simple functions to be per-
formed in pipelined segments, i.e., the application of

assembly line technique.

The degree of complexity of such systems can be gauged
from the fact that hundreds or even thousands of processors are
used to achieve execution rates as high as billion floating
point instructions per second [49]. Such systems have been
classified on the basis of the modes of operation, i.e., how
the machine relates its instructions to tﬁe data being processed
[55]. Four broad Classifications that have emerged are Single
Instruction Single Data Stream (SISD), Single Instruction
Multiple Data stream (SIMD), Multiple Instruction Single Data
stream (MISD) and Multiple Instruction Multiple Data stream
(MIMD). Out of these, SIMD and MIMD modes of operation are of
immediate interest in parallel processing systems, involving

interconnection networks.

Typically, an SIMD machine is a computer system consisting
of a control unit, N processors, N memory mcdules, and an inter-

connection network. The control unit broadcasts instructions to
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the processors, and all active processors execute the same
instruction at the same time. These machines are designed to
@xploit the inherent parallelism of such tasks as matrix opera-
tions and such problem domains as image processing where the
same operation is performed on many different matrices or image
'‘elements simultaneously. Detailed information about the SIMD
Systems is available in [11,64,66,136,144]. Examples of SIMD
machines that have been actually implemented are Illiac IV (28],
STARAN [15] and MPP [16,17]. Two common configurations of SIMD
machines are processing olement~to-processing element organiza-
tion and processor-to-memory organization as shown in Fige:2:1

and 2.2 respectively.

The MIMD Mode of parallelism differs from the SIMD mode
in that the processors in an MIMD system operate asynchronously
with respect to each other, unlike the leck - step synchronous
operation ©f all the active processors in an SIMD machine.
Typically, an MIMD machine consists of N processors, N memory
modules, and an interconnection network. Each of the N process—
ors follows its own program. Thus there are multiple instruction
streams. Each processor fetches its own data on which to operate,
resulting in multiple data streams, as in the SIMD systems. The
interconnection network provides communication among the proce=-
ssors and memory modules. In an MIMD system, because cach proce=-
ssor executes its own program, inputs to the network arrive in-
dependently, i.e., asynchronously. Examples of MIMD systems
that have been implemented are Cm* [69,138] and C.mmp [157].
MIMD machines can be organized in the processing element-to-
processing element configuration, or in the processor-to-memory

configuration as depicted in Figs.2.3 and 2.4. When using the
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processor-to-memory configuration, a cache may sometimes be
associated with each processor, for example, as in an ultracom~-

puter [61], More information about MIMD systems and their use

is available in [11,67,136].

Multiprocessor systems, incorporating a large number of
processors, is a topic of continuous research and development
[38,67,107]. Many distinct approaches have been persued to
organize the large number of processors to achieve high perfor-
mance. For example, a Massively Parallel Processor (MPP) [16,
17], consists of 214 processing elements. A major problem in
designing large-scale parallel/distributed systems is the
construction of an interconnection network to provide inter-
processor communication, and in some cases memory access for

the processors. This has been discussed hereunder in detail.
2.2 INTERCONNECTION NETWORKS

The interconnection scheme of processing or memory
modules must provide fast and flexible communication between
modules at a reasonable cost. A single shared bus, as shown in
Fig.2.5, is not sufficient, because it is often desirable to
allow all processors to send data to other processors simulta-
neously. Ideally, each processor should be linked directly teo
every other processor via dedicated paths so that the system
is completely connected as shown in gy Reb. Unfortunately,
these configurations are highly impractical when N is large.

An alternative interconnection scheme that allows all processors
to communicate simultaneously is the crossbar network shown in

Fig.2.7. A normal crossbar can be defined as a switching network
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that allows the arbitrary one to one interconnection of N
inputs to N outputs without contention. A generalized Cross-
bar also allows some input to be connected to more than one
outputs (broadcasting). However, the complexity and cost of
such networks increases as the square of network size N. To
solve the problem of providing fast and efficient communication
at reasonable Cost, many different networks between the two
extremes of single bus and Completely connected scheme have
been proposed and are reviewed in numerous survey articles and

books such as [9,10,28,45,49,64,67,74,75,87,121,123,143,144,155].

These are broadly classified as static and dynamic net-
works which are further discussed in Section 2,2.3. Various

attributes of any interconnection network are:
(1) Switching me thodology
(ii) Interconnection functions
(iii) Interconnection topologies
(iv) Connecting capabilities
(v) Control strategy
(vi) Reliability
These aspects of interconnection networks arc described
briefly hereunder.

2.2.1 Switching Methodology

The two major switching methodologies are circuit switch-
ing and packet switching. 1In circuit switching, a path is phy-
sically established between a sourcc¢ and a destination. In

packet switching, data is put in a packet and routed through
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the interconnection network without establishing a physical
connection path. 1In general,circuit switching is more suitable
for bulk data transmission and packet switching is more efficient

for short data messages.,

Another option, integrated switching, includes the capa-
bilities of both circuit switching and packet switching. Most
SIMD interconnection nectworks assume circuit switching opcrations,
whereas packet switched networks have been suggested mainly for

MIMD machines [87,121,123,125].
2.2.2 Interconnection Functions

From analytical point of view, an ICN may be viewed as a
set of interconnection functions. Each interconnection function
is a bijection on thc set of input/output (source/destination)
addresscs, integers from O to N-1., A bijection is a one-to-one
and onto mapping. Onc-to-one meéans that a processing clement
receives data from cxactly one PE when interconnection function
is executed. Mathematically, one;to—one implies that an integer
in the set of source/destination addresses is mapped to by exactly
one integer in the set when an interconnection function is applied.
Onto mecans that every PE receives data from some other PE when
an interconnection function is executed. Mathematically, onto
implies that every integer in thc set of PE addresses is mapped
to by some integer in the set when an interconnection function
is applied. 1In the case of interconnection networks bijection
is also termed as 'permutation', i.c., from a set onto the same

set [122].
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Let an ordered list of elements be
0;1,2,0000000,(N=1)

then an interconnection function f permutes this list
into .

RO BEL) g is e (NG,

Thus the execution of data exchange function makes a PE

i to copy the contents of its Data Transfer Register (DTR) into

the DTR of PE f(i) for all values of i, Mathematically,

Let i —> address of a processor connected as source to
an ICN
f(i) = j —> address of a processor connected as desti-

nation to an ICN
then the data exchange function will result in
<PE i> —> < PE j>

Several interconnection functions have been defined and
used for implementation of ICNs [64]. However, broadly speaking
most of the proposed or existing networks incorporate onc of the

four types of connection functions as described below:

(i) Shuffle-~Exchange

The shuffle-exchange network consists of a shuffle

function 'S' and an exchange function 'E! defined as

il

Sl b b ib
1

e 04 o b 3eeBjeebybp ,  ..(2.1)

lbO) bm—2 m~

and

E(bm—lbrn—2..bi..blbo) = bm—lbm~2..bi-.blbo ..(2.2)

where each b; is a binary bit and (bm-lbm-2"bi"blbo) is

the binary address of a functional unit.



21

Thus, both shuffle and exchange functions manipu-
late a binary string which is actually an address of
source or destination in binary format. Features of
shuffle exchange networks are discussed in [29,30,53, 93,

95,108,121,122,153],
(ii) Cube

The cube network consists of m interconnection

functions defined by

for 0 £ 1 £ (m=~1)

The: cube network forms the underlying structure
of many multistage networks chh as Banyan [60], STARAN
Flip [15,18], Benes [21], Indirect Binary m-cube [106],
Generalized Cube [125] and Extra State Cube [3]. Various
properties of cube network are discussed in [53,93,94,95,

123,122 Y48].

The networks based on the cube and shuffle-exchange
functions have been proposed for use in the systems such
as PASM [124], PUMPS [27], Ultra Computer [61] and Data-

Flow Machines [42].
(iii) Illiac

The Illiac nctwork consists of four interconnec-—

tion functions defined as follows:

Illiac+l(B) = B+1 modulo N
Illiac_l(B) = B-1 modulo N
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Illiac+n(B) = B+n modulo N
Illiac__(B) = B-n modulo N

where n = VN is assumed to be an integer,

This type of network is included in the MpPP
[16,17] and DAP [65] SIMD systems. It is similsr to
the eight nearest-neighbour network used in CLIP4 [56]
and BASE8 [112] machines. Various properties and capa-
bilities of illiac network are discussed in (25,97, 121,

1321,

(iv) pm2rI

The plus-minus 21(PM21) network consists of 2nm

interconnection functions defined by

PM2_;(B) = B+2" modulo N
for € €1 £ [med)

PM2_, (B) = B-2" modulo N

The PM2I connection pattern forms the basis for
the Data Manipulator [48], ADM [124] and Gamma [103]
multistage networks. Various properties of PM2I network

are discussed in [53,108,121,122,130].

In the above discussion of interconnection functions,
the following notations have been used: N = 2m; the binary
representation of an arbitrary PE address B = bm—lbm—Q"'blbO
and Bi is the complement of bi where 'bi' is binary bit and

'm' is any positive integer.
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2.2.3 Interconnection Network Topologies

An interconnection network can be depicted by a graph
in which nodes represent switching points and edges represent
communication links. The overall graph representation is
called network topology. Many topologies have been prdposod
or used for ICNs. They tend to exhibit some regular pattern
and can be grouped into two broad categories (i) static and
(ii) dynamic. In the static topology, each switching point is
connected to a processor, while in the dynamic case only the
switching points in the input/output sides are connected to

processors [9].

Several static structures with reqular teopology have
been proposed which include Ring [85], Tree [63], Near-Neighbour
Mesh [12], Systolic arrays [78], Pyramids [140] and Hyper cubes
[24,1143, & comparative study of these static networks can be
found in [49,151]. 1In these networks cach processor can commu-
nicate only with a small number of processors directly and
communication with others involves the transfer of information

through one or more intermediate processors.

Dynamic networks allow different connections to be set
up between processing clements by Changing their internal states.
There are three topological classes in the dynamic catagory -

single stage, multistage and crossbar,

(i) Single Stage

A single stage network is composed of a stage of
switching elements cascaded to a link connection pattern.

The single stage network is also called a recirculating
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network because the data item may have to reécircul ate
through the single stage several times before reaching
their final destination. The recirculating shuffle -
exchange network is an example of a single stage network

[135]. single stage networks are discussed in B0
{(13i) Multistage

A multistage network consists of more than one
stage of switching elements and is usually capable of
connecting an arbitrary input terminal to an arbitrary
output terminal. Several multistage networks, with
N = 2m inputs/outputs and log2N stages of 2x2 SEs,
(Fig.2.8), have been studied in the literature [28,51,
155). These include the Base line [152], Omega [79],
Banyan [60] and Binary m~Cube [106] networks. In these
networks each stage uses N/2 SEs and is connected to
the next stage by atleast N paths. The network delay
is proportional to the number of stages in a network.
Fig.2.9 shows a multiprocessor system with 8 processors
interconnected through an omega network. There is ano-
ther class of multistage networks which does not use
2x2 SEs. Thesc networks are called redundant-path
interconnection networks or data manipulator nectworks.
Examples are the Data Manipulator [48], Augmented Data
Manipulator or ADM [88,89], the Inverse Augmented Data
Manipulator or IADM [124] ang the Gamma network [103,
110]. A new cell based interconnection network, [156],
has been introduced as @ general sorting network. The

bProposed cell is 4x4 switch based on the concept of
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completely interconnected set. Multistage networks
differ in the interconnection pattern between stages,
the type and operation of individual SEs, and the
control scheme for setting up the SEs. The topological
equivalance for several of these networks has been esta~-

blished in [5,102,152].
(iii) Crossbar

This has already been discussed in Section 2.2
and is not suitable for use in parallel processing systems

because of its high cost.
2.2.4 Connecting Capability of Multistage ICNs

From connecting capability point of view multistage net-
works can be divided into three broad categories - blocking, re-
arrangcable and nonblocking [21]. 1In blocking networks, simul-
taneous connections of more than one terminal pair may result
in conflicts in the use of network communication links. Examples
of a blocking network are the Data Manipulator, Omega, Binary
m cube, Baseline, SW Banyan and Delta networks. A network is
called a rearrangeable network if it can perform all possible
connections between inputs and outputs by rearranging its existing
connections so that a connection path for a new input-output pair
can always be established. A well defined Benes network belongs
to this class [21]. The Benes rearrangeable network topology
has been extensively studied for use in synchronous data per-
mutation [68,83,96,149], and asynchronous interprocessor commu-

nication [33,48]. A network which can handle all possible
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connections without blocking is called nonblocking network.

Two cases have been considered in the literature. 1In the first
case, the Clos network, a one to one connection is made between
an input and an output [36]. The other case considers one-to-
many connections [142]. Here, a general connection network
topology is generated to pass any of the multiple mappings of
inrputs onto outputs. The crossbar-switch netwerk can connect

every input to a free output without blocking.

A class of connecting networks having less connecting
Capability than the recarrangeable networks are the full access
networks [117]. A network has full access property if each of
the inputs can be connected to any one of the outputs. Pease's
indirect binary m-cube [106] and Lawrie's Omega network [79]
are examples of full access network which are neither rearrangea-
ble nor non=blocking. The 8x8 Omega network is illustrated in
Fig.2.9. As can be observed there exists a unique route from
each input to each output. An example of the network without
the full access property can be obtained by deleting the third
stage of switching elements in Fig.2.9. A nonblocking network
is also rearrangeable, and a rearrangeable network also possesses
the full access property. A key issue in the design of connect-
ing networks is the tradeoff between connecting capability and
cost, which may be measured by the number of cross points (SEs)
and links used and the complexity of the control algorithm soft-
ware. Greater connecting Capability normally implies higher
cost. Large non blocking networks are rarely used because of
their high cost. Rearrangeability is a very desirable property

for telephone switching networks. However, because of the
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complexity of their control algorithms, rearrangeable networks
become undesirable for interconnected Computers which utilize

inter unit communication only.
2.2.5 Control Strategy

A typical interconnection network consists of a number of
switching elements and interconnecting links. Interconnection
functions are realised by properly setting the control of the
switching elements. The control structure of a network deter-
mines how the states of the switch boxes will be set. Two
distinct types of control structures have emerged. These are
(i) centralized control or flip control and (ii) individual
box control or distributed control. In addition sometimes
partial stage control or shift control is also used. Most
existing SIMD interconnection networks use the centralized
control on all the switching clements. A routing tag scheme
is generally used for controlling the multistage networks. The
use of tags allows network control to be distributed among the
processors. The routing tags for one-to-one data transfers
consists of m bits. If broadcast Capabilities are also to be
included then 2m bits are used where m gives the number of stages
used in the network., Details about the control schemes can be

found in [48,66,79,83,88,89,90].
2.2.6 Fault-Diagnosis and Fault-Tolerance

In parallel processing systems, reliable operation of
interconnection networks is an important issue. It is desirable
that the ICN should be fault-tolerant. However, in order to

achieve fault-tolerance, fault detection and location must be



30

done before the fault-tolerance scheme could be applied. Hence
the reliability issue is divided into two parts - fault-diagnosis

and fault-tolerance.
(i) Fault-Diagnosis

Fault diagnosis is concerned with detection and
location of faults in interconnection networks. The
fault-diagnosis problem has been studied for a class of
multistage interconnection networks consisting of switch-
ing elements with two valid states [51]. The problem is
approached by generating suitable fault-detection and
fault-location test sets for every fault in the assumed
fault model. Usually single stuck-at fault model is
assumed. These test sets are then trimmed to a minimal
or near minimal sets. It is important to note that to
conduct the fault-diagnosis, a fault model must be obtai-
ned so that one knows what faults need to be identified
and located. A fault model has been introduced, for
multistage full-access network constructed from 2x2
SEs [51]. Here a simple and straight forward methodology
is developed which requires only four test-sequences for
single fault diagnosis, independent of network size. Many
variations of this method have been studied, which include,
optimization of test sequences [50,141], multiple fault-
detection [86], on line diagnosis [4,58,131], fault
diagnosis of multistage Banyan interconnection network
[72],and distributed control interconnection network [40].
The technique has also been extended for fault analysis

of FFT processors [70].
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(ii) Fault-Tolerance

In full access multistage networks a unique path
exists from any input terminal of the network to any
output terminal. The presence of single failure among
the SEes or the connecting links of these networks destroys
the full access preperty. Even though the failure rates
of individual components in the network are very small,
the failure rate of the entire network can be quite high
in systems of large size. Therefore, fault-tolerance is
a necessary attribute for the continued operation of
such systems. To improve upon the reliability, several
interconnection networks with redundant paths between
source and destination terminals, have been proposed
[3,89,90,98,103,109,111,116]. Techniques for introdu-
cing fault-tolerance include augmenting the network with
extra stages, increasing the size of the switching ele-~
ments, and adding redundant switching elements and links.
Fault~tolerance of some of these networks is limited to
one-to-one connections while some networks allow permu-
tations of data to be performed under failures. Networks
Capable of fault-tolerant routing of permutations include
the Merged Delta Networks, Augmented C-network [lll],
INDRA Network [109], and Generalized INDRA network [110].

A common technique for improving the reliability and
fault-tolerance of a unique path multistage interconnection
network is the addition of extra switching stages. The addition

of an extra switching stage in a multistage network consisting
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of log2N stages of 2x2 SEs, introduces an extra path for routing
every input-output connection through the network. The extra-
stage networks provide fault~tolerance at a modest overhcad.
Examples include the Extra-Stage Cube network [3], Banyan
networks with redundant stages [31] and Extra-Stage-Delta network

[116].,

An alternate approach to fault tolerance is obtained by
means of redundancy in time. Thus, data may be routed in a
unique-path network in the presence of faults by performing
multiple passes through the network. The network is said to
possess DFA capability if every processor in the system can
communicate with other processor in a finite number of passes
through the network, routing the data through intermediate PE's
if necessary [117]. Even though the failure of a single compo-
nent destroys the full-access Capability, a large number of
faults do not destroy the DFA Capability. The general techniques
for checking the DFA property of a faulty network consisting of
2x2 switching elements, with reapect to a fault model, that
allows only the switching elements to be stuck in one of their
valid states, have been discussed in [118]. A more general fault
model employing adjacency and reachability matrices of the connec-
tivity graph of the faulty network for testing the DFA property
has been used in [8]. The DFA has also been used for performance

analysis of B-networks [119].
2.3 ADDITIONAL MODES OF PARALLEL ARCHITECTURE

In addition to providing communication paths in SIMD and
MIMD environments, interconnection networks play an important

role in other modes of parallel architecture also. These classes
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of architecture include multiple-SIMD and partitionable SIMD/MIMD

as defined below.
2,3.1 Multiple-SIMD System

It is a parallel processing system that can be dynamically
reconfigured to operate as one or more indepondent virtual SIMD
machines of various sizes. A multiple-~SIMD system consists of
N processors, N memory modules, an interconnection network, and
Q control units, where Q<N. The processors, memories, and inter-
connection network can be organized in different ways, as in SIMD
machines. A general model of a multipleQSIMD machine, basecd on
processing element-to-processing element structure, is shown in
Fig.2.10. Each of the multiple control units can be connected
to some subset of PEs. If PE i and PE j are assigned to different
control units, they are no longer following the same instruction
stream and will act independently. By assigning PEs to different
control units, independent virtual SIMD machines of varicus sizes

can be created [122].

If the virtual SIMD machines, that can be formed in a
multiple-SIMD system, are to be independent the network these
share must be partitionable into independent subnetworks. The
partitioning of a network into independent subnetworks to suit

the requirements of multiple~-SIMD system, has been proposed in

L1221,

2.3.2 Partitionable SIMD/MIMD System

A partitionable SIMD/MIMD machine is a parallel processing
system that can be dynamically reconfigured to operate as one or

more independent virtual SIMD and/cr MIMD machines of various
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sizes. A partitionable SIMD/MIMD machine has the same compo-
nents as a multiple-SIMD machine except that each processor
can follow its own instructions (MIMD operation) in addition
to being capable of accepting an instruction stream from 5
control unit (SIMD operation). The system can be partitioned
to form independent virtual machines. In this case, cach

virtual machine can be a SIMD machine or a MIMD machine.

The examples of multiple~SIMD and partitionable SIMD/MIMD
systems are PASM [124], pM4 [26], TRAC [77,115].

2.4 CONCLUSION

In this chapter the interconnection networks have been
classified from wvarious angles. Their characteristics and
desired properties have been discussed in Section 2.2 whereas
the applications of the interconnection networks in parallel
systems have been outlined in Sections 2.1 and 2.3. Most of
the work on multistage interconnection networks is limited to
employing the stages of 2x2 SEs interconnected through nerfect
shuffle connection pattern. The natural lower bound on the
number of stages for NxN MIN is (r'log2N 1). Accordingly,
the computational speed, complexity and cost of the network
becomes proportional to (r-logQN 1 ). In most of the recent
studies of MINs the main-emphasis is on finding their equiva-
lence and non-equivalence, comparing permutational capabilities
or improving the reliability either through hardware redundancy
or by decreasing the computational speed [5,6,8,72,98,100,104,
109,110,111,116,120,152). No effort has been directed towards

decreasing the number of stages thereby decreasing the computa-
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tional complexity, speed and cost. In the research work under—
taken, an effort has been made in this direction and a new
approach has been proposed for designing an efficient and cost-
effective multistage network [126]. The thesis starts with
defining a 4-shuffle pattern, as an improved and better alter-
native to perfect-shuffle pattern for parallel processing
(Chapter III). A 4x4 switch instead of 2x2 conventional switch-
ing element alongwith 4-shuffle has been used in designing the
multistage interconnection network. The results obtained are
derived and discussed in Chapter IV., The suitability of the
proposed MIN for implementation in the practical parallel
systems has been examined from various angles in Chapters V,

VI and VII.



CHAPTER III

4-SHUFFLE INTERCONNECTION PATTERN IN
PARALLEL PROCESSING

It has been discussed in Chapter I that an ICN plays a
pivotal role in parallel processing architectures. A general
review of the MINs, reveals that these employ stages of 2x2
SEs which are usually interconnected through some form of
perfect shuffle pattern. Accordingly, the lower bound on the
computational speed and complexity of the problems requiring
concurrent processing is proportional to ([ log,N ])e In this
chapter an alternative 4~shuffle pattern has been examined for
use in parallel processing to interconnect the stages of MINs.
4-shuffle has been defined from different angles and an analy-
tical model based upon cube configuration has been developed.
The potential for 4-shuffle has been demonstrated by considering
examples, and its general applicability for MINs has been consi-
dered at length in succeeding chapters. Specific applications
considered in this chapter are the evaluation of Fast Fourier
Transform, Polynomial Evaluation and Matrix Transposition.,
These examples exhibit inherent parallelism property. In the
development of analytical model for the 4-shuffle pattern gua-
ternary number system has been employed. This number system
will also be used for the description of MINs in subsequent
Chapters. Therefore, before undertaking the description of
4-shuffle it is appropriate to study the quaternary number

system briefly,



38

3.1 QUATERNARY NUMBER SYSTEM AND ITS SET THEORETIC INTERPRETATION

Let i be an integer (element) in the vector V of length

N = 4n, where n is any positive integer, and

o 1
[ = 10,1,2,3j

then qj represents any quaternary digit such that

a; 8 Q with L aj = |

Now i can be written as

I n-1 n-2 j 4
i=q,_ 14" "+q,_,4 +...+qj4J+...+qo, 0 £ 1 £ {nsa)
00(301)
further;let q? 809 ¥0O < k<3, such that-#i‘q§ =1 and
4 S |
qj = \Lo.f
q§ = {1}
2 y
- S <
= 137
k1 g et .
again, if a; 8 Q, such that Zf Ty 3, ¥Q L kt £ 8, lanmay
. k o
CI? = Q \qj ;' giving

q?‘— {1,2,3}
q;'= f0,2,3
q?' 0,1,3)
q?'z ib,l,Z}

Then qﬁ’ is relative complement of q? with respect to (N}
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In this thesis, aj is designated as the relative comple-
ment of 93 which can be assigned three quaternary digits other
than the one assigned to qj' For example if qq = 1, then its

relative complement aj will be assigned values {0,2,3,.

The relationship derived above has been used in this

and subsequent chapters.
3.2 DEFINITION OF 4-SHUFELE

Let Vl be a vector of length N, where N is any positive
integer. A 4-shuffle of N clements of the vector is obtained
in two phases: (i) In the first phase, divide the N elements
of the vector Vl into 4 piles of elements each, such that top
pile consists of first N/4 elements, the next pile consists of
subsequent N/4 clements and so on. (ii) In second phase pick
the ith element from the ith pile to constitute a new pile of
N/4 elements. In this way, 4 new piles with different elements
will be created. This new order of the elements represents the
4~shuffle permutation of the previous order of the vector V [104].

'Fig.3.1 illustrates such a shuffle for N = 16.

Mathematically, the indices of a vector Vl, can be trans-
formed to another vector V2 with a new order through a permuta-

tion P such that

P(i) = 41 Mod (N-1) Q£ & ¢ {ind)

i

-
g3} = i i = (N=-1)

The above cquation gives the analytical interpretation

of 4-shuffle permutation. 4~shuffle can also be secen from
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another angle by representing the indices of the elements of
the vector in quaternary number system.

n
for

Any element 'i' of the vector Vl of length N, N = 4
some positive integer n, can be represented by Equation (3.1)

as reproduced below

B P qj4j + wve ¥ Qo el Sl

+ qn_24 o

The 4-shuffle of i can be represented as

An—l

: 41
p(l) e T .

n=g xS
2 qn_34 = A qj4 =+ ol el /o) P qo4 + qn_l
.0 (3¢ 3)

Where each qj in (3.3) has been obtained by cyclically
rotating the digits in the quaternary representation of 'i'

one digit to the left.
Thegorem 3.1

4-shuffle permutation represented by Equation (3.1) and
(3.3) together is identical to Equation (3.2).

Proof

Equation (3.2) can be expanded as

P(i) = 4i ogi_g(%'—l)
=41+ 1-N fcicd -
=41+ 2 - N ScicE- I
= 4i+ 3 - 3y M ¢3¢ (N-1)

In Equations (3.1) and (3.3) a; being a quaternary digit,

can have any value O, 1, 2 or 3. Now one can calcuylate the value
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of P(i) in (3.3) in terms of 'i' of (3.2) for four possible

values of dp-1®

Case 1 1f0<ig (§-1), then Gy » 0

from (3.2) and (3.3) if 9oy = O

P(i) = 4i «v {3 5m)
Case 2 If8 <1 ¢ ®< 1) then -4
=ase 2 2=+ 517 ’ -1

Case 3 If3< i< (-1, then Gy = 2

giving P(i) = 4i + 2 - 2,4 = 45 + 2 - oy
»3 {2 O8]

Case 4 If %M £ i< (N-1), then Iy = 3

=Rl 3 1

giving P(i) = 41 + 3 - 3,4" = 45 + 3 .. 3y

¢« (3.5d)
Equations (3.5a-d) put together are equivalent to Equation (3.4).
bt
Theorem 3.2
All elements of a vector V of length N = 4P wi1] be
shuffled to their original starting positions simultancously,

after performing 4-shuffle n times on the elements of the

vector,
Proof

From Equations (3.2) and (3.3) it is observed that an
element 'i' has n digits in its quaternary representation.

Applying the cyclic shift rule on the digits of i, each time
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a 4~shuffle permutation is performed one digit will be shifted
to the left in circular fashion. It becomes obvious that the
digits will return to their original position after performing

N permutations. Hence the proof.

R )

Ll

3.3 CUBE REPRESENTATION OF 4-SHUFFLE PERMUTATION

In this section mathematical basis and properties of
4-shuffle have been developed and postulated. These have been
achieved by extending the cube model [135] and orienting it to

incorporate the 4-shuffle permutation.

For this purpose a DUAL CUBE (Dcube) consisting of two
Cubes, as shown in Fig.3.2(a), has been proposed as the basic
building block. There are 16 vertices in the dual cube which

are labelled as per the following rules:

Rule 1:

Each vertex within cach cube is l-Hamming distance

apart from every adjacent vertex.
Rule 2:

The Corresponding clements of the two cubes are

1-Hamming distance apart.

Considering a vector Vl of length 16, the decimal cqui-
valent of the elements of the vector and their quaternary rep-
resentations are shown in Figed.2(a), Quaternary representation
is simply obtained by Considering base-4 number systems Using

back-spread method of representing the Cubcs, the proposcd dual
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Cube can be projected as shown in Fig.3.2(b). The backspread

dual cube has the following properties:

Property 1:

Each vertex has a two digit quaternary ceordinate
assigned to it. Traversal along any one dimension of
the backspread reprcsentation will cause sequential
variation of only one of the two digits while the other
one will remain constant, i.e., horizontal (perpendicular)
traversal will cause the sccond (first) coordinate

to vary sequentially.

Property 2:

Each vertex in the backspread dual cubc has 4
nearest neighbours, which are l-quaternary distance

apart from it.

Let 4 clements of a vector whose indices differ in their
quaternary representation by one digit be put together to form
a set of elements. Then the sets of elements varying in different
positional digits will mateh on different coordinates of an

n-dimensiocnal backspread dual cube.
Theorem 3.3

If the sets of elements of a vector Vl’ which differ in
first digit of their quaternary Tepresentation, are matched in
one dimension of the backsprecad dual cubc, then the 4-shuffle
will rotate these clements in the second dimension, matching

the setsof elements, which differ in 2nd digit,
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Proof

The sets of elements of vector Vl differing in first
digit position are matched on X-coordinate lines in Fige3.2(b)
(shown with dark lines), To obtain 4-shuffle of these elements,
quaternary addresses are cyclically rotated one digit position
to the left. The new addresses so obtained, are the sets of
elements which are matched on Y-coordinate lines in Fig.3,2(c)
(shown with dark lines). This can also be verified from Fig.3.1

where vector V2 is the 4-shuffle of vector Vl'

L

3.4 4-SHUFFLE PERMUTER (P)

The interconnection topology of N links in a network can
be conveniently described by the permutation of its terminals.
An NxN permuter 'o' is defined as a network consisting of N
fixed links connecting two sets of N terminals (117 Thy
connections realized by the permuter ¢ can be represented by a

permutation of N elements.

Thus

N,

O El...'.' Ei...'.. EN'—l

G(EO) G(El)""G(Ei)’"'G(EN—l)/

Where E; is connected to o(Ei) for i = 0,1,2,....,N-1. Fig.3.3(a)
depicts a gcneral NxN permuter. In the specific case when the
connections are realized using 4-shuffle permutation, the permuter
is denoted as P. An c¢xample of permuter P for N = 16 is depicted

in Fig.3.3(b). For the 4-shuffle Permuter P, ¢ impliecs left
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cyclic shift of quaternary digits.,

An NxN permuter can be considered to be a passive NxN
network and can be used as a subnoetwork in the construction of
MINs. The concept of permuters developed here has been exten-
sively used in Chapter IV in developing single stage and multi-

ple stage dual cube networks.

3.5 APPLICATIONS OF 4-SHUFFLE PERMUTATION IN PARALLEL
PROCESSING

4-shuffle has direct application in the evaluation of
various mathematical problems with built in parallelism. In
fhis section the use of 4-shuffle as an alternative to perfect
shuffle in three specific problems is demonstrated. It is also
shown that the computational complexity, which is proportional
to logZN with perfect shuffle, reduces to be proportional to

log4N with 4-shuffle.
3.5.1 The Fast Fourier Transform (FFT)

One of the computational problems which has inherent
parallelism is the evaluation of FFT [37,105]. The use of
perfect shuffle interconnection pattern for executing the trans-
form algorithm on parallel processor has been demonstrated in
[135]. For N samples of a time function where N = 2m, m being
any positive integer, the processing repeats the sequence of
the following steps ‘m' times to compute the fast Fourier

transform [135].
(i) Perfect Shuffling

(ii) Multiply - Add
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(iii) Transfer the results back to the input of shuffle

netWork.

This is demonstrated in Fig.3.4 for N = 16, m = 4. The
network in Fig.3.4 first combines pairs of numbers whose indices
differ by 23 = 8 in their binary ¢xpansion. After sccond shuffle,
the pairs combined will differ by 22 = 4, after third shuffle

pairs will differ by 2' = 2 and finally by 20 = 1.

It will now be shown, that the problem can be reconfigured
for evaluation of FFT using 4-shuffle permutation and it will be
required to repeat the seéquence of above three steps only n times,

where N = 4n.

Let ACKY, K = 0,35.c;.5N=1, be'N samples of a time func-
tion, sampled at instants that are spaced equally apart. It is
assumed that N = 4™ where n is any positive integer. The dis-
crete Fourier transform Qf'A(k) is definced to be the discrete

function X(j), j = 0,1,....,N=1 where

-1 5
X(j) = Nz A(k) wik e (3.6)
k=0 '

where W = eQni/N

The fast Fourier transform algorithm is derived directly

by forming the quaternary expansions of the indices j and k as

follows:
= A 41 +> + .4 + 3 (3.7}
J - Jn_l. e ® 00 0 0 0 Jl JO LI ) L]
and
L O K .. (3.8)

where j; and k, € {6,1,2,3} and F£ j,,k, = L.



FIGURE-3.4 A PROCESSOR FOR FFT. THE ‘M-A' MODULES

PROCUCE WEIGHTED SUMS OF THEIR INPUTS
ON THEIR OUTPUTS
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Substituting the identities (3.7) and (3.8) into (3.4)

one gets

Alky_10ee e kWK (3,0)
n-1

X[Jn l...go] 3 T

ko kl k

where cach of the indices ki arc summed over the quater-

nary values 0,1,2, and 3.

To computc the Fourier transform of A(k), n different
arrays, Bl’ B2...Bn are formed where each B. is computed from
Bj.1 for i > 1. The last array of this sequence, B, has clements
that are the values of X(j), but the elements are scrambled in
what is known as reverse quaternary order. The arrays arec

defined as follows:

: n-1
JOkn—l4
Bl(JO’kn_z,o.oko) = kz A(kn_loo.ko)‘N ..(3.10)
n-1
By(Jgsersdgmyrky_g_yrereky)
. s=1 : n-s
05—14 +...Jo)kn_s4
P LS SIEER DTS SUPRRRS L -+ (3.11)
N=g

foe & » 2,3 ,canvsD

-~ C )
"\U\C_‘.\:-\ sreitit rni A
The relation (ortra] Tihrars .,Uiii ) Kbv““-
U T R QORKER S s
c « S—l - n ’:
WJ kn-s . W( Js—l4 * s JO) kn—s4

may be used in the summation (3.9), giving

i i ] 1 Mol 2
B (Jgrdgresedpoy) =% T ouu z Ak _1re ek )W

ko kg Y

= X<Jn—-l’jn-2""jo) .o(3.12)
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To obtain the value of X(j) when given the vector B,
one rcverses the quaternary digits in the expression of 3 %D

obtain a new index which may be called j'« Then X(j) = B (i").

The role of 4-shuffle becomes evident when Equation (3.6)
is inspected. FEach element of Bi is the weighted sum of four
elements of Bi-l for of &). b determine which four elements
of Bi—l are combined to form Bi(j), one forms the quaternary
expansion of j, and observes the coefficients of 4n-i. Then
the four elements of B;_1 that contribute to Bi(j) are’the
elements B;_;(J) and Bi_l(g) where 81_1(5) is the relative
complement of B;_1(3)e Figs. 3.2(b) and (c) show the setwise

combinations that form the fast Fourier transform for N = 185

A processor for FFT for N = 16 has been reconfigured in
Fig.3.5, where the perfect shuffle connections of Fig.3.4 are
replaced by 4-shuffle connections and 'M-A' module is capable
of computing 4 weighted sums of its 4-inputs simultaneously

with the results appearing on the 4-outputs.,

From Theorem 3.3, it is clear that the network in Fig.3.5
first matches the sets of elements whose indices differ by 4l = 4
and in second iteration the sets of elements whose indices differ
by 4O = l. Accordingly, the configuration of Fig.3.5 requires
two iterations, i.e., the sequence of steps are repecated cnly

twice as compared to 4 times in configuration of Fig. 3.4,

Thus, it is established that the use of 4-shuffle conncc-
tion in the evaluation of FFT reduces the computational complex-

ity to be proportional to log

J4N.
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3.5.2 Polynomial Evaluation

In this section the problem of polynomial evaluation
has been taken up to demonstrate the usefulness of 4-shuffle
in parallel processing. It has been demonstrated that the
algorithm to evaluate polynomial of degree N can‘be executed
on parallel processor with either perfect shuffle interconnec-
tion pattern or 4-shuffle interconnection pattern. However,
the use of 4-shuffle instead of perfect-shuffle, increases the
computational speed and reduces the computational complexity.

The problem to be solved is as follows:

Eat w8 eiesan® be the coefficients of a polynomial
5 L | n-2 N-2
of degree N-2, It is desired to compute & aixl on a parallel
i=0
processor that can perform upto N operations simultaneously.

The solution to this problem is now discussed. The
coefficients a; =i Ne2 sio arranged in consecutive
locations in a block of memory and it is assumed that at each
location in the block, a Computation takes place. For this
example the computation is multiplication. The processor
operates by broadcasting é single number to all locations in
the block. The numerical value of X is stored in position N-1
of the coefficient vector, the last register in the block of
memory. An index register is initialized to the vector V
where V = (O,l,O,l,O,l,....,O,l) for perfect shuffle connections
and V = (0,1,2,3,0,1,2,3,....,0,1,2,3) for 4-shuffle connections.

At the end of each iteration the contents of the memory
register are changed according to the following equation:
V.
i
New Contents ¢— (Current Contents)[Contents of location(N~-1)]

oo 35 13)
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where Vi is thc corresponding digit in the index register,

The evaluation of polynomial of degree 14(N = 16) is
presented schematically in Fig.3.6 using perfect shuffle intor-
connection pattern. It is observed that it requires 4 itcrations
o{ multiplications before performing the sum of the first fifteen

locations in the block to get the result

14
T a. X
i=0 *

o« (v 1A
The same problem has been reconfigured in Fig.3.7 with
4-shuffle interconnections. In this case only two iterations
of multiplications are required before the sum is performed on
the first fifteen locations in the block to get the sum of the
polynomial
14

E 4 5 o314
] =

Again it is demonstrated that the use of 4-shuffle per-
mutation to evaluate the polynomial reduces the lower bound on
the minimum time to (r'log4N 1) from the conventional value of

(" log N 7]) with perfect shuffle.
3.5.3 Matrix Transposition

In parallel processing sometimes it is required to
rearrange the data. Two dimensional matrix calculations are
particularly susceptible to these requirements. In many
problems,; 1t is necessary to have parallel access to both
rows and columns of a matrix. For matrix multiplication, it
is necessary to align rows of one matrix with the columns of

another in order to obtain efficiency. One solution to thesec



55

Data 1Index Data Index Data Index Data Index Data
ao 0 ao 0] ao ao (@) aO
a; 1 alX (@) alX alX 0 alX
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5 Ul s e 1 T g i

Tst Iteration

2nd Iteration 3rd Itoration 4th Itoration

FIGURE 3.6 THE EVALUATION OF A POLYNOMIAL OF DEGREE
14 USING PERFECT SHUFFLE INTERCONNECTIONS.
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FIGURE 3.7 THE EVALUATION OF A POLYNOMIAL OF DEGREE
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problems is to build an efficient mechanism for obtaining

matrix transpose.

The transpose of an NxN matrix X can be obtained by
performing log2N perfact shuffles of X [135]. However, the
problem can be reconfigured for 4-shuffle interconnections
instead of perfect shuffle and the transpose can be obtained
by performing only log4N times 4-shuffle. In the following
discussion first general concepts for obtaining transpose are
explained and then a specific case of 4x4 matrix is used in
both the configurations, i.e., perfect shuffle and 4-shuffle

for the sake of comparison.

Let, there be a (4nx4n) matrix X, whose elements are
stored in row major order in a Computer memory, i.e., the
elements of X are stored in lexicographic order by index with
row index as major key and column index as minor key as shown
in Fig.3.8. By inspection, it is found that the X[1,3) is
displaced from X[1,1] the base of the array, by an amount
given by

displacement = 4"(i-1) + (j-1) oo (36 159

The matrix transpose of X is obtained by interchanging
i and j in the formula. To obtain the transpose of X, the X
is stored in column major order, i.e., the elements of X are
arranged lexicographically by index with Column index as major
key and row index as minor key. In this storage arrangement

the displacements of X[i,3j] relestive to X[1,1] is given by

displacement = 4"(j-1) + (i-1) A IR
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Normal (Row Major) Transposed (Column Major)
xE1.a] X[1,1]
X[1,2] X[2,1]
x[1,3] '

; ]

' L ]

" f

3 1
X[1,4™] xfa™,1]
X[2,1] x[1,2]
Xx[2,2] x[2,2]

] ]

] !

1 1

] 1
x[2,4"] x[4",2]

4 ]

1 1

] ]

1 1
x[4",1] x[1,4"]
x[4", 2] X[2,4"]

1 L]

! ]

1 1

1 1
x[4",4"] x[4",4"]

FIGURE 3.8 THE STORAGE ARRANGEMENT FOR A MATRIX IN
NORMAL ORDERING AND IN TRANSPOSE ORDERING
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Now the definition of 4-shuffle given in Equations (3.2)
and (3.3) can be used to show that the matrix transpose of X

Can be obtained by performing n = log4N times the 4-shuffle of X.

Let there be a shift register having 2n storage locations.
The high order n stages of the shift register hold the cuater-
nary representation of (i-1) in Equation (3.15) and the low
order n-stages hold the quaternary representation of (3=1).
The shift register thus holds the representation of the right
hand side of Equation (3.15), i.e., of 4"(i~1) + (j-1) which
is the displacement of X[i,j] relative to X[1,1]. This is shown
in Fig.3.9(a). Now, from Equations (3.2) and (3.3), the 4-shuffle
of the indices of a vector can be obtained by cyclically rotating
the quaternary digits of the element, one digit position to the
left. After performing n shuffles on the digits stored in shift
register of Fig.3.9(a), the data will occupy the new position
in the shift register as shown in Fig.3.9(b). This is nothing

else but the representation of Equation (3.16).

Thus, it is established that the element that is displaced
from X[1,1] by 4"(i-1) + (j-1) before the shuffle is displaced

from X[1,1] by 4"(j-1) + (i-1) after performing n shuffles.

In Fig.3.10 the transpose of 4x4 matrix is obtainad
using perfect shuffle permutation. It can be seen that the
transpose is achieved by performing perfect shuffle twice, i.e.,
(log2N) times. The same problem is reconfigured in Fig.3.11
with 4-shuffle permuter. In this case matrix transpose is

achieved by performing 4-shuffle only once, - T s (log4N) times.
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NORMAL FOUR SHUFFLE PERMUTER TRANSPO SED

x [u] x [1]
x [ « [2]
x [1a] ‘ x [)
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¢ L] ¢ [l
« [4a] x [14]
x [«a] x [4]
x [«) > x [u]

FIGURE 311 TRANSPOSE OF A 4 X4 MATRIX IS OBTAINED
BY FOUR-SHUFFLE PERMUTER. AS T =1, ONLY
ONCE FOUR-SHUFFLE IS PERFORMED TO
OBTAIN TRANSPOSE
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If X is any square matrix of size less than 4nx4n, then
it can be transposed by storing the elements in an upper left
submatrix of a 4"x4" square matrix. Rectangular matriccs

cannot be transposed by this technique.
3.6 CONCLUSION

In this chapter 4-shuffle permutation has been proposed
as an alternative to perfect shuffle scheme for use in parallel
processing. This reduces the Computational complexity and time
for algorithms requiring concurrent precessing. From a general
point of view, some of the algorithms may match elements whose
indices differ in single positional digit of their quaternary
representation. This is equivalent to matching the sets of
nodes on the lines in one coordinate of backspread dual cube.,
For these algorithms the processor can be constructed to match
single dimension of the backspread dual cube. Then the 4-shuffle
can be used to 'rotate' other dimension into computational posi-
tion. Fig.3.5 suggests the possibility of using 4-shuffle with
4x4 SEs in ICNs. This concept has been exploited in greater
detail in Chapter IV for developing the dual cube ICN. Figs.3.2
(a) and (b) give the two dimensional concept of dual cube topo-
logy. Its extension to other dimensions has also been discussed
in Chapter IV while developing the topology of dual cube multi-

stage interconnection networks.

An appropriate point of view is that the 4-shuffle inter-
connection scheme deserves to be exploited for implementation in
parallel processing. Whether this interconnection pattern should
be used instead of, or in addition to,the existing schemes depends
very much on the size and intended application of the parallel

processing environment.



CHAPTER IV

DESIGN OF DUAL CUBE MULTISTAGE
INTERCONNECTION NETWORK

In a parallel processing system the speed of computation
Can be enhanced by reducing the switching time and propagation
delays in intercommunication networks. Invariably, ICNs are
used between processors and/or memories in a parallel systems
Because of the advances in contemporary IC technology, the
component density of integrated circuits continues to increase.
As the switching delay decreases with scaling, the speed at
which an ICN can operate is dominated by interconnection delays
[92,136]., 1In Chapter I it was suggested that the propagation
delay in multistage interconnection networks can be reduced by
reducing the number of stages. The reduction in number of
stages and modularization of switching elements makes the MIN
inherently more reliable. 1In this chapter an effort has been
made to design a MIN with reduced number of stages compared to

the conventional interconnection networks.

A VLSI implementation of four I/C boxes of 2x2 switching
elements on a single chip for the cube network has been proposed
in [125]. It was also envisaged that instecad of conventional
2x2 SE, a 4x4 switch will be a better candidate for an NxN MIN
[23]. A modular alignment network based on modular implementa-
tion of multistage cubec interconnection network suitable for
VLSI environment has been proposed in [100,101]. However, this
module has been used only as a rcdundant switch for fault-

tolerance.
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In Chapter III, the use of 4-shuffle with 4x4 switching
clements was suggested. It has been established in Chapter III
that the use of 4-shuffle in parallel processing rcduces the
number of iterations to log4‘. The number of iterations are
linked with number of passes in an ICN or number of stages in

a multistage interconnection network.

In this chapter a 4x4 switching element called the Dual
Interconnection Modular Switching Element (DIMSE) has been
proposcd as an alternative to conventional 2x2 SEs. Its reali-
zation and input/output mappings for various control combinations
are discussed. A new multistage interconnection network topology
using 4-shuffle link pattern to interconncct the stagcs of DIMSEs
has been designed and developeds The proposed MIN topology is de-
signated as Dual Cubc Multistage Interconnection Network (DCMIN).
It has been further shown that the conventional routing algo-
rithms used for MINs, are applicable to DCMIN as well. The
advantages of DCMIN in terms of performance and complcexity as
compared to conventional cubc network topology have been spelled

out in detaiil,

The proposed DCMIN is basically a blocking network which
does not allow all possible permutations. A conflict arises,
when two or more processors nced the same link between two
successive stages in recaching their destinations. However,
DCMIN has full-access property which guarantees connectivity

between all the input and output terminals.
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4.1 DUAL INTERCONNECTION MODULAR SWITCHING ELEMENT (DIMSE)

In this section a 4x4 modular switching element is
proposed. Fig.4.1l gives the black box representation of such
a switch, where I indicates the input to the bex and R represents
the output response. The subscripted I or R indicates the input/
output terminal number in question. The switch has two control
lines Cl and C2. The combinations of control signals are used

to obtain 4 different input/output mappings of the switch.

Figs.4.2(a-d) give these input/output mappings for diff-

erent control settings. These are also summarised in Table 4.1.

i ] i | i
Controlflnputs Input/Output Mode of | General form of
§ mapping operation| the I/0 mapping
; -
Cy | ©C | for 0 € k < 3
!
0] i O Fig«4.2(a) 0] Rk = Ik
i
1 E 0 Fig.4,2(b) 1 Rk = I(k+2)mod 4
| .
0 : L Flgud.2(c) 2 | Rk = I(Kil)
| i
| | With '+' sign when
% i I, is even and '~
g { sign when I, is odd
t

TABLE 4.1 INPUT/OUTPUT MAPPINGS OF DIMSE FOR
DIFFERENT CONTROL SETTINGS.



€y €2
INPUT l OUTPUT
Ip * Ry
14 Ry
DIMSE X
I R2
Iy ————— R3

FIGURE 4.1 SYMBOL OF DUAL INTERCONNECTION
MODULAR SWITCHING ELEMENT
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FIGURE 4.2 4 X4 MODULAR SWITCHING ELEMENT WITH FOUR
DIFFERENT CONTROL SETTINGS.
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When Cl and C2 control lines are connected together,
i.e., if the same input is given to both the control terminals,
the switch is transformed into two separate 2x2 switching clemen-
ts as shown in Fige4.3. Terminals (0,3) and (1,2) act as two
separate switching elements which are straight connected when

Cl = C2 = C' = O and are in exchange state when Cl = L, = Q! n

5 =
Accordingly, the name Dual Interconnection Modular Switching
Element (DIMSE) has been proposed for this 4x4 modular switching
element. However, thc use of DIMSE as two units of 2x2 SEs is
neither advisable nor advocated as this will increase the number
of stages required, and thus the advantages of incrcase in compu-
tational speed and reliability will be masked as discussed sub-
sequently in Section 4.7. It is, therefore, recommended not to

use DIMSE as a 2(2x2 SE) unless special circumstances warrant

its use for fault-tolerance or for some other purposes.

One possible gate-level realization of DIMSE is outlined
in Fig.4.4. Because of the circuit symmetry and regular struc-
ture it can be readily represented in terms of multiplexers/ULMs

etce
The following are the features of DIMSE:
i. The circuits connecting gates are repetitive in nature.

ii. The conventional 2x2 switching clement has two levels
of gates whercas DIMSE has three levels. To achieve
4x4 connections using conventional 2x2 SEs onc will
require 4 levels of gates. However, due to the increa-
sed component density of integrated circuits the indi-

vidual gate delay becomes an insignificant fraction of
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the total module-switching delay. Thus, in general
module~switching delay is considered as a single

parameter to model the delay of the switching element.

iii. Any arbitrary input can be connected to any arbitrary
output by changing the control signal combinations of
ClC2’ i.e., by changing the control signals to appro-

priate mode¢

ive The use of DIMSEs in the conventional interconnection
networks will reduce the total number of modules
required. Also, as envisaged in Chapter III, incor-
poration of 4-shuffle permutation with DIMSEs will
also reduce the number of passes (stages) and external

links for network of any size N,

Thus, DIMSE is a potential alternative to replace 2x2 SEs
from the existing interconnection networks with improved relia-

bility and reduced complexity.
4.2 DEVELOPMENT OF SINGLE STAGE NETWORK USING DIMSEs

An NxN, n-stage interconnection network is the network
containing n stages of switching elements where each stage con-
stitutes an NxN stack of switching elements, A l-stage network
is commonly called a single stage network. A general review of
literature on single stage networks.has been presented in Section
2.2.3, Single stage networks are recirculating networks, . I
for establishing a desired mapping it requires recir