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A 3) T F ACT 

The problem of extending phase-space techniques 

to Higher order nonline<-ix systems has been investigated 

in this dissertation. A new technique has been 

developed which is shown to be applicable to higher 

order nonlinear systems. 

The technique suggested is based on the f et 

that the higher order derivatives in a nonline it 

differential equation are related to the first order 

derivative through the slope of the phase trajectory 

(in the x-x plane) and its derivatives. In this 

technique, increment in the slope at the end of each 

small s ~ment of the trajectory is calculated and 

this j.ncr emental value is aided to the previous slope 

to gut a new value as the slope for the next trajectory 

s Oganent. The technique is discussed in detail and is 

illustrated with the help of a few exa~iiples of lineal, 

nonliiiear•, autonomous and nonaut. _onomous systeLn. The 

use of computer for this tecLriique is also discussed 

and a Flow chart for use in computer programme is 

g: ven. 

some new problems such as use of improved 

techniques for plotting are discussed briefly and 

it is hoped that further work in this direction 

will 1 ad to more worthwhile results. 
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IIwTKODUCTIOTV,,I!ty _6; ;rLXEA  
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I NT R ODTJCT I ON 

1.1  The behaviour of a physical dynamical system can 

be described by differential equation(s). Hence the 

analysis and design ofa physical system is concerned 

directly or indirectly with the solution of th:: differential 

equation(s) which characterise the system. If the 

differential equation describing the system is nonlinear, 

the system is said to be nonlinear. Most of th,7 systems, 

though inherently nonlinear, can be approximat-d by linear 

models. However, there are situations, when it is essential 

to study the systems without making any approximations. The 

degree of accuracy demanded of a modern control system 

requires a rigorous analysis and design of the systems based 

on nonlinear theory. 

In general the following methods are in use for 

solvin4 nonlinear problems. 

(a) Perturbation methods. 

• (b) Isocline method and other graphical methods. 

(c) Linearization methods. 

(d) Phase space method and the use of analogue and 

digital computers. 

The perturbation method was developed by Poincar e4i2) 
and Lindsteht (1) primarily for astronomical purposes. 

Poincare+ and Liapounov published their treatise in 1892-

1893. Lord Rayleigh's (2) theory of sound was published 

in 1893-1896. The isocline method was used by Van der Pol 

(3) to find limit cycle. The other graphical methods have 



been dev3loped by Lienard (4) and others. The phase space 

method has been applied to control systems by Ku (5) and others. 

Whitebeck (6) developed a graphical approach of obtaining both 

the phase trajectory and the time solution of a, nonlinear time 

varying system fora given set of initial conditions. 

A great amount of work has been done in the field of 

second order nonlinear systems using phase-space method. For 

a second order autonomous system, method of isoclines (7) 

is readily applicable and this is because the slope of the 

phase trajectory in the phase plane is uniquely defined at 

every point. Deekshatulu (8) has used certain transformations 

which aid in the plotting of phase trajectories. 

The ap.lication of the phase trajectory concept to 

practic.l problems is a subject which is still in the early 

stages of its evolution. Only the two dimensional case has 

been siudied extensively. For higher order systems, Ku (9) 

was the first investigator to analyse nonlinear systems. 
n 

Deekshatulu (10) suggested the use of R -X trajectories to 

solve higher order nonlinear system equations. He also 

suggested another method (11) using  - i and X - X planes. 

1.2 	6'1'ATZIMEN1 OF TFL PhOBL '1. 

Practic a.l i}andling of the problem by phase-space 

concept for higher order systems requires plotI.ing in a 

plane which may be called a phase plane. The problem of 

extending phase-space techniques to higher order nonlinear 

systems has been investigated in this dissertation. 

2 



In particular, a new technique for solving 

higher order systems (linear, nonlinear, time varying and 

time invariant) for a given set of initial conditions is 

developed. It is shown with the help of a few examples 

(linear, nonlinear, time varying and time invariant) that 

this technique can be successfully applied to higher order 

nonlinear systems. 

The technique is based on the fact that the 

higher order derivatives in a nonlinear differential equation 

are related to the first order derivative through the slope 

of the phase trajectory and its derivaties. In this 

technique, increment in the slope at the end of each small 

segment of the trajectory is calculated and this incremental 

value Is added to the previous slope to get a flew value as 

the slope for the next trajectory segment. 

In the second chapter, nth  order nonlinear 

differential equations are taken up and various phase space 
• 

techniques which are available for solving such equations 

are described briefly. 

In the third chapter, a new technique for solving 

higher order nonlinear systems is developed. It is shown 

with the help of a few examples that this technique can 

be successfully applied to higher order nonlinear systems. 

Various examples of higher order systems are solved 

by this method and results are found to be in close 

agreement with those obtained by other methods. 

In the final chapter, the results are summari s: d 

and further problems suggested by this investigation are 

discussed briefly. 



Chapter II 

HIGHER ORDER 140TJj~I14EAR SY Tucyi 



2.1 	INTRODUCTION 

In this chapter a nonlinear higher order system is 

defined first. It is pointed out further that because of 

practical considerations and difficulty in visualising the 

space trajectories, their projections, in general, are 

studied for higher order systems. 

The present techniques are listed and briefly 

reviewed. Starting with a third order system, generalisation 

is made for an n-th order system. In particular techniques 

due to Ku and Deekshatulu are discussed and critically 

examined. 

2.2 	PR1 SENT `1ECHNIOES 

Let us consider a differential equation 

d'nx- ~txX 	dam̀  	 (21..) 
This 	

th 
This is an n order differential equation and is 

linear or nonlinear, depending on the nature of the coefficients 

of x, X 3.. . , 	d x 	i.e. if any of these coefficients 

are £snction of depended variable X, the equation is nonlinear 

otherwise it is linear. If an analytic solution of such an 

equation exists, the solution of equation (2-1) can be 

represented by 

X = f (t) .................. (2-2) 

In general, solution of the form of nonlinear equation 

(2-2) either cannot be obtained or requires too much of labour. 

Atleast theoretically for a given set of initial conditions a 

phase-space curve can be constructed in n - dimensional space. 

Such curves can be constructed for two and three - dimensional 

space, but for fourth and other higher order spaces, practical 

considerations require that the curves be projected onto a 
plane. 



For nonlinear higher order systems, the present 

tw chniques available are : - 

i) Ku's method (5) (using phase-planes) 
n 

ii) Deekshatulu's method (10) of h - x trajectories 

iii) Deekshatulu's (using phase-planes) (11) 

i) Ku's method: 

Ku was the first investigator to analyse nonlinear 

system in the x-x and x-x (also termed as acceleration - 

position and acceleration velocity planes). 

Thus a second order nonlinear system can be analysed 

on the x-x and 'x-x planes, while a third order autonomous 

system will require use of any two of the x-x 'X-x and x-x 

planes. Trajectories on these planes are the projections of 
th 

the space trajectory. Thus a general n order nonlinear 

autonomous system will require (n-1) planes to solve the 

equations  Ku was the first to analyse a number of third order 

systems. Such systems include problems in electrical circuits, 

mechatiical systems and in fluid mechanics. Full details of the 

method c-n be obt-pined from (9 ). 
2 

ii) k-x, x -x Planes 

Until recently Ku's method was the only graphical 

method of solving higher order nonlinear systems. Deeksh,tulu 
n 

suggested the use of H - x planes ( h being the radius vector 

in the n.. dimensional space with vectors as x, x, x, , 0 0 0 0 

.(p-1) ......x 	). These planes are as useful as the phase plane. 

For certain classes of nonlinear systems, they have proved to 

be simpler in determining the general behaviour of the system. 

0 



n 
Method of Plotting the ri-x, .....R -x Tr aj,ectorv: - 

Starting with a third order system, techniques have 
th 

been generalised upto n order system. 

A general third order nonlinear autonomous system may 

be represented by the differential equation 

x = f 0 x, x, Sc') 	.............. ... (2-3) 
R, the radius vector in the three dimensional space is 

given by 

h = _ 4,Jx + x2+ xa 	.................. (2-4) 

Nx= d R/d x = (xx + Xx + xx' /R x = f1(x,x,x ) 
= F1(x,x,IFRZ - x2- x2) ............... (2-5 ) 

NX d R/d x =(xx + xx + x ')/R  

In general, 
n-i 

d hn/d x = n R 	(xx + XX + xx)/R x.(2..7) 
n-i 

• d R /d r, = n R 	(xx + xx + xx')/R x .(2-8) 
The initial points in the two planes R-x and h-x are 

(ito ,xo ) and (i~o ,XO ) respectively. The initial slopes 
corresponding to these points in the two planes are obtained 
from equations (2-5) and (2-6). For a small increment AR C 

new values of x and x are found out. 
Thus, Ri 	Ro +AR 	............... 	(2-9) 

xl = xo + QR/Nx ............... (2-10 ) 

(2-11) 

The process is repetcd for successive points. 

In general, for an nth order system, one gets the 
equ ttions: 

,(n-1) ,(n) 
d R/d x = xx + id + 5C+ .....x 	x ..(2-12) 

RX 
.(n- a-) 	) 

dz./dX 	= xx + xx + ..........x 	x .. (2-13 ) 

L7 



d St/d 	= xx + Rx" + ......-1) jAn) ...... (2-14) 
H~•(n-I) 

In each of the above equations, 

h =42+ 2+ •....... 	(2-15) 

and 5is to be determined from the given 

differential equation. 

The direction of motion is determined by the 

fact that a positiv,: acceleration causes and increase in 

v _locity and displacement should increase as long as the 

velocity and is positivu and vice versa. An additional 

plane d h/dt facilitates the solution of time varying 

systems. 

The accuracy of this method depends upon the 

length of the interval4i . This interval need not be 

sate or all steps. Smaller length of 4ii. when d Ft/dx 

or d ct/dx is small gives better results. 

evaluation of time from an H-x trajectory 

The method would be to approxir-site an R-x 

trajectory by straight lines. The slope of each such 

straight line is known already since it has been 

calcul2t d while plotting the trajectory. 

For a portion of the n-x trajectory in the 

ints rval x = xi to x = x2 s lot the equation be 
given by 

h = K x + c 	 . . . 	. . . 

K being the slope and c the it-axis intercept 

of the straight line. If t 	is the time taken during 

this int rv'u, the expression would be 



x2 
x 

t12 - ) X. 

X2 
_ ~ dx 

Akx-+c)? x2 
x2 

= dx/ axZ+`bxT L 4 • .  •1a (2-17) 

where a = K2 -1, b = 2 K C, d = c2 

Integx acing, we get 
t12 = 1 1 	_20.x ,+b+ 2 a~~z- Xa) 	i K>I ••.-•(Z_~8+ 

Ira ~e 2 ox1 + V+ Z 	Z L 

and, 
. -1 	-&-b 

= 	sill  b -- 4 ad 

i- k(1 

iii) Ueekshatulu' s m-thlo1 _ (Us ing 	se 	^ri s 

. 	The method is n Umeric••l and is dev-loped in the 
following m.zni~er.  . 

' 	x = f' ( x, 	, 5, t ) 	... 	... 	(2-19) 
Equation (2-19) in its gcneru1 form is a 

no li inear time varying equation of third order. l er e 
we defne K1 and K2 as the slopes of the trajectories 
on the two planes, x - x and x - x planes, such that, 

K1 = x/A 	 ... 	 . . . 	 . . .. 	 (2-20) 

K2 = "x/x 	... 	... 	... 	(2-21) 



With initial conditions xo,xo, and xo7  the initial 
slopes are 

K20 = xo/xo , where xo = f (xo, xo, xo, to ) ... (2-22) 
Klo  = xo/xo  ..... ............................. (2-23) 
In case of previous methods, a third plane (x-t) is 

necessary to obtain xl, Xi, xi  for the preceeding point. In 
this case, it is fixed and may be taken as equal to 0.01, 
0.02 etc. 

The successive points are obtained using the -relations 
x 	= x exp K at 

n+1 	n 	in 	................. 	(2-24) 
xn.F.l  = xn  + (xn+1-xn) Kln 

xn+l = xn  + (xnf1-xn) K2n 

............... 	(2-25) 

0.0....0....... 	 (2-26) 

x i  = f ( xn, xn , 
to 	= n 4t 	 .............. (2-27) 
The process is repeated. 

th 
In general, for an m - order Servo system, 
m m • (m) 	 .(m-1) 

d x/dt = x 	= f ( x, x, x, .... x 	,t)..(2-28) 
with the given set of initial conditions x , i,..,X-  .. . 

0 0 0 
(m-1) 

• • . • xo 	, one can plot the x-t curve using the relations 
• (m) 

K 	= x 	/X 
(m-1)n 	n 

•(m-1) 
K 	=x 	/x 

(m-2 )n 	n 	n 
. . . . .. . . . . . .• . •S S• 

K 	= x'/x and K 	= x /x 	.............(2-29) 
2n 	n n 	in 	n n 

Also, 
x =xexpK At 
n+1 n in 

In = nAt 
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x 	= x + (x -x )/ K 
n+ 1 	n n+ 1 n In 

(m-l) ,(m-1) 
X 	= x 	+K 	(x -x 
n+1 	n 	(m-i )n n+l n 

. (m) 	. (m-1) 
x 	= f x ,x , ....... x 	,-fin 	..... (2-30) 
n 	n n 	n 

Thus the present techniques for higher order nonlinear 

systems were reviewed in this chapter. Use of a particular 
2 	3 

plane, say R -x or R -x may prove superior for a restricted 

class of nonlinear systems. 

Equations (2-5) and (2-6) show that for a third order 

nonlinear system, with the initial conditions as x = o and 
it = o, the quantities nX  and nX both become o/o, a quantity 

which is indeterminate. ho mention was made about how to 

proceed in such cases. 

Deekshatulu compared his method (11) with that of 

Ku (5) and error analysis showed favourable results in case 
of Deekshatulu's method of solving higher order nonlinear 

systems. 

As in case of R-x plane method, a problem arises while 

calculating the value of K10  in equation (2-23). Again, K10 

becomes 0/0 which is indeterminate. The method to proceed 

under such circumstances was not explained. 



Chapter III 

ANEWTECHNIQUE FOR. HIGHER 

ORDER NONLINEAR  SYSTEMS 
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3.1 	A NEW TECHNIQUE FOR SOLVING HIGHER ORDUh SYbTEMS 

It has been seen already that a few methods are 

available at present for solving higher order systems. Two 

of them, one by Ku and the other by Deekshatulu make use of 

phase planes- their number equal to the order of the system 

if the system is nonauthonomous and one less than the order 

of the differential equation if the system is autonomous. 

The other method by Deekshatulu makes use of some new planes 
n 

R -x and the stability conditions in the phase plane have 

been transformed to the stability conditions in these new 

planes. 

A new technique developed under the present 
_(n) 

investigation first transforms all the derivatives  

into x,N,N, ......N(n)  (where N is the slope of the trajectory 
in the x-x plane) and a systematic approach is suggested 
which lEsids to the solution of third and higher order system 

equations. 

First the technique is shown to be applicable to 

third order nonlinear systems. It is generalised further 

upto n
th 
 order. 

THIRD ORDER NONLINEAR SYSTEMS: 

Let the general form of time varying nonlinear 

equation of third order be 

x = f (x, x, x, t) 	... 	... 	(3-1) 

If N is the slope of the phase trajectory in the 

x-x plane, we have 

x = d2x/dt2  = dX/dt = (d±/dx). (dx/dt)= Ni ... (3-2 ) 

x = dY dt x = d/ dt (N* ) 
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's -f I 

x = Nx + NI 
= Nx. + N2x 	 S.. 	... 	(3-3) 

Values of x; x' etc. have been found out in terms 
of N, x and derivatives of N are presented in Table - 1. 

Substitution of equations (3-2) and (3-3) in 
equation (3-1) will give, 

2 
Nx + N x = f (Ni, x , x, t) 

2 
N= 1/x C N x+ f (Nx, x, x, t)) 

= f (N, x, x, t) 	S .. 	.5. 	(3-4 ) 

Table - 1 

.k)c ) 	V .th) 	 •~R-2) 
x 	0 x 	f( N, N, N, ...N 	, x) 

Q .ON Q 
Q 0 2 
Q( 
Q ,(4) 

x 0 
Q 

	

N+ N x 	 0 

	

3 	 v 

NX 
+ (N4 3N 2 ) 

O X(5) Q 2 	 ~ .. Nx + (N + 6 N 	IV + 3 N+ 4 N N) x 	Q 
(6) 0 	N X •x 

3 	 2 + (N5+ 10NN + 15 N N+ 10 N N 
2 	 a► 

8 Q + 1ON N+ 5 N N) x 	 ~} 
(m) 0 .(m-2) 	 ,. 	.(m-3) 

9 x O N 	x+ f 	(N, N, 	N, 	....N 	, x) 
0 u 

Equation (3-1) has to be solved for a certain set 

of initial conditions. Let the initial conditions be 

, x = x at t = o ... 	(3-5) 
0 	0 	0 

The procedure for plotting the phase trajectory 

side by side with the solution in the x - t plane is as 

follows. 



Let P be the initial point with coordinates (x0,Xe ) 

and (x0,t0) in the two planes x-i and x-t respectively. The 

initial slope of the trajectory N0  in the x-x plane will be 

given by • 
NO  = x0/x0 	 ... 	... 	(3-6) 

A straight line segment with this slope is drawn 

corresponding to a known intervalax along the x-axis in the 

phase plane. A point is obtained with xl  and X1  as its 

coordinates along x and x axis respectively. 

xl  = x0  +ex 

Xi  = xp + N0 tax 	 ... 	... 	(3-7) 

The interval of time correspinding to fix will be 

given by 

b t0  = n x/ x 	= ax/ (Xo+xl )/2 ... 	(3.8) 

To get slope N, at the new point , use is made 

of equation (3-4) . 



+, } 

N = AN/ At = f (N, x, x~ t) 

N0= 4N0/ 4t0 = f (N0, xd, ;, ) 

N0= f (N0, x0, x0, t0) At 
AN0 is the increment in N0 when the point P travels 

to Q. 

Hence, N1 = N0 +&N0 	... 	... 	(3-9) 

Thus, all the necessary information at point d 
has been obtained which is required to find out next point 

following the same process. It should be noted here that 

accuracy of the result will depend on how small the interval 

Ax is taken. 
GENLRAL N-ORD . SYSTEMS. 

The method can easily be extende~d@O to fourth, 

fifth, and in general nth order. In each ease, the derivative 

terms in x are to be replaced by the first derivative of x, 

the slope N and the derivitives of N with respect to time. 
Table], shows these transformations. Let equation (3-10) 

• 
represent a general form of nth order differential equation. 

X(n) 	f ((n-1), X(n-2), ,. x; X, x, x, t) ..(3-10) 
Use of Table 1 transforms equation (3-10) into 

equation (3-11) 

N(n-2) = f (~Tfj(n-4) .... N, N, x, x, t) ...(3-il) 

~ x 
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Let the initial conditions be 

•  t = t0, x = x0, 	= 	 (n-1) XO, x = x0, .... x 

Use of table 1 gives 

N(-3 )_ .(n-3) t - t0, N = NO, N = N0, • .... 	0 
The successive operations to be performed to obtain 

co-ordinates of the pee ±1g points in the phase plane U -x) 

side by side with the solution plane (x - t), are as given 

below. 

xi 	= x0 + N04x •.. •.. (3-12) 

-t0 	= 2 dx/(gyp s/ ... ... (3-13) 
(n-2) 	(n-3) (n-2) 

NO  -  F (N0  , N  •...... N0, N0, 

• NOS x0, x0, t0 )/x (3-14) 

N1 	= N0 + &t0 N0 ... ... (3-15) 
N1 	= N0 + . 	t0 R0 ... • .. (3-16) 
N1 	= NO + At0 ND 

• ... ... (3-17) 

. . .  . . .  . 

• (n-4) N 	= N(n-4) + 
. . 

(n-3) lit N ... (3-18) 
N1(n~) 	-3 T~0( n -2 ) dtONO(n 
1  

= 	
0 0 0 ... (3-19) 

xl 	=-x0 + 	x ... .. , (3-20) 
tl 	= t0 +A t • .. ... (3-21) 
Flow chart of these operations is given in Figure 
PLOTTING OF THE TRAJECTORY AT AND NEAR x = 0 
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By definition 

N= X/X 	 • 

As x --~ 07 1N—c5 Also the quantity Nan-2) as in 

equation (3-14) will tend to infinity and will make the other 

derivative terms tend to infinity. Hence, the procedure 

followed uptill now will not be applicable as 1NI becomes large 

or as x gets smaller values. Hence a practical limit 1NI = 10 

can be kept upto which this method can be applied. As shown 

in figure 4 , let the trajectory reach the point P where IN[ 

has become approximately equal to 10. At this point all the 

quantities x, x, N, N, N, etc. are known. -Again using tablel, 

x, x etc. are calculatE d. 

These quantities will serve as the initial conditions 

for the plotting of past of the trajectory P• R. At R again 

INL becomes less than 10 and the method under consideration 
• can successfully applied beyond this point. For the past 

PR, any tother method can be used to plot this section. 
• 

One would be, (For assumed intervals of .t) 

xl = x0 + x0 At0 
k1 = XO + X0 4t0 
X1 = xQ + X0 b to 

ti = t0 + 'at0 

The last derivative x(n) CAN B FOUND OUT MAKING 

use of equation (3-22) 
.(n) 	(n-1) • (n-2) 
x 	= f ~xl 	' xl 	... x1, xl' x1, tl3 ... (3-22) 
The process will be repeated till we arrive at a 

point H where INI = x/x 4 10. 

%'1 



This treatment is necessary at the points where 

the phase trajectory cuts the x-axis. Such points in the 

phase plane correspond to the maxima and minima points in 

the solution plane. 	In many cases such maxima and minima 

do not arise and the method can continually be applied for the 

whole range. 

This method has been illustrated by a number of 

illustrations. It is equally well suited to the linear, 

nonlj near, time varying and time invariant Servo systems. 

A fourth order linear and, with a ch inge in parameter, a 

fourth order time varying differential equation have been 

solved. The use has been made of the digital Computer 

( I BM 1620 ) in solving the problems. 

• 
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Exampl e~ 

' 2 x+ x=t  ...  ...  ...  (3-23)  

Equation (3-23) is a third order linear time varying 

differential equation. 

Let the initial conditions be 

xo = 3 x0 = 2 x0 2 t0 = 0 

'Using Table 1, equation (3-23) can be written as 

	

N = (t2/x -N2 - N) 	... 	... 	(3-24) 

The problem has been solved for Lax = 0.06. 

N0 = x05:0 = 3/2 = 1.5 

xl = x0 + NO f i x = 2.06 	... 	... 	(3-25) 

xl = x0+ 	 x - 2.09 	... 	... 	(3-26) 

av
= (X0 + X1y 2 = 2.045 

x/ kav 	= 0.02934 

Ni = N0 + N0 	t 

= NO + ( t 02/x0 - No - No )M0 

=  1.39  ... ...  ...  (3-27) 
• 

	

tl = to + 4tp = 0.02934 ... 	... 	(3-28) 

Equations (3-25) to (3-28) provide necessary 

information to repeat the process for obtaining point 2. 

Both the phase trajectory and solution curve have 

been plotted in Figure 5 . 

Computer Programme is given in Appendix I. 

Example 2 

r+ x *+ 8x + 8x = 0 	... 	... 	(3-29) 

Equation (3-29) is a fourth order linear 

differential quation.  

,IkfRAL U&RARY UNIbEJTy Or 

L V 





Lt the initial conditions be, 

Xb _ -9, xo  = +5, x0  = -3, x0 = 2, t0 = 0 

Using table 1, equations (3-29) becomes, 
2 

N = - {3 N N + N + N3  + N  

and the initial conditions become, 

N0 = -1.6666, NO = 0.2222, x0  = -31  x0  = 2,t = 0 

The problem has been solved ford x = -0.02. 

xl = x0  + N0.4x = -2.967 

d t0 = 2 4x/(x0  + x1)= 0.007 

N1  = N0 + N0 Ato= -1.665 
3 	2 

Nl  = NO  + N0  At0  = 10-31'T0  N0  + N0  + N0  + N0  + 8 +8x0/x0  

xl  = x0  + x = 1.98 

tl  = t + Ato= 0.007 

The process is repeated for point 2. 

Computer Programme is given in Appendix II. 

Example 3 

• + ±+ 8x + 8tx + 8x = 0 	... 	... 	(3-30) 
• 

Equation (3-30) is a time varying differential 

equation of fourth order. This problem is solved for the 

following initial conditions. 

xo = -9, x0  = +51  x0  = -3, x0  = 2, to  = 0 

Using table 1, equation (3-30) becomes, 

N = - L3 N N + 1t + N3  + N2  + 8 + 8x/x + 8t..(3-31) 

and the initial conditions become 

NO = -1.6666, NO  = 0.2222, x0  = -3, x0  = 2, to  = 0 

This problem is similar to Example 2 except that 

an additional term 8t is included in equation (3-31). The 
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problem has been solved for A x = -0.01. 

The results are plotted in Figure 7 and the programme 

is given in Appendix III. 

Example 4 

+ (1-0.5x2  )x + 0.5x = 0 	... 	(3-32) 

Equation (3-32) is a third order nonlinear 

differential equation. This problem has been solved for the 

initial conditions, 

xo = 0, x0 = 0, x0 = 0.5, to = 0 

In this case N0  = o6 . Therefore till we obtain 

'N 1 <10, increments of t will be taken. 

Let At = 0.1 

ti  = t0  + At 

= 0-4-0.1= 0.1 

xl  = x0  + x0  at 

= 0.5 + 0 = 0.5 

xl  = XO  + XO dt 

' 	= 0+0 0.1 = 0 

From equation (3-32),  

x0 = - x0  - (1- 0.5 x0) x0  - 0.5x0 

- 0.25 

xl  = x0  + x 0  A t 

= 0 + (-0.25) (0.01) 

_ - 0.0025 

This process is repeated till for t = 0.3, 

we get, 

x = -0.0073 

N = +9.25 

x = 0.4998 

t = 0.3 

25 



Since INI(10, we follow the method of incremental 

slope to obtain successive points. 

Results are plotted in Figure 8 . 
Programme is given in Appendix IV. 

-: . 
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4.1 	SUMMARY AND CERTAIN IMPLICATIONS OF THE RESULTS 

The problem of extending phase space techniques to 

higher order was taken up in this thesis. The previous methods 

for higher order were briefly reviewed and a new technique 

based on the increments in slopes was suggested for the analysis 

of higher order nonlinear systems. 

The technique was illustrated with the help of a few 

examples and the results were plotted. In one case, the 

solution was compared with the one obtained analytically and 

the compar is ion showed close agreement. Flow chart for use in 

computer programme is given. 

This investigation, however, is by no means complete. 

A few problems are suggested for further investigation which 

should ma'e this method more accurate and applicable to a 

diverse class of problems. 

	

4.2 	•FURTHER PROBLEMS SUGGESTED BY THIS INVE6T IGAT I ON 

The first problem worth investigating further is to 

set up a relation which can help in ascertaining the lengths 

of intervals at different sections of the phase trajectory. 

It was pointed out in chapter III that the lengths of intervals 

need not remain same on the complete range of trajectory. This 

may be done in order to improve the accuracy for a specified 

total number of intervals. 

The second problem is to modify the method of plotting. 

The method of plotting the trajectory in the phase plane 

consisted of finding the slope at the end of each interval and 

drawing another segment with that slope. Instead, the midpoint 

of the previous segment of the trajectory may be selected and 

the next segment of the trajectory may be drawn with the mean 
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of the slopes at the end points ( 7 ) . This may prove as a 
better approximation. 

The third problem worth investigating is the error 

analysis of the results obtainable by this method. A 

comparisthn of the error analyses with the other methods can 

judge the accuracy of this method as compared with the previous 

ones. 

The fourth problem for further investigation is to 

study some aternative methods to be applied near the portion 

of the trajectory where x = 0 . It was shown that the general 

technique applicable for the major part of the whole range of 

the trajectory is not applicable for the small portion (near x = 0) 
and a method was suggested to overcome this difficulty. Study 

of alternative methods is necessary to improge the technique. 

• 
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APPENDIK I 

PROGRAMME FOR EXANP1E 1 

THIRD ORDER TIME VARYING DIFFERENTIAL EQUATION 

100  FORMAT (5 F 8.5) 

READ 100,X,XO ,X10,X110,TO 

X11=X10 

XX = XO 

ANZ :» X11O/X10 

1 	X10=X11 

X11= X11+AN *X 

XX -XX +X 

XA.V = (X11+ X 10) * .5 

DT 	= X/XAV 

ANZ .= ANZ + ( 	TO*TO/X10)- ANZ*ANZ-ANZ) 	DJ 

.'T0 	= TO +DT 

PUNCH 100, XX,X11, TO 
• 

IF (XX-8.) 1! 1,2 

2 	STOP 

END 

.06  2. 2.  3•  0. 

r~ 
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APPENDIX 	II  

PROGRAMME FOR EXAMPLE 	2 

FOURTH ORDER LINEAR DIFFERENTIAL EQUATION 

1. 	FORK .T 	(6F 8.3) 

READ 1, XO I  XDO, ANO, ANDO, DX $  T 

DO 110 	K = 19 200 

XD1 =XDO+ANO *DX 

DT = 2.*DX/(XDO +XD 1) 

DNO = (3.* ANO * ANDO + ANDO + ANO * ANO * ANO 

+ANO *ANO+ 8,+ 8• *X0/XDO) *DT 

ANO = ANO + ANDO * DT 

ANDO = ANDO + DNO 

XO = XO+DX 

XDO = XD1 

• T =T+DT 

110 	Pu NCH 1, T, XO, XD1, ANO 

END 

2. 	-3. 	-1.6667 	.2222 	-.02 	0. 



APPENDIX III 

PROGRAMME FOR EXAMPLE 3 

FOURTH ORDER TIME VARYING DIFFERENTIAL EQUATION Z 

	

1. 	FORMAT (6F8.3) 

READ 1, XO, XDO, ANO, ANDO, DX, T 

DO 110 K = 1,200 

XDI = XDO + ANO * DX 

DT = 2.*DX/ ( XDO +XD 1 

DNO =(3.*ANO*ANDD+ANDO+ANO*ANO*ANo+ANO*ANO+8.+8.*xo/XD~ 
F 	r 	 M  

*DT 

DNO = DNO + T *T *DT /XDO 

ANO = ANO + ANDO * DT 

ANDO = ANDO + DNO 

XO = KO + DX 

XDO = XD 1 
• 

T  = T + DT 

	

1~.0 	PUNCH 1 ,T ,KO ,XD 1, ANO 

END 

 

2.0  -3.0  -1.66670.2222  -.01  0.0 
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APPENDIX IV 

PROGRA I FOR EXAMPLE 4 

THIRD ORDER NONL] 1EAR DIFFERENTIAL EQUATION 

100 	FORN(T (4 F 16.4 ) 

T =0.3 
DX = - .0002 

XD1 =-.0073 
XO = .4998 

AN =9.25 

DO3K = 1.500 

1 	XDO = XD 1S XD 1=XD 1+A'DXS DT =2.VX/ (XD 1+XDO ) 

DN = .DT* (N *AN *XD04-XDO * (l. -.5*X0 *X0 )+ .5*XO*AN *XD0) /. 

AN = AN + DNS XO = XO + DX 

T 	= T*DT 

3 	PUNCH 100, XO , XD1, AN, I 
0 	END 

0 
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