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Abstract

Broadband applications over ATM networks generate traffic with varying traffic characteris
tics. These applications specify the required service guarantees in terms of quality of service
(QoS) that the network has to provide. Several elements are needed to provide QoS guarantees.
Examples are QoS specification, Admission control, QoS negotiation, Resource allocation and
scheduling and Traffic policing. ATM networks should also support QoS adaptation and QoS
renegotiation techniques. To ensure that all such requirements are satisfied, quality of service
management is essential in ATM networks. The work presented in this thesis is an effort to
study and propose different mechanisms for the management of quality of service in ATM
networks.

In the first part, we propose amechanism for QoS provisioning through dynamic bandwidth
allocation and buffer control. Satisfaction of the different QoS requirements is aresource al
location problem. To make efficient use of resources and to satisfy QoS requirements like
CLR or delay, efficient bandwidth and buffer allocation methods are needed. We assume that a
large pool of buffer space exists that releases or receives back the buffer space as per requests
received for buffer allocation. Under the proposed scheme the allocated buffer space of the
connection is reallocated based on measurement of data from the system for certain time du
ration. Our scheme is based on the fact that there exists arelationship between queuing buffer



size, cell losses and delay. This scheme provides optimal bandwidth and buffer allocation to

satisfy multiple QoS namely cell loss rate (CLR) and delay. We also investigate the use of cell

loss priority (CLP) bitofcell header.

In the second part, we propose an algorithm for pre-computation of QoS routes. Path pre-
computation schemes benefit from having multiple candidate routes to each destination, to
balance the network load and have additional routing choices in case of aset-up failure. The

QoS constraints for traffic are interrelated in away that is determined by the network scheduling
discipline. We have assumed that the scheduling policy in the network is rate based.

We compare the performance of our algorithm with that of pre-computation of /c-constrained
QoS routes using modified Bellman-Ford algorithm and with on-demand routing to compute
route to the destination. We performed the simulation studies using minimum hop, widest-

shortest path and shortest-widest path optimality criteria on two different topologies namely
ISP and Switched cluster. We assume that aconnection blocks after all kconstrained paths

are exhausted and result in connection setup failure. In our simulation after afailure in route

extraction or connection establishment, the source triggers re-computation of the kconstrained

paths. We also carried out an experiment where the pre-computation rate was fixed and the

link-state update period was varied.

In the third part we present anew adaptation protocol for QoS adaptation with renegotiation
that allows an ATM network to recover from the QoS violations in order to satisfy end-to-end

QoS requirements. Our protocol is applicable to PNNI based Am network where the nodes
are grouped together in peer groups hierarchically. We assume that every node has aQoS/Route
Monitor unit that receives QoS/LSU updates from the network on aperiodic or triggered basis.

In addition to its usual functions, this monitor would also function as QoS agent, QoS manager

or Connection QoS Manager depending on its location. The QoS/Route Monitor is responsible

vi



for sending or receiving the signalling messages required in our protocol.

There are two categories of QoS parameters that have been considered - concave and ad

ditive. The QoS violation may occur in both types of QoS parameters. The protocol works

differently for each of these categories. To facilitate the functioning of the protocol, several

signalling messages have been defined. These signalling messages characterize different con

trol mechanisms required for the protocol and the network.

Finally, we conclude with a unified model for quality of service management in ATM net

works that has QoS monitoras primarypart of the ATM interfaceor switch. The modelconsists

of components responsible for QoS provisioning, QoS monitoring and managing QoS routes.

The model is also responsible for processing the proposed adaptation protocol between end

points.
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Chapter 1

Introduction and Statement of the

Problem

1.1 Introduction

Asynchronous Transfer Mode (ATM) is the widely used packet switching and connection ori

ented technology that meets diverse service and performance requirements of real-time appli
cations using the broadband networks [86]. The traffic that these applications, for example
multimedia database access or interactive continuous media applications generate are of vary
ing characteristics. For example, traffic generated by interactive data and video is highly bursty;
while some other traffic, such as large files, is continuous. In many data applications, real-time

delivery is not of primary importance, but high throughput and strict error control are required.
Some services, such as real-time video communications require error-free transmission as well

as rapid transfer. Some services, for instance, real-time voice require rapid transfer through

the network, but the loss ofsmall amounts ofvoice information is tolerable. To provide a uni-



form framework for different applications to specify required performance guarantees and for

systems to provide the required guarantees, the concept of quality of service (QoS) was in

troduced. QoS is the quantitative and qualitative specification of an application's requirement

which a network should satisfy in order to achieve desired application quality. ATM supports

the quality of service that Ethernet or traditional IP networks cannot provide. This is the pri

mary reason because of which issues related to QoS in ATM have been important and active

area of research for the past several years.

Each ATM connection contains a set of parameters that describes the trafficcharacteristics

of the source. These parameters are called source traffic parameters. These parameters along

with the required type of service and QoS parameters constitute the traffic descriptor for the

connection [7] [94]. This set of parameters is then negotiated between application and the net

work prior to connection establishment through signalling. If the negotiation is successful it

is called traffic contract. The quality of service requirements for applications in ATM or other

high speed networks are typically end-to-end requirements which impose corresponding per

formance requirements onboth the network and the end systems [4]. Additionally, efficient use

of network resources is desired for providing a cost-effective service. In the context of ATM

networks, typical QoS measures include average cell loss rate (CLR), cell transfer delay (CTD)

and cell delay variance (CDV). Network resources of interest include bandwidth requirements

ateach physical links aswell asbuffer space and processing capability at each switching node.

A major issue forany network is to use network resources asefficiently aspossible. Thus it

may be inferred that there are two aspects to QoS: applications specify QoS requirements and

networks provide QoS guarantees [48]. The notion ofQoS used in data communications e.g. to

characterize the performance of data transmission in terms of throughput or delay do not cover

all the requirements of multimedia communication and are used at thetransport level only. The
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following elements in general are needed to provide QoS guarantees in ATM networks:

• *A QoS specification mechanism for the applications to specify their requirements

• Admission control to determine whether the new application should beadmitted without

affecting the QoS of other ongoing applications

• QoS negotiation process to determine a set of QoS parameters acceptable for both the

application and the network with the aim to support as many applications possible

• Resource allocation and scheduling to meet the QoS requirement of accepted applications

• Traffic policing to make sure that applications generate the correct amount ofdata within

the agreed specification

ATM network contains both physical resources like buffers and logical resources like virtual

paths. Quality of service and bandwidth are mainly related to physical resources. ATM cell

occupies a buffer and cell transmission requires bandwidth. Thus buffer and bandwidth allo

cation to cells is required. In order to satisfy different QoS requirements, efficient bandwidth

and buffer allocation methods are needed that utilize the available resources efficiently. Thus
resource allocation becomes a management problem.

Routing is also an important issue in establishment of aconnection in any network. But
the routing protocols used in traditional networks are typically transparent to any particular
QoS that different packets or flows may require. Under QoS routing the paths for the flows are
determined based on some knowledge of resource availability in the network as well as the QoS
requirements of the flows. Thus it enables aprovision where aroute can offer the requested
QoS provided it has adequate available resources. QoS routing in the context of ATM based
high speed networks has gained tremendous attention in the recent years. QoS routing supports



alternate routing where if the best existing path can no longer provide the negotiated QoS or >

cannot admit a new flow, some adequate additional path could be used if it exists. Thus, the

QoS routing could be very effective in increasing the network utilization.

In addition to the above basic elements, some other elements arc also needed tomeet diverse

requirements ofBISDN applications. These elements are also special because the notion that

negotiated QoS for a connection remains the same for the lifetime of the connection is not

always valid for multimedia applications. •

• AQoS renegotiation mechanism is required so that applications can request changes in
their initial QoS specifications.

• The actual QoS provided to the ongoing sessions should be monitored so that appropriate

actions can be taken in case of any problem in providing specified QoS guarantees.

• Graceful quality degradation techniques are required together with the above mechanisms

toprovide satisfactory services to multimedia applications.

It is evident from the above discussions that the proper management of QoS is significantly im

portant for efficient network utilization and for satisfying the specified QoS requirements. The

management of quality of service involves all such techniques that contribute in providing the

QoS guarantees to the applications. The QoS management techniques should be such that they

should not get affected by the underlying protocols and mechanisms. We can therefore say

that quality of service management is concerned with identifying appropriate characteristics

and reserving the resources necessary to achieve the required functionality of a given service

and to optimize the overall system performance. Examples ofQoS management functions are

QoS negotiation, admission control, resource reservation, QoS mapping, QoS renegotiation,

QoS monitoring and QoS adaptation. QoS routing mechanism is also considered as one of the "^
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QoS management functions. There have been have efforts in providing different QoS manage

ment techniques and QoS architectures have also been proposed but the performance of these

management schemes can be improved.

1.2 Statement of the Problem

In the present work we have attempted to investigate and propose mechanisms for QoS man

agementin ATM networks. The main objective of the present research work can be described

by the statement of the problem which is expressed as follows "To investigate and propose

schemes for providing the quality of service guarantees, maintaining the guarantees through

QoS routing and managing these assurances under the conditions of violation and renegotia

tion of traffic contract in ATM networks". In order to explore the above problem, we divide it

into a small numberof objectives. These objectives are specified as follows.

1. To investigate mechanisms needed in ATM networks for satisfying thequality of service.

2. To examine the provisioning of quality of service guarantees through resource allocation

and suggest improvements in existing techniques.

3. To investigate and propose algorithms for providing performance guarantees in ATM

networks through QoS routing.

4. To improve and / orpropose mechanisms for the management ofquality ofservice subject

to varying network conditions.

5. To propose a unified model for QoS management in ATM networks. This model should

support mechanisms for maintaining quality of service through QoS routing and should

be able to adapt to the renegotiation of traffic contract.



1.3 Organization of the Thesis

In Chapter 2 review and general considerations for the quality of service management in ATM

networks are presented. We briefly discuss elements needed to provide QoS guarantees and

review the related researchreported by others. Chapter 3 proposes scheme for QoS provisioning

through dynamic bandwidth allocation and buffer allocation. In Chapter 4, we address the issue

of QoS routing in ATM networks and propose an algorithm for pre-computation of QoS routes.

In Chapter5, we propose a protocolfor QoSadaptation with renegotiation. In the samechapter

we propose a unified model for QoS management to integrate proposed mechanisms for QoS.

In Chapter 6, conclusion of the whole work is explained and the scope for future research work

in this area is outlined.

>



Chapter 2

i

Review and General Considerations

The introduction of ATM technology has made it feasible to support high speed multimedia

applications like video conferencing or video on-demand. Akey characteristics ofthese appli-

x cations is that they have stringent service requirements which are specified in terms ofquality

of service guarantees. The quality ofservice provides a uniform framework for different ap

plications to specify required performance guarantees and for systems to provide the required

guarantees [39]. Multimedia applications specify the quality ofservice and the underlying net

work isrequired to support not only the real-time communication but also the quality ofservice

[74]. In this chapter we briefly discuss elements needed to provide QoS guarantees and review

-f the work done in the area of QoS management.

2.1 ATM Traffic Management

Traffic management in communication networks deals with the controlled use of network re

sources to prevent the network from becoming a bottleneck. In particular, when network re

sources are allocated to more connection or traffic than they can effectively support, network



performance degrades. Therefore, itisnecessary to manage resource utilization and control the V

traffic so that the networkcan operate at acceptable levels even at times when the offered load

to the network exceeds its capacity. In ATM networks, the traffic management is difficult as

there are several aspects thataffect the traffic management functions:

1. Various B-ISDN VBR sources generate traffic at significantly different rates which also

have time-varying levels.
>~

2. A single source may generate multiple types of traffic with different characteristics.

3. Different services have different types of QoS requirements at considerably varying lev
els.

4. There is high delay-bandwidth product due to which there are very large number of cells

in transit at any time in the network. Also, large propagation delays compared with x

small transmission times give rise to long periods between the onset of congestion and

its detection by the network control elements.

Functions related to the implementation of QoS in ATM networks are usage parameter

trol (UPC) and connection admission control (CAC). The UPC function (implemented at the

network edge) ensures that the traffic generated over a connection conforms to the declared

traffic parameters: excess traffic may be dropped or carried on a best effort basis that is the

QoS guarantees do not apply. The CAC function is implemented by each switch in an ATM

network to determine whether the QoS requirements ofa connection can be satisfied with the

available resources. For non stationary traffic for example video, due to change in long term

activity, it is generally not possible to find a single UPC that results in uniform quality for

the entire duration of the session without significantly over-dimensioning the initially declared

con-

T



, UPC. Therefore bandwidth renegotiation is needed so as to simultaneously achieve high net

work utilization and maintain acceptable performance. The UPC is intended to control the

traffic offered by an ATM connection to ensure conformance with the negotiated traffic con

tract. Considerable attention has been made to provide efficient connection admission control

schemes sothatthe objective thata traffic source willnever be able toexceed the traffic contract

is met [24][25][26][46][61][81][91].

2.1.1 Traffic Conformance

Atraffic contract specifies the negotiated characteristics of an ATM layer connection at a user

network interface (UNI). Atypical traffic contract consists of a connection traffic descriptor

and arequested QoS class for each direction ofthe ATM layer connection and shall include the

definition of acompliant connection. The connection traffic descriptor consists of all param

eters and the conformance definition which is used to specify unambiguously the conforming
cells of the ATM connection that is

• the Source Traffic Descriptor i.e. traffic and QoS parameters

• The CDV tolerance

^ • the Conformance Definition based on one or more applications ofthe Generic Cell Rate

Algorithm (GCRA). This is used to specify unambiguously the conforming cells of an
ATM connection at the UNI.

The UNI specification places no restriction on the possible combinations that auser may request
for Q6S class and parameters in the connection traffic descriptor. In order to achieve the desired

y QoS, ATM end-point may use afunction called traffic shaping. This mechanism attains desired



characteristics for the stream of cells emitted into a connection. Examples of traffic shaping

are peak cell rate reduction, burst length limiting and reduction of cell clumping due to CDV

by suitably spacing cells in time. Traffic shaping may be performed to remain in conformance

with the connection traffic descriptor and associated parameter values that were negotiated with

the network.

2.1.2 ATM Traffic and QoS Parameters

Each ATM connection contains a setof parameters that describes the traffic characteristics of

the source. Source traffic parameters, coupled with CDVT (cell delay variation tolerance) and

Conformance definition parameter. Not all these traffic parameters are valid for each service

category. When an end-system requests an ATM connection (SVC) to be set up, it indicates

to the ingress ATM switch the type of service required, the traffic parameters ofdata flow and

QoS parameters. The traffic parameters consists of these parameters: Peak Cell Rate (PCR),

Cell Delay Variation Tolerance (CDVT), Sustainable Cell Rate (SCR), Maximum Burst Size

(MBS) and Minimum Cell Rate (MCR).

The existing QoS model in broadband ATM networks consists of five service categories

[6]. These categories are differentiated according to whether they support constant or variable

rate traffic and real-time or non real-time constraints. The service parameters include a char

acterization of the traffic and a reservation specification in the form ofQoS parameters. Also,

the traffic is policed to ensure that it conforms to the traffic. ATM provides the ability to tag

non-conforming cells and specify whether tagged cells are policed and dropped or provided

with best effort service. Under the UNI specification, the service categories are constant bit

rate (CBR), real-time variable bit rate (rt-VBR), non real-time variable bit rate (nrt-VBR), un

specified bit rate (UBR) and available bit rate (ABR). Table 2.1 describes thecharacteristics of
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Class Characteristics

Constant Bit Rate (CBR) Real-time applications requiring QoS guar
antees (CTD, CDV and CLR)

Real-Time Variable Bit Rate (rt-

VBR)

Real-time applications requiring QoS Allows

statistical multiplexing guarantees (CTD,

CDV and CLR)

Non-real-Time Variable Bit Rate

(nrt-VBR)

Suitable for non real-time bursty traffic
(CTD,CLR). Allows statistical multiplexing

Available Bit Rate (ABR) Feedback control of transfer rate

Unspecified Bit Rate (UBR) Connectionless data traffic, Delay tolerant.
Best effort service, no bandwidth reservation

or QoS guarantee required

Table 2.1: ATM service classes.

the ATM service classes.

A network may support any subset of the possible values for each of the QoS parameters.

The QoS parameters characterize the network-level performance in terms of cell loss ratio

(CLR), cell delay variation (CDV), maximum cell transfer delay (max CTD), and cell error

rate (CER):

• Cell Loss Ratio (CLR): It is the value of the ratio of the number of cells lost to the total

number of cells transmitted by the source end station that the network agrees to offer as

an objective over the lifetime of the connection.

• Cell Delay Variation (CDV): It determines variance in the cell delay i.e. the amount of

jitter.

• Maximum Cell Transfer Delay (max CTD): It is the sum of the cell delay on a switch-

by-switch basisalong the transit pathof a particular connection.

• Cell Error Rate (CER): It is the ratio of the number or errored cells to the total number of

cells transmitted by the source end station that the network agrees to offer as an objective
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Attribute ATM Service Category
CBR rt-VBR nrt-VBR UBR ABR

Traffic Parameters

PCR and CDVT Yes Yes Yes Yes Yes

SCR and MBS n/a Yes Yes n/a n/a

MCR n/a n/a n/a n/a Yes

QoS Parameters
CDV Yes Yes No No No

Max. CTD Yes Yes No No No
CLR Yes Yes Yes No No

Table 2.2: ATM traffic and QoS parameters.

over the lifetime of the connection.

Table 2.2 summarizes the traffic descriptor and QoS parameters relevant to each category within
traffic management specification version 4.0 [7].

2.2 Service Disciplines

The term guaranteed service has been defined in [108]. To provide real-time guarantees in
high speed networks packet-scheduling or queue service disciplines have been developed. The
scheduling or queuing discipline for each class of cell allocates abandwidth to the class dy
namically where each class typically correspond to each ATM-layer service. The scheduler

thus moves the bandwidth boundary between classes. The new packet scheduling disciplines
are the rate based schemes that designed for fast packet networks like ATM. In [123], asurvey
is presented on various service disciplines for both work conserving (non-idling) and non-work
conserving disciplines. It also compares different characteristics and trade-offs involved in the

service disciplines. Rate based service disciplines control traffic burstiness and support deter
ministic delay and jitter bounds in fast packet networks. To guarantee delay bounds the traffic
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^ scheduler has to ensure that flows receive their guaranteed share ofthe link bandwidth. The fair

queuing systems provide rate guarantees or distribute bandwidths depending on flow's state. A

fair queuing need act only when all connections arc backlogged and then provide rate guar

antees. In [62], a scheme for rate based scheduling has been presented. Parekh and Gallager

[88] provide a theoretical background to generalized processor sharing (GPS) scheme. GPS is

an ideal work conserving scheme that has been emulated for providing fair queuing. Several

schemes have been proposed for providing QoS guarantees using fair queuing service disci

plines [124][111][4][35]. Some new schemes are also proposed for work conserving [59] and

non-work conserving [119][71] for scheduling schemes. Ascheme was presented by Ferrari

and Verma in [40] for providing real-time services in packet networks. Their procedure is to

conduct tests on the channel to determine feasibility for providing performance guarantees and

then to run connection establishment process on per node basis. Guerin and Peris [52] iden-

^ tify different approaches and mechanisms used in packet networks to provide QoS guarantees.

They consider different scheduling policies for packets - FCFS, Fair Queuing, Earliest Dead

line First etc. and buffer management policies like Early Packet Discard (EPD), Random Early
Discard and Fair Random Early Drop (FRED). They also suggest that the buffers may be par
titioned among each of the virtual circuits on the connection but compared with the case when

the buffers are shared the loss probability would be higher. They further suggest that the buffer

^ management schemes should ensure that service guarantees are met, so cells are not dropped.

They propose that systems that cannot or are incapable of maintaining individual flow state in

formation, the QoS guarantee provisioning to individual flows becomes difficult. Accordingly
per flow buffer accounting should provide better performance, when excess traffic is there.

The traditional method of providing QoS guarantees is the integrated services or the intserv

model also called the per-flow model which provides QoS to individual traffic flows. The
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intserv model suffers from a drawback of maintaining vast amount of state information in the

network for the individual flows. In the differentiated services or the diffserv model proposed

for the Internet, service guarantees are given to aggregate flows, rather than on a per flow basis

[90][15][23].

2.3 QoS Guarantees through Resource Allocation

ATM network contains both physical resources (e.g. buffers and bandwidths) and logical re

sources (e.g. virtual path identifiers and virtual channel identifiers). The QoS and bandwidth

are mainly related to physical resources. The objects that use allocated physical resources in

an ATM network include cells, bursts, virtual channel (VC), virtual path (VP) and signalling

message. A cell occupies a buffer and cell transmission requires bandwidth. Thus it means that

both the buffer and bandwidth allocations to cells are required. When a connection is setup,

virtual channel and virtual paths are established between the end points. The stream of cells

flowing in a VC/VP consume buffers and the transmission of cells require bandwidth. Buffers

and bandwidth are allocated to each cell and each burst by allocating buffers and bandwidth to

the VC/VP containing the cell or burst.

It is clear from the foregoing discussions that the satisfaction of different QoS requirements

is a resource allocation problem. ToprovideQoSguarantees ATM networks allowapplications

to reserve resources for network connections based on traffic parameters [68] [75] [99] [118]

and [125]. Saito[102] studies bandwidth allocation schemes and considers static and dynamic

allocation strategies for both VC and VP connections. They also consider dynamic bandwidth

allocation for dynamic admission control algorithm (dynamic CAC) and for controlling source

rate in ABR. [97] present end-to-end QoS allocation policy using weighted round robin server
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as cell scheduler. The scheme uses deterministic bandwidth reservation (CAC) at VP level and

statistical multiplexing of VCs within each VP. In [96] admission control schemes and routing

algorithms arc presented for heterogeneous traffic. The notion of effective bandwidth was

proposed by Guerin et. al. [49] order to provide statistical guarantees. The effective bandwidth

for a source is the amount of bandwidth that must be allocated to the source at each node and

is based on its PCR, mean cell rate and average duration of a burst period.

Gun and Guerin [53] present methods for bandwidth management and congestion control

using buffered leaky bucket and packet spacer schemes in high speed networks. Some algo

rithms for bandwidth allocation to the video sources multiplexed at the source node of an ATM

network have beenpresented in [30]. For the purpose of allocating bandwidth, the time is par

titioned into cycles and each cycle is partitioned into slots corresponding to cell transmission

time. So the bandwidth is allocated to a connection depends on slot and cycle lengths. Reninger

et. al. [100] propose a bandwidth renegotiation scheme for VBR traffic by monitoring VBR

bit stream and by computing its parameters it determines new service rates to reduce buffer

requirements at different renegotiation rates. New structures for ATM switch have also been

proposed that conservecell queues and schedulecell departures [63].

Schemes have also been proposed that monitor the buffer occupancy and decide call ad

mission and cell routing. Marsan et. al. [80] present cell-level and call-level ATM network

simulation tools toanalyze different network behaviours. Yaprak et. al. [122] propose dynamic

buffer allocation to different output ports of a switch with real-time and non real-time input

traffic. They also propose a cell accommodation rule to an incoming cell to shared buffer with

dynamic threshold updates. Similar kind of schemes have been proposed by [8],[32],[65],[72],

[92] and [113] where the performance analysis of various priority queuing strategies and buffer

allocation protocols is done and effort is made to optimize discarding threshold values and
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queue lengths.

Schemes have been used [17|[69| to analyse delay-loss priority control mechanism for

classes of arrival streams namely delay-sensitive real time traffic and loss-sensitive non real

time traffic. [120] employs abuffer allocation scheme based on complete sharing with virtual

partition. In their method the buffer is shared by different types of cells such that underutilized

buffer segments can be utilized by an over-subscribing traffic. The new cell arrivals belonging
to the under-subscribed traffic push-out excess cells of other traffic types. The scheme proposed •
in [28] is to dynamically adjust queue threshold for rate based flow control in closed-loop sys
tem like ABR. The work of [95 ]uses CLP bit present in the header of ATM cell to maximize

revenue or the network utilization. Arrivals from different links to an ATM multiplexer or
output queue are modeled as 2-phase MMBP. They study the queuing buffers under PBS and

PBS+PO selective discarding schemes. The method proposed by Rampal et. al. in [98] dynam
ically obtains the minimum bandwidth necessary to satisfy aspecified QoS for agiven arbitrary *
source. It adjusts the instantaneous service rate of afinite buffer queue dynamically in order to
meet aspecified QoS performance measure. Choi and Kim [27] propose an optimal bandwidth

and buffer allocation method that satisfies both CLR and delay requirements of applications.
Their queuing model is queue with separate buffers. To find out the optimal buffer size in or

der to satisfy QoS requirements the mathematical relationship between required bandwidth and
allocated buffer size is known in advance. ^

2.4 Routing in ATM networks

To reduce the size of routing tables and the complexity of network functions the concept of
virtual paths (VPs) is introduced in ATM networks. AVP is a logical direct link between
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two nodes in the network that arc connected via two or more sequential physical links. The

connections using the links between the two end nodes that a VP defines are bundled together

and transported with a virtual path identifier (VPI) common to all virtual channels (VCs). The

cells belonging to different VCs are switched using this common VPI along the nodes of the

VP, reducing the routing table size. A VC or a connection or a call are considered synonymous.

All the VCs on a VP share a buffer space that is dedicated to the VP. A VP network can actually

be modeled as a directed graph of nodes and edges where nodes represent switches and edges

represent directed VPs.

2.4.1 PNNI Protocol

The ATM Forum which is a consortium of telecommunication vendors has specified Private

Network Node Interface (PNNI) that uses source routing among switching systems, in which

a switching system is one or more ATM switches. It is the standard for use between private

ATM switches and groups of private ATM switches and defines the interface between switch

ing systems including the routing framework required for the interoperability among different

switching systems. PNNI uses source routing i.e. the switching system that a connection re

quest originates from its UNI is responsible for finding the end-to-end path to the destination

end station. The routing scheme isbased on the principles oflink-state routing. Each switching

system broadcasts link-state information about the outgoing links attached to it using link-state

update (LSU) message to other switching systems in the network. Each switching system

maintains a topology database that contains link-state information about the links in the net

work database whenever it receives an LSU. The topology database is the set of resources e.g.

nodes, links and addresses which define the network. Resources are qualified by defined sets of

metrics and attributes (delay, available bandwidth, jitter etc.) which are grouped by supported
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traffic class.

Nodes in PNNI protocol arc collected into peer groups. All the nodes within a peer group

exchange link information and obtain an identical topology database representing the peer

group. Within a peer group, each node has the description of the topology of the peer group

including descriptions of all nodes, links and destinations that can be reached from each node

and the status of nodes between the nodes. The operation of PNNI routing in a parent group

attempts to collapse a child peer group into a single node. However the route through an in

dividual peer group is always completed locally by an entry border node of that peer group.

Route computation algorithms arc not specified in the PNNI protocol. The only requirement is

that the selected route must be able to support the QoS requirements of the connection.

The PNNI specification is sub-divided into two protocols: a signalling and a routing pro

tocol. The PNNI signalling protocol is used to establish point-to-point and point-to-multipoint

connections and supports source routing, crankback and alternate routing. PNNI allows each

implementation to use its own path computation algorithm. After finding the route, the source

node uses PNNI signalling to request connection establishment from intermediate nodes along

the route. Each node processes received connection request messages, makes connection ad

mission decision and passes the signalling message to the next node along the route or denies

the connection request and sends a reject message to the preceding node.

Along with QoS parameters another metric which isused by PNNI to compute routes is the

administrative weight. This quantity indicates the relative desirability of using a link or node.

The weights of all links at a particular layer arc same. These weights are set by the network

operator. The administrative weight is also associated with every layer. The administrative

weight of a layer is computed as the aggregate of the weights of the actual routes at the lower

layers relative to that layer. Therefore its value grows with the layer index. The aim of the
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route selection process in PNNI is to identify feasible route (satisfying QoS requirement) with

minimum administrative weight. Thus it becomes NP complete problem.

2.4.2 QoS Routing

In traditional networks, the routing algorithms implemented are variants of shortest path al

gorithms that route packets from source to destination over aleast cost path and they mainly
differ in the cost criteria used. Some networks use fixed cost for each link in the network

while some others use some measured metrics such as congestion, mean delay and link utiliza

tion [103][110][112][114]. The routing decision place also varies among different networks

[79][13][14][29][34][121], In some networks, each node has tiie responsibility of selecting an
output link for routing packets as they amve, referred to as distributed routing. On the other

hand, in centralized routing, acentral node is responsible for making all routing decisions.
Under source routing strategy as followed in ATM, the originating node determines the com

plete path [58]. There is another strategy called flooding which is adistributed QoS routing
technique.

Source routing could be static or dynamic depending on whether link-load information is

used for path computation or not. In the static routing, static topology information is used in

choosing a route. In case of dynamic routing, the information on the available resource on

each link must be distributed throughout the network, so that any source can have access to the

correct information on the resources available in the network. The information distributed is

called link-state and thus source routing is also called link-state routing.

In conjunction with resource reservation and admission control, finding aroute which can

provide user-requested QoS is an issue. QoS based routing is arouting mechanism under which

paths for flows are determined based on some knowledge of resource availability in the network
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as well as the QoS requirements of Hows. It enables a provision where a route can offer the

requested QoS provided it has adequate available resources. If during the connection time the

assigned route can no longer support the QoS parameters then the connection is not terminated

but rather it should be assigned anotiier conforming route.

QoS based routing extends the current routing paradigm for both unicast and multicast ATM

networks in three basic ways

• Additional routes are available to support B-ISDN traffic and routing metrics e.g. delay

and available bandwidth. If routing metrics change then routing tables must be updated.

• Traffic will be shifted to better available path as soon as it is available. However fre

quently changing routes can increase delay variation andjitter.

• Ifbestpath is notavailable then adequate alternative path can be used, if it exists.

One common set for QoS specifications in ATM networks could be Cell Loss Ratio (CLR),

Cell Transfer Delay (CTD) and Cell Delay Variation (CDV). QoS based routing cannot support

QoS requirements that cannot be meaningfully mapped onto areasonable combination of path

metrics. There can be three approaches to QoS requirements of any connection or flow. The

first approach is to allow flexible combination of parameters where different parameters are

ordered by priorities. The second approach is to combine QoS parameters into single value.

The third and the last approach is to consider a used parameter set ofQoS parameters where

parameters are treated equally. QoS of a route is then based on this set. These approaches

however reduce the degree of freedom in the route selection, because information about the

actual QoS requirements are not known before the connection request arrives.

One ofthe earliest work in QoS routing is by Wang and Crowcroft [117]. They show that

finding QoS routes with multiple constraints simultaneously is NP. They present shortest- t
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S widest and bandwidth-delay constrained paths for distance vector and link-state and hop-by-

hop methods. Crawley [33] define and considers various issues involved in QoS routing in

packet networks including ATM networks. They also discuss issues involved in interdomain

and intradomain routing. A different method for computing QoS routes is suggested by Vogel

et. al. in [116]. Here all parameters are considered equal. Thus better- suited path selection

is based on comparing all parameters simultaneously i.e. using AND operator. In case alter-

-< native routes exist, parameter sets have to be compared. Arelative quantity called availability

is introduced. Path computation is then based on comparing the minimum ofavailability pa

rameters for all parameter sets. That path is refused which has the lower value of availability.

Alternatives are also suggested in case minimum availability of two paths is equal. Scheduling

schemes have also been suggested that obtain optimality criterion for path selections [82][87].

Orda [87] considers rate based schedulers for finding constrained paths. The work by Ma

and Steenkiste in [76] is to identify means of determining QoS routes meeting multiple con

straints. They describe four optimality criteria for path selections based on rate proportional

service discipline and simulate them for two types of network topologies. They use iterative

Bellman Ford algorithm to solve multiple constraints as it provides minimum hop objective in

herently. Apostolopoulos et. al. [2] provide an excellent study on QoS routing and its overhead.

They employ a disjoint multipath topology to pre-compute multiple disjoint paths. Chen and

Nahrstedt[19] overview and present agood survey on different QoS routing algorithms. They

later define multi-constrained path problem for QoS routing and present routing algorithm with

polynomial time complexity [22]. In this work they consider delay and cost constraints which

are both additive parameters. They also present distributed QoS routing algorithm algorithms

[21] and [20]. In the latter work they use bandwidth metric. Constrained routing algorithms

have also been presented in [36] [64] [84] [83] and [70]. They consider several path selection
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algorithms for multiple constraints and determine QoS guaranteed and best-effort routes for V

various load conditions [77] [78].

Sivabalan and Mouftah [109] investigate the impact of alternate path routing on network

performance and suggest schemes to control the performance degradation at higher loads. Ef

ficient algorithms for finding fc-shortest paths from one node to all otiier nodes are presented in

[115] and [73]. Guo and Matta [54] find out kdelay-cost constrained routes by computing the

path weight as afunction of both path cost and delay. In [3] issues in pre-computation of QoS •

routes are considered. QoS routing with on-demand and pre-computed path selections has also

been considered in [51]. They consider rate based scheduling to handle delay constraint.

Route pre-computation for QoS routing has also been considered in [106]. They also study

the effect of link state update (LSU) policies on the performance oftheir algorithm. Some new

LSU generation techniques are presented in [93]. They use both triggered and periodic update

strategies. The effect of frequency of LSUs on QoS routing has also been considered in [1],

[105] and [107]. [50] study the complexity ofrate based and delay based model for inaccurate

or stale link states. [66] suggests to distribute link state information by flooding where inter

mediate nodes do not keep link state information but keep minimum-hop path through each

outgoing link to every other node. In [37] algorithms for QoS routing with multiple constraints

are presented. To remove inaccuracies in the link state information, they use triggered updates.

[5] is asimilar study where they consider different traffic sources and path selection algorithm.

2.5 QoS Management

As discussed in the previous chapter, the quality of service is the collective effect of service

performances which determine the degree ofsatisfaction ofa user ofthe specified service. The

>
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role of QoS negotiation is to find an agreement on the required values of QoS parameters be

tween the network and the users. The role of QoS adaptation is to keep providing the negotiated

quality of service, eventually lowering il in case when resources are not available. The rene

gotiation may be user-initiated that is the user requests abetter quality or it may be network
initiated that is the network can no longer support the negotiated QoS and quality drops below
the acceptable limit. In such acase, the user is asked to accept alower quality. Some funda-

i mental schemes for graceful adaptation of QoS of areal-time connection to modify the route
established for achannel can be found in [89]. They propose an adaptation policy where the
needed resources are equally divided among the clients those consent to adaptation.

Campbell et. al. [16] present ageneralized framework to QoS and evaluate various QoS
architectures in distributed multimedia systems. In general QoS architectures couple path es-

^ tablishment and resource reservation however some architectures like IETF Intserv model de
couple them and then provide QoS. IETF intserv model provides soft QoS via RSVP and IPv6
flows. According to [16], QoS management can be divided into two categories static and dy
namic. They involve activities that allow the support by the service provider of the desired
QoS. The static QoS management techniques include QoS mapping, admission control and
resource reservation. Dynamic QoS management include QoS monitoring, QoS maintenance

i (adaptation / renegotiation). Some fine grain schemes for QoS maintenance are loss via buffer
manager, queuing delays via flow schedulers and throughput via flow regulators. The work
presented by Hafid et. al. in [56] is an excellent reference on quality of service management in
distributed multimedia applications for dynamic QoS management. They extensively study the
issues in QoS architectures and QoS management techniques. [47] and [101] propose models
to establish and manage data session flows and maintain QoS. Hafid et. al. present in [57] anew

i negotiation approach to QoS based on duration of the requested service. Their approach uses

23



QoS manager and agents to calculate amount of resources required to be reserved for providing V

the desired QoS. It uses the available QoS projections of involved components to provide the

end-to-end QoS requirements of the user. In a related work by [55] and [12] identify character

istics and properties of multimedia applications and propose techniques for graceful adaptation

of QoS. The work of [11] is similar in spirit to these works of providing dynamic schemes for

QoS adaptation with renegotiations. An architecture for QoS management is also proposed in

[41]. Their scheme is based on distributed and coordinated QoS management by using agents V

located on all the nodes of the system.

In [42] schemes for QoS management for multimedia applications in the MBONE environ

ment arc implemented. Agraphical user interface is available togive users the ability to specify

the desired quality of service. A language system called QUAL is described by Florissi and

Yemini et. al. in [43] where QoS attributes are specified via language constructs and system is

monitored using dedicated monitoring processes called CMP. Their system is based on SNMP

protocol for network management and it augments the management information base (MIB)

that contain application statistics to include information about application QoS for global use.

The QoS manager as a separate entity is is crucial in the architecture proposed by Barzilai

et. al. [10] for RSVPbased system. Their QoSmanagerperformsvariouscontrol functions like

maintaining reservation status, managing buffers and policing traffic. Theirprotocol however >•

do not manage the QoS parameters. According to [52] interoperability between environments

employing different QoS mechanisms must be considered. Chatzaki and Sartzetakis [18] pro

pose a routing management mechanism for a multidomain environment supporting multi-class

services. Network environment is structured hierarchically and the QoS routes are determined

using on-demand source routing algorithm. They employ QoS manager for managing local

resources that interacts with QoS managers of neighbouring network domains for information
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exchange and maintenance. According to Francis-Cobley et. al. [45] mapping of QoS param

eters is importantbecause of intcrworking of differentnetwork technologies (IP / ATM) as the

user requirements must be translated across network boundaries when heterogeneous networks

are there. In the work by Lakshman and Yavatkar [67] ATM signalling framework is extended

and APIs are proposed to allow an application to modify a QoS reservation for an ongoing con

nection. The changes are propagated downstream to all switches in the connection path. They

do not consider QoS renegotiation initiated by the network or the system. Bansal et. al. [9]

describe a QoS management system by proposing an ATM API called ATM Service Manager

(ASM). This interface provides applications orusers choice to specify traffic and QoS parame

ters and transport protocol preferences. The ASM then decides best transport protocol options

based on user preferences.

25



Chapter 3

QoS Provisioning Through Dynamic

Bandwidth Allocation and Buffer Control

3.1 Introduction

Asynchronous transfer mode (ATM) networks support awide variety of applications with dif

ferent traffic characteristics and quality of service (QoS). Since network resources are finite,

efficient bandwidth and buffer allocation methods utilizing the limited resources efficiently and
satisfying different cell loss ratio (CLR) and delay requirements are needed. Satisfaction of

the different QoS requirements is aresource allocation problem. To provide QoS guarantees
ATM networks allow applications to reserve resources for network connections based on traffic

parameters. As discussed in chapter 2, the quality of service and bandwidtii are mainly related

to physical resources. Objects using allocated physical resources in an ATM network include

cells, bursts, virtual circuits, virtual paths, and signalling message. Acell occupies abuffer and
cell transmission requires bandwidth. Therefore both buffer and bandwidth allocation to cells
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is required. A whole stream of cells in an ATM connection uses buffers and this transmission

also requires bandwidth. Buffers and bandwidth arc allocated to each cell and each burst by

allocating buffers and bandwidth to the virtual channel containing the cell or burst.

In bandwidth allocation methods, the bandwidtii is calculated under the assumptions that

thebuffer size is fixed. Thismeans thatif an arriving cell finds thebuffer busy or full, thecellis

dropped. Buffer allocation to provide an efficient and fair use of the available buffer spaces is

critically important for ATM networks. Under the proposed scheme the allocated buffer space y

of the connection is reallocated basedon measurement of data from the system for certain time

duration. Rampal et. al. have shown that there exists a relationship between queuing buffer

size and cell losses [98]. In the same work the authors have proposed an alternative algorithm

to allocate resources and providing QoS guarantees. They proposed an algorithm called REQS

that performs better than the equivalent bandwidth approach [49].

We have also investigated the use of cell loss priority (CLP) bit of cell header. The CLP ¥

capability is used in ATM networks for the purpose of congestion control. If the CLP bit in

the header of a cell is set to 1 then the network discards this cell in case of congestion. The

CLP bithasanother use also. It allows applications to declare two types of traffic with different

QoS constraints namely the precious, high priority traffic with CLP=0 and the less precious,

low priority traffic with CLP=1.

3.2 Provisioning of Quality of Service

3.2.1 Metric Selection

The QoS metrics reflect the basic characteristics of the network. The resource requirements

specified by the applications are often diverse and application dependent. The computational y
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1 complexity of any QoS configuration is determined by the composition rules of the metrics.

Three basic composition rules arc additive, multiplicative and concave. Different parameters
generally fall into either of these categories. The delay, delay jitter and cost follow the additive

composition rule, and bandwidth follows the concave composition rule. The cell loss rate can

be represented as a multiplicative metric. The satisfaction of these parameters at the same
time has shown to be in NP [117]. One strategy is to utilize sequential filtering of parameters
according to some kind ofpriority.

3.2.2 Resource Allocation Method

The algorithm REQS dynamically obtains the minimum bandwidth necessary to satisfy aspec
ified QoS for agiven arbitrary source. It dynamically adjusts the instantaneous service rate ^
of afinite buffer queue in order to meet aspecified QoS performance measure Qt. The basic
step is given as

^,+1 = fj^ + Kn.E(Pn,Ql)

In this equation term »n is the service rate in the nth update interval, E{) is an error function
which is ameasure of how far the current cell loss rate is from the targeted QoS and Kn is a
scalar term thatdepends on the interval.

If cell loss rate is taken as the QoS parameter then the error term E(Pn, Qj) is taken to
be log(Pn, Q{) where Pn means cell loss rate in the nth update interval and Q, is target QoS
performance measure that is the cell loss rate. Figure 3.1 shows model of the queuing system
under consideration.

The algorithm has two distinct modes of operation. In the first mode the length of the update
intervals are kept fixed and Kn is varied. In the second mode, the algorithm tries to gradually
converge exactly to the desired cell loss rate. In this mode Kn is kept fixed, but the size of the
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Figure 3.1: Model of thequeuing system.

update intervals is varied. Decisions about adjustment to the resource allocations are made at

discrete instants if, the interval between decision points tn and tn+1 is referred to as the nth

update interval Un. The service rate over the nth update interval, fxn is assumed to be constant.

The algorithm converges when the resource value remains within 5% of the final value. The

time required for the resource value to arrive at and stay within this limit in the steady state is
called as the convergence time.

In this scheme bandwidth (service rate) reallocation is not continually required during the

duration of a session. The algorithm determines a steady effective bandwidth so that once the

algorithm has converged, no bandwidth reallocation is necessary.

3.3 Proposed Scheme

The buffer space is generally allocated based on the parameters negotiated at the connection

setup time or estimated based on traffic monitoring. Buffering may be done by shared central

buffers. Ideally it would be best as all the available storage can be dynamically allocated to

arriving packets that is the buffer space being allocated on the basis of each packet received. We

assume that there is ashared pool of buffer space that releases or receives back the buffer space
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as per requestsreceived forbufferallocation. The requiredbandwidth of a bufferdecreases with

respect to increase in buffer size. If the required bandwidth can be represented as a function

of the allocated buffer size then optimal buffer space can be allocated using a method like in

127]. But this can be done only when the exact mathematical relationship between bandwidth

and buffer space is known. Also there exists arelationship between queuing buffer size and cell

loss. In the proposed scheme initially some buffer space is allocated and then this buffer space
in the queuing system is controlled through the measurement of cell loss rate periodically. This
measurement is done only after acertain initial setup time. Depending on the monitored CLR,
buffer space is reallocated. Under this scheme if the cell loss rate is found to be very poor when
the measurement of data is done then the service rate is increased so as to guarantee the target
cell loss rate (CLR). Service rate will increase if buffer size is decreased. Alternatively
rate decreases if the buffer size is increased. This is done as expressed below.

service

if(clr> 2.0 *Q,)BUFPSIZE -= abs(In{clr/Q{))

if{clr<2.QxQl)BUFPSIZE += abs(\n(clr/Qt)) (3.1)

where BUFPSIZE is the size of buffer partition and clr is the monitored cell loss rate. Under
our scheme this change in the buffer requirement is done only after initial setup time and once
the cell loss rate is satisfied, the buffer size does not change for the remaining duration of the
session. The extra buffer space required during the monitoring phase may be obtained from the
shared buffer space. Similarly any freed up buffer space may be returned to the shared buffer
space. The scheme thus helps in optimal use of buffer space.

While investigating the use of CLP capability of ATM, effectiveness of the proposed scheme
was also investigated in push-out (PO) and partial buffer sharing (PBS). These schemes are used
to distinguish traffic with different cell loss requirements and to increase the utilization of the
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network [92][86][44]. In the push-out scheme cells are admitted into the buffer regardless of ^

their priorities until it becomes full. Once full, newly arriving low-priority cells are prohibited

in the buffer and discarded, but newly arriving high-priority cells replace low-priority cells

within the buffer.

The PBS scheme accepts cells into the buffer regardless of their priorities up to a pre-

assigned threshold. Beyond this threshold, only high-priority cells are allowed to enter. In

the case of this scheme the threshold was varied if the buffer space was reallocated. This is

required so that there is little likelihood of cell loss rate for CLP=1 traffic to increase for the

newly allocated buffer space.

3.4 Simulation Process

The queuing behaviour and hence the cell loss rate depends on the nature of the arrival pro

cesses. A two state Markov modulated Bernoulli process (MMBP) was used as the traffic

source [85][104]. The 2-state MMBP is in either of two states. In each state cells are generated

according to a Bernoulli process. The duration of two slates is geometrically distributed. While

investigating CLP capability we assume that both CLP=0 and CLP=1 cells can arrive in either

phase of the modulating Markov process. We also assume that different classes of cells have

same service requirements, cells get lost only when the buffer is full or may be exceed some

threshold and the server is not left idle when the buffer is not empty. The various simulation

parameters assumed were as follows.

Average cell generation rate in state 0 of MMBP, A0 = 200cells/s,

Average cell generation rate in slate 1 of MMBP, Ai = 1000cells/s,

Average duration of state 0 of MMBP, /j0 = 0.02 s,
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Buffer Size (cells) Cell Service Rate (cells/ms) Convergence Time (s)
Static Buffer Dynamic Buffer Static Buffer Dynamic Buffer

10 0.3790 0.3827 48 42
20 0.4156 0.4234 325 294
40 0.4512 0.4637 437 406
80 0.5210 0.5023 512 483
120 0.4972 0.5294 725 710

Tabic 3.1: Steady slate cell service rate and convergence time with variation in the initial buffer
size for static and dynamic bufferallocation.

Average duration ofstate 1ofMMBP, \ix =0.01 s,

Qi = lO"3,

U0 = 0.5s,

BUFSIZE = 80 cells.

The initial and final value of the scalar Kn were set to 1% of Xx. The simulation run was

performed for a duration of 5 hours of simulation time.

3.5 Discussion of Results and Conclusions

The service rate in our simulations was modified using the REQS algorithm. For all the values
for the cell service rate and cell loss rate, the 90% confidence intervals were computed.

Table 3.1 shows the cell service rate for the steady state and convergence time for satisfac

tion of target cell loss rate for different initial buffer sizes. Figure 3.2 shows cell service rate for

the two cases where the cells arrive to astatic buffer that is the buffer size is kept fixed and to a
dynamically allocated buffer where buffer space is modified according to Equation 3.1. It may
be seen in this figure that the cell service rate increases sharply during the initial phase due to
increase in the second term of equation for cell service rate. As the resource allocation method

enters into the second mode the error tenn approaches zero and the cell service rate becomes
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U0 (sec) Convergence Time (sec)
Static Buffer Dynamic Buffer

0.5 138 132

5 195 190

50 512 483

200 1137 1125

500 2678 2506

Table 3.2: Convergence time with variation in the initial update interval, U0 for static and
dynamic buffer allocation.

constant. For the results shown in the figure the buffer size was reallocated to 77 cells as against

the initially allocated 80 cells. The service rate is higher and the convergence is smaller in the

reallocated buffer case. An effect of this is that average delay of a cell occupying the buffer

gets decreased. As shown in Figure 3.3, the resource allocation method is such that the final

cell loss rate is same as the target cell loss rate. Similar result is obtained for cumulative cell

loss rate. We also measured the convergence time for Table 3.2 shows the convergence time

for satisfaction of target cell loss rate for different initial update intervals. It is observed that

convergence time is smaller in the case of dynamically allocated buffer space.

In the case ofpush-out (PO) and PBS cell discarding schemes the system quickly converges

to a final steady state service rate. Figure 3.5 shows the cell service rate for the PO scheme.

While investigating the use ofCLP capability, the CLR for CLP=0 cells was specified as the

target CLR (Figure 3.6) and no target cell loss rate was specified for CLP=1 cells (Figure 3.7).

This is because the CLR for CLP=1 traffic is more than CLP=0 traffic and hence when CLR for

CLP=0 traffic is met (severe QoS requirement), the service rate is such that CLR for CLP=1

traffic gets satisfied itself. In the case of PBS scheme the threshold was kept to 80% of the

buffer size. The cell service rate for the PBS scheme is shown in Figure 3.8.

The proposed scheme thus allocates minimum bandwidth dynamically that satisfies QoS
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requirement namely the CLR and utilizes buffer space efficiently. The scheme was applied

on cell discarding schemes namely push-out and PBS schemes using CLP capability of ATM

networks. Our scheme could be used in conjunction with other methods to guarantee or improve

QoS. We have taken stationary traffic source in the simulation. If however the source is non-

stationary then feedback from the monitored parameters could be used by the traffic sources to

change its operation mode to satisfy QoS. For example if the traffic source is MPEG video then

the source could change its GOP pattern and transmit frames with cells of different priority
similar to controlled CLP=1 traffic [95] that guarantees cell loss rate of CLP=0 traffic while

accepting substantial CLP=1 traffic. This would improve the QoS. The technique like partial
packet discard could further improve QoS as il prevents useless cells (tail) to get transmitted
and congest the network.
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Chapter 4

Performance Guarantees through

Pre-Computed QoS Routes in ATM

Networks

4.1 Introduction

To guarantee a certain QoS in ATM, resource management based on traffic characteristics is re

quired. During flow setup, at first a route has to be determined. Then resource managers at the

selected nodes accept requests for the desired QoS, test whether this QoS can be provided and

report back the result. This process is repeated hop-by-hop until all destinations are reached.

The QoS parameters are exchanged in the form of flow specification and have to be mapped

onto link metrics. To avoid violations in the quality of a distributed multimedia application,

the set ofparameters should provide all QoS parameters ofthe application. However, the com

munication, computation and storage complexity of the routing method is increased by every
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additional, equally treated, not correlated parameter. QoS routing is the process of selecting the

path to be used by the packets of a flow based on its QoS requirements and the resource avail

ability of the network [76][19][84][117]. QoS routing is therefore used in conjunction with

some form of resource reservation orresource allocation scheme as discussed in the previous

chapter. In this chapter we propose a new algorithm for pre-computation offc-constrained QoS

routes and evaluate its performance.

4.2 Characteristics of QoS Routing

For QoS based routing certain objectives must be achieved before it is successfully imple

mented. These are dynamic determination of feasible paths, optimization of resource usage

and graceful performance degradation. The QoS requirements of an application are specified

either as a set ofpath-constraints or a set oflink constraints. A path with sufficient resources

to satisfy the QoS requirements of an application is called a feasible path. The connection

admission control (CAC) algorithm determines ifapath is feasible, which depends on the dy

namic network load at that particular moment.The QoS routing algorithm should be capable

of identifying feasible paths so as to satisfy the maximum possible number of flows with QoS

requirements.

QoS routing algorithms achieve resource efficiency by limiting resource consumption while

balancing the network load. Under light traffic load when network resources are readily avail

able, QoS routing is more useful in balancing the traffic than searching feasible paths. Balanced

traffic distribution helps to increase the call admission ratio of future connections and improve

the response time ofbest effort traffic. However when the network load is heavy and dynamic,

efficient algorithm for finding feasible paths for the current request is critical as it also relates
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1 to increasing the chance of accepting future requests.

Important aspect in minimizing the impact of QoS routing is to develop a solution that

has the smallest possible computational overhead. QoS routing incurs additional cost. This

cost has two components, namely computational cost and protocol overhead. The former is

due to more more frequent path selection computations and the latter is caused by the need to

distribute updates on the state of the network resources that are of relevance to path selection

e.g. available link bandwidth. Such updates translate into additional network traffic and pro

cessing. Additional computations are unavoidable, but it is desirable to keep the total cost of

QoS routing at a level comparable to that of traditional routing algorithms [51]. Several studies

in the recent past have shown that quality of service routing can provide increased utilization

compared to routing that is not sensitive to QoS requirements of the traffic [2][76][117]. QoS

routing attempts to improve network utilization by diverting traffic to paths that would not been

discovered by traditional non QoS sensitive routing. QoS routing is more useful and more

effective in environments where traffic and network capacity are mismatched and alternative

paths with lower load exist. The following parameters strongly influence the computational

cost of a QoS routing solution

• Path selection criteria: Optimize multiple criteria aswell assatisfy additional constraints.

• Trigger for path selection: Periodically/ In response to significant change.

• Flexibility in supporting alternate path selection choices. The unavoidable inaccuracy in

the network state information has implications for the path selection process. It may thus

be desirable to maintain and alternate between several choices in order to avoid single

choice poor path.

The following could be some path selection metrics:
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Link Available Bandwidth - Current amount ofavailable (unallocated) bandwidth to satisfy

a new flow's requirements.

Hop-Count - Measure of the path cost to the network. A path with a smaller number of

hops is preferable, since it consumes fewer network resources.

Policy - Use of policies to handle specific requirements allows considerable simplification

in the optimization task to be performed by the path selection algorithm. Policy could be for

example to prune links from the network that are incompatible with the requirements ofaflow.

QoS routing relies on state information specifying resource availability at network nodes

and links in the form of a database, and uses it to find paths with enough free resources to

accommodate new flows. In turn, the successful routing of new flows together with the termi

nation of existing ones, induce constant changes in the amount of resources available. These

must be communicated back to QoS routing to ensure that it makes its decision based on up

dated information. These changes are communicated using link-state information which can be

propagated periodically or in response to a significant change (called trigger) in the link-state

metric. The significant change ensures that link becomes congested orat least has some traffic.

The significant change may also be due to the establishment or teardown ofa connection.

The link-state updates are accomplished by having every node broadcast the load values

of its links i.e. link-state metric to all other nodes either using flooding or along a minimum

spanning tree. This broadcast is done upon the establishment, modification or teardown of a

channel. If there are no channel establishments, modifications or teardown within a specified

time interval, periodic link updates are sent by each node to assure other nodes that link is

still active. A routing failure or setup failure is said to occur if the source cannot find a route

based on link-state information. A signalling failure occurs if one of intermediate nodes on

the route determined by the source cannot reserve the resources required to satisfy QoS of the
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requested connection. Periodic propagation of link-state information, that is, some minimum

time between update messages ensures that overloading effects due to network bandwidth and

processing resources during rapid fluctuations in link bandwidth are avoided. However coarse

triggers and large periods result in stale link-state information or inaccurate information which

can cause a switch to select a suboptimal route or a route that cannot accommodate the new

connection. This may also incur setup failures which may require additional resources for

computing and signalling an alternate route for the connection. According to Guerin and Orda

[50] there are two main components to the cost of timely distribution of changes in network

state, the number of nodes/links generating such updates and the frequency at which each entity
generates updates.

QoS routes can be either be selected on-demand or they can be pre-computed. With on-

demand routing, the path selection algorithm is executed for every request. With pre-computed

paths, the path selection algorithm is executed periodically as new routing information is re

ceived. The path pre-computation has been found as a means of reducing the computational
cost of QoS routecomputation [3] [106].

4.3 Multi-constrained Routing Problem

There is aclass of routing problems called multi-constrained routing problem which is amulti-

objective optimization problem and is typically in NP. QoS constraints for traffic requiring
delay guarantees include end-to-end delay, delay-jitter and buffer space bounds. These con

straints are considered independent. The multi-constrained problem is finding apath such that
it would satisfy all the QoS requirements. That is,

A(p) = min[r<] > R, D(p) = £4 < D, J(p) = TJi < J, and b{ >
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where R(p),D (p) and ,7 (p) represent the bottleneck rate, delay and delay-jitter on the

path p respectively. The respective QoS constraints are R, D and J. The buffer constraint is

specified as B. The multi-constrained routing problem is therefore difficult because different

constraints can conflict with one another. An example of multi-constrained problem is delay-
bandwidth constrained routing problem which is iVP-complete [117].

It has been observed [123] that QoS constraints are interrelated in a way that is determined

by the network scheduling discipline. Rate-proportional service disciplines ensure that flows

sharing an output link get their proportional shares of the link capacity and therefore, the end-

to-end queuing delay, the delay-jitter and the required buffer space in each network node is

determined by the bandwidth reserved for the flow and the characteristics of the traffic source.

We assume that the scheduling policy in the network is rate based and therefore finding a
path that satisfies delay, delay-jitter and buffer-space constraints is solvable in polynomial time
[22][78].

4.3.1 QoS Constraints under Rate based Scheduling

Given apath p of nhops with link capacity Q for link i and atraffic source constrained by a
token bucket (a, b), where a is the average token rate and bis token bucket size, the provable
end-to-end delay bound (i.e. including all links) is given by

V{p,r,b)- - +—_+ l^-^ +^propi (4.1)

where r (r > a) is the bandwidth to be reserved, Lmax is the maximal packet size in the

network and propt is the propagation delay. The end-to-end delay-jitter bound and buffer space

48



requirements at the h-lh hop are given by

J(p,r,&) =- +^£ (4.2)
r r

B (p, b, h) = b+ h.Lmax (4.3)

Apath is feasible for traffic with delay guarantees, if it meets the delay, delay-jitter and

buffer space requirements.

4.4 Proposed Scheme

Path pre-computation schemes offer multiple candidate routes to each destination. These

choices are useful in case of set-up failure. In the proposed scheme multiple routes are pre-

computed. These are selected with the criteria described in [76]. With pre-computed paths,

the path selection algorithm is executed periodically as new routing information is received.

The pre-computation period should be same or more than the link state update period. If the

pre-computation period is less than the link state update period then it means that several pre-

computations are performed on same link state information and thus would not generate any
newer route information.

Under pre-computation of QoS routes, the source node pre-computes constrained paths to

each destination using some routing algorithm. As we have considered rate based scheduling,
it is clear from Equation 4.1 that there is a dependency between the bandwidth, the delay
and the path being selected. Due to this reason, a traditional shortest path algorithm is not

useful. The two common shortest paths algorithms used to determine the route to destination
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in networks are Dijkstra and Bellman-Ford algorithm [31]. Both of these algorithms can be

modified to find out constrained paths [22][76]. However, Bellman-Ford algorithm is preferred

as it directly gives the hop count to the destination. Pre-computation of paths is costly as paths

to all destination are determined in advance and this requires processing and additional storage

space. Instead of pre-computing all possible candidate paths to destinations, we consider k-

constrained paths (k > 1) as this reduces search space, and reduces processing and storage

costs. When a connection request arrives bestpathis selected among these A;-constrained paths.

To compare the performance, we also used Bellman-Ford algorithm to find out /c-constrained

paths with constraints based on rate-based scheduling. This version of the algorithm is called

Modified Bellman-Ford (MBF) algorithm. This algorithm can beimplemented intime O(cen),

where c is some integer, n the number of links and e the number of links in the network.

The Equation 4.1 also suggests that a path with low end-to-end delay should have few hops

and ahigh reservable bandwidth (r). Thus the criterion forselecting a pathis to select path with

the minimum hop count, minimum end-to-end delay and minimum load. Minimum load path is

one that has the maximum reservable bandwidth (mrb). This also emphasizes distributing the

load in the network. The rnrbp ofa path is rain {RjV j ep}, where p is the path and Rj the

residual bandwidth i.e. the amount of reservable bandwidth of link j. There could be several

heuristics by combining the optimality criteria discussed above [76][78][87][117].

In [2] a disjoint multipath topology has been used for pre-computation of alternate QoS

routes. The advantage of this topology is that it results in multipledisjointroutes. Due to these

disjoint routes this particular topology resulted in improved performance over ISP topology.

Instead of relying on the topology we propose a routing algorithm for computing disjoint QoS

routes.



4.4.1 Algorithm

For pre-computation of/c-constrained paths, our algorithm isbased on the algorithms presented

by Topkis [115] for /c-shortest paths problem. The k shortest paths are the paths with distinct

initial links that is the links from the source node. We improved upon this algorithm to pre-

compute kQoS routes. We implemented this algorithm for pre-computing kminimum hop,
widest-shortest and shortest-widest optimal routes.

The algorithm considers a network with a set Vofnodes and a set E oflinks. Some other

useful notations referred in die algorithm are

n - \V\, e - \E\, [i, j] - link from node i to node j,

A(i) - nodes j such that [i, j) eE,

F(h) -network resulting from deleting all [s, j] with j eA(s) \ {h}
L(P) - second node on path P

z(i, j) -length oflink [i, j]

C(h, X, i) - minimum path length over all loopless paths from s to i with L(P)=h and
using only nodes X \J {s, i}

T (?) -For node i it a routing table ora list ofdistinct second nodes from s

V (h) - nodes i with heT (i)

D (h, i) - Equal to C(h, V(h), i)

d(i) - minimum of D(h, i) over havailable for T(i)

H(i) -minimizer of D(h, i) over candidates havailable for T(i)

b(h, i) - pointer used to construct paths

The source node is specified as seVand positive integer kwith k< \A (s)\. For i eV\ {s},
the kshortest path problem is to find an optimal set of paths for each ieV\{s} with distinct

initial links from the source node. For i eV\ {s}, a routing table T{i) is a list of distinct
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elements of A (s). Thefollowing steps describe the algorithm: #"

Step 1initialization. Set D (h, i) «— oo for all h e A (s) and i e N \ {s, h}\ d (i) f- oo for

each i e N \ (A (s) U{s}); D (i, i) «- 2 (s, i), d(i) +- D (i, i), H (i) <- i, and 6(i, i) «- 5 for

each i e 4 (s); and T (i) «- 0 foreach ie N\ {s}.

Step 2: While some candidate exists,

a) pick 7 to minimize d (i) over all i with \T (i)\ < k, and add H (I) to T(I);

b) for each j eA(I) with H(J) available for T(j) and D(if (/), /)+z (I, j) <D(H (I), j), ^
bA)setD(H(I),j)<-D(H{I),I) + z(I,j)mdb(H(I),j)<-I;

b2)ifD{H{I),j)<d(j),\hetisetd(j)<-D(H(I))j)mdH(j)<r-H{I),

c) if \T (I)I< k, then set d{I) to be the minimum value ofD (h, I) over all h available for

T (I); ifalso d(i) < 00, then set H (I) to minimize D (h, I) over all candidates h for T (I).

The run time of this algorithm is O(ke (log2 n)), when binary heaps are used for imple

mentation.

4.4.2 Simulation Model

To evaluate, the performance of our algorithm we developed an event-driven simulator that

models QoS routing at connection level. Our scheme is based on dynamically adaptive rout

ing. The dynamically adaptive routing uses an adaptive routing algorithm that automatically #

routes traffic around congested, damaged or destroyed nodes and links and allows the system

to continue to function over the remaining portions of the network.

We considered two network topologies in our simulation. The first topology is the Internet

Service Provider - ISP topology with 18 nodes and 70 links (Figure 4.1). This topology has

been considered in several QoS routing studies [1][5][37][76]. We also considered a Switched

cluster topology with 16 nodes and 56 links (Figure 4.2) [76].
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Figure 4.1: ISP network topology.

Figure 4.2: Switched cluster network topology.
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Several simulation parameters are assumed during the simulation run. Most of the param

eters assumed here are obtained from the studies made by [37] and [76]. However different

studies assume different parameters but in general the parameters that we have considered are

on the lines of mostof the QoS routing studies. We have assumed periodic link stateupdates.

The link residual bandwidths that is the bandwidths offered to the traffic are assumed to

be in the range [1.5, 6 Mbps]. These rates are the typical requirements of packet video and

multimedia database access [86]. Other simulation parameters assumed during the simulation

are given below:

Average Token rate, a = 1 Mbps,

Token BucketSize, b= AkB (This is approximately equal to 80 cells),

Maximal Packet Size, Lmax = 53 B (ATM cell size),

Jitter Bound, J = 5 ms, Delay Bound, D = 80 ms

Link Capacity, Ci = 80 Mbps, for all links i

LinkResidual Bandwidth between [1.5, 6 Mbps]

Connection Arrival Rate (Network Load) = [1.2, 1.5, 1.8, 2.0, 2.2] connections/sec. (The con

nection airival rate is assumed Poisson distributed i.e. the intcrarrival times are exponentially

distributed.).

Connection Setup Time = 15 ms

Connection Holding Time = 3 min (Exponentially Distributed)

Connection TearDown Cost = 1ms/hop

Connection Re-routing Overhead = 1ms/hop.

The simulationswere run till a total of 50000 connection requests arrived in the network.

We consider two different approaches to determine reservable bandwidths. In the first ap

proach, the link reservable bandwidth is uniformly distributed in the interval [1.5, 6 Mbps).
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The incoming connection request is allocated a bandwidth from this interval. Here we run the

routing algorithm as per the parameters mentioned abovefor obtaining the results. We compare

the performance of our algorithm with that of pre-computation of /c-constrained QoS routesus

ing the MBF algorithm and with that ofon-demand routing to compute minimum hop route to

the destination for the two topologies.

In the second approach, as an optimization we do not consider all possible residual band-

widths but consider a small set ofresidual bandwidth like mentioned in [76]. This approxima

tion also puts a limit on the amount of bandwidththat a flow can reserve. The set of bandwidth

values is S = {vuv2, •••, vn} such that vx > v2 > ••• > vn. The value vY is the maximum

bandwidth that can be reserved. The algorithms are iterated over these different values in de

creasing order of v{. We selected 12 different values for the set S of bandwidth values which

are {6,5,4,3.5,3,2.5,2,1.9,1.8,1.7,1.6,1.5}. All these bandwidths are in Mbps. The pre-

computation interval was varied from 5s to 50s. For all the values for the connection blocking

rate, the 90% confidence intervals were computed andthemean are shown in theresults.
«

4.5 Implementation

4.5.1 Computation of Paths

The path pre-computation reduces the processing cost by performing a costly single source

multiple-destination path computation periodically and using the resulting paths to route re

quests. According to Apostolopoulos [3] for the same topology, the cost ofpath pre-computation

depends solely on the pre-computation period and itcan become arbitrary small by increasing

this period. Path pre-computation schemes benefit from having multiple candidate routes to

each destination, to balance the network load and have additional routing choices in case ofa
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setup failure. However if the multiple routes have dissimilar costs then the selected paths may

make inefficient use of network resources. When a new request at that source comes for some

destination then best feasible path to that destination is allocated from the set of pre-computed

paths and the resources are reserved accordingly for the traffic flow to that destination. In case

of setup failure the next best availableroute is selected. In case of renegotiated QoS parameters,

thecurrentpath is checkedfirst for resource availability. If the newly requiredresources are not

available on the current path then the next alternate path is selected and verified for resource

availability and resources are reserved.

We also determined on-demand QoS routes. In on-demand routing the QoS routes be

tween source and destination pair are determined only when the request arrives. Since the

on-demand routing makes use of the latest available link-state information for route computa

tion and connection setup done is at the same time hence the connection blocking rate should

be low. However its overhead should be high as the routes are computed on every request. We

have determined number of failed or blocked connections as total of routing failures and setup

failures.

We have considered minimum hop, widest-shortest and shortest-widest path heuristics as

the path selection algorithms. Minimum hop path is a feasible path with minimum hop count.

The bandwidth is randomly allocated. Widest-shortest path is a feasible path with minimum

hop count. If there is more than one path with the minimum hop count, the one with the

maximum reservable bandwidth is selected. Shortest-widest path is a feasible path with the

maximum reservable bandwidth. If there are several such paths, the one with the minimum hop

count is selected.

The scheduling policy is rate based and therefore we consider the hop count bounds as

determined by the jitter and buffer constraints [19][123]. A path is feasible for traffic with
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delay guarantees, if it meets the delay, delay-jitter and buffer space requirements as given by

the setofequations from Equation 4.1 to4.3. Therefore to satisfy thedelay-jitter constraint, the

maximum number ofhops is given as hmax = min (|V| - 1, [(J.r - b) /Lmax\) where J is

the end-to-end delay-jitter bound. To satisfy the buffer space constraints, a link i has to ensure

its hop count is less than or equal to (Bh - b) /Lmax where Bh is the buffer space requirement

at the A-th hop.

Following steps specify our implementation.

1. The link lengths z (i, j) are set to one for all (i, j) eE, for i and j.

2. The list T[s] [i] contains second nodes heA(s) for all destinations i eV\ {s}.

3. The array b[s] [h] [i] contains preceding node of i.

4. The heap DP [s] [i] contains hop counts ofpaths to destination i.

5. We pre-computed kconstrained paths to every node ieV\{s} for all nodes s as per

above constraints and above algorithm.

6. The limit on maximum number of pre-computed constrainted paths i.e. k< \A (s)\.

7. The /c-constrained paths for every source node are stored in acorresponding heap. The

^optimal paths for a particular source-destination pair are then extracted when a connec

tion request arrives.

The algorithm so modified is called Proposed Modified Topkis (PMT) algorithm.
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4.5.2 Delayed Extraction and recomputation of pre-computed Routes

The input traffic pattern is not generally available in advance so allocated bandwidth is from

a set. Under delayed extraction of routes, we compute and store the /c-constrained paths for

each he A(s). During path extraction we apply the most recent link-state information in de

termining the resource availability on the selected route. If the resources are not available then

connection setup fails and alternate path is tried. Thus the accurate information is used to select

the route.

The frequency of recomputation of routes is adesign consideration. When arequest arrives

the source extracts aroute and initiates signalling for path setup. The source blocks the request

ifthe extraction process does not produce aroute. In our scheme the source triggers recompu

tation of the*/c-constrained paths after a failure inroute extraction orconnection establishment.

4.6 Discussion of Results and Conclusions

Case I: Minimum hop objective

In the case when the link bandwidth is uniformly distributed between [1.5, 6Mbps]. The

paths are determined by Minimum hop objective and constraints as per rate based scheduling.

The bandwidth allocated to aconnection request is selected atrandom from this interval. Table

4.1 and Table 4.2 show values for connection blocking rate for minimum hop objective for the

two algorithms for the two topologies.

Connection blocking rates for the two topologies were plotted and are shown in Figure 4.3

to Figure 4.5. Itcan be seen from these figures that the connection blocking rate increases for

MBF algorithm as pre-computation interval is varied. This is because the route information

that is pre-computed and stored becomes stale. Therefore when connection requests arrive this
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Arrival

Rate

(con./s)

1.5 1.8 2.0

Pre-

comp.

Inter.

(sec)

MBF PMT MBF PMT MBF PMT

5 0.145 0.132 0.185 0.167 0.235 0.217

10 0.155 0.141 0.195 0.179 0.248 0.228

15 0.165 0.153 0.205 0.190 0.260 0.239

20 0.175 0.164 0.220 0.203 0.270 0.248

25 0.183 0.171 0.230 0.214 0.279 0.257

30 0.189 0.179 0.237 0.221 0.284 0.265

35 0.195 0.186 0.245 0.227 0.293 0.272

40 0.200 0.190 0.250 0.234 0.297 0.277

45 0.205 0.195 0.254 0.237 0.303 0.285

50 0.210 0.200 0.259 0.243 0.309 0.290

Table 4.1: Values for connection blocking rate for minimum hop objective for MBF and Pro
posed Modified Topkis (PMT) algorithms for different arrival rates for ISP topology.

Arrival Rate (conn./sec) 1.5 1.8 2.0

Pre-comp. Inter, (sec) MBF PMT MBF PMT MBF PMT

5 0.195 0.185 0.257 0.239 0.360 0.336
10 0.198 0.188 0.262 0.243 0.365 0.344

15 0.201 0.191 0.267 0.249 0.370 0.350
20 0.205 0.194 0.272 0.253 0.376 0.355
25 0.207 0.198 0.275 0.259 0.381 0.361
30 0.211 0.201 0.279 0.263 0.386 0.366

35 0.214 0.205 0.282 0.266 0.390 0.370
40 0.217 0.208 0.285 0.270 0.394 0.373
45 0.220 0.211 0.288 0.273 0.397 0.377
50 0.223 0.215 0.295 0.277 0.400 0.381

Table 4.2: Values for connection blocking rate for minimum hop objective for MBF and Pro
posed Modified Topkis (PMT) algorithms for different arrival rates for Switched cluster topol
ogy.
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results into setup failures. Same effect is observed forModified Topkis algorithm buthere the

connection blocking rate is lower. The routing is faster in case of Modified Topkis.

However if we look into the performance of on-demand routing, the connection blocking

is much less and is independent of pre-computation. Total simulation time required for on-

demand routing is less for lower pre-computation intervals then that of Modified Topkis and

MBF algorithms as seen in Figure 4.9 to Figure 4.11. But as pre-computation interval increases

the simulation time becomes smaller for Modified Topkis and MBF algorithms. This is due to

less overhead because of prc-computations. The on-demand results that arc shown in all the

graphs are for MBF algorithm.

Similar results were observed Switched cluster topology (Figure 4.6 to Figure 4.8). How

ever here the connection blocking rate was higher than the corresponding blocking rates for

ISP topology. Simulation times are less than that of ISP topology (Figure 4.12 to Figure 4.14).

These effects are due the network topology.

The results from the simulation study shows that the proposed Modified Topkis algorithm

performs better than MBF as it routes more connections in the simulated run time and also the

connection blocking probability of the proposed algorithm is smaller as against MBF algorithm

when pre-computation period is varied.

Case II: Widest-shortest and shortest-path optimal paths with link residual band-

widths limited to a fixed set of values

As per the optimization discussed above the link residual bandwidths were taken from a

small set of bandwidths. The simulations for this case were performed for the same set of

assumptions and confidence but the link reservable bandwidth is now limited to a set of dis

crete values. For this case different optimality condition was chosen, as the minimum hop
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Arrival Rate

(connec

tions/sec)

ISP Topology

MBF PMT

Widest-shortest Shortest-widest Widcst-shortcsi Shortest-widest
1.2 0.0100 0.0134 0.0045 0.0049
1.5 0.0224 0.0250 0.0124 0.0135
1.8 0.0381 0.0372 0.0230 0.0250
2.0 0.0534 0.0575 0.0314 0.0350
2.2 0.0692 0.0760 0.0422 0.0480

Table 4.3: Values for connection blocking rate for pre-computation interval =20 sec for widest
shortest and shortest-widest paths for MBF and Proposed Modified Topkis (PMT) algorith
for ISP topology.

ms

objective can be improved to give satisfactory performance. Therefore the widest-shortest and

shortest-widest optimality criteria were used here as described in subsection 4.5.1. Table 4.3

and Table 4.4 gives the connection blocking rate values for widest-shortest and shortest-widest

path objectives for the ISP and Switched cluster topologies respectively.

The two optimality criteria so considered, combine two different constraints - link reserv

able bandwidth and the minumum hop. Hence the performance is much improved but the

nature ofthe results are same i.e. the Modified Topkis algorithm performs much better than the

MBF algorithm. The connection airival rates were varied from 1.2 connections/s to 2.2 connec-

tions/s. As evident from Figure 4.15 the shortest-widest paths do not perform well for both the

topologies specially at higher airival rates. The performance is better for the widest-shortest

path compared with shortest-widest paths. All the remaining figures in this chapter are drawn
for the widest-shortest optimal routes.

Table 4.5 and Table 4.6 show the values for connection blocking rate for widest-shortest

path objective for MBF and Proposed Modified Topkis (PMT) algorithms for ISP and Switched

cluster topology respectively. The connection blocking rate for the widest-shortest optimal
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Arrival Rate

(connec

tions/sec)

Switched Cluslcr Topology

MBF PMT

Widest-shortest Shortest-widest Widest-shortest Shortest-widest

1.2 0.0401 0.0410 0.0325 0.0325

1.5 0.0584 0.0615 0.0524 0.0535

1.8 0.0873 0.0925 0.0821 0.0845

2.0 0.1224 0.1232 0.1180 0.119

2.2 0.1534 0.1602 0.1440 0.154

Table 4.4: Values for connection blocking rate for pre-computation interval = 20 sec for widest-
shortest and shortest-widest paths for MBF and Proposed Modified Topkis (PMT) algorithms
for Switched cluster topology.

Arrival Rate (con

nections/sec)

1.5 1.8 2.0

Pre-computation

Interval (sec)

MBF PMT MBF PMT MBF PMT

5 0.0200 0.0110 0.0350 0.0199 0.0511 0.0299

10 0.0209 0.0113 0.0360 0.0210 0.0520 0.0304

15 0.0215 0.0119 0.0369 0.0219 0.0529 0.0309

20 0.0224 0.0124 0.0381 0.0230 0.0534 0.0314

25 0.0230 0.0129 0.0389 0.0234 0.0541 0.0320

30 0.0234 0.0135 0.0395 0.0239 0.0546 0.0324

35 0.0240 0.0138 0.0399 0.0243 0.0550 0.0328

40 0.0242 0.0142 0.0403 0.0248 0.0553 0.0329

45 0.0246 0.0147 0.0410 0.0252 0.0555 0.0334

50 0.0251 0.0152 0.0414 0.0258 0.0560 0.0340

Table 4.5: Values for connection blocking rale for widest-shortestpath objective for MBF and
Proposed ModifiedTopkis (PMT) algorithms for different arrival rates for ISP topology.
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Arrival Rale (con

nections/sec)
1.5 1.8 2.0

Pre-computation
Interval (sec)

MBF PMT MBF PMT MBF PMT

5 0.0560 0.0499 0.0848 0.0802 0.1200 0.1159

10 0.0566 0.0507 0.0855 0.0809 0.1208 0.1166

15 0.0576 0.0514 0.0866 0.0817 0.1214 0.1173

20 0.0584 0.0524 0.0873 0.0821 0.1224 0.1180
25 0.0589 0.0533 0.0883 0.0829 0.1237 0.1189
30 0.0594 0.0537 0.0890 0.0837 0.1242 0.1198
35 0.0599 0.0542 0.0898 0.0846 0.1247 0.1203
40 0.0603 0.0545 0.0905 0.0852 0.1253 0.1209
45 0.0607 0.0549 0.0912 0.0859 0.1257 0.1214

50 0.0613 0.0554 0.0919 0.0867 0.1263 0.1219

Table 4.6: Values for connection blocking rate for widest-shortest path objective for MBF and
Proposed Modified Topkis (PMT) algorithms for different arrival rates for Switched cluster
topology.

path for the ISP and Switched cluster topologies for different arrival rates were plotted. The

corresponding graphs are shown in Figure 4.16 to Figure 4.18 and Figure 4.19 to Figure 4.21

respectively. In this where there is a limit on the number of link residual bandwidths, the

connection blocking rates for both the topologies are much lower than the minimum hop paths.

The connection blocking rate for the Proposed Modified Topkis algorithm is again lower than

the MBF algorithm.

The simulation time spent by the algorithms till 50000 connection requests arrived at the

network are shown in Figure 4.22 to Figure 4.24 for the ISP topology and in Figure 4.25 to

Figure 4.27 for the Switched cluster topology.

It can be deduced from these results that the difference in routing performance of on-

demand and pre-computation is less for smaller arrival rates. The periodic pre-computation
of routes take less simulation run times compared with the on-demand route computations.
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Case III: Effect of link state updates on widest-shortest pre-computed paths

The connection blocking rate increases as a function of the link state update period. For

this case the pre-computation period was fixed and link state update period was varied. It can

be seen from Figure 4.28 and Figure 4.29 that as the link state update periods are increased

it leads to larger connection blocking rates. When the link state information in the system is

outdated, it is also inaccurate. This causes the source nodes to mistakenly consider infeasible

links as feasible. Hence the source node selects infeasible path. There may be other feasible

path available at that time but due to optimality conditions they were not selected. These are

mostly the setup failures and result into poor use of network resources.

The increase for the large update periods compared with smaller initial update periods is

less. When an link update message indicates a low utilization or availability of resources, the

restof the network reacts by routing more traffic to the link. Blocking remains low during this

interval of available resources. But once the link is saturated and this information is distributed

then the no more connections are admitted hence blocking rate does not increase by much.

It can be concluded from the above results that pre-computation of routes provide faster

route computation but their blocking rate is higher. The Proposed Modified Topkis algorithm

gives a much improved performance over MBF algorithm which is used traditionally. The per

formance gap for these algorithms and optimality criteria is large and varies with the network

load and topology. To achieve low blocking rates, optimization criteriaare necessary. Studies

can be made to determine effects of link update periods on message overheads and processing

cost.
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Chapter 5

Protocol for Quality of Service Adaptation

with Renegotiation

5.1 Introduction

The notion that negotiated QoS for aconnection remains the same for the lifetime of the con
nection is not always valid for multimedia applications. Applications should be able to renego
tiate QoS during the lifetime of the connection. Renegotiation is crucial for those applications
also that cannot specify the desired QoS for the whole duration of the service. Examples are
medical applications or teleconferencing applications. The role of QoS adaptation is to keep
providing the negotiated quality of service, eventually lowering it in the case when resources
are unavailable. In this chapter we present anew adaptation protocol for QoS adaptation with
renegotiation that allows an ATM network to recover from the QoS violations in order to satisfy
end-to-end QoS requirements. We also propose aunified model for managing QoS routes and
QoS parameters.
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Figure 5.1: Manager/Agent model of the network management system.

5.2 Network Management System

The network management interface that has been defined for use in ATM networks is called

Interim Local Management Interface or ILMI. The ILMI is intended for use on the ATM UNI

and does not address any network management issues on the NNI interface. The ILMI [6] is

based on a protocol for network management, called Simple Network Management Protocol

(SNMP), whichdefines information to becollectedby access agents [38]. Theseagentsrespond

to requests for information and to actiondirectives received from a manageras shown in Figure

5.1. It can be seen in the figure that there are agents in the system that manage different network

devices. These agents require software for management purposes. This software is a crucial

part of network management software as it has to perform effectively in the presence of large

volume of interactions and negotiations so that desired QoS configuration may be provided.

For a comprehensive network management system that performs QoS management, QoS
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monitoring mechanism is also necessary. It monitors the actual QoS provided to the ongoing

sessions so that appropriate actions can be taken in case ofany problem in providing specified

QoS guarantees. AQoS mapping functionality is also needed to convert actual application QoS

to cell level QoS defined in ATM. QoS mapping is also required to allow the service provider

to handle and manage meaningful parameter representations. For example the service provider

may not know how to handle and manage the frame rate required for video. But it may know

how to handle and manage the bandwidth or cell service rate. Thus a mapping of frame rate

into throughput is necessary to allow the service provider to support the services requested

by the application. In [42], agraphical user interface is available to give users the ability to

specify the desired quality of service. Thus mapping becomes necessary. In the this thesis we

have assumed that a mapping function is available and the protocol needs to handle the QoS
parameters only.

5.2.1 Routing Mechanism

As seen in Chapter 2, ATM uses PNNI protocol for routing purposes. We use amodel for QoS

management similar to one shown in Figure 5.1. The motivation for using agents in support

of QoS management is to perform dedicated processing on behalf of applications inside the

network at particular links or in particular regions of node clusters, which may not implement
the required algorithms and services.

The PNNI protocol views nodes in an ATM network as acollection of peer groups. All the
nodes within apeer group exchange link information and obtain an identical topology database
representing the peer group. Peer groups are organized into ahierarchy in which one or more

peer groups are associated with aparent peer group. Parent peer groups are grouped into higher

layer peer groups with some identifier. Within apeer group, each node has the description of
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the topology of the peer group including descriptions of all nodes, links and destinations that -\

can be reached from each node and the status of nodes between the nodes. At each level of

hierarchy, the topology is represented by logical nodes and logical links. At the lowest level

of hierarchy, each node represents a real switching system. At higher layers, each node may

represent cithera real system or a group of switching systems.

Each node in PNNI protocol advertises a set of parameters (link state updates or LSU)

including information about the links attached to it, QoS parameters it can guarantee, admin- *

istrative weights of the link and its capability and desirability to carry out particular types of

connections. Source node uses this information during the route selection process in determin

ing end-to-end routes. All the nodes within a peer group exchange link information and obtain

an identical topology database representing the peer group. Routing outside a peer group fol

lows the same link state operation but at the higher layers of the hierarchy [86] [87]. We have

not considered administrative weights in ourprotocol. *

5.3 QoS Adaptation Protocol

A connection from a source s to a destination t passes through different clusters before ter

minating at the cluster where destination node is located. Let m(i, j) to be a QoS metric

or parameter for the link (i,j). For a path P = (s,i,j,...,l,t), metric m is concave if

m(P) = min{m(s,i),m(i,j),...,m(l,t)}. Metric mis additive ifm{P) = m(s,i)+m(i,j) +

... + m(l, t). While the bandwidth isconcave; delay, delay jitter and cost are additive [117].

When we consider additive QoS parameter like delay then the end-to-end delay of a con

nection or QoS configuration would be the sum total of the individual delays due to all clusters

in that connection. The service requirement is to keep the end-to-end delay within the agreed
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delay bound, D. Now if some cluster or node violates its component of this delay bound due

to some resource allocation problem then there are two methods to resolve the problem:

1. Use alternate QoS configuration. The alternate QoS configuration could be in the form of

pre-computed QoS routes as discussed in the previous chapter. This method requires that

the new QoS route should be setup, followed by the teardown of the existing connection.
It involves cost of both of these operations.

2. Use QoS adaptation mechanism. Here the other clusters or nodes involved in the

nection need to compensate for this QoS violation. For example one cluster may offer
asmaller delay service. Thus it may decrease its part of delay by an amount that may
completely or partially compensate for the violation. If the network QoS management
mechanisms are unable to compensate this violation completely then system may either
initiate reconfiguration mechanism as specified in the first method or renegotiate with the
application.

5.3.1 Features ofManagement System

It is possible for the multimedia applications to modify the agreed traffic contract. The ITU-
TQ.2963.2 recommendation [60] provides the capability for the connection owner (i.e the
originator of the call who initiates the setup message) to use the modify message and adjust
the traffic descriptor dynamically on an active connection. Anew information element, dy
namic bandwidth management option, in the existing setup message is used by all parties to
indicate their support of this feature. This information element is then included in the connect
message to signal the connection owner of the end-to-end support for dynamic bandwidth man
agement. The recommendation also defines messages with appropriate information elements
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for the user-network interface (UNI) signalling. Once the renegotiation protocol completes, the

QoS controller modifies the stream's traffic shapcr and effectively flow controls the bit rate to

the available network bandwidth.

The protocol that we propose extends the functionality of the above protocol by ITU-T. We

assume that there is a QoS agent at every node. It has a QoS/Route Monitor unit that receives

QoS/LSU updates from the network on a periodic or triggered basis. The QoS information

available at a node is the QoS information of the link from it to the next node. There can be

several connections passing through a node at any given time but there will be a single QoS

agent. In addition to its usual functions, this entity would also function as QoS manager or

Connection QoS Manager.

The QoS/Route Monitor would also send or receive the signalling messages required in our

protocol. These signals are exchanged on a control VC established at the time of connection

setup. Thiscontrol VC setup between the source and the destination is maintained throughout

the life of the connection. Upon receiving a signalling message on the control VC, the monitor

passes the signalling information to its protocol processing entity for processing.

Following are the key characteristics of our management system.

1. A single QoS agent exists at each node that manages all the connections.

2. There is a Connection QoS Manager (CQM) maintained at the source node of the con

nection and a QoS manager maintained at every cluster for managing QoS of that peer

group or cluster.

3. QoS agent of the source node acts as the CQM and QoS agent of the ingress node at

every cluster acts as the peer group leader or the QoS manager of that cluster.

Figure 5.2 shows the behaviour of QoS agent and CQM for a connection. The behaviour of
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Figure 5.2: Behaviour of QoS agent and Connection QoS Manager (CQM) of aconnection.

QoS manager is similar but it is not shown in the figure. As shown in the figure that there is

aQoS/Route Monitor unit inside the QoS agent. This entity detects the violation in the QoS
and initiates the adaptation protocol as described below in the next sub-section. This entity
also receives routing related information which it passes to the QoS Route Manager unit that
manages the QoS routes.

5.3.2 Description of the Protocol

As discussed above there are two categories of QoS parameters - concave and additive. The

QoS violation may occur in both types ofQoS parameters.
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(a) When a violation in the concave QoS parameter (i.e. bandwidth) isdetected by the QoS

agent then the end-to-end QoS cannot be satisfied completely. Therefore a QoS renegotiation

mechanism is required. Hence, the QoS agent sends achange QoS request signal to the CQM.

The CQM on receiving this signal tries a different QoS configuration for example, an alternate

QoS configuration or route to the destination that satisfies all QoS constraints or the end-to-

end QoS requirements. If the CQM cannot find a QoS configuration or a QoS route to the

destination then it lowers the QoS metric i.e. the bandwidth below the acceptable limit and

establishes a connection based on this metric, transfers traffic on this connection and informs

the user or the application which may decide to keep or reject this new connection and abort,

(b) When the QoS violation is detected in a QoS parameter that has the additive concatenation

property (e.g. delay or cost), the protocol for QoS adaptation works as described below.

1. When a QoS agent detects a QoS violation, that is, it can no longer contribute towards

the end-to-end QoS, it computes a violation degree. The violation degree is difference

between the targeted QoS and the actual measured QoS. It then sends a violation signal

to the next node with in its cluster. The QoS agent of this node now attempts to reserves

resources to completely compensate the violation. This agent would be able to either

completely or partially compensate for the violation. It may also fail to compensate

the violation if it is at its maximum utilization. It would next compute a violation degree

which would be the remaining QoS to be compensated and send further aviolation signal

tonext node under that connection which would then attempt tocompensate theviolation

and so on till the last node of the cluster. If the violation is completely compensated i.e.

the violation degree becomes zero or the violation signal reaches the end node and still

violation degree is not equal to zero, a signal containing the remaining violation degree is

sent to the QoS agent from where the violation signal had been originated. This scheme
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^ succeeds if the violation degree becomes zero.

2. When the above QoS adaptation scheme fails i.e. the violation degree is not equal to zero,
the originating QoS agent sends the violation signal containing the remaining violation
degree to the CQM. The CQM checks then the resource availability at all clusters by
sending proper signals to the respective QoS managers. These QoS managers collect the
QoS information from their agents and send it to the CQM. The CQM then computes
the necessary QoS changes for every cluster and sends the QoS change signal to the QoS
manager of that cluster. On receiving the QoS change signal from the CQM, the QoS
manager at each cluster requests its QoS agents to commit the changes.

3. If the CQM fails to compute suitable QoS changes for peer groups then QoS renegotiation
is required. CQM tries an alternate QoS configuration to satisfy end-to-end requirements.

* If that is not possible, the CQM lowers the QoS metric by asuitable value, establishes
anew connection, transfers the traffic on it and informs the application i.e. higher layer
which may decide to keep orreject this new connection.

5.3.3 Signalling Messages

To facilitate the functioning of the protocol described above, several signalling messages are
needed. The signalling messages characterize different control mechanisms required for the
protocol and the network. Each signalling message is arequest for aspecific function or it is
a response to a specific request. Asignalling message is composed of a number of informa

tional elements (IE) with each IE identifying aspecific aspect of the function requested by the
message. The following IEs are used in the signalling messages,

a) Connld - Identifier for the connection
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b) Agentid -Identifier for the QoS agent (including that of QoS manager) \
c) ViolationDegrcc -Difference between the desired QoS and the currently provided QoS
d) MaximumQoS -Maximum amount of QoS that could be supported by some agent

e) QoSToSupport -Amount of QoS needed to be reserved by acluster as computed by CQM
0LowerQoS -QoS for alternate degraded QoS configuration tried by CQM.

The signalling messages arc described as follows.

1. VIOLATION(ConnId, Agentid, ViolalionDegree)- When aQoS violation is detected

by aQoS agent, The violation could be in either concave or additive parameter. If the violation
is in the additive parameter then the QoS agent needs to computes aviolation degree that is
equal to the difference between the targeted QoS and the actual measured QoS. This signal is
then sent by the QoS agent to the next node in its cluster. This signal is also generated by the

last node of the cluster. ^

2. REQUEST_RESOURCE(ConnId, Agentid) -This signal is sent to QoS managers of all
clusters except to the one from where the violation signal was originated. Through this signal
CQM solicits from all other QoS managers information about the maximum QoS that they can

support.

This similar to triggering the QoS managers for generating link state updates (LSU s) but with

maximum QoS contribution information. Agentid is for identifying QoS managers. r

3. QOS_AVAILABLE(ConnId, Agentid, MaximumQoS) -When the REQUEST_RESOURCE
signal is received, the QoS manager computes the maximum QoS that it can contribute and in

forms CQM using this signal.

The MaximumQoS element sent by a QoS manager could be zero.

4. CNF_QOS(ConnId, Agentid, QoSToSupport) - CQM on receiving QOS_AVAILABLE

from all the requested QoS managers, decides the best QoS value for each QoS manager so
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that end-to-end QoS requirement may get satisfied. One approach is to distribute the required
QoS equally among the clusters. The QoS managers would then distribute the QoS among the
nodes in their respective clusters. This is QoS adaptation.

5. DEGRADE_QOS(ConnId, Agentid, LowerQoS) -When the effective contribution of each
QoS manager is negative, this means that QoS violation cannot be compensated. The CQM
then tries alternate QoS configuration for the application between end points. This is QoS
reconfiguration.

If the alternate configurations are impossible then this signal is sent by CQM to QoS managers
to lower QoS by aminimum value and the application is informed. This is called graceful
degradation.

6. ABORT_CONNECTION(ConnId, Agentid) -If the application decides to reject the new
degraded QoS configuration then CQM sends this signal to all peer leaders to abort the connec
tion (Connld).

Table 5.1 summarizes the types of signals and their definitions for QoS agents and QoS
managers. Some of the signals will be sent to all agents except to the one that detected a
violation. Similarly, certain signals will be sent by all agents except the one that had detected a
violation.

5.4 Unified Model for Managing QoS

We have assumed that there is aQoS agent at every node that monitors and collects the QoS
information available at that node. We propose anew model for quality of service manage
ment that has QoS agent as the crucial entity in the model. This model integrates the resource
allocation/buffer management schemes for providing QoS, the QoS route manager that han-
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Signal Message Type Informational

Elements

Definition Comment

VIOLATION Connid,

Agentid,

ViolationDegree

On detection of QoS violation, this

signal sent to next node / CQM

Sent by agent that de

tected violation or last

node of the cluster

REQUEST_RESOURCE

«

Connid, Agendd On receiving violation signal CQM

solicits from other QoS managers in

formation about the maximum QoS

that they can support

Sent to the other QoS

managers except to the

one from where violation

signal received
QOS_AVAILABLE Connid,

Agendd,

MaximumQoS

On receiving request resourcesignal,

different QoS managers inform CQM

about their maximum contribution

Sent by all QoS man

agers that received re

quest to contribute more

QoS

CNF_QOS Connid,

Agentid,

QoSToSupport

CQM decides best QoS value for

each QoS manager to be allocated

therein to satisfy end-to-end require
ments

Sent by CQM to QoS

managers for contribut

ing QoSToSupport

DEGRADE_QOS Connid, Agen

tid, LowerQoS

When effective contribution of each

QoS manager is negative and alterna

tive configuration is impossible then

CQM sends this signal to degrade
QoS

Sent by CQM to QoS

managers (peer group

leaders) to lower QoS

ABORT_CONNECTION Connid, Agentid CQM sends this signal to various

peer leaders to abort connection

Application decides to

abort the new degraded

QoS configuration

Table 5.1: Signal message types and definitions.
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QoS Agent

QoS Route ' .
Manager

(Precomputed /
On Demand) t*"

Protocol

Processing

QoS / Route
Monitoring

Update
QoS / LSU

ATM Driver / Signalling and
Resource Allocation / AAL Support

Figure 5.3: Model of the QoS Agent maintained at every node

dies pre-computed/on-demand QoS routes and Protocol Processing entity that adapts to QoS
violations or system initiated renegotiation. Some of these entities could be part of switch soft
ware or switch OS. The resource allocation method may be performed in conjunction with rate
control methods is necessary for QoS conformance. This has to be done at cell level or the
transport level.

The entities QoS Route Manager and Route Setup shown in dashes in Figure 5.3 are active
only when the node is the source node of aconnection. When anode becomes asource node
or needs to compute QoS routes, QoS Agent acts like the Connection QoS Manager (CQM).
Figure 5.4 shows the proposed unified model of the Connection QoS Manager.
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Applications

'Pt/|Call Accept

Reject

QoS Mapping

I
,, Connection Manager \i

QoS Route
Manager

(Precomputed /
On Demand)

Route Setup
(PNNI Setup)

Response Request

Protocol

Processing

QoS / Route
Monitoring

Update

QoS / LSU

ATM Driver / Signalling and
Resource Allocation / AAL, Support

Figure 5.4: Model for Connection QoS Manager
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4

5.5 Discussion and Conclusions

The protocol discussed in section 5.3 was implemented on a simulated ATM network. The

main advantage of the PNNI protocol is that itprovides distinct administrative domains for each

cluster. This helps in separating the management costs per cluster basis. The proposed protocol

for the QoS adaptation may be used for revenue maximization of the network. The concept

of QoS improves the network resource utilization. Though the topology of the network can

change but it is relatively infrequent compared to those QoS constraints like bandwidth or delay.
Therefore QoS adaptation and QoS renegotiation scheme become important. These schemes

are also important, as they can be more frequent compared to the connection establishment as

connection establishment involves extra overhead of allocating VCs and state creation in the

switches. We suggest that the unified model for the management of QoS techniques which
includes schemes proposed by us should be implemented.
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Chapter 6

Conclusions and Scope for Future Work

6.1 Conclusions

In this thesis we have investigated schemes for the quality of service management in ATM

networks. An efficient scheme for the provisioning of QoS parameters through resource al

location and buffer management has been proposed. This scheme can be integrated with cell
scheduling schemes like rate based scheduling. We have proposed apre-computation algo
rithm for determining quality of service routes. The results of the comparative study made with
the traditional Modified Bellman-Ford algorithm show that the performance of the proposed
algorithm is better.

The pre-computation of QoS routes provides alternate QoS configurations. When aQoS
reconfiguration is required the choice could be to use an alternate route if available or to lower

QoS on the existing connection. Aprotocol for adaptation of quality of service has been pro
posed that accommodates to the QoS violations and performs graceful degradation of the qual-
ity of service.
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The majorfindings of our workcan be summarized as follows:

1. Forthe provisioning of quality of service parameters dynamic bandwidth allocation and

buffer management is required.

2. The buffer management with proper allocation policies should be incorporated inside

ATM nodes so as to satisfy QoS.

3. The Modified Topkis algorithm proposed by us for finding /c-constrained QoS routes

has better performance than the generally used Modified Bellman Ford algorithm. The

connection blocking rate of the proposed algorithm is lower compared with Modified

Bellman Ford algorithm.

4. On-demand QoS routing has much lower connection blocking rate however this algo

rithm requires route computation on every request. We found that the pre-computation

schemes can have smaller computational times than on-demand routing.

5. There is a considerable performance gap for the QoS routing algorithms. The perfor

mance of these algorithms varies according to the network load and topology.

6. We have proposed a protocol for QoS adaptation with renegotiation in ATM networks.

This protocol can be used for QoS adaptation and QoS reconfigurations.

7. For quality of service management in ATM networks, we propose a unified model for

QoS management that integrates resource allocation/buffer management schemes for

providing QoS, QoS route manager that handles pre-computed/on-demand QoS routes

and Protocol Processing entity that adapts to QoS violations or system initiated renego

tiation.
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6.2 Scope for Future Work

As the high speed networks are deployed, newer applications are emerging like telesurgery and

continuous multimedia database access. These applications have stringent service requirements

and need efficient provisioning and management of quality of service. Hence QoS management

becomes critical for the overall performance in the network. We outiine following specific areas
in QoS management where further research is required.

1. Studies should be made to improve upon die resource allocation scheme proposed by us
to simultaneously satisfy different QoS parameters for different traffic conditions.

2. The pre-computation algorithms should be studied to find out the cost and otiier

heads, and determining the optimal level of pre-computations.

3. Efforts should be made to implement the proposed unified model for QoS management
ATM switch software (OS). Efforts should be made to design APIs at ATM switches that

implement the proposed adaptation protocol and the unified model for QoS management.

4. The cost-benefit analysis of alternate QoS configurations, QoS adaptation and reconfig
urations need to be investigated for the optimum use.

5. The differentiated services model recently proposed for the Internet does not rely on any
flow based state representation inside the core network and there are no explicit resource
reservations. Studies should be made to determine the performance of resource allocation

and other mechanisms for QoS in networks supporting differentiated services as against
the integrated services schemes. Studies should also be made for QoS management in
such networks.
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