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Abstract

Broadband applications over ATM networks generate traffic with varying traffic characteris-
tics. These applications specify the required service guarantees in terms of quality of service
(QoS) that the network has to provide. Several elements are needed to provide QoS guarantees.
Examples are QoS specification, Admission control, QoS negotiation, Resource allocation and
scheduling and Traffic policing. ATM networks should also support QoS adaptation and QoS
renegotiation techniques. To ensure that all such requirements are satisfied, quality of service
management is essential in ATM networks. The work presented in this thesis is an effort to
study and propose different mechanisms for the management of quality of service in ATM

networks.

In the first part, we propose a mechanism for QoS provisioning through dynamic bandwidth
allocation and buffer control. Satisfaction of the different QoS requirements is a resource al-
location problem. To make efficient use of resources and to satisfy QoS requirements like
CLR or delay, efficient bandwidth and buffer allocation methods are needed. We assume that a
large pool of buffer space exists that releases or receives back the buffer space as per requests
received for buffer allocation. Under the proposed scheme the allocated buffer space of the
connection is reallocated based on measurement of data from the system for certain time du-

ration. Our scheme is based on the fact that there exists a relationship between queuing buffer



size, cell losses and delay. This scheme provides optimal bandwidth and buffer allocation 10
satisfy multiple QoS namely cell loss ratc (CLR) and delay. We also investigate the use ol cell

loss priority (CLP) bit of cell header.

In the second part, we propose an algorithm for pre-computation of QoS routes. Path pre-
computation schemes benefit from having multiple candidate routes to each destination, to
balance the network load and have additional routing choices in case of a set-up failure. The
QoS constraints for traffic are interrelated in a way that is determined by the network scheduling

discipline. We have assumed that the scheduling policy in the network is rate based.

We compare the performance of our algorithm with that of pre-computation of k-constrained
QoS routes using modified Bellman-Ford algorithm and with on-demand routing to compute
route to the destination. We performed the simulation studies using minimum hop, widest-
shortest path and shortest-widest path optimality criteria on two different topologies namely
ISP and Switched cluster. We assume that a connection blocks after all k constrained paths
are exhausted and result in connection setup failure. In our simulation after a failure in route
extraction or connection establishment, the source triggers re-computation of the k constrained
paths. We also carried out an experiment where the pre-computation rate was fixed and the

link-state update period was varied.

In the third part we present a new adaptation protocol for QoS adaptation with renegotiation
that allows an ATM network to recover from the QoS violations in order to satisfy end-to-end
QoS requirements. Our protocol 18 applicable to PNNI based ATM network where the nodes
are grouped together in peer groups hierarchically. We assume that every node has a QoS/Route
Monitor unit that receives QoS/LSU updates from the network on a periodic or triggered basis.
In additionﬂ to its usual functions, this monitor would also function as QoS agent, QoS manager

or Connection QoS Manager depending on its location. The QoS/Route Monitor is responsible

vi



for sending or receiving the signalling messages required in our protocol.

There are two categories of QoS parameters that have been considered - concave and ad-
ditive. The QoS violation may occur in both types of QoS parameters. The protocol works
differently for each of these catcgories. To facilitate the functioning of the protocol, several
signalling messages have been defined. These signalling messages characterize different con-
trol mechanisms required for the protccol and the nctwork.

Finally, we conclude with a unified model for quality of service management in ATM net-
works that has QoS monitor as primary part of the ATM interface or switch. The model consists
of corﬁponents responsible for QoS provisioning, QoS monitoring and managing QoS routes.
The model is also responsible for processing the proposed adaptation protocol between end

points.
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Chapter 1

Introduction and Statement of the

Problem

1.1 Introduction

Asynchronous Transfer Mode (ATM) is the widely used packet switching and connection ori-
ented technology that meets diverse service and performance requirements of real-time appli-
cations using the broadband networks [86]. The traffic that these applications, for example
multimedia database access or interactive continuous media applications generate are of vary-
ing characteristics. For example, traffic generated by interactive data and video is highly bursty;
while some other traffic, such as large files, is continuous. In many data applications, real-time
delivery is not of primary importance, but high throughput and strict error control are required.
Some services, such as real-time video communications require error-free transmission as well
as rapid transfer. Some services, for instance, real-time voice require rapid transfer through

the network, but the loss of small amounts of voice information is tolerable. To provide a uni-



form [ramework for dillerent applications to specily required performance guarantecs and for
systems to provide the required guarantees, the concept of quality of service (QoS) was in-
troduced. QoS is the quantitative and qualitative specification of an application’s requircment
which a network should satisfy in order Lo achieve desired application quality. ATM supports
the quality of service that Ethernet or traditional IP networks cannot provide. This is the pri-
mary reason because of which issues related to QoS in ATM have been important and active

area of research for the past several years.

Each ATM connection contains a set of parameters that describes the traffic characteristics
of the source. These parameters are called source traffic parameters. These parameters along
with the required type of service and QoS parameters constitute the traffic descriptor for the
connection [7][94]. This set of parameters is then negotiated between application and the net-
work prior to conneclion establishment through signalling. If the negotiation is successful it
is called traffic contract. The quality of service requirements for applications in ATM or other
high speed networks are typically end-to-end requirements which impose corresponding per-
formance requirements on both the network and the end systems [4]. Additionally, efficient use
of network resources is desired for providing a cost-effective service. In the context of ATM
networks, typical QoS measures include average cell loss rate (CLR), cell transfer delay (CTD)
and cell delay variance (CDV). Network resources of interest include bandwidth requirements

at each physical links as well as buffer space and processing capability at each switching node.

A major issue for any network is to use network resources as efficiently as possible. Thus it
may be inferred that there are two aspects to QoS: applications specify QoS requirements and
networks provide QoS guarantees [48]. The notion of QoS used in data communications e.g. to
characterize the performance of data transmission in terms of throughput or delay do not cover

all the requirements of multimedia communication and are used at the transport level only. The



following elements in general are needed to provide QoS guarantees in ATM networks:

* "A QoS specification mechanism for the applications to specify their requirements

Admission control to determine whether the new application should be admitted without

affecting the QoS of other ongoing applications

QoS negotiation process to determine a set of QoS parameters acceptable for both the

application and the network with the aim to support as many applications possible

Resource allocation and scheduling to mect the QoS requircment of accepted applications

Traffic policing to make sure that applications generate the correct amount of data within

the agreed specification

ATM network contains both physical resources like buffers and logical resources like virtual
paths. Quality of service and bandwidth are mainly related to physical resources. ATM cell
occupies a buffer and cell transmission requires bandwidth. Thus buffer and bandwidth allo-
cation to cells is required. In order to satisfy different QoS requirements, efficient bandwidth
and buffer allocation methods are needed that utilize the available resources efficiently. Thus
resource allocation becomes a management problem.

Routing is also an important issue in establishment of a connection in any network. But
the routing protocols used in traditional networks are typically transparent to any particular
QoS that different packets or flows may require. Under QoS routing the paths for the flows are
determined based on some knowledge of resource availability in the network as well as the QoS
requirements of the flows. Thus it enables a provision where a route can offer the requested
QoS provided it has adequate available resources. QoS routing in the context of ATM based

high speed networks has gained tremendous attention in the recent years. QoS routing supports



alternate routing where if the best existing path can no longer provide the ncgotiated QoS or
cannot admit a new flow, some adequate additional path could be used if it exists. Thus, the
QoS routing could be very effective in increasing the network utilization.

In addition to the above basic clements, some other clements are also needed to meel diverse
requirements of BISDN applications. These elements are also special because the notion that
negotiated QOS for a connection remains the same for the lifetime of the connection is not

always valid for multimedia applications.

¢ A QoS renegotiation mechanism is required so that applications can request changes in

their initial QoS specifications.

e The actual QoS provided to the ongoing sessions should be monitored so that appropriate

actions can be taken in case of any problem in providing specified QoS guarantees.

e Graceful quality degradation techniques are required together with the above mechanisms

to provide satisfactory services to multimedia applications.

[tis evident from the above discussions that the proper management of QoS is significantly im-
portant for efficient network utilization and for satisfying the specified QoS requirements. The
management of quality of service involves all such techniques that contribute in providing the -
QoS guarantees to the applications. The QoS management techniques should be such that they -
should not get affected by the underlying protocols and mechanisms. We can therefore say
that quality of service management is concerned with identifying appropriate characteristics
and reserving the resources necessary to achieve the required functionality of a given service
and to optimize the overall system performance. Examples of QoS management funclions are
QoS ncgotiation, admission control, resource reservation, QoS mapping, QoS rencgotiation,

QoS monitoring and QoS adaptation. QoS routing mechanism is also considered as one of the



QoS management functions. Therc have been have efforts in providing different QoS manage-
ment techniques and QoS architectures have also been proposed but the performance of these

management schemes can be improved.

1.2 Statement of the Problem

In the present work we have attempted to investigate and propose mechanisms for QoS man-
agement in ATM networks. The main objective of the present research work can be described
by the statement of the problem which is expressed as follows “To investigate and propose
schemes for providing the quality of service guarantces, maintaining the guarantees through
QoS routing and managing these assurances under the conditions of violation and renegotia-
tion of traffic contract in ATM networks”. In order to explore the above problem, we divide it

into a small number of objectives. These objectives are specified as follows.
1. To investigate mechanisms needed in ATM networks for satisfying the quality of service.

2. To examine the provisioning of quality of service guarantees through resource allocation

and suggest improvements in existing techniques.

3. To investigate and propose algorithms for providing performance guarantees in’ ATM

networks through QoS routing.

4. To improve and / or propose mechanisms for the management of quality of service subject

to varying network conditions.

5. To propose a unified model for QoS management in ATM networks. This model should
support mechanisms for maintaining quality of service through QoS routing and should

be able to adapt to the renegotiation of traffic contract.



1.3 Organization of the Thesis

In Chapter 2 review and gencral considerations for the quality of service management in ATM
nctworks arc presented. We briclly discuss clements needed to provide QoS guarantees and
review the related rescarch reported by others. Chapter 3 proposes scheme for QoS provisioning
through dynamic bandwidth allocation and buffer allocation. In Chapter 4, we address the issuc
of QoS routing in ATM networks and propose an algorithm for pre-computation of QoS routes.
In Chapter 5, we propose a protocol for QoS adaptation with renegotiation. In the same chapter
we propose a unified model for QoS management to integrate proposed mechanisms for QoS.
In Chapter 6, conclusion of the whole work is explained and the scope for future research work

in this area 1s outlined.



Chapter 2

Review and General Considerations

The introduction of ATM technology has made it feasible to support high speed multimedia
applications like video conferencing or video on-demand. A key characteristics of these appli-
cations is that they have stringent service requirements which are specified in terms of quality
of service guarantees. The quality of service provides a uniform framework for different ap-
plications to specify required performance guarantees and for systems to provide the required
guarantees [39]. Multimedia applications specify the quality of service and the underlying net-
work is required to support not only the real-time communication but also the quality of service
[74]. In this chapter we briefly discuss clements needed to provide QoS guarantees and review

the work done in the area of QoS management.

2.1 ATM Traffic Management

Traffic management in communication networks deals with the controlled use of network re-
sources to prevent the network from becoming a bottleneck. In particular, when network re-

sources are allocated to more connection or traffic than they can effectively support, network



performance degrades. Therefore, it is necessary to manage resource utilization and control the
traffic so that the network can operate at acceptable levels even at times when the offered load
to the network exceeds its capacity. In ATM nctworks, the traffic management is difficult as

there are several aspects that affect the traffic management functions:

1. Various B-ISDN VBR sources generatc traffic at significantly different rates which also

have time-varying levels.
2. A single source may generate multiple types of traffic with different characteristics.

3. Different services have different types of QoS requirements at considerably varying lev-

els.

4. There is high delay-bandwidth product due to which there are very large number of cells
in transit at any time in the network. Also, large propagation delays compared with
small transmission times give rise to long periods between the onset of congestion and

its detection by the network control elements.

Functions related to the implementation of QoS in ATM networks are usage parameter con-
trol (UPC) and connection admission control (CAC). The UPC function (implemented at the
network edge) ensures that the traffic generated over a connection conforms to the declared
traffic parameters: excess traffic may be dropped or carried on a best effort basis that is the
QoS guarantees do not apply. The CAC function is implemented by each switch in an ATM
network to determine whether the QoS requirements of a connection can be satisfied with the
available resources. For non stationary traffic for example video, due to change in long term
activity, it is generally not possible to find a single UPC that results in uniform quality for

the entire duration of the session without significantly over-dimensioning the initially declared



UPC. Therclore bandwidth rencgotiation is needed so as to simultancously achicve high net-
work utilization and maintain acceptable performance. The UPC is intended to control the
traffic offered by an ATM connection to ensurc conformance with the negotiated traffic con-
tract. Considerable attention has been made to provide efficient connection admission control

schemes so that the objective that a traffic source will never be able 1o exceed the traffic contract

is met [24][25][26][46][61][81][91].

2.1.1 Traffic Conformance

A traffic contract specifies the negotiated characteristics of an ATM layer connection at a user
network interface (UNI). A typical traffic contract consists of a connection traffic descriptor
and a requested QoS class for each direction of the ATM layer connection and shall include the
definition of a compliant connection. The connection traffic descriptor consists of all param-
eters and the conformance definition which is used to specify unambiguously the conforming

cells of the ATM connection that is

e the Source Traffic Descriptor i.e. traffic and QoS parameters

e The CDV tolerance

o the Conformance Definition based on one or more applications of the Generic Cell Rate

Algorithm (GCRA). This is used to specify unambiguously the conforming cells of an
ATM connection at the UNI.

The UNI specification places no restriction on the possible combinations that a user may request
for QoS class and parameters in the connection traffic descriptor. In order to achieve the desired

QoS, ATM end-point may use a function called traffic shaping. This mechanism attains desired



characteristics for the stream of cells emitted into a connection. Examples of traffic shaping
are peak cell rate reduction, burst length limiting and reduction of cell élumping duc to CDV
by suitably spacing cells in time. Traffic shaping may be performed to remain in conformanc¢
with the connection traffic descriptor and associated parameter values that were negotiated with

the network.

2.1.2 ATM Traffic and QoS Parameters

Each ATM connection contains a set of parameters that describes the traffic characteristics of
the source. Source traffic parameters, coupled with CDVT (cell delay variation tolerance) and
Conformance definition parameter. Not all these traffic parameters are valid for each service
category. When an end-system requests an ATM connection (SVC) to be set up, it indicates
to the ingress ATM switch the type of service required, the traffic parameters of data flow and
QoS parameters. The traffic parameters consists of these parameters: Peak Cell Rate (PCR),
Cell Delay Variation Tolerance (CDVT), Sustainable Cell Rate (SCR), Maximum Burst Size
(MBS) and Minimum Cell Rate (MCR).

The existing QoS model in broadband ATM networks consists of five service categories
[6]. These categories are differentiated according to whether they support constant or variable
rate traffic and real-time or non real-time constraints. The service parameters include a char-
acterization of the traffic and a reservation specification in the form of QoS parameters. Also,
the traffic is policed to ensure that it conforms to the traffic. ATM provides the ability to tag
non-conforming cells and specify whether tagged cells are policed and dropped or provided
with best effort service. Under the UNI specification, the service categories are constant bit
rate (CBR), real-time variable bit rate (rt-VBR), non real-time variable bit rate (nrt-VBR), un-

specified bit rate (UBR) and available bit rate (ABR). Table 2.1 describes the characteristics of
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Class Characteristics
Constant Bit Rate (CBR) Real-time applications requiring QoS guar-
antees (CTD, CDV and CLR)

Real-Time Variable Bit Rate (rt- | Real-time applications requiring QoS Allows

VBR) statistical multiplexing guarantees (CTD,
CDV and CLR)

Non-real-Time Variable Bit Rate | Suitable for non real-time bursty traffic

(nrt-VBR) (CTD,CLR). Allows statistical multiplexing

Available Bit Rate (ABR) Feedback control of transfer rate

Unspecified Bit Rate (UBR) Connectionless data traffic, Delay tolerant,

Best effort service, no bandwidth reservation
or QoS guaranlee required

Table 2.1: ATM service classes.

the ATM service classes.

A network may support any subset of the possible values for each of the QoS parameters.
The QoS parameters characterize the network-level performance in terms of cell loss ratio
(CLR), cell delay variation (CDV), maximum cell transfer delay (max CTD), and cell error

rate (CER):

e Cell Loss Ratio (CLR): It is the value of the ratio of the number of cells lost to the total
number of cells transmitted by the source end station that the network agrees to offer as

an objective over the lifetime of the connection.

e Cell Delay Variation (CDV): It determines variance in the cell delay i.e. the amount of

Jitter.

* Maximum Cell Transfer Delay (max CTD): It is the sum of the cell delay on a switch-

by-switch basis along the transit path of a particular connection.

e Cell Error Rate (CER): It is the ratio of the number or errored cells to the total number of

cells transmitted by the source end station that the network agrees to offer as an objective
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Attribute ATM Service Category
CBR | rt-VBR | nrt-VBR | UBR | ABR
Traffic Paramelers

PCR and CDVT | Yes Yes Yes Yes Yes
SCR and MBS n/a Yes Yes n/a n/a
MCR n/a n/a n/a n/a Yes

QoS Parameters T
. Cpv Yes | Yes | No [ No | No
| Max. CTD Yes Yes No No | No
| CLR | Yes Yes Yes No | No

Table 2.2: ATM traffic and QoS parameters.

over the lifetime of the connection.

Table 2.2 summarizes the traffic descriptor and QoS parameters relevant to each category within

traffic management specification version 4.0 [7].

2.2 Service Disciplines

The term guaranteed service has been defined in [108]. To provide real-time guarantees in
high speed networks packet-scheduling or queue service disciplines have been developed. The
scheduling or queuing discipline for each class of cell allocates a bandwidth to the class dy--
namically where each class typically correspond to each ATM-layer service. The scheduler -
thus moves the bandwidth boundary between classes. The new packet scheduling disciplines
are the rate based schemes that designed for fast packet networks like ATM. In [123], a survey
is presented on various service disciplines for both work conserving (non-idling) and non-work
conserving disciplines. It also compares different characteristics and trade-offs involved in the
service disciplines. Rate based service disciplines control traffic burstiness and support deter-

ministic delay and jitter bounds in fast packet networks: To guarantee delay bounds the traffic
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scheduler has to ensure that flows receive their guaranteed share of the link bandwidth. The fair
queuing systems provide rate guarantees or distribute bandwidths depending on flow’s state. A
fair queuing need act only when all connections arc backlogged and then provide rate guar-
antees. In [62], a scheme for rate based scheduling has been presented. Parekh and Gallager
[88] provide a theoretical background to generalized processor sharing (GPS) scheme. GPS is
an ideal work conserving scheme that has been emulated for providing [air qucuing. Several
schemes have been proposed for providing QoS guarantees using fair queuing service disci-
plines [124][111][4][35]. Some new schemes are also proposed for work conserving [59] and
non-work conserving [119][71] for scheduling schemes. A scheme was presented by Ferrari
and Verma in [40] for providing real-tite services in packet networks. Their procedure is to
conduct tests on the channel to determine feasibility for providing performance guarantees and
then to run connection establishment process on per node basis. Guerin and Peris [52] iden-
tity different approaches and mechanisms used in packet networks to provide QoS guarantees.
They consider different scheduling policies for packets - FCFS, Fair Queuing, Earliest Dead-
line First etc. and buffer management policies like Early Packet Discard (EPD), Random Early
Discard and Fair Random Early Drop (FRED). They also suggest that the buffers may be par-
tittoned among each of the virtual circuits on the connection but compared with the case when
the buffers are shared the loss probability would be higher. They further suggest that the buffer
management schemes should ensure that service guarantees are met, so cells are not dropped.
They propose that systems that cannot or are incapable of maintaining individual flow state in-
formation, the QoS guarantee provisioning to individual flows becomes difficult. Accordingly

per flow buffer accounting should provide better performance, when excess traffic is there.

The traditional method of providing QoS guarantees is the integrated services or the intserv

model also called the per-flow model which provides QoS to individual traffic flows. The
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intserv model suffers from a drawback of maintaining vast amount of state information in the
network for the individual flows. In the differentiated services or the diffserv model proposed
for the Internet, service guarantees are given to aggregale flows, rather than on a per flow basis

[90][15][23].

2.3 QoS Guarantees through Resource Allocation

ATM network contains both physical resources (e.g. buffers and bandwidths) and logical re-
sources (e.g. virtual path identifiers and virtual channel identiﬁer’s). The QoS and bandwidth
are mainly related to physical resources. The objects that use a]locatéd physical resources in
an ATM network include cells, bursts, virtual channel (VC), virtual path (VP) and signalling
message. A cell occupies a buffer and cell transmission requires bandwidth. Thus it means that
both the buffer and bandwidth allocations to cells are required. When a connection is setup,
virtual channel and virtual paths are established between the end points. The stream of cells
flowing in a VC/VP consume buffers and the transmission of cells require bandwidth. Buffers
and bandwidth are allocated to each cell and each burst by allocating buffers and bandwidth to

the VC/VP containing the cell or burst.

It is clear from the foregoing discussions that the satisfaction of different QoS requirements
is a resource allocation problem. To provide QoS guarantces ATM networks allow applications
to reserve resources for network connections based on traffic parameters [68] [75] [99] [118]
and [125]. Saito[102] studies bandwidth allocation schemes and considers static and dynamic
allocation strategies for both VC and VP connections. They also consider dynamic bandwidth
allocation for dynamic admission control algorithm (dynamic CAC) and for controlling source

rate in ABR. [97] present end-to-end QoS allocation policy using weighted round robin scrver
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as cell scheduler. The scheme uses deterministic bandwidth reservation (CAC) at VP level and
statistical multiplexing of VCs within each VP. In [96] admission control schemes and routing
algorithms arc presented for heterogencous traffic. The notion of cffective bandwidth was
proposed by Guerin et. al. [49] order to provide statistical guarantees. The effective bandwidth
for a source is the amount of bandwidth that must be allocated to the source at each node and

is based on its PCR, mean cell rate and average duration of a burst period.

Gun and Guerin [53] present methods for bandwidth management and congestion control
using buffered leaky bucket and packet spacer schemes in high speed networks. Some algo-
rithms for bandwidth allocation to the video sources multiplexed at the source node of an ATM
network have been presented in [30]. For the purpose of allocating bandwidth, the time is par-
titioned into cycles and each cycle is partitioned into slots corresponding to cell transmission
time. So the bandwidth is allocated to a connection depends on slot and cycle lengths. Reninger
et. al. [100] propose a bandwidth renegotiation scheme for VBR traffic by monitoring VBR
bit stream and by computing its parameters it determines new service rates to reduce buffer
requirements at different renegotiation rates. New structures for ATM switch have also been

proposed that conserve cell queues and schedule cell departures [63].

Schemes have also been proposed that monitor the buffer occupancy and decide call ad-
mission and cell routing. Marsan et. al. [80] present cell-level and call-level ATM network
simulation tools to analyze different network behaviours. Yaprak et. al. [122] propose dynamic
buffer allocation to different output ports of a switch with real-time and non real-time input
traffic. They also propose a cell accommodation rule to an incoming cell to shared buffer with
dynamic threshold updates. Similar kind of schemes have been proposed by [8],[32],[65],[72],
[92] and [113] where the performance analysis of various priority queuing strategies and buffer

allocation protocols is done and effort is made:-to optimize discarding threshold values and
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queuc lengths.

Schemes have been uscd |17](69] to analyse delay-loss priority control mechanism for
classes of arrival streams namely delay-sensitive real time traffic and loss-sensitive non real-
time traffic. [120] employs a buffer allocation scheme based on complcte sharing with virtual
partition. In their method the buffler is shared by different types of cells such that underutilized
buffer segments can be utilized by an over-subscribing traffic. The new cell arrivals belonging
to the under-subscribed traffic push-out excess cells of other traffic types. The scheme proposed
in [28] is to dynamically adjust queue threshold for rate based fow control in closed-loop sys-
tem like ABR. The work ol [95] uscs CLP bit present in the header of ATM cell to maximize
revenue or the network utilization. Arivals from different links to an ATM multiplexer or
output queue are modeled as 2-phase MMBP. They study the queuing buffers under PBS and
PBS+PO selective discarding schemes. The method proposed by Rampal et. al. in [98] dynam-
ically obtains the minimum bandwidth nccessary to satisfy a specified QoS for a given arbitrary
source. It adjusts the instantancous service ratc of a finite buffer queue dynamically in order to
meet a specified QoS performance measure. Choi and Kim [27] propose an optimal bandwidth
and buffer allocation method that satisfics both CLR and delay requirements of applications,
Their queuing model is queue with separate buffers. To find out the optimal buffer size in or-
der to satisfy QoS requirements the mathematical relationship between required bandwidth and

allocated buffer size is known in advance.

2.4 Routing in ATM networks

To reduce the size of routing tables and the complexity of network functions the concept of

virtual paths (VPs) is introduced in ATM networks. A VP is a logical direct link between
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two nodes in the network that avc connected via two or more sequential physical links. The
connections using the links between the two end nodes that a VP defines are bundled together
and transported with a virtual path identifier (VPI) common to all virtual channels (VCs). The
cells belonging to different VCs are switched using this common VPI along the nodes of the
VP, reducing the routing table size. A VC or a connection or a call are considered synonymous.
All the VCs on a VP share a buffer space that is dedicated to the VP. A VP network can actually
be modeled as a dirccled graph ol nodes and cdges where nodes represent swilches and edges

represent directed VPs.

2.4.1 PNNI Protocol

The ATM Forum which is a consortium of telecommunication vendors has specified Private
Network Node Interface (PNNI) that uses source routing among switching systems, in which
a switching system is onc or more ATM switches. It is the standard for use between private
ATM switches and groups of private ATM switches and defines the interface between switch-
ing systems including the routing framework required for the interoperability among different
switching systems. PNNI uses sourcce routing i.e. the switching system that a connection re-
quest originates from its UNI is responsible for finding the end-to-end path to the destination
cnd station. The routing schemc is based on the principles of link-state routing. Each swilching
system broadcasts link-state information about the outgoing links attached 1o it using link-slate
update (LSU) message to other switching systems in the network. Each switching system
maintains a topology database that contains link-state information about the links in the net-
work database whenever it receives an LSU. The topology database is the set of resources e.g.
nodes, links and addresses which define the network. Resources are qualified by defined sets of

metrics and attributes (delay, available bandwidth, jitter etc.) which are grouped by supported
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traffic class.

Nodes in PNNT protocol are collected into peer groups. All the nodes within a peer group
exchange link information and obtain an identical topology database representing the peer
group. Within a peer group, cach nodc has the description of the topology of the peer group
including descriptions of all nodes, links and destinations that can be reached from each node
and the status of nodes between the nodes. The operation of PNNI routing in a parent group
attempts to collapse a child peer group into a single node. However the route through an in-
dividual peer group is always completed locally by an entry border node of that peer group.
Route computation algorithms are not specified in the PNNI protocol. The only requirement is

that the selected route must be able to support the QoS requirements of the connection.

The PNNI specification is sub-divided into two protocols: a signalling and a routing pro-
tocol. The PNNI signalling protocol is used to establish point-to-point and point-to-multipoint
connections and supports source routing, crankback and alternate routing. PNNI allows each
implementation to use its own path computation algorithm. After finding the route, the source
node uses PNNI signalling to request connection establishment from intermediate nodes along
the route. Each node processes received connection request messages, makes connection ad-
mission decision and passes the signalling message to the next node along the route or denies

the connection request and sends a reject message to the preceding node.

Along with QoS parameters another metric which is used by PNNI to compute routes is the
administrative weight. This quantily indicates the relative desirability of using a link or node.
The weights of all links at a particular layer arc same. These weights are set by the network
operator. The administrative weight is also associated with every layer. The administrative
weight of a layer is computed as the aggregate of the weights of the actual routes at the lower

layers relative to that layer. Therefore its value grows with the layer index. The aim of the
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route selection process in PNNI is to identify fcasible route (satisfying QoS requirement) with

minimum administrative weight. Thus it becomes N P complete problem.

2.4.2 QoS Routing

In traditional networks, the routing algorithms implemented are variants of shortest path al-
gorithms that route packets from source to destination over a least cost path and they mainly
differ in the cost criteria used. Some networks use fixed cost for each link in the network
while some others use some measurcd metrics such as congestion, mean delay and link utiliza-
tion [103][110](112][114]. The routing decision place also varies among different networks
(791(13]{14][29][34][121]. In some networks, cach node has the responsibility of selecting an
output link for routing packets as they arrive, referred to as distributed routing. On the other
hand, in centralized routing, a central node is responsible for making all routing decisions.
Under source routing strategy as followed in ATM, the originating node determines the com-
plete path [58]. There is another strategy called flooding which is a distributed QoS routing
technique.

Source routing could be static or dynamic depending on whether link-load information is
used for path computation or not. In the static routing, static topology information is used in
choosing a route. In case of dynamic routing, the information on the available resource on
each link must be distributed throughout the network, so that any source can have access to the
correct information on the resources available in the network. The information distributed is
called link-state and thus source routing is also called link-state routing.

In conjunction with resource reservation and admission control, finding a route which can
provide user-requested QoS is an issue. QoS based routing is a routing mechanism under which

paths for flows are determined based on some knowledge of resource availability in the network
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as well as the QoS requirements of Nows. 1t cnables a provision where a route can offer the
requested QoS provided it has adequatc available resources. If during the connection time the
assigned route can no longer support the QoS parameters then the connection is not terminated
but rather it should be assigned another conforming route.

QoS based routing extends the current routing paradigm for both unicast and multicast ATM

networks in three basic ways

e Additional routes are available to support B-ISDN traffic and routing metrics e.g. delay

and available bandwidth. If routing metrics change then routing tables must be updated.

e Traffic will be shifted to better available path as soon as it is available. However fre-

quently changing routcs can increase delay variation and jitter.
e If best path is not available then adequate alternative path can be used, if it exists.

One common set for QoS specifications in ATM networks could be Cell Loss Ratio (CLR),
Cell Transfer Delay (CTD) and Cell Delay Variation (CDV). QoS based routing cannot support
QoS requirements that cannot be meaningfully mapped onto a reasonable combination of path
metrics. There can be three approaches to QoS requirements of any connection or flow. The
first approach is to allow flexible combination of parameters where different parameters are
ordered by priorities. The second approach is to combine QoS parameters into single value.
The third and the last approach is Lo consider a used parameter set of QoS paramcters where
parameters are treated equally. QoS of a route is then based on this set. These approaches
however reduce the degree of frecedom in the route selection, because information about the
actual QoS }equirements are not known before the connection request arrives.

One of the earliest work in QoS routing is by Wang and Crowcroft [117]. They show that

finding QoS routes with multiple constraints simultanecously is N P. They present shortest-
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widest and bandwidth-delay constrained paths for distance vector and link-state and hop-by-
hop methods. Crawley [33] define and considers various issues involved in QoS routing in
packet networks including ATM networks. They also discuss issues involved in interdomain
and intradomain routing. A different method for computing QoS routes is suggested by Vogel
et. al. in [116]. Here all parameters arc considered equal. Thus better- suited path selection
1s based on comparing all parameters simultancously i.e. using AND operator. In case alter-
native routes exist, parameter sets have Lo be compared. A relative quantity called availability
15 introduced. Path computation is then based on comparing the minimum of availability pa-
rameters for all parameter sets. That palh is refused which has the lower value of availability.
Alternatives are also suggested in case minimum availability of two paths is equal. Scheduling

schemes have also been suggested that obtain oplimality criterion for path selections [82][87)].

Orda [87] considers rate based schedulers for finding constrained paths. The work by Ma
and Steenkiste in [76] is Lo identify means of determining QoS routes meeting multiple con-
straints. They describe four optimality criteria for path selections based on rate proportional
service discipline and simulate them for two types of network topologies. They use iterative
Bellman Ford algorithm to solve multiple constraints as it provides minimum hop objective in-
herently. Apostolopoulos et. al. [2] provide an excellent study on QoS routing and its overhead.
They employ a disjoint multipath topology to pre-compute multiple disjoint paths. Chen and
Nahrstedt[19] overview and present a good survey on different QoS routing algorithms. They
later define multi-constrained path problem for QoS routing and present routing algorithm with
polynomial time complexity [22]. In this work they consider delay and cost constraints which
are both additive parameters. They also present distributed QoS routing algorithm algorithms
[21] and [20]. In the latter work they use bandwidth metric. Constrained routing algorithms

have also been presented in [36] [64] [84] [83] and [70]. They consider several path selection
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algorithms for multiple constraints and determine QoS guaranteed and best-effort routes for
various load conditions [77][78].

Sivabalan and Mouftah [109] investigate the impact of alternate path routing on network
performance and suggest schemes o control the performance degradation at higher loads. Ef-
ficient algorithms for finding k-shortest paths from one node to all other nodes are presented in
[115] and [73]. Guo and Matta [54] find out k& delay-cost constrained routes by computing the
path weight as a function of both path cost and delay. In [3] issues in pre-computation of QoS
routes are considered. QoS routing with on-demand and pre-computed path selections has also
been considered in [S1]. They consider rate based scheduling to handle delay constraint.

Route pre-computation for QoS routing has also been considered in [106]. They also study
the effect of link state update (LSU) policics on the performance of their algorithm. Some new
LSU generation techniques are presented in [93]. They use both triggered and periodic update
strategies. The effect of frequency of LSUs on QoS routing has also been considered in [1],
[105] and [107]. [50] study the complexily of rate based and delay based model for inaccurate
or stale link states. [66] suggests to distribute link state information by flooding where inter-
mediate nodes do not keep link state information but keep minimum-hop path through each
outgoing link to every other node. In [37] algorithms for QoS routing with multiple constraints
are presented. To remove inaccuracies in the link state information, they use triggered updates.

[5] is a similar study where they consider different traffic sources and path selection algorithm.

2.5 QoS Management

As discussed in the previous chapler, the quality of service is the collective effect of service

performances which determine the degree of satisfaction of a user of the specified service. The

22



role of QoS negotiation is to [ind an agrecement on the required values of QoS parameters be-
tween the network and the users. The role of QoS adaptation is to keep providing the negotiated
quality of service, eventually lowering it in case when resources arc not available. The rene-
gotiation may be user-initiated that is the user requests a better quality or it may be network
initiated that is the network can no longer support the negotiated QoS and quality drops below
the acceptable limit. In such a casc, the user is asked (o accept a lower quality. Some funda-
mental schemes for graceful adaptation of QoS of a real-time connection to modify the route
established for a channel can be found in [89]. They propose an adaptation policy where the

needed resources are equally divided among the clients those consent to adaptation.

Campbell et. al. [16] present a gencralized [ramework to QoS and evaluate various QoS
architectures in distributed multimedia systems. In general QoS architectures couple path es-
tablishment and resource reservation however some architectures like IETF Intserv model de-
couple them and then provide QoS. IETF intserv model provides soft QoS via RSVP and IPv6
flows. According to [16], QoS management can be divided into two categories static and dy-
namic. They involve activities that allow the support by the service provider of the desired
QoS. The static QoS management techniques include QoS mapping, admission control and
resource reservation. Dynamic QoS management include QoS monitoring, QoS maintenance
(adaptation / renegotiation). Some fine grain schemes for QoS maintenance are loss via buffer
manager, queuing delays via flow schedulers and throughput via flow regulators. The work
presented by Hafid et. al. in [56] is an excellent reference on quality of service management in
distributed multimedia applications for dynamic QoS management. They extensively study the
issues in QoS architectures and QoS management techniques. [47] and [101] propose models
to establish and manage data session flows and maintain QoS. Hafid et. al. present in [57] anew

negotiation approach to QoS based on duration of the requested service. Their approach uses
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QoS manager and agents to calculate amount of resources required to be reserved for providing
the desired QoS. It uses the available QoS projections of involved components to provide the
cnd-to-end &)oS requircments of the user. In a related work'by [55] and [12] identify character-
istics and properties of multimedia applications and propose techniques for graceful adaptation
of QoS. The work of [11] is similar in spirit to these works of providing dynamic schemes for
QoS adaptation with renegotiations. An architecture for QoS management is also proposed in
[41]. Their scheme is based on distributed and coordinated QoS management by using agents

located on all the nodes of the system.

In [42] schemes for QoS management for multimedia applications in the MBONE environ-
ment are implemented. A graphical uscr interface is available to give users the ability to specify
the desired quality of service. A language system called QUAL is described by Florissi and
Yemuni et. al. in [43] where QoS attributcs are specified via language constructs and system is
monitored using dedicated monitoring processes called CMP. Their system is based on SNMP
protocol for network management and it augments the management information base (MIB)

that contain application statistics to include information about application QoS for global use.

The QoS manager as a separate entity is is crucial in the architecture proposed by Barzilai
et. al. [10] for RSVP based system. Their QoS manager performs various control functions like
maintaining reservation status, managing buffers and policing traffic. Their protocol however
do not manage the QoS parameters. According to [52] interoperability between environments
employing different QoS mechanisms must be considered. Chatzaki and Sartzetakis [18] pro-
pose a routing management mechanism for a multidomain environment supporting multi-class
services. Network environment is structurcd hierarchically and the QoS routes are determined
using on-demand source routing algorithm. They employ QoS manager for managing local

resources that interacts with QoS managers of neighbouring network domains for information
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exchange and maintcnance. According Lo Francis-Cobley ct. al. [45] mapping of QoS param-
eters is important because of interworking of different network technologies (IP / ATM) as the
user requirements must be translated across network boundaries when heterogeneous networks
arc there. In the work by Lakshman and Yavatkar [67] ATM signalling framework is cxtended
and APIs are proposed to allow an application to modify a QoS reservation for an ongoing con-
nection. The changes are propagated downstream to all switches in the conneclion path. They
do not consider QoS renegotiation initiated by the network or the system. Bansal et. al. (9]
describe a QoS management system by proposing an ATM API called ATM Service Manager
(ASM). This interface provides applications or users choice to specify traffic and QoS parame-
ters and transport protocol preferences. The ASM then decides best transport protocol options

based on user preferences.
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Chapter 3

QoS Provisioning Through Dynamic

Bandwidth Allocation and Buffer Control

3.1 Introduction

Asynchronous transfer mode (ATM) networks support a wide variety of applications with dif-
ferent traffic characteristics and quality of service (QoS). Since network resources are finite,
efficient bandwidth and buffer allocation methods utilizing the limited resources efficiently and
satisfying different cell loss ratio (CLR) and delay requirements are needed. Satisfaction of
the different QoS requirements is a resource allocation problem. To provide QoS guarantees
ATM networks allow applications to rescrve resources for network connections based on traffic
parameters. As discussed in chapter 2, the quality of service and bandwidth are mainly related
to physical resources. Objects using allocated physical resources in an ATM network include
cells, bursts, virtual circuits, virtual paths, and signalling message. A cell occupies a buffer and

cell transmission requires bandwidth. Therefore both buffer and bandwidth allocation to cells
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is required. A whole stream of cells in an ATM connection uses buffers and this transmission
also requires bandwidth. Bulfers and bandwidth are allocated to each cell and each burst by
allocating buffers and bandwidth to the virtual channel containing the cell or burst.

In bandwidth allocation methods, the bandwidth is calculated under the assumptions that
the buffer size is fixed. This means that if an arriving cell finds the buffer busy or full, the cell is
dropped. Buffer allocation to provide an cfficient and fair use of the available buffer spaces is
critically important for ATM networks. Under the proposed scheme the allocated buffer space
of the connection is reallocated based on mcasurement of data from the system for certain time
duration. Rampal et. al. have shown that there exists a relationship between queuing buffer
size and cell losses [98]. In the same work the authors have proposed an alternative algorithm
to allocate resources and providing QoS guarantees. They proposed an algorithm called REQS
that performs better than the equivalent bandwidth approach [49].

We have also investigated the use of ccll loss priority (CLP) bit of cell header. The CLP
capability is used in ATM networks for the purpose of congestion control. If the CLP bit in
the header of a cell is set to 1 then the network discards this cell in case of congestion. The
CLP bit has another use also. It allows applications to declare two types of traffic with different
QoS constraints namely the precious, high priority traffic with CLP=0 and the less precious,

low priority traffic with CLP=1.

3.2 Provisioning of Quality of Service

3.2.1 Metric Selection

The QoS metrics reflect the basic characteristics of the network. The resource requirements

specified by the applications are often diverse and application dependent. The computational
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complexity of any QoS configuration is determined by the composition rules of the metrics.
Three basic composition rules arc additive, multiplicative and concave. Different parameters
generally fall into either of these categories. The delay, delay jitter and cost follow the additive
composition rule, and bandwidth lollows the concave composition rule. The cell loss rate can
be represented as a multiplicative metric. The satisfaction of these parameters at the same
time has shown to be in NP [117]. One strategy is to utilize sequential filtering of parameters

according to some kind of priority.

3.2.2 Resource Allocation Method

The algorithm REQS dynamically obtains the minimum bandwidth nceessary Lo satisly a spec-
ified QoS for a given arbitrary source. It dynamically adjusts the instantaneous service rate e
of a finite buffer queue in order to meet a specified QoS performance measure Q;. The basic
step is given as

Pnt1 = pn + K E(P,, Q)

[n this equation term y,, is the service rate in the nth update interval, E() is an error function
which is a measure of how far the currcnt cel] loss rate is from the targeted QoS and K, is a
scalar term that depends on the interval.

If cell loss rate is taken as the QoS parameter then the error term E(P,, Q1) is taken to
be log(P,, Q;) where P, meanslcell loss rate in the nth update interval and @ is target QoS
performance measure that is the cell loss rate. Figure 3.1 shows model of the queuing system
under consideration.

The algorithm has two distinct modes of operation. In the first mode the length of the update
intervals are kept fixed and K, is varied. In the second mode, the algorithm tries to gradually

converge exactly to the desired cell loss rate. In this mode Ky is kept fixed, but the size of the
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Figure 3.1: Model of the queuing system.

update intervals is varied. Decisions about adjustment o the resource allocations are made at
discrete instants ¢;; the interval between decision points ¢, and ¢, is referred to as the nth
update interval U,,. The service rate over the nth update interval, u, is assumed to be constant.
The algorithm converges when the resource value remains within 5% of the final value. The
time required for the resource value to arrive at and stay within this limit in the steady state is
called as the convergence time.

In this scheme bandwidth (service rate) reallocation is not continually required during the
duration ol a session. The algorithm determines a steady cflcctive bandwidth so that once the

algorithm has converged, no bandwidth rcallocation is necessary.

3.3 Proposed Scheme

The buffer sbace is generally allocated based on the parameters negotiated at the connection
setup time or estimated based on traffic monitoring. Buffering may be done by shared central
buffers. Ideally it would be best as all the available storage can be dynamically allocated to
arriving packets that is the buffer space being allocated on the basis of each packet received. We

assume that there is a shared pool of buffer space that releases or receives back the buffer space
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as per requests received (or buffer allocation. The required bandwidth of a bufler decreases with
respeet to 1nercase in buffer size. If the required bandwidth can be represented as a function
ol the allocated buffer size then optimal buffer space can be allocated using a method like in
[27]. But this can be donc only when the exact mathematical relationship between bandwidth
and buffer space is known. Also there exists a relationship between queuing buffer size and cell
loss. In the proposed scheme initially some buffer space is allocated and then this buffer space
in the queuing system is controlled through the measurement of cell loss rate periodically. This
measurement is done only after a certain initial setup time. Depending on the monitored CLR,
buffer space is reallocated. Under this scheme if the cell loss rate is found to be very poor when
the measurement of data is done then the service rate 1s increased so as to guarantee the target
cell loss rate (CLR). Service rate will increase if buffer size is decreased. Alternatively service

rate decreases if the buffer size is increased. This is done as expressed below.

if(clr >2.0x Q) BUFPSIZE —= abs(In(cir/Q;))

if(clr <2.0x Q) BUFPSIZE += abs(In(clr/Q;)) (3.1)

where BUF PSIZFE is the size of buffer partition and clr is the monitored cell loss rate. Under
our scheme this change in the buffer requirement is done only afler initial setup time and once
the cell loss rate is satisfied, the buffer size does not change for the remaining duration of the
session. The extra buffer space required during the monitoring phase may be obtained from the
shared buffer space. Similarly any freed up buffer space may be returned to the shared buffer

space. The scheme thus helps in optimal use of buffer space.

While investigating the use of CLP capability of ATM, effectiveness of the proposed scheme
was also investigated in push-out (PO) and partial buffer sharing (PBS). These schemes are used

to distinguish traffic with different cell loss requirements and to increase the utilization of the
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network [92][86][44]. In the push-out scheme cells are admitted into the buffer regardless of
their priorities until it becomes full. Once full, newl'y arriving low-priority cells are prohibited
in the bulfer and discarded, but newly arriving high-priority cells rcplacc low-priority cclls
within the buffer.

The PBé scheme accepts cells into the buffer regardless of their priorities up to a pre-
assigned threshold. Beyond this threshold, only high-priority cells are allowed to enter. In
the case of this scheme the threshold was varied if the buffer space was reallocated. This is
required so that there is little likelihood of cell loss ratev.for CLP=1 traffic to increase for the

newly allocated buffer space.

3.4 Simulation Process

The queuing behaviour and hence the cell loss rate depends on the nature of the arrival pro-
cesses. A two state Markov modulated Bernoulli process (MMBP) was used as the traffic
source [85][104]. The 2-state MMBP is in either of two states. In each state cells are generated
according Lo a Bernoulli process. The duration ol two slates is geomeltrically distributed. While
investigating CLP capability we assume that both CLP=0 and CLP=1 cells can arrive in either
phase of the modulating Markov process. We also assume that different classes of cells have -
same service requirements, cells get lost only when the buffer is full or may be exceed some
threshold and the server is not left idle when the buffer is not empty. The various simulation
parameters assumed were as [ollows.

Average cell generation rate in state 0 of MMBP, Aq = 200 cells/s,

Average cell generation rate in state 1 of MMBP, A\, = 1000 cells/s,

Average duration of state 0 of MMBP, i =0.02 s,
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Buffer Size (cells) | Cell Service Rate (cells/ms) Convergence Time (s) |
| Static Buffer | Dynamic Buffer | Static Buffer | Dynamic Buffer
10 ' 0.3790 0.3827 48 42
B 20 T 0.4156 0.4234 325 294
40 0.4512 0.4637 437 406
80 0.5210 0.5023 512 | 483
120 | 04972 [ 0.5294 725 1710

Table 3.1: Steady state cell service rate and convergence time with variation in the initial buffer
size for static and dynamic buffer allocation.

Average duration of state 1 of MMBP, ty =0.01s,

@ =107°,

Uy=05s,

BUFSIZE =80cells.

The initial and final value of the scalar K, were set to 1% of ;. The simulation run was

performed for a duration of 5 hours of simulation time.

3.5 Discussion of Results and Conclusions

The service rate in our simulations was modified using the REQS algorithm. For all the values
for the cell service rate and cell loss rate, the 90% confidence intervals were computed.

Table 3.1 shows the cell service rate for the steady state and convergence time for satisfac-
tion of target cell loss rate for different initial buffer sizes. Figure 3.2 shows cell service rate for
the two cases where the cells arrive to a static bufler that is the buffer size is kept fixed and 1o a
dynamically allocated buffer where buffer space is modified according to Equation 3.1. It may
be seen in this figure that the cell service rate increases sharply during the initial phase due to
increase in the second term of equation for cell service rate. As the resource allocation method

enters into the second mode the error term approaches zero and the cell service rate becomes

33



Uy (sec) Convergence Time (sec)
Static Bulfer | Dynamic Bufler
0.5 138 132
5 195 190
50 512 483
200 1137 1125
500 2678 2506

Table 3.2: Convergence time with variation in the initial update interval, Uy for static and
dynamic bufller allocation.

constant. For the results shown in the figure the buffer size was reallocated to 77 cells as against
the initially allocated 80 cells. The service rate is higher and the convergence is smaller in the
reallocated buffer case. An effect of this is that average delay of a cell occupying the buffer
gets decreased. As shown in Figure 3.3, the resource allocation method is such that the final
cell Joss rate is same as the target cell loss rate. Similar result is obtained for cumulative cell
loss rate. We also measured the convergence time for Table 3.2 shows the convergence time
for satisfaction of target cell loss rate for different initial update intervals. It is observed that

convergence time is smaller in the case of dynamically allocated buffer space.

In the case of push-out (PO) and PBS cell discarding schemes the system quickly converges
to a final steady statc service rate. Figure 3.5 shows the cell service rate for the PO scheme.
While investigating the use of CLP capability, the CLR for CLP=0 cells was specified as the
target CLR (Figure 3.6) and no target cell loss rate was specified for CLP=1 cells (Figure 3.7).
This is because the CLR for CLP=1 traffic is more than CLP=0 traffic and hence when CLR for
CLP=0 traffic is met (severe QoS requirement), the service rate is such that CLR for CLP=1
traffic gets satisfied itself. In the case of PBS scheme the threshold was kept to 80% of the

buffer size. The cell service ratc for the PBS scheme is shown in Figure 3.8.

The proposed scheme thus allocates minimum bandwidth dynamically that satisfies QoS
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requirement namely the CLR and utilizes buffer space cfficiently. The scheme was applied
on cell discarding schemes namcly push-out and PBS schemes using CLP capability of ATM
nctworks. Our scheme could be used in conjunction with other methods to guarantce or improve
QoS. We have taken stationary traffic source in the simulation. If however the source is non-
stationary then fecdback from the monitored paramelers could be used by the traffic sources to
change its operation mode to satisfy QoS. For cxample il the trallic source is MPEG video then
the source could change its GOP pattern and transmit frames with cells of different priority
similar to controlled CLP=1 traffic [95] that guarantees cell loss rate of CLP=0 traffic while
accepting substantial CLP=1 traffic. This would improve the QoS. The technique like partial

packet discard could lurther improve QoS as it prevents uscless cells (Lail) to get transmitted

and congest the network.
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Figure 3.2: Cell service rate for static and dynamic buffer allocations.
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Figure 3.5: Cell service rate for static and dynamic buffer allocations with push out cell dis-
carding schemc.

39



Target Cell Loss Rate = 1e-3
Initial Buffer Size = 80 cells

0.008
|
o-8 Static Buffer - PO

| » « Dynamic Buffer - PO
c”>0.006 N
o, |
) {
S :
20 o0e)
0‘20.004 L,:

i
A 1
o 1
—
= i
&0.002 %ﬁ.

i

i‘ 2 ’X-EL_ T -

I G- = 7= T R —— v ]~ —

b"#\a
1 | | | 1 I ] |

{
O.8e+00 5.0e+06  1.0e+07  1.5e+07  2.0e+07 2.5e+07
Time (ms)

Figure 3.6: Cell loss rate for CLP=0 cells for static and dynamic buffer allocations with push
out cell discarding scheme.
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Figure 3.7: Cell loss rate for CLP=1 cells for static and dynamic buffer allocations with push
out cell discarding scheme.
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Cell Loss Rate = 1e-3, Average Cell Delay = 20 ms
Initial Buffer Size = 80 cells, Threshold = 80 %
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Figure 3.8: Cell service rate for static and dynamic buffer allocations with PBS cell discarding
scheme.
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Chapter 4

Performance Guarantees through
Pre-Computed QoS Routes in ATM

Networks

4.1 Introduction

To guarantee a certain QoS in ATM, resource management based on traffic characteristics is re-
quired. During flow setup, at first a route has to be determined. Then resource managers at the
selected nodes accept requests for the desired QoS, test whether this QoS can be provided and
report back the result. This process is repeated hop-by-hop until all destinations are reached.
The QoS parameters are exchanged in the form of flow specification and have to be mapped
onto link metrics. To avoid violations in the quality of a distributed multimedia application,
the set of parameters should provide all QoS parameters of the application. However, the com-

munication, computation and storage complexity of the routing method is increased by every
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additional, equally treated, not correlated parameter. QoS routing is the process of selecting the
path to be u;ed by the packets of a flow based on its QoS requirements and the resource avail-
ability of the network [76][19][84][117]. QoS routing is therefore used in conjunction with
some form of resource reservation or resource allocation scheme as discussed in the previous

chapter. In this chapter we propose a new algorithm for pre-computation of k-constrained QoS

routes and evaluate its performance.

4.2 Characteristics of QoS Routing

For QoS based routing certain objectives must be achieved before it is successfully imple-
mented. These are dynamic determination of feasible paths, optimization of resource usage
and graceful performance degradation. The QoS requirements of an application are specified
either as a set of path-constraints or a set of link constraints. A path with sufficient resources
to satisty the QoS requirements of an application is called a feasible path. The connection
admission control (CAC) algorithm determines if a path is feasible, which depends on the dy-
namic network load at that particular moment.The QoS routing algorithm should be capable
of identifying feasible paths so as to satisfy the maximum possible number of flows with QoS
requirements.

QoS routing algorithms achieve resource efficiency by limiting resource consumption while
balancing the network load. Under light traffic load when network resources are readily avail-
able, QoS routing is more useful in balancing the traffic than searching feasible paths. Balanced
traffic distribution helps to increase the call admission ratio of future connections and improve
the response time of best effort traffic. However when the network load is heavy and dynamic,

efficient algorithm for finding feasible paths for the current request is critical as it also relates
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to increasing the chance of accepting future requests.

Important aspect in minimizing the impact of QoS routing is to develop a solution that
has the smallest possible computational overhead. QoS routing incurs additional cost. This
cost has two components, namely computational cost and protocol overhead. The former is
due to morc morc frequent path sclection computations and the latter is caused by the need to
distribute updates on the state of the network resources that are of relevance to path selection
c.g. available link bandwidth. Such updates translate into additional network traffic and pro-
cessing. Additional computations are unavoidable, but it is desirable to keep the total cost of
QoS routiﬁg at a level comparable to that of traditional routing algorithms [51]. Several studies
in the recent past have shown that quality of service routing can provide increased utilization
compared to routing that is not sensitive to QoS requirements of the traffic [2][76][117]. QoS
routing attempts to improve network utilization by diverting traffic to paths that would not been
discovered by traditional non QoS sensitive routing. QoS routing is more useful and more
effective in environments where traffic and network capacity are mismatched and alternative
paths with lower load exist. The following parameters strongly influence the computational

cost of a QoS routing solution
o Path selection criteria : Optimize multiple criteria as well as satisfy additional constraints.
e Trigger for path selection: Periodically/ In response to significant change.

e Flexibility in supporting alternate path selection choices. The unavoidable inaccuracy in
the network state information has implications for the path selection process. It may thus
be desirable to maintain and alternate between several choices in order to avoid single

choice poor path.

The following could be some path selection metrics:
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Link Available Bandwidth - Current amount of available (unallocated) bandwidth to satisfy
a new flow’s requirements.

Hop-Count - Measure of the path cost to the network. A path with a smaller number of
hops is preferable, since it consumes fewer network resources.

Policy - Use of policies to handle specific requirements allows considerable simplification
in the optimization task to be performed by the path selection algorithm. Policy could be for

example to prune links from the network that are incompatible with the requirements of a flow.

QoS routing relies on state information specifying resource availability at network nodes
and links in the form of a database, and uses it to find paths with enough free resources to
accommodate new flows. In turn, the successful routing of new flows together with the termi-
nation of existing ones, induce constant changes in the amount of resources available. These
must be communicated back to QoS routing to ensure that it makes its decision based on up-
dated information. These changes are communicated using link-state information which can be
propagated periodically or in response to a significant change (called trigger) in the link-state
metric. The significant change ensures that link becomes congested or at least has some traffic.

The significant change may also be due to the establishment or teardown of a connection.

The link-state updates are accomplished by having every node broadcast the load values .
of its links i.e. link-state metric to all other nodes either using flooding or along a minimum -
spanning tree. This broadcast is done upon the establishment, modification or teardown of a
channel. If there are no channel establishments, modifications or teardown within a specified
time interval, periodic link updates are sent by each node to assure other nodes that link is
still active. A routing failure or setup failure is said to occur if the source cannot find a route
based on link-state information. A signalling failure occurs if one of intermediate nodes on

the route determined by the source cannot reserve the resources required to satisfy QoS of the
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requested connection. Periodic propagation of link-state information, that is, some minimum
time between update messages ensures that overloading effects due to network bandwidth and
processing resources during rapid fluctuations in link bandwidth are avoided. However coarse
triggers and large periods result in stale link-state information or inaccurate information which
can cause a switch to sclect a suboptimal route or a route that cannot accommodate the new
connection. This may also incur setup failures which may require additional resources for
computing and signalling an alternate route for the connection. According to Guerin and Orda
[50] there are two main components to the cost of timely distribution of changes in network
state, the number of nodes/links generating such updates and the frequency at which each entity
generates updates.

QoS routes can be either be selected on-demand or they can be pre-computed. With on-
demand routing, the path selection algorithm is executed for every request. With pre-computed
paths, the path selection algorithm is executed periodically as new routing information is re-
ceived. The path pre-computation has been found as a means of reducing the computational

cost of QoS route computation [3][106].

4.3 Multi-constrained Routing Problem

There is a class of routing problems called multi-constrained routing problem which is a multi-
objective optimization problem and is typically in NP. QoS constraints for traffic requiring
delay guarantees include end-to-end delay, delay-jitter and buffer space bounds. These con-
straints are considered independent. The multi-constrained problem is finding a path such that

it would satisfy all the QoS requirements. That s,

R(p) = min[r;] > R, D(p) = Yd; < D, J(p) = %4 < J, and b >
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B, foralliep

where R (p), D (p) and J (p) represent the bottleneck rate, delay and delay-jitter on the
path p respectively. The respective QoS constraints are R, D and J. The buffer constraint is
specified as B. The multi-constrained routing problem is therefore difficult because different
constraints can conflict with one another. An example of multi-constrained problem is delay-
bandwidth constrained routing problem which is NP-complete [117]. |

It has been observed [123] that QoS constraints are intérrelated in a way that is determined
by the network scheduling discipline. Rate-proportional service disciplines ensure that flows
sharing an output link get their proportional shares of the link capacity and therefore, the end-
to-end queuing delay, the delay-jitter and the required buffer space in each network node is
determined by the bandwidth reserved for the flow and the characteristics of the traffic source.
We assume that the scheduling policy in the network is rate based and therefore finding a
path that satisfies delay, delay-jitter and buffer-space constraints is solvable in polynomial time

[22][78].

4.3.1 QoS Constraints under Rate based Scheduling

Given a path p of n hops with link capacity C; for link i and a traffic source constrained by a
token bucket (o, b), where o is the average token rate and b is token bucket size, the provable

end-to-end delay bound (i.e. including all links) is given by

Lmaz

b  n.Lyes
D(p,r,b)z;%— . +Z . +Zprop,~ 4.1)

where 7 (r > o) is the bandwidth to be reserved, L, is the maximal packet size in the

network and prop; is the propagation delay. The end-to-end delay-jitter bound and buffer space
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requircments at the h-th hop are given by

b NLings
T(prb) = 2+ M Zmaz (4.2)

e

B(p,b,h) =b+ h.Ly, (4.3)

A path is feasible for traffic with delay guarantees, if it meets the delay, delay-jitter and

buffer space requirecments.

4.4 Proposed Scheme

Path pre-computation schemes offer multiple candidate routes to each destination. These
choices are useful in case of set-up failure. In the proposed scheme multiple routes are pre-
computed. These are selected with the criteria described in [76]. With pre-computed paths,
the path selection algorithm is executed periodically as new routing information is received.
The pre-computation period should be same or more than the link state update period. If the
pre-computation period is less than the link state update period then it means that several pre-
computations are performed on same link state information and thus would not generate any
newer route information.

Under pre-computation of QoS routes, the source node pre-computes constrained paths to
each destination using some routing algorithm. As we have considered rate based scheduling,
it is clear from Equation 4.1 that there is a dependency between the bandwidth, the delay
and the path being selected. Due to this reason, a traditional shortest path algorithm is not

useful. The two common shortest paths algorithms used to determine the route to destination
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in networks are Dijkstra and Bellman-Ford algorithm [31]. Both of these algorithms can be
modified to find out constrained paths [22]{76]. However, Bellman-Ford algorithm is preferred
as it directly gives the hop count to the destination. Pre-computation of paths is costly as paths
to all destination are determined in advance and this requires processing and additional storage
space. Instead of pre-computing all possible candidate paths to destinations, we consider k-
constrained paths (k > 1) as this reduces search space, and reduces processing and storage
costs. Wher a connection request arrives best path is selected among these k-constrained paths.
To compare the performance, we also used Bellman-Ford algorithm to find out k-constrained
paths with constraints based on rate-based scheduling. This version of the algorithm is called
Modified Bellman-Ford (MBF) algorithm. This algorithm can be implemented in time O (cen),

where ¢ is some integer, n the number of links and e the number of links in the network.

The Equation 4.1 also suggests that a path with low end-to-end delay should have few hops
and a high reservable bandwidth (). Thus the criterion for selecting a path is to select path with
the minimum hop count, minimum end-to-end delay and minimum load. Minimum load path is
one that has the maximum reservable bandwidth (mrb). This also emphasizes distributing the
load in the network. The mnrby, of a path is min {R; V j € p}, where p is the path and R; the
residual bandwidth i.e. the amount of reservable bandwidth of link j. There could be several

heuristics by combining the optimality criteria discussed above [76][78][87][117].

In [2] a disjoint multipath topology has been used for pre-computation of alternate QoS
routes. The advantage of this topology is that it results in multiple disjoint routes. Due to these
disjoint routes this particular topology resulted in improved performance over ISP topology.
Instead of relying on the topology we propose a routing algorithm for computing disjoint QoS

routes.




4.4.1 Algorithm

For pre-computation of k-constrained paths, our algorithm is based on the algorithms presented
by Topkis [115] for k-shortest paths problem. The k shortest paths are the paths with distinct
initial links that is the links from the source node. We improved upon this algorithm Lo pre-
complite k QoS routes. We implemented this algorithm for pre-computing & minimum hop,
widést—shortest and shortest-widest optimal routes.

The algorithm considers a network with a set V of nodes and a set £ of links. Some other

useful notations referred in the algorithm are

n-|V

, €~ |E|, [, 7] - link from node i to node j,

A (i) - nodes j such that [i, j] € E,

F (h) - network resulting from deleting all [s, j] with j € A (s)\ {h}

L (P) - second node on path P

2 (i, j) - length of link [, /]

C (h, X, %) - minimum path length over all loopless paths from s to 7 with L (P)=h and
using only nodes X |J{s, i}

T (i) -For node ¢ it a routing table or a list of distinct second nodes from s

V (k) - nodes ¢ with h e T (3)

D (h,3) - Equal to C (h, V (h), 1)

d (i) - minimum of D (£, i) over h available for T (1)

H (1) - minimizer of D (h,4) over candidates h available for T (i)

b (h, 1) - pointer used to construct paths
The source node is specified as s € V and positive integer k with & < |A(s)]. Forie V \ {s},
the k shortest path problem is to find an optimal set of paths for each 7 € V' \ {s} with distinct

initial links from the source node. For ieV \ {s}, a routing table T (¢) is a list of distinct
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elements of A (s). The following steps describe the algorithm:

Step 1:Initialization. Set D (h,7) <~ oo forall he A(s) andie N \ {s, h}; d (i) « oo for
eachi e N\ (A(s) U {s}); D(1,%)  z(s,1),d(2) « D (4,7), H (i) + ¢, and b (i,7) + s for
eachie A(s); and T (i) +— 0 foreachi e N \ {s}.

Step 2: While some candidate exists,

a) pick I to minimize d (4) over all 4 with [T'(¢)| < k, and add H (I) to T (I);

b) foreach j € A (I) with H (I) available for T (j) and D (H (I),I) +2 (I,7) < D (H (I) , j),

b.1)set D (H (I),5) + D (H (I),I) + z(I,5) and b (H (I) , 5) ¢~ I;

b.2)if D (H (I),j) < d(j), thensetd (j) - D (H (I),j) and H (j) + H (I),

¢)if [T (I)] < k, then set d (1) to be the minimum value of D (h, I) over all A available for
T (I);if also d (i) < oo, then set H (I) to minimize D (k, I) over all candidates h for T (I).

The run time of this algorithm is O (ke (log, 7)), when binary heaps are used for imple-

mentation.

4.4.2 Simulation Model

To evaluate, the performance of our algorithm we develo_ped an event-driven simulator that
models QoS routing at connection level. Our scheme is based on dynamically adaptive rout-
ing. The dynamically adaptive routing uses an adaptive routing algorithm that automatically
routes traffic around congested, damaged or destroyed nodes and links and allows the system
to continue to function over the remaining portions of the network.

We considered two network topologies in our simulation. The first topology is the Internet
Service Provider - ISP topology with 18 nodes and 70 links (Figure 4.1). This topology has
been considered in several QoS routing studies [1][5][37][76]. We also considered a Switched

cluster topology with 16 nodes and 56 links (Figure 4.2) [76].
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Figure 4.1: ISP network topology.

Figure 4.2: Switched cluster network topology.
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Several simulation parameters are assumed during the simulation run. Most of the param-
eters assumed here are obtained from the studies made by [37] and [76]. However different
studies assume different parameters but in general the parameters that we have considered are
on the lines of most of the QoS routing studies. We have assumed periodic link state updates.

The link residual bandwidths that is the bandwidths offered to the traffic are assumed to
be in the range [1.5, 6 Mbps]. These rates are the typical requirements of packet video and
multimedia database access [86]. Other simulation parameters assumed during the simulation
are given below:

Average Token rate, 0 = 1 Mbps,
Token Bucket Size, b = 4 kB (This is approximately equal to 80 cells),
Maximal Packet Size, L, = 53 B (ATM cell size),
Jitter Bound, J = 5ms, Delay Bound, D = 80 ms
Link Capacity, C; = 80 Mbps, for all links 1
Link Residual Bandwidth between [1.5, 6 Mbps]
Connection Arrival Rate (Network Load) = [1.2, 1.5, 1.8, 2.0, 2.2] connections/sec. (The con-
nection arrival rate is assumed Poisson distributed i.c. the interarrival times are exponcntially
distributed.).
Connection Setup Time = 15 ms
Connection Holding Time = 3 mn (Exponentially Distributed)
Connection Tear Down Cost = 1 ms/hop
Connection Re-routing Overhead = 1 ms/hop.
The simulations were run till a total of 50000 connection requests arrived in the network.
We consider two different approaches to determine reservable bandwidths. In the first ap-

proach, the link reservable bandwidth is uniformly distributed in the interval [1.5, 6 Mbps].
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The incoming connection request 1s allocated a bandwidth from this interval. Here we run the
routing algorithm as per the paramcters mentioned above for obtaining the results. We compare
the performance of our algorithm with that of pre-computation of k-constrained QoS routes us-
ing the MBF algorithm and with that of on-demand routing to compute minimum hop route to
the destination for the two topologies.

In the second approach, as an optimization we do not consider all possible residual band-
widths but consider a small set of residual bandwidth like mentioned in [76]. This approxima-
tion also puts a limit on the amount of bandwidth that a flow can reserve. The set of bandwidth
values is S = {v;, vy, -+, v,} such that v; > vy > --- > v,. The value v, is the maximum
bandwidth that can be reserved. The algorithms are iterated over these different values in de-
creasing order of v;. We selected 12 different values for the set S of bandwidth values which
are {6,5,4,3.5,3,2.5,2,1.9,1.8,1.7,1.6,1.5}. All these bandwidths are in Mbps. The pre-
computation interval was varied from 5s to 50s. For all the values for the connection blocking

rate, the 90% confidence inlervals were computed and the mean are shown in the results.

4.5 Implementation

4.5.1 Computation of Paths

The path pre-computation reduces the processing cost by performing a costly single source
multiple-destination path computation periodically and using the resulting paths to route re-
quests. According to Apostolopoulos [3] for the same topology, the cost of path pre-computation
depends solely on the pre-computation period and it can become arbitrary small by increasing
this period. Path pre-computation schemes benefit from having multiple candidate routes to

each destination, to balance the network load and have additional routing choices in case of a
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setup failure. However if the multiple routes have dissimilar costs then the selected paths may
make incfficient usc of nctwork resources. When a new request at that source comes for some
destination then best feasible path to that destination is allocated from the set of pre-computed
paths and the resources are reserved accordingly for the traffic flow to that destination. In case
of setup failure the next best available route is selected. In case of renegotiated QoS parameters,
the current path is checked first for resource availability. If the newly required resources are not
available on the current path then the next alternate path is selected and verified for resource

availability and resources are reserved.

We also determined on-demand QoS routes. In on-demand routing the QoS routes be-
tween source and destination pair are determined only when the request arrives. Since the
on-demand routing makes use of the latest available link-state information for route computa-
tion and connection setup done is at the same time hence the connection blocking rate should
be low. However its overhead should be high as the routes are computed on every request. We
have determined number of failed or blocked connections as total of routing failures and setup

failures.

We have considered minimum hop, widest-shortest and shortest-widest path heuristics as
the path selection algorithms. Minimum hop path is a feasible path with minimum hop count.
The bandwidth is randomly allocated. Widest-shortest path is a feasible path with minimum
hop count. If there is more than one path with the minimum hop count, the one with the
maximum reservable bandwidth is selected. Shortest-widest path is a feasible path with the
maximum reservable bandwidth. If there are several such paths, the one with the minimum hop

count is selected.

The scheduling policy is rate based and therefore we consider the hop count bounds as

determined by the jitter and buffer constraints [19][123]. A path is feasible for traffic with
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delay guarantees, il it mects the delay, delay-jitter and bufler space requirements as given by
the set of equations from Equation 4.1 to 4.3. Therefore to satisfy the delay-jitter constraint, the
maximum number of hops is given as hpap = min ([V| =1, [(J.r — b) /Lyes|) where J is
the end-to-end delay-jitter bound. To satisfy the buffer space constraints, a link 7 has to ensure
its hop count is less than or equal to (B), — b) /L. where By, is the buffer space requirement

at the h-th hop.

Following steps specify our implementation.

1. The link lengths z (7, 7) are set to one for all (4, J) e E, foriand j.

2. The list T'[s] [4] contains second nodes 4 € A (s) for all destinations i ¢ V \ {s}.
3. The array b|s] [h] [1] contains preceding node of 3.

4. The heap DP [s] [:] contains hop counts of paths to destination 4.

5. We pre-computed £ constrained paths to every node i e V' \ {s} for all nodes s as per

above constraints and above algorithm.
6. The limit on maximum number of pre-computed constrainted paths i.e. k < |A(s)].

7. The k-constrained paths for every source node are stored in a corresponding heap. The
.optimal paths for a particular source-destination pair are then extracted when a connec-

tion request arrives.

The algorithm so modified is called Proposed Modified Topkis (PMT) algorithm.
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4.5.2 Delayed Extraction and recomputation of pre-computed Routes

The 1nput traffic pattern is not generally available in advance so allocated bandwidth is from
a set. Under delayed extraction of routes, we compute and store the k-constrained paths for
cach h e A (s). During path extraction we apply the rﬁ()st recent link-state information in de-
termining the resource availability on thé selected ro.ute. If the resources are not available then
connection setup fails and alternate path is tried. Thus the accurate information is used to select
the route.

The frequency of recomputation of routes is a design consideration. When a request arrives
the source extracts a route and initiates signalling for path setup. The source blocks the request
if the extraction process does not produce a route. In our scheme the source triggers recompu-

tation of the*k-constrained paths after a failure in route extraction or connection establishment.

4.6 Discussion of Results and Conclusions

Case I: Minimum hop objective

In the case when the link bandwidth is uniformly distributed between [1.5, 6Mbps]. The
paths are determined by Minimum hop objective and constraints as per rate based scheduling.
The bandwidth allocated to a connection request is selected at random from this interval. Table
4.1 and Table 4.2 show values for connection blocking rate (or minimum hop objective for the
two algorithms for the two topologies.

Connection blocking rates for the two topologies were plotted and are shown in Figure 4.3
to Figure 4.5. It can be seen from these figures that the connection blocking rate increases for
MBF algorithm as pre-computation interval is varied. This is because the route information

that is pre-computed and stored becomes stale. Therefore when connection requests arrive this
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Arrival 1.5 1.8 2.0
Rate
(con./s)
Pre- | MBF | PMT | MBF | PMT | MBF | PMT
comp.
Inter.
(sec)
5 0.145 | 0.132 | 0.185 | 0.167 | 0.235 | 0.217
10 0.155 | 0.141 [ 0.195 | 0.179 | 0.248 | 0.228
15 0.165 | 0.153 | 0.205 | 0.190 | 0.260 | 0.239
120 | 0.175]0.164 ] 0.220 | 0.203 | 0.270 | 0.248 |
|25 0.183 | 0.171 | 0.230 | 0.214 [ 0.279 | 0.257 |
130 0.189 | 0.179 | 0.237 | 0.221 | 0.284 | 0.265 |
35 0.195 | 0.186 | 0.245 | 0.227 | 0.293 | 0.272
40 0.200 | 0.190 | 0.250 | 0.234 [ 0.297 | 0.277 |
45 0.205 | 0.195 | 0.254 | 0.237 | 0.303 | 0.285
| 50 0.210 | 0.200 | 0.259 | 0.243 | 0.309 | 0.290 |

Table 4.1: Values for connection blocking rate for minimum hop objective for MBF and Pro-
posed Modified Topkis (PMT) algorithms for different arrival rates for ISP topology.

u\rrival Rate (conn./sec) 1.5 1.8 { 2.0 J
_ Pre-comp. Inter. (sec) | MBF | PMT | MBF | PMT | MBF PMT |
[ 5 0.195 | 0.185 | 0.257 | 0.239 [ 0.360 | 0.336 |
| 10 0.198 | 0.188 | 0.262 | 0.243 [ 0.365 | 0.344 |
[ 15 0.201 | 0.191 | 0.267 | 0.249 | 0.370 | 0.350 |

20 0.205 | 0.194 | 0.272 | 0.253 | 0.376 | 0.355

25 0.207 | 0.198 | 0.275 | 0.259 | 0381 | 0.361
B 30 0.211 | 0.201 | 0.279 | 0.263 | 0.386 | 0.366 |
| 35 0214 | 0.205 | 0.282 | 0.266 | 0.390 | 0.370 |
B 40 0.217 | 0.208 | 0.285 | 0.270 | 0.394 | 0.373 |
| 45 0.220 | 0.211 | 0.288 | 0.273 | 0.397 | 0377 |
| 50 0.223 | 0215 | 0.295 | 0.277 | 0.400 | 0.381 |

Table 4.2: Values for connection blocking rate for minimum hop objective for MBF and Pro-
posed Modified Topkis (PMT) algorithms for different arrival rates for Switched cluster topol-

0gy. )
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results into setup failures. Same effect is observed for Modified Topkis algorithm but here the

connection blocking rate is lower. The routing is {aster in case of Modified Topkis.

However if we look into the performance of on-demand routing, the connection blocking
is much less and is independent of pre-computation. Total simulation time required for on-
demand routing is less for lower pre-computation intervals then that of Modified Topkis and
MBEF algorithms as seen in Figure 4.9 to Figure 4.11. But as pre-computation interval increases
the simulation time becomes smaller for Modified Topkis and MBF algorithms. This is due to
less overhead because of prc—computations. The on-demand results that are shown in all the
graphs are for MBF algorithm. | | |

Similar results were observed Switched cluster topol.ogy (Figure 4.6 to Figdre 4.8). How-
ever here the connection blocking rate was higher than the corresponding blocking rates for
ISP topology. Simulation times are less than that of ISP topology (Figure 4.12 to Figure 4.14).

These effects are due the network topology.

The results from the simulation study shows that the proposed Modified Topkis algorithm
performs better than MBF as it routes more connections in the simulated run time and also the
connection blocking probability of the proposed algorithm is smaller as against MBF algorithm

when pre-computation period is varied.

Case II: Widest-shortest and shortest-path optimal paths with link residual band-

widths limited to a fixed set of values

As per the optimization discussed above the link residual bandwidths were taken from a
small set of bandwidths. The simulations for this case were performed for the same set of
assumptions and confidence but the link rescrvable bandwidth is now limited to a set of dis-

crete values. For this case different optimality condition was chosen, as the minimum hop
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ISP Topology
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Figure 4.3: Connection blocking rate for different pre-computation intervals for 1.5 connection
arrivals per sec and Minimum hop objective for ISP topology.
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ISP Topology

Arrival Rate: 1.8 connections / sec
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Figure 4.4: Connection blocking rate for different pre-computation intervals for 1.8 connection
arrivals per sec and Minimum hop objective for ISP topology.
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ISP Topology

Arrival Rate: 2.0 connections / sec
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Figure 4.5: Connection blocking rate for different pré-computation intervals for 2.0 connection

arrivals per sec and

Minimum hop objective for ISP topology.
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Figure 4.6: Connection blocking rate for different pre-computation intervals for 1.5 connection
arrivals per sec and Minimum hop objective for Switched cluster topology.
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Switched Cluster Topology

Arrival Rate: 1.8 connections / sec
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Figure 4.7: Connection blocking rate for different pre-computation intervals for 1.8 connection
arrivals per sec and Minimum hop objective for Switched cluster topology.
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Switched Cluster Topology

Arrival Rate: 2.0 connections / sec
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ISP Topology
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Figure 4.9: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 1.5 connections per sec and Minimum hop objective For ISP topology.
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ISP Topology

Arrival Rate: 1.8 connections / sec
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Figure 4.10: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 1.8 connections per scc and Minimum hop objective for ISP topology.
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ISP Topology

Arrival Rate: 2.0 connections / sec
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Figure 4.11: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 2.0 connections per sec and Minimum hop objective for ISP topology.
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Switched Cluster Topology

Arrival Rate: 1.5 connections / sec
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Figure 4.12: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 1.5 connections per sec and Minimum hop objective for Switched cluster topology.
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Switched Cluster Topology
Arrival Rate: 1.8 connections / sec
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Switched Cluster Topology

Arrival Rate: 2.0 connections / sec
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Figure 4.14: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 2.0 connections per sec and Minimum hop objective for Switched cluster topology.
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ISP Topology

| Arival  Rac | - ]

(connec- |

tions/sec) - - -

MBF PMT

Widest-shortest | Shortest-widest | Widest-shortest ‘ Shortest-widest

1.2 0.0100 | 00134 0.0045 | 0.0049

1.5 | 00024 00250 | 00124 | 00135 |

1.8 | 0.038] 00372 | 00230 | 00250 |

2.0 0.0534 00575 00314 | 0.0350 |

|22 | 00692 00760 | 00422 | 00480 |

Table 4.3: Values for connection blocking rate for pre-computation interval = 20 sec for widest-
shortest and shortest-widest paths for MBF and Proposed Modified Topkis (PMT) algorithms
for ISP topology.

objective can be improved to give satisfactory performance. Therefore the widest-shortest and
shortest-widest optimality criteria were used here as described in subsection 4.5.1. Table 4.3
and Table 4.4 gives the connection blocking rate values for widest-shortest and shortest-widest
path objectives for the ISP and Switched cluster topologies respectively.

The two optimality criteria so considered, combine two different constraints - link reserv-
able bandwidth and the minumum hop. Hence the performance is much improved but the
nature of the results are same i.e. the Modified ‘Topkis algorithm performs much better than the
MBEF algorithm. The connection arrival rates were varied from 1.2 connections/s to 2.2 connec-
tions/s. As evident from Figure 4.15 the shortest-widest paths do not perform well for both the
topologies specially at higher arrival rates. The performance is better for the widest-shortest
path compared with shortest-widest paths. All the remaining figures in this chapter are drawn
for the widest-shortest optimal routes.

Table 4.5 and Table 4.6 show the values for connection blocking rate for widest-shortest
path objective for MBF and Proposed Modified Topkis (PMT) algorithms for ISP and Switched

cluster topology respectively. The connection blocking rate for the widest-shortest optimal
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Arrival Rate “Switched Cluster Topology
(connec-
tions/sec)
MBF PMT
Widest-shortest | Shortest-widest | Widest-shortest | Shortest-widest
1.2 0.0401 0.0410 0.0325 0.0325
1.5 0.0584 0.0615 0.0524 0.0535
1.8 0.0873 0.0925 0.0821 0.0845
2.0 0.1224 0.1232 0.1180 0.119
2.2 0.1534 0.1602 0.1440 0.154 |

Table 4.4: Values for connection blocking rate for pre-computation interval = 20 sec for widest-
shortest and shortest-widest paths for MBF and Proposed Modified Topkis (PMT) algorithms
for Switched cluster topology.

Arrival Rate (con- 1.5 1.8 2.0
nections/sec)
Pre-computation MBF | PMT | MBF | PMT | MBF PMT
Interval (sec)
S 0.0200 | 0.0110 | 0.0350 | 0.0199 | 0.0511 | 0.0299
10 0.0209 | 0.0113 | 0.0360 | 0.0210 | 0.0520 | 0.0304
15 0.0215 | 0.0119 | 0.0369 | 0.0219 | 0.0529 | 0.0309
20 0.0224 | 0.0124 | 0.0381 | 0.0230 0.0534 | 0.0314
25 0.0230 | 0.0129 | 0.0389 | 0.0234 | 0.0541 | 0.0320
30 0.0234 | 0.0135 | 0.0395 | 0.0239 | 0.0546 | 0.0324
35 0.0240 | 0.0138 | 0.0399 | 0.0243 | 0.0550 | 0.0328
40 0.0242 | 0.0142 | 0.0403 | 0.0248 | 0.0553 | 0.0329
45 0.0246 | 0.0147 | 0.0410 | 0.0252 | 0.0555 | 0.0334
[ 50 0.0251 | 0.0152 | 0.0414 | 0.0258 | 0.0560 | 0.0340

Table 4.5: Valucs [or connection blocking rate for widest-shortest path objective for MBF and
Proposed Modified Topkis (PMT) algorithms for different arrival rates for ISP topology.

74



' Arrival Rate (con- 1.5 1.8 2.0
nections/sec)
Pre-computation MBF | PMT | MBF | PMT | MBF | PMT
Interval (scc) :
5 0.0560 | 0.0499 | 0.0848 | 0.0802 | 0.1200 | 0.1 159
10 0.0566 | 0.0507 | 0.0855 | 0.0809 | 0.1208 | 0.1166
15 0.0576 | 0.0514 | 0.0866 | 0.0817 | 0.1214 | 0.1173
20 0.0584 | 0.0524 | 0.0873 | 0.0821 | 0.1224 | 0.1180
25 0.0589 | 0.0533 | 0.0883 | 0.0829 | 0.1237 | 0.1189
BO 0.0594 | 0.0537 | 0.0890 | 0.0837 | 0.1242 | 0.1198
] 35 0.0599 | 0.0542 | 0.0898 | 0.0846 | 0.1247 | 0.1203
[ 40 0.0603 | 0.0545 | 0.0905 | 0.0852 | 0.1253 | 0.1209
‘ 45 0.0607 | 0.0549 | 0.0912 | 0.0859 | 0.1257 | 0.1214
‘ 50 0.0613 | 0.0554 | 0.0919 | 0.0867 | 0.1263 | 0.1219

Table 4.6: Values for connection blocking rate for widest-shortest path objective for MBF and
Proposed Modified Topkis (PMT) algorithms for different arrival rates for Switched cluster
topology.

path for the ISP and Switched cluster topologies for different arrival rates were plotted. The
corresponding graphs are shown in Figure 4.16 to Figure 4.18 and Figure 4.19 to Figure 4.21
respectively. In this where there is a limit on the number of link residual bandwidths, the
connection blocking rates for both the topologies are much lower than the minimum hop paths.
The connection blocking rate {or the Proposed Modificd Topkis algorithm is again lower than

the MBF algorithm.

The simulation time spent by the algorithms till 50000 connection requests arrived at the
network are shown in Figure 4.22 to Figure 4.24 [or the ISP topology and in Figure 4.25 (o

Figure 4.27 for the Switched cluster topology.

It can be deduced {rom these results that the difference in routing performance of on-
demand and pre-computation is less for smaller arrival rates. The periodic pre-computation

of routes take less simulation run times compared with the on-demand route computations.
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Case I1I: Effect of link state updates on widest-shortest pre-computed paths

The conncetion blocking rate increases as a {unction of the link state update period. For
this casc the pre-computation period was fixed and link state update period was varied. It can
be scen from Figure 4.28 and Figure 4.29 that as the 1ink-’statc updalte periods arc increased
it leads to larger connection blocking rates. When the link state information in the system is
outdated, it is also inaccurate. This causes the source nodes to mistakenly consider infeasible
links as feasible. Hence the source node selects infeasible path. There may be other feasible
path available at that time but due to optimality conditions they were not selected. These are
mostly the setup failures and result into poor use of network resources.

The increase for the large update periods compared with smaller initial update periods is
less. When an link update message indicates a low utilization or availability of resources, the
rest of the network reacts by routing more traffic to the link. Blocking remains low during this
interval of available resources. But once the link is saturated and this information is distributed
then the no more connections are admitted hence blocking rate does not increase by much.

It can be concluded from the above results that pre-computation of routes provide faster
route computation but their blocking rate is higher. The Proposed Modified Topkis algorithm
gives a much improved performance over MBF algorithm which is used traditionally. The per-
formance gap for these algorithms and optimality criteria is large and varies with the network
load and topology. To achieve low blocking rates, optimization criteria are necessary. Studies
can be made Lo determine effects of link update periods on message overheads and processing
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Figure 4.16: Connection blocking rate for different pre-computation intervals for 1.5 connec-
tion arrivals per sec and Widest-shortest path objective for ISP topology.
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Figure 4.17: Connection blocking rate for different pre-computation intervals for 1.8 connec-
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ISP Topology

Arrival Rate: 2.0 connections/sec
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Figure 4.18: Connection blocking rate for different pre-computation intervals for 2.0 connec-
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Figure 4.19: Connection blocking rate for different pre-computation intervals for 1.5 connec-
tion arrivals per sec and Widest-shortest path objective for Switched cluster topology.
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Figure 4.20: Connection blocking rate for different pre-computation intervals for 1.8 connec-
tion arrivals per sec and Widest-shortest path objective for Switched cluster topology.
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Switched Cluster Topology

Arrival Rate: 2.0 connections / sec
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Figure 4.21: Connection blocking rate for different pre-computation intervals for 2.0 connec-
tion arrivals per sec and Widest-shortest path objective for Switched cluster topology.
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Figure 4.22: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 1.5 connections per sec and Widest-shortest path objective for ISP topology.
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Arrival Rate: 1.8 connections/sec
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Figure 4.23: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 1.8 connections per sec and Widest-shortest path objective for ISP topology.
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Figure 4.24: Total simulation time till 50000 connection requests arrive for routing for an arrival
rate of 2.0 connections per sec and Widest-shorlest path objective for ISP topology.
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Figure 4.25: Total simulation time till 50000 connection requests arrive for routing for an
arrival ratc of 1.5 connections per sec and Widest-shortest path objective for Switched cluster

topology.
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Arrival Rate: 1.8 connections / sec

136000
i El‘-\_ »- x Proposed Modified Topkis
B B-8 Modified Bellman Ford
135000~ X Vg |xox On-Demend
L \x \'\
&) RN ~.
3134000_ FOS EV S *\,\*R*g ..... Heorns Hewrrns Herons A
D) BN N,
£ ’ RSN
133000} AN
2 \>’\\ 3
= _ S e
£132000} Sx.o O i
w2 ~
8 \\
x
131000 —
1 ‘ I | | ‘ 1 | |
130000, 10 20 30 40 50

Pre-Computation Interval (sec)

Figure 4.26: Total simulation time till 50000 connection requests arrive for routing for an
arrival rate of 1.8 connections per sec and Widest-shortest path objective for Switched cluster

topology.
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Arrival Rate: 2.0 connections / sec

109000
L » x Proposed Modified Topkis
B-8 Modified Bellman Ford
108000 - E\.\ %% On-Demand
.
) - Sl
] ~
N X\ ~
© 107000 *- \.\t* ..... Q\* ..... FON PR Heron Worrren +
.g ~ ~ \G\
* '~
E; i N L
S 106000 - S N
= N ‘o
g \3( N
2 I N \B\'
05000 jaN s
10500 .
~N
~N
| *x
~N
~
<
| J 1 l ) J i | |
104OOOO 10 20 30 40 50

Pre-Computation Interval (sec)
Figure 4.27: Total simulation time till 50000 connection requests arrive for routing for an

arrival rate of 2.0 connections per sec and Widest-shortest path objective for Switched cluster
topology.
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ISP Topology

Arrival 1.5 connections / sec, Pre-Computation Interval 20sec
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Figure 4.28: Connection blocking rates for Widest-shortest paths for different link state update
periods for ISP topology.
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91

ortest paths for different link state update



Chapter 5

Protocol for Quality of Service Adaptation

with Renegotiation

5.1 Introduction

The notion that negotiated QoS for a connection remains the same for the lifetime of the con-
nection is not always valid for multimedia applications. Applications should be able to rencgo-
tiate QoS during the lifetime of the connection. Renegotiation is crucial for those applications
also that cannot specify the desired QoS for the whole duration of the service. Examples are
medical applications or teleconferencing applications. The role of QoS adaptation is to keep
providing the negotiated quality of service, eventually lowering it in the case when resources
are unavailable. In this chapter we present a new adaptation protocol for QoS adaptation with
renegotiation that allows an ATM network to recover from the QoS violations in order to satisfy
end-to-end QoS requirements. We also propose a unified model for managing QoS routes and

QoS parameters.
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Figure 5.1: Manager/Agent model of the network management system.

5.2 Network Management System

The network management interface that has been defined for use in ATM networks is called
Interim Local Management Interface or ILMI. The ILMI is intended for use on the ATM UNI
and does not address any network management issues on the NNI interface. The ILMI [6] is
based on a protocol for network management, called Simple Network Management Protocol
(SNMP), which defines information to be collected by access agents [38]. These agents respond
to requests for information and to action directives received from a manager as shown in Figure
5.1. It can be seen in the figure that there are agents in the system that manage different network
devices. These agents require software for management purposes. This software is a crucial
part of network management software as it has to perform effectively in the presence of large
volume of interactions and negotiations so that desired QoS configuration may be provided.

For a comprehensive network management system that performs QoS management, QoS
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monitoring mechanism is also necessary. [t monitors the actual QoS provided to the ongoing
sesstons so that appropriate actions can be taken in case of any problem in providing specified
QoS guarantees. A QoS mapping lunctionality is also needed to convert actual application QoS
to cell level QoS defined in ATM. QoS mapping is also required to allow the service provider
to handle and manage meaningful parameter representations. For example the service provider
may not know how to handle and manage the frame rate required for video. But it may know
how to handle and manage the bandwidth or cell service rate. Thus a mapping of frame rate
into throughput is necessary to allow the service provider to support the services requested
by the application. In [42], a graphical user interface is available (o give users the ability to
specify the desired quality of service. Thus mapping becomes necessary. In the this thesis we
have assumed that a mapping function is available and the protocol needs to handle the QoS

parameters only.

3.2.1 Routing Mechanism

As seen in Chapter 2, ATM uses PNNI protocol for routing purposes. We use a model for QoS
management similar to one shown in Figure 5.1, The motivation for using agents in support
of QoS management is to perform dedicated processing on behalf of applications inside the
network at particular links or in particular regions of node clusters, which may not implement
the required algorithms and services.

The PNNI protocol views nodes in an ATM network as a collection of peer groups. All the
nodes within a peer group exchange link information and obtain an identical topology database
representing the peer group. Peer groups are organized into a hierarchy in which one or more
peer groups are associated with a parent peer group. Parent peer groups are grouped into higher

layer peer groups with some identifier. Within a peer group, each node has the description of
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the topology of the peer group including descriptions of all nodes, links and destinations that
can be reached from each node and the status of nodes between the nodes. At each level of
hicrarchy, the topology is represented by logical nodes and logical links. At the lowest level
of hicrarchy, each node represents a real switching system. At higher layers, each node may
represent cither a real system or a group ol swilching systems.

Each node in PNNI protocol advertises a set of parameters (link state updates or LSU)
including information about the links attached to it, QoS parameters it can guarantee, admin-
istrative weights of the link and its capability and desirability to carry out particular types of
connections. Source node uses this information during the route selection process in determin-
ing end-to-end routes. All the nodes within a peer group exchange link information and obtain
an identical topology database representing the peer group. Routing outside a peer group fol-
lows the same link state operation but at the higher layers of the hierarchy [86][87]. We have

not considered administrative weights in our protocol.

3.3 QoS Adaptation Protocol

A connection from a source s to a destination ¢ passes through different clusters before ter-
minating at the cluster where destination node is located. Let m(i,7) to be a QoS metric
or parameter for the link (4,7). For a path P = (s,4,4,...,[,t), metric m is concave if
m(P) = min{m(s, i), m(i, ), ...,m(l,1)}. Metric m is additive i m(P) = m(s,i)+m(i, j)+
...+ m(l,t). While the bandwidth is concave; delay, delay jitter and cost are additive [117].
When we consider additive QoS parameter like delay then the end-to-end delay of a con-
nection or QoS configuration would be the sum total of the individual delays due to all clusters

in that connection. The service requirement is to keep the end-to-end delay within the agreed
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delay bound, D. Now if some cluster or node violates its component of this delay bound due

to some resource allocation problem then there are two methods to resolve the problem:

1. Use alternate QoS configuration. The alternate QoS configuration could be in the form of
pre-computed QoS routes as discussed in the previous chapter. This method requires that
the new QoS route should be sctup, followed by the teardown of the existing connection.

It involves cost of both of these operations.

2. Use QoS adaptation mechanism. Here the other clusters or nodes involved in the con-
nection need to compensate for this QoS violation. For example one cluster may offer
a smaller delay service. Thus it may decrease its part of delay by an amount that may
completely or partially compensate for the violation. If the network QoS management
mechanisms are unable to compensate this violation completely then system may either
initiate reconfiguration mechanism as specified in the first method or renegotiate with the

application,

5.3.1 Features of Management System

It is p;)ssible for the multimedia applications to modify the agreed traffic contract. The ITU-
T Q.2963.2 recommendation [60] provides the capability for the connection owner (i.e the
originator of the call who initiates the setup message) to use the modify message and adjust
the traffic descriptor dynamically on an active connection. A new information element, dy-
namic bandwidth management option, in the existing setup message is used by all parties to
indicate their support of this feature. This information element is then included in the connect
message to signal the connection owner of the end-to-end support for dynamic bandwidth man-

agement. The recommendation also defines messages with appropriate information elements
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for the user-network interface (UNI) signalling. Once the renegotiation protocol completes, the
QoS controller modifics the strcam’s tralfic shaper and cffectively flow controls the bit rate to
the available network bandwidth.

The protocol that we propose extends the functionality of the above protocol by ITU-T. We
assume that there 1s a QoS agent at every node. It has a QoS/Route Monitor unit that receives
QoS/LSU updates from the network on a periodic or triggered basis. The QoS information
available at a node is the QoS information of the link from it to the next node. There can be
several connections passing through a node at any given time but there will be a single QoS
agent. In addition to its usual functions, this entity would also function as QoS manager or
Connection QoS Manager.

The QoS/Route Monitor would also send or receive the signalling messages required in our
protocol. These signals are exchanged on a control VC cstablished at the time of connection
setup. This control VC setup between the source and the destination is maintained throughout
the life of the connection. Upon receiving a signalling message on the control VC, the monitor
passes the signalling information to its protocol processing entity for processing.

Following are the key characteristics of our management system.
1. A single QoS agent exists at each node that manages all the connections.

2. There is a Connection QoS Manager (CQM) maintained at the source node of the con-
nection and a QoS manager maintained at every cluster for managing QoS of that peer

group or cluster.

3. QoS agent of the source node acts as the CQM and QoS agent of the ingress node at

every cluster acts as the peer group leader or the QoS manager of that cluster.

Figure 5.2 shows the behaviour of QoS agent and CQM for a connection. The behaviour of
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Figure 5.2: Behaviour of QoS agent and Connection QoS Manager (CQM) of a connection.

QoS manager is similar but it is not shown in the figure. As shown in the figure that there is
a QoS/Route Monitor unit inside the QoS agent. This entity detects the violation in the QoS
and initiates the adaptation protocol as described below in the next sub-section. This entity
also receives routing related information which it passes to the QoS Route Manager unit that

manages the QoS routes.

3.3.2  Description of the Protocol

As discussed above there are two categories of QoS parameters - concave and additive. The

QoS violation may occur in both types of QoS parameters.

99



(a) When a violation in the concave QoS parameter (i.c. bandwidth) is detected by the QoS
agent then the end-to-cnd QoS cannot be satislicd completely. Therefore a QoS rencgotiation
mechanism is required. Hence, the QoS agent sends a change QoS request signal to the CQM.
The CQM on receiving this signal tries a different QoS configuration for example, an alternate
QoS configuration or route to the destination that satisfies all QoS constraints or the end-to-
cnd QoS requirements. If the CQM cannot [ind a QoS configuration or a QoS route to the
destination then it lowers the QoS metric i.e. the bandwidth below the acceptable limit and
establishes a connection based on this metric, transfers traffic on this connection and informs
the user or the application which may decide to keep or reject this new connection and abort.
(b) When the QoS violation is detected in a QoS parameter that has the additive concatenation

property (e.g. delay or cost), the protocol for QoS adaptation works as described below.

1. When a QoS agent detects a QoS violation, that is, it can no longer contribute towards
the end-to-end QoS, it computes a violation degree. The violation degree is difference
between the targeted QoS and the actual measured QoS. It then sends a violation signal
to the next node with in its cluster. The QoS agent of this node now attempts to reserves
resources to completely compensate the violation. This agent would be able to either
completely or partially compensate for the violation. [t may also lail to compensate
the violation if it is at its maximum utilization. It would next compute a violation degree
which would be the remaining QoS to be compensated and send further a violation signal
to next node under that connection which would then attempt to compensate the violation
and so on till the last node of the cluster. If the violation is completely compensated i.e.
the violation degree becomes zero or the violation signal reaches the end node and still
violation degree is not equal to zero, a signal containing the remaining violation degree is

sent to the QoS agent from where the violation signal had been originated. This scheme
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succeeds if the violation degree becomes zero.

. When the above QoS adaptation scheme failsi.c. the violation dcgrcc is not cqual (o zero,
the originating QoS agenl sends the violation signal containing the remaining violation
degree to the CQM. The CQM checks then the resource availability at all clusters by
sending proper signals 16 the respective QoS managers. These QoS managers collect the
QoS information from their agents and send it to the CQM. The CQM then computes
the nccessary QoS changes for cvery cluster and sends the QoS change signal 1o the QoS
manager of that cluster. On receiving the QoS change signal from the CQM, the QoS

manager at each cluster requests its QoS agents to commit the changes.

- 1f the CQM fails to compute suitable QoS changes for peer groups then QoS renegotiation
isrequired. CQM fries an alternate QoS configuration to satisfy end-to-end requirements.
If that is not possible, the CQM lowers the QoS metric by a suitable value, establishes
a new connection, transfers the traffic on it and informs the application i.e. higher layer

which may decide to keep or reject this new connection.

5.3.3 Signalling Messages

To facilitate the functioning of the protocol described above, several signalling messages are

needed. The signalling messages characterize different control mechanisms required for the

protocol and the network. Each signalling message is a request for a specific function or it is

a response to a specific request. A signalling message is composed of a number of informa-

tional elements (IE) with each IE identifying a specific aspect of the function requested by the

message. The following IEs are used in the signalling messages.

a) Connld - Identifier for the connection
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b) Agentld - Identifier for the QoS agent (including that of QoS manager)

¢) ViolationDegree - Dillerence between the desired QoS and the currently provided QoS

d) MaximumQoS - Maximum amount of QoS that could be supported by some agent

¢) QoSToSupport - Amount of QoS needed to be reserved by a cluster as computed by CQM
0) LowerQoS - QoS for alternate degraded QoS configuration tried by CQM.

The signalling messages are described as follows.

1. VIOLATION(Connld, Agentld, ViolationDegree)- When a QoS violation is detected
by a QoS agent, The violation could be in either concave or additive parameter. If the violation
is in the additive parameter then the QoS agent needs Lo computes a violation degree that is
equal to the difference between the targeted QoS and the actual measured QoS. This signal is
then sent by the QoS agent to the next node in its cluster. This signal is also generated by the
last node of the cluster.

2. REQUEST_RESOURCE(Connld, Agentld) - This signal is sent to QoS managers of all
clusters except to the one from where the violation signal was originated. Through this signal
CQM solicits from all other QoS managers information about the maximum QoS that they can
support.

This similar to triggering the QoS managers lor gencrating link state updates (LSU s) but with
maximum QoS contribution information. Agentld is for identifying QoS managers.

3. QOS_AVAILABLE(COMId, Agentld, MaximumQoS) - When the REQUEST_RESOURCE
signal is received, the QoS manager computes the maximum QoS that it can contribute and in-
forms CQM using this signal.

The MaximumQo$S element sent by a QoS manager could be zero.

4. CNF_QOS(Connld, Agentld, QoSToSupport) - CQM on receiving QOS_AVAILABLE

from all the requested QoS managers, decides the best QoS value for each QoS manager so
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thal end-to-end QoS requirement may get satisfied. One approach is to distribute the required
QoS equally among the clusters. The QoS managers would then distribute the QoS among the
nodes in their respective clusters. This is QoS adaptation.

5. DEGRADE_QOS(Connld, Agentld, LowerQoS) - When the effective contribution of each
QoS manager is negative, this means that QoS violation cannot be compensated. The CQM
then trics alternate QoS configuration for the application between end points. This is QoS
reconfiguration.

If the alternate configurations are impossible then this signal is sent-by CQM to QoS managers
to lower QoS by a minimum value and the application is informed. This is called graceful
degradation.

6. ABORT_CONNECTION(Connld, Agentld) - If the application decides to reject the new
degraded QoS configuration then CQM sends this signal to all peer leaders to abort the connec-

tion (Connld).

Table 5.1 summarizes the types of signals and their definitions for QoS agents and QoS
managers. Some of the signals will be sent to all agents except to the one that detected a
violation. Similarly, certain signals will be sent by all agents cxcept the onc that had detected a

violation.

3.4 Unified Model for Managing QoS

We have assumed that there is a QoS agent at every node that monitors and collects the QoS
information available at that node. We propose a new model for quality of service manage-
ment that has QoS agent as the crucial entity in the model. This model integrates the resource

allocation/buffer management schemes for providing QoS, the QoS route manager that han-
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Signal Message Type Informational Definition Comment ]
Elements

VIOLATION Connld, On detection of QoS violation, this | Sent by agent thal de-
Agentld, signal sent to next node / CQM tected violation or last

ViolationDegree

node of the cluster

REQUEST_RESOURCE

Connld, Agentld

On receiving violation signal CQM
solicits from other QoS managers in-
formation about the maximum QoS
that they can support

Sent to the other QoS
managers except to the
one from where violation
signal received

QOS_AVAILABLE

Connld,
Agentld,
MaximumQoS

On receiving request resource signal,
different QoS managers inform CQM
about their maximum contribution

Sent by all QoS man-
agers that received re-
quest to contribute more
QoS

CNF_QOS Connld, CQM decides best QoS value for | Sent by CQM to QoS
Agentld, each QoS manager to be allocated | managers for contribut-
QoSToSupport therein to satisfy end-to-end require- | ing QoSToSupport
ments
DEGRADE_QOS Connld, Agen- | When effective contribution of each | Sent by CQM to QoS
td, LowerQoS QoS manager is negative and allerna- | managers (peer group

live configuration is impossible then
CQM sends this signal to degrade
QoS

leaders) to lower QoS

ABORT_CONNECTION

Connld, Agentld

CQM sends this signal to various
peer leaders to abort connection

Application decides to
abort the new degraded
QoS configuration

Table 5.1: Signal message types and definitions.

104




QoS Agent
I QoSRoute 'y..[ Protocol
' Manager e
((Precomputed / ; Prj"’%sm‘é
1 On Demand) _ 10770
'R - e S 1 T QoS / Route
| ool SSP Monitoring
1 (PNNT Sctup) |
________ ]
Update
! QoS /LSU

ATM Driver / Signalling and
Resource Allocation / AAL Support

Figure 5.3: Model of the QoS Agent maintained at every node

dles pre-computed/on-demand QoS routes and Protocol Processing entity that adapts to QoS
violations or system initiated renegotiation. Some of these entities could be part of switch soft-
ware or switch OS. The resource allocation method may be performed in conjunction with rate

control methods is necessary for QoS conformance. This has to be done at cell level or the

transport level.

The entities QoS Route Manager and Route Setup shown in dashes in Figure 5.3 are active
only when the node is the source node of a connection. When a node becomes a source node
or needs to compute QoS routes, QoS Agent acts like the Connection QoS Manager (CQM).

Figure 5.4 shows the proposed unified model of the Connection QoS Manager.
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Figure 5.4: Model for Connection QoS Manager
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5.5 Discussion and Conclusions

The protocol discussed in section 5.3 was implemented on a simulated ATM network. The
main advantage ol the PNNI protocol is that it provides distinct administrative domains for cach
cluster. This helps in separating the management costs per cluster basis. The proposed protocol
for the QoS adaptation may be used for revenue maximization of the network. The concept
of QoS improves the network resource utilization. Though the topology of the network can
change butitis relatively infrequent compared to those QoS constraints like bandwidth or delay.
Therefore QoS adaptation and QoS renegotiation scheme become important. These schemes
are also important, as they can be more frequent compared to the connection establishment as
connection establishment involves extra overhead of allocating VCs and state creation in the
switches. We suggest that the unified model for the management of QoS techniques which

includes schemes proposed by us should be implemented.



Chapter 6

Conclusions and Scope for Future Work

6.1 Conclusions

In this thesis we have investigated schemes for the quality of service management in ATM
networks. An efficient scheme for the provisioning of QoS parameters through resource al-
location and buffer management has been proposed. This scheme can be integrated with cell
scheduling schemes like rate based scheduling. We have proposed a pre-computation algo-
rithm for determining quality of service routes. The results of the comparative study made with
the traditional Modified Bellman-Ford algorithm show that the performance of the proposed

algorithm is better.

The pre-computation of QoS routes provides alternate QoS configurations. When a QoS
reconfiguration is required the choice could be to use an alternate route if available or to lower
QoS on the existing conncction. A protocol for adaptation of quality of service has been pro-
posed that accommodates to the QoS violations and performs graceful degradation of the qual-

1ty of service.
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The major findings of our work can be summarized as follows:

1. For the provisioning of quality of service parameters dynamic bandwidth allocation and

bulfer management is required.

2. The buffer management with proper allocation policies should be incorporated inside

ATM nodes so as to satisfy QoS.

3. The Modified Topkis algorithm proposed by us for finding k-constrained QoS routes
has better performance than the generally used Modified Bellman Ford algorithm. The
connection blocking rate of the proposed algorithm is lower compared with Modified

Bellman Ford algorithm.

4. On-demand QoS routing has much lower connection blocking ratc however this algo-
rithm requires route computation on every request. We found that the pre-computation

schemes can have smaller computational times than on-demand routing.

5. There is a considerable performance gap for the QoS routing algorithms. The perfor-

mance of these algorithms varies according to the network load and topology.

6. We have proposed a protocol for QoS adaptation with renegotiation in ATM networks.

This protocol can be used for QoS adaptation and QoS reconfigurations.

7. For quality of service management in ATM networks, we propose a unified model for
QoS management that integrates resource allocation/buffer management schemes for
providing QoS, QoS route manager that handles pre-computed/on-demand QoS routes
and Protocol Processing entity that adapts to QoS violations or system initiated renego-

tiation.
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6.2 Scope for Future Work

As the high speed networks are deployed, newer applications are emerging like telesurgery and
continuous multimedia databasc access. These applications have stri ngent service requirements
and need efficient provisioning and management of quality of service. Hence QoS management
becomes critical for the overall performance in the network. We outline following specific areas

in QoS management where {urther research is required.

1. Studies should be made to improve upon the resource allocation scheme proposed by us

to simultaneously satisfy different QoS parameters for different traffic conditions,

2. The pre-computation algorithms should be studied to find out the cost and other over-

heads, and determining the optimal level of pre-computations.

3. Efforts should be made to implement the proposed unified model for QoS management in
ATM switch software (OS). Efforts should be made to design APIs at ATM switches that

implement the proposed adaptation protocol and the unified model for QoS management.

4. The cost-benefit analysis of alternate QoS configurations, QoS adaptation and reconfig-

urations need to be investigated for the optimurm use.

5. The differentiated services mode} recently proposed for the Internet does not rely on any
flow based state representation inside the core network and there are no explicit resource
reservations. Studies should be made to determine the performance of resource allocation
and other mechanisms for QoS in networks supporting differentiated services as against

the integrated services schemes. Studies should also be made for QoS management in

such networks.

111



References

[1] Apostolopoulos G., Guerin R., Kamat S. and Tripathi S. K., “Improving QoS Routing
Performance under Inaccurate Link State Information,” Proc. of the 16th International

Teletraffic Congress (ITC’16), Edinburgh, England, June 1999,

[2] Apostolopoulos G., Guerin R., Kamat S. and Tripathi S. K., “Quality of Service Based
Routing: A Performance Perspective,” Proc. of ACM SIGCOMM?’98, vol. 28, no. 4, pp.
17-28, Vancouver, Canada, 1998.

[3] Apostolopoulos G. and Tripathi S. K., “On the Effectiveness of Path Pre-computation
in Reducing the Processing Cost of On-demand QoS Path Computation,” Proc. of ISCC
1998.

[4] Aras C. M., Kurose J. F,, Reeves D. S. and Schulzrinne H., “Real-time Communication
in Packet-Switched Networks,” Proc. of the IEEE, vol. 82, no. 1, pp. 122-138, January
1994,

[5] Ariza A., Casilari E. and Sandoval E., “QoS Routing with Outdated Network Knowl-
edge,” Electronics Letters, vol. 36, no. 15, pp. 1332-1334, July 2000.

113



[6]

[7]

[11]

[13]

ATM Forum Technical Committec, User Network Interface (UNI) Specification ATM
User Network Interface (UNI) Specification Version 3.1, Prentice Hall, Englewood

Cliffs, N.J., USA, 1995.

ATM Forum Technical Committee, Tratfic Management Specification Version 4.0, ATM
Forum, April, 1996.

Awater G. A. and Schoute F. C., “Optimal Queuing Policies for Fast Packet Switching
of Mixed Traffic,” IEEE Journal on Selected Areas in Communications, vol. 9, no. 3, Pp.

458-467, April 1991.

Bansal V., Siracusa R. J., Hearn J. P, Ramamurthy G. and Raychaudhuri D., “Adaptive
QoS-Based API for ATM Networking,” Proc. of NOSSDAV’9S, Durham, New Hamp-
shire, pp. 299-302, April 1995,

Barzilai T. P, Kandlur D. D., Mehra A. and Saha D., “Design and Implementation of an
RSVP-based Quality of Service Architecture for an Integrated Services Internet” IEEE

Journal on Selected Areas in Communications, vol. 16, no. 3, pp. 397-413, April 1998,

Bhatti S. N. and Knight G., “QoS Assurance vs. Dynamic Adaptability for Applications,”
8th International Workshop on Network and Operating Systems Support for Digital Au-
dio and Video (NOSSDAV’98), Cambridge, England, 1998.

Bochmann G. v. and Hafid A., “Some Principles for Quality of Service Management,”

Distributed Systems Engineering Journal, vol. 4, pp. 16-27, 1997,

Boppana R. and Konduru S. P, “An Adaptive Distance Vector Routing Algorithm for
Mobile, Ad Hoc Networks,” IEEE Infocom 2001, Anchorage, Alaska, April 2001.

114



[14]

[15]

[17]

L18]

[19]

Boppana R., Marina M. K. and Konduru S. P, “An Analysis of Routing Techniques for
Mobile and Ad Hoc Networks,” International Conference on High Performance Parallel

Computing (HIPC’99), 1999,

Braun T., Dasen A., Scheidegger M., Jonas K. and Stttgen H., "Implementation of Dif-
ferentiated Services over ATM," Conference on High Performance Switching & Routing

(ATM2000), Heidelberg, Germany, June 2000.

Campbell A., Aurrecoechea C. and Hauw L., “A Review of QoS Architectures,” Proc. of
4th IFIP International Workshop on Quality of Service (IWQS’96) Paris, France, March
1996.

Chao H. J. and Uzun N., “An ATM Queue Manager Handling Multiple Delay and Loss
Priorities,” IEEE/ACM Transactions on Net working, vol. 3, no. 6, pp. 652-659, Decem-
ber 1995.

Chatzaki M. and Sartzetakis S., “QoS-Policy Based Routing in Public Heterogenous
Broadband Networks,” Technical Report TR98-0233, Institute of Computer Science,

Foundation for Research and Technology, Hellas, Greece, 1998.

Chen S. and Nahrstedl K., “An Overview of Quality of Service for Next-Generalion
High-Speed Networks: Problems and Solutions,” IEEE Network, pp. 64-79, Novem-
ber/December 1998.

Chen S. and Nahrstedt K., “Distributed Quality-of-Service Routing in High-Speed Net-
works Based on Selective Probing,” Technical Report, Department of Computer Science,

University of Illinois at Urbana-Champaign, USA, 1998.

115



[21]

[22]

[23]

Chen S. and Nahrstedt K., “Distributed QoS Routing with Imprecise State Information,”

Proc. of ICCCN’98, October 1998.

Chen S. and Nahrstedt K., “On Finding Multi-Constrained Paths,” Proc. of [EEE 1CC’98,
June 1998.
Chen X. and Mohapatra P., “Providing Differenciated Service from an Internet Server,”

International Conference on Computer Communication and Networks, 1999.

Chen X., Mohapatra P. and Chen H., “An Admission Control Scheme for Predictable
Server Response Time for Web Accesses,” Proc. of Tenth World Wide Web Conference

2001.

Cheng L., “Quality of Services Based on Both Call Admission and Cell Scheduling,’
Computer Networks and ISDN Systems, vol. 29, pp. 555-567, 1997.

Cheng Y. and Church G. M, “Biclustering of Expression Data,” IEEE Trans. on Pattern

Analysis and Machine Intelligence, vol. 17, no. 8, pp. 790-799, August 1995.

Choi Y. J. and Kim H. M, “Optimal Bandwidth and Buffer Allocation Method for Het-
erogeneous Traffic with Multiple QoS in ATM Networks,” Electronics Letters, vol. 34,

no. 19, pp. 1822-1823, 1998.

Chong S., Nagarajan R. and Wang Y.-T., “First Order Rate-based Flow Control with
Dynamic Queue Threshold for High Speed Wide-Area ATM Networks,” Computer Net-
works and ISDN Systems, vol. 29, pp. 2201-2212, 1998.

116



[29] Chou W., Bragg A. W. and Nilsson A. A.. “The Need for Adaptive Rouling in the Chaolic

[36]

and Unbalanced Traffic Environment,” IEEE Trans. on Communications, vol. 29, no. 4,

pp. 481-490, April 1981.

Chowdhury S. and Sohraby K., “Bandwidth Allocation Algorithms for Packet Video in
ATM Networks,” Computer networks and ISDN Systems, vol. 26, pp. 1215-1223, 1994,

I Cormen T. H., Leiserson C. E. and Rivest R. L., Introduction to Algorithms, MIT Press,

1990.

Courcoubetis C., Kesidis G., Ridder A., Walrand J. and Weber R., “Admission Control
and Routing in ATM Networks using Inferences from Measured Buffer Occupancy,”
IEEE Transactions on Communications, vol. 43, no. 2/3/4, pp. 1778-1784, Febru-
ary/March/April 1995.

Crawley E., Nair R., Rajagopalan B. and Sandick H., “A Framework for QoS-Based
Routing in the Internet,” IETF Internet Draft, draft—ietf-qosr-framework-04.txl, April 9,

1998.

Datta S., Stojmenovic 1. and Wu J., “Internal Node and Shortcut Based Routing with
Guarantees Delivery in Wireless Networks,” Spl. Issue on Mobile Ad-Hoc Networking

in Cluster Computing Journal, 2001

" Duffield N. G., Lakshman T. V. and Stiliadis D., “On Adaptive Bandwidth Sharing with

Rate Guarantees,” Proc. of IEEE Infocom’98, pp. 1122-1130, 1998.

Ergun E., Sinha R. and Zhang L., “QoS Routing with Performance-Dependent Costs,”
Proc. IEEE Infocom 2000, Tel-Aviv, Israel, vol. 1, pp. 137-146, May 2000.

117



[37]

[41]

[42]

Fan Z. and Lee E. S., “Multiple QoS Constrained Routing with Inaccurate State Infor-

mation,” Electronics Letters, vol. 35, no. 21, pp. 1807-1808, 14th October, 1999.
Feit, Sidnie, SNMP, Mc Graw Hill, Singapore, 1995,

Ferguson P. and Huston G., Quality of Service - Delivering QoS on the Internet and in

Corporate Networks, John Wiley & Sons, Inc., New York, USA, 1998.

Ferrari D. and Verma D. C., “A Scheme for Real-Time Establishment in Wide-Area
Networks,” IEEE Journal on Selected Areas in Communications, vol. 8, no. 3, pp. 368-

379, April 1990.

Fischer S., Hafid A., Bochmann G. v. and de Meer H., “Cooperative QoS Management
for Multimedia Applications,” Proc. of 4th IEEE Intn’l. Conf. on Multimedia Computing
and Systems (ICMS’97), Ottawa, Canada, pp. 303-310, June 1997.

Fischer S., Salem M. O. M. and Bochmann G. v., “Application Design for Coopera-
tive QoS Management,” Proc. of IFIP 5th International Workshop on Quality of Service
(IWQS’97), New York, pp. 191-194, May 1997.

Florissi P. G. S. and Yemini Y., “Management of Application Quality of Service,” Proc.

of the First International Workshop on Quality of Service,” Montreal, Canada, 1994.

Fonseca P, Pitts J. M. and Cuthbert L. G., “Exact Fluid-flow analysis of Single ON/OFF
Source Feeding an ATM Buffer with Space Priorities,” Electronics Letters, vol. 31, no.

13, pp. 1028-1029, 1995.

118



|45] Francis-Cobley P. and Davics N., “Performance Implications of QoS Mapping in Het-
erogenous Networks Involving ATM,” Technical Report CS-EXT-1998-180, Department

of Computer Science, University of Bristol, UK, 1998,

[46] Gaiti D. and Pujolle G., “Performancc Management Issues in ATM Networks: Traffic
and Congestion Control,” IEEE/ACM Transactions on Nelworking, vol. 4, no. 2, pp.
249-257, April 1996.

[47] Garcia F, Hutchison D., Mauthe A. and Yeadon N., “QoS Support for Distributed Mul-
timedia Communications,” Proc. of the First International Conference on Distributed

Platforms, Dresden, Germany, 1996.

[48] Goraliski, W. J., Introduction to Asynchronous Transfer Mode, Mc Graw Hill Inc., New
York, USA, 1995.

[49] Guerin R., Ahmadi H. and Naghshineh M., “Equivalent Capacity and its Application
to Bandwidth Allocation in High-Speed Networks,” IEEE Journal on Selected Arecas in

Communications, vol. 9, no. 7, pp. 968-981, September 1991,

[50] Guerin R. A. and Orda A., “QoS Routing in Networks with Inaccurate Information:
Theory and Algorithms,” IEEE/ACM Transactions on Networking, vol. 7, no. 3, pp.
350-364, Junc 1999.

[51] Guerin R. A, Orda A. and Williams D., “QoS Routing Mechanisms and OSPF Exten-
sions,” Proc. of GLOBECOM, Phoenix AZ, November 1997.

[52] Guerin R. and Peris V., “Quality-of-Service in Packet Networks: Basic Mechanisms and

-

Directions,” Computer Networks, vol. 31, no. 3, pp. 169-179, February 1999.

119



[53]

[56]

[60]

(61]

Gun L. and Guerin R., “Bandwidth Management and Congestion Control Framework of
the Broadband Network Architecture.” Computer Networks and ISDN Systems, vol. 26,

pp. 61-78, 1993.

Guo L. and Matta L, “Search Space Reduction in QoS Routing,” Technical Report CS-

013-99, Boston University, 1999.

Hafid A. and Bochmann G. v., “Quality of Service Adaptation in Distributed Multimedia

Applications,” ACM Multimedia Systems Journal, vol. 6, no. 5, pp. 299-315, 1998.

Hafid A., Bochmann G. v., and Dssouli R., “Distributed Multimedia Application and
Quality of Service: a Review,” Electronic Journal on Network and Distributed Process-

ing, vol. 2, no. 6, pp. 1-50, 1998.

Hafid A., Bochmann G. v. and Dssouli R., “A Quality of Service Negotiation Approach
with Future Reservations (NAFUR): a Detailed Study,” Computer Networks and ISDN

Systems, vol. 30, no. 8, pp. 777-794, 1998.

Huang N.-F., Wu C.-S. and Wu Y.-J., “Some Routing Problems on Broandband ISDN,”
Computer Networks and ISDN Systems, vol. 27, pp. 101-116, 1994.

Hung A. and Kesidis G., “Bandwidth Scheduling for Wide-Area ATM Networks Using
Virtual Finishing Times,” IEEE/ACM Transactions on Networking, vol. 4, no. 1, pp.
49-54, February 1996.

ITU-T, Q.2963 Recommendation, International Telecommunication Union, 1997.

Jiang X. and Mohapatra P., “Efficient Admission Control Algorithms for Multimedia

Servers,” ACM Multimedia Systems Journal, vol. 7, 1999.

120



162]

[63]

[64]

[66]

[68]

[69]

Kalmanek C. R., Kanakia H. and Keshav S., “Rate Controlled Servers for Very High-
Speed Networks,” Proc. IEEE Infocom’90), pp. 12-20, 1990.

Katevenis M., Serpanos D. and Markatos E.. “Mulli-queue Management and Scheduling
for Improved QoS in Communications Networks,” Technical Report NTR1997-0003,
Institute of Computer Science, Foundation for Rescarch and Technology, Hellas, Greece,

1998.

Korkmaz T. and Krunz M., “Multi-constrained Optimal Path Selection,” Proc. of IEEE

INFOCOM 2001, vol. 2, pp. 834-843, Anchorage, Alaska, April 2001,

Kroner H., Hebuterne G., Boyer P. and Gravey A., “Priority Management in ATM
Switching Nodes,” IEEE Journal on Selected Areas in Communications, vol. 9, no. 3,

pp. 418-427, April 1991,

Kweon S.-K. and Shin K. G., “Distributed QoS Routing with Bounded Flooding for
Real-time Applications,” Technical Report CSE-TR-388-99, University of Michigan,
Ann Arbor, 1999,

Lakshman K. and Yavatkar R., “An Empirical Evaluation of Adaptive QoS Renegotiation
in an ATM Network,” Proc. of 6th International Workshop on Network and Operating

Systems Support for Digital Audio and Video (NOSSDAV’96), Zushi, Japan, 1996.

Lakshman T. V.,, Ortega A. and Reibman A. R., “VBR Video: Tradeoffs and Potentials,”
Proc. of the IEEE, vol. 86, no. 5, pp. 952-972, May 1998.

Lee M. H, Mun Y. S. and Kim B. G., “Performance Analysis of Delay-loss Priority
Mechanism Using Markov Modulated Arrival Stream,” IEE Proc.-Commun., vol. 144,

no. 5, pp. 311-314, October 1997.

121



[70]

[73]

[75]

Lee S-J., Gerla M. and Toh C-K., “A Simulation Study of Table-driven and On-
demand Routing Protocols for Mobile Ad Hoc Networks,” TEEE Network, pp. 48-54,

July/August 1999.

Liebeherr J. and Yilmaz E., “Workconserving vs. Nonworkconserving Packet Schedul-
ing: an Issue Revisited,” Technical Report CS-99-05, University of Virginia, Char-

lottesville, 1999.

Lin A. Y.-M. and Silvester J. A., “Priority Queuing Strategies and Buffer Allocation
Protocols for Traffic Control at an ATM Integrated Broadband Switching System,” IEEE
Journal on Selected Areas in Communications, vol. 9, no. 9, pp. 1524-1536, December

1991.

Liu G. and Ramakrishnan K. G., “A*Prune: An Algorithm for Finding k Shortest Paths
Subject to Multiple Constraints,” Proc. of [EEE INFOCOM 2001, Anchorage, Alaska,

April 2001.

Lu G., Communication And Computing For Distributed Multimedia Systems, Artech

House, Norwood, MA, USA, 1996.

Luo W. and Zarki M. E., “Quality Control for VBR Video over ATM Networks,” IEEE

Journal on Selected Areas in Communications, vol. 15, no. 6, pp. 1029-1036, August

1997.

Ma Q. and Steenkiste P., “Routing Traffic with Quality of Service Guarantecs in Inte-
grated Services Networks,” Proc. of 8th International Workshop on Network and Operat-
ing Systems Support for Digital Audio and Video (NOSSDAV’98), Cambridge, England,

July 1998.

122



[77]

[78]

[79]

[80]

Ma Q. and Steenkiste P., “Supporting Dynamic Inter-class Resource Sharing: a Multi-

class QoS Routing Algorithm,” Proc. of TEEE Infocom’99, New York, March 1999.

Ma Q. and Steenkiste P., “Quality-of-Service Routing for Traffic with Performance
Guarantees,” Proc. of IFIP Fifth International Workshop on Quality of Service, pp. 115-
126, Columbia University, New York, May 1997.

Manimaran G., Rahul H. S. and Siva Ram Murthy C., “A New Distributed Route Selec-
tion Approach for Channel Establishment in Real-time Networks,” IEEE/ACM Transac-
tions on Networking, vol. 7, no. 5, pp. 698-709, October 1999,

Marsan M. A., Bianco A., Casetti C., Chiasserini C. F., Francini A., Cigno R.Lo and

Munafo M., “An Integrated Simulation Environment for the Analysis of ATM Networks

~ at Multiple Time Scales,” Computer Networks and ISDN Systems, vol. 29, pp. 2165-

[83]

2185, 1998.

Martin J., Nilsson A. and Rhee 1., “The Incremental Deployability of RTT-Based Con-
gestion Avoidance for High Speed TCP Internet Connections,” Proc. of the International

Conference on Measurements and Modeling of Computer Systems, pp. 134-144, Santa

‘Clara, CA, USA, June 2000.

Mohapatra P., Yu C. and Das C. R., “A Lazy Scheduling Scheme for Improving Hyper-
cube Performance,” Proc. International Conference on Parallcl Processing, pp. 110-117,

August 1993.

Naraghi-Pour M., Hegde M. and Sanchez-Barrera J., “QoS-Based Routing Algorithms
for ATM Networks,” Technical Report, Department of ECE, Louisiana State University,

LA, USA.

123



[84]

[85]

[86]

(87]

(88]

[89]

[90]

[91]

Nelakuditi S., Zhang Z.-L. and Tsaug R. P, “Adaptive Proportional Routing: a Localized

QoS Routing Approach,” Proc. IEEE Infocom’2000, Tel-Aviv, Tsracl, May 2000.

Ng C. H., Bai L. and Soong B. H., *Modelling Multimedia Traffic over ATM Using
MMBP,” IEE Proc.-Commun., vol. 144, no. 5, pp. 307-310, October 1997.

Onvural, R. O., Asynchronous Transfer Mode Networks: Performance Issues, Artech

House Inc., Norwood, MA, USA, 2nd Edition, 1995.

Orda A., “Routing with End-to-End QoS Guarantees in Broadband Networks,”

IEEE/ACM Transactions on Networking,” vol. 7, no. 3, pp. 365-374, June 1999.

Parekh A. K. and Gallager R. G., “A Generalized Processor Sharing Approach to Flow
Control in Integrated Services Networks: the Single Node Case,” [EEE/ACM Transac-
tions on Networking, vol. 1, no. 3, pp. 344-357, June 1993.

Parris C. J., Ventre G. and Zhang H., “Graceful Adaptation of Guaranteed Performance

Service Connections,” Proc. [EEE Globecom’93, 1993.

Patek S. D. and Liebeherr J., "Position Paper on Networks with Aggregate Quality-of-

service,” Proc. SPIE Conference #4526, October 2001.

Perros H. G. and Elsayed K. M., “Call Admission Control Schemes,” IEEE Communi-

cations Magazine, vol. 34, no. 11, pp. 8§2-91, November 1996.

Petr D. W. and Frost V. S., “Nested Threshold Cell Discarding for ATM Overload Con-
trol: Optimization under Cell Loss Constraints,” Proc. of IEEE Infocom’91, pp. 1403-

1412, 1991.

124



193]

[94]

[96]

[97]

198]

[100]

Pcyravian M., and Onvural R, “Algorithm for Ef'ﬁcicnl Generation of Link-state Updatces

in ATM Networks,” Computer Networks and ISDN Systems, vol. 29, pp. 237-247, 1997.

Prycker, Martin De, Asynchronous Transfer Mode: Solution for Broadband ISDN, Pren-
tice Hall International, Hertfordshire, UK, 3rd Edition, 1995.

Ramesh S., Rosenberg C. and Kumar A., “Revenue Maximization in ATM Networks
using the CLP Capability and Buffer Priority Management,” IEEE/ACM Transactions
on Networking, vol. 4, no. 6, pp. 941-950, December 1996,

Rampal S., Reeves D. S. and Agrawal D. P, “An Evaluation of Routing and Admission
Control Algorithms for Real-time Traffic in Packet-switched Networks,” Proc. IFIP Con-
ference on High Performance Networking (HPN’94), Granoble, pp. 77-92, June 1994.

Rampal S., Reeves D. S. and Agrawal D. P, “End-to-End Guaranteed QoS with Statis-
tical Multiplexing in ATM Networks,” Modeling and Performance Evaluation of ATM
Networks, D.D. Kouvatsos (ed.), Chapman and Hall, 1995.

Rampal S., Reeves D. S. and Viniotis I, “Dynamic Resource Allocation based on Mea-
sured QoS,” Technical Report TR 96-2, Centre for Advanced Computing and Commu-

nication, North Carolina State University, Raleigh, 1996,

Reibman A. R. and Berger A. W., “Traffic Descriptors for VBR Video Teleconferencing
over ATM Networks,” IEEE/ACM Transactions on Networking, vol. 3, no. 3, pp. 329-
339, June 1995.

Reninger D. J., Raychaudhuri D. and Hui J. Y., “Bandwidth Renegotiation for VBR
Video over ATM Networks,” IEEE Journal on Selected Areas in Communications, vol.

14, no. 6, pp. 1076-1085, August 1996.

125



[101]

[102]

[103]

[104]

[105]

[107]

[108]

Rothermel K., Dremler G. and Fiederer W, “QoS Negotiation and Resource Reserva-
tion for Distributed Multimedia Applications,” Technical Report TR-1996-09, Fakultact

Informatik, Universitat Sttutgart, Germany, July 1996.

Saito H., “Dynamic Resource Allocation in ATM Networks,” IEEE Communications

Magazine, vol. 35, no. 5, pp. 146-153, May 1997.

Salama H. F., Reeves D. S. and Viniotis I, “A Distributed Algorithm for Dclay-

constrained Unicast Routing,” Proc. of IEEE Infocom’97, Kobe, Japan, April 1997.

Saleh M. A., Habib I. W. and Saadawi T. N., “Simulation Analysis of a Communication
Link with Statistically Multiplexed Bursty Voice Sources,” IEEE Journal on Selected

Areas in Communications, vol. 11, no. 3, pp. 431-441, April 1993.

Shaikh A., Rexford J. and Shin K. G., “Dynamics of Quality-of-service Routing with
Inaccurate Link-state Information,” Technical Report CSE-TR-350-97, University of

Michigan, Ann Arbor, November 1997.

Shaikh A., Rexford J. and Shin K. G., “Efficient Precomputation of Quality-of-service
Routes,” Proc. Workshop of NOSSDAV’98, July 1998.

Shaikh A., Rexford J. and Shin K. G., “Evaluating the Impact of Stale Link State on
Quality-of-service Routing,” IEEE/ACM Transactions on Networking, vol. 9, no. 2, pp.
162-176, April 2001.

Shenker S., Partridge C. and Guerin R., “Specification of Guaranteed Quality of Ser-

vice.,” IETF RFC 2212, September 1997.

126



[109]

[110]

[111]

[12]

[114]

[115]

Sivabalan M. and Mouftah H. T., “Design of Link-state Alternative Path Routing Pro-
tocols for Connection-oriented Networks,” IEE Proc.-Commun., vol. 146, no. 3, pp.

163-170, Junc 1999

Slosiar R. and Latin D, “A polynomial-time Algorithm for the Establishment of Primary
and Alternate Paths in ATM Networks,” Proc. IEEE Infocom 2000, Tel-Aviv, Israel, May
2000.

Stiliadis D. and Varma A., “A General Methodology for Designing Efficient Traffic
Scheduling and Shaping algorithms,” Proc. of IEEE Infocom’97, vol. 1, pp. 326-335,
Kobe, Japan, April 1997,

Sum1J., Shen H., Young G. H. and Wu J “Analysis on Extended Ant Routing Algorithms
for Network Management,” Proc. of the Second International Conference on parallel and

Distributed Computing Applications and Technologies (PDCAT’01), June 2001,

Takagi Y., Hino S. and Takahashi T., “Priority Assignment Control of ATM Line Buffers
with Multiple QoS Classes,” [EEE Journal on Selected Areas in Communications, vol.

9,n0.7, pp. 1078-1092, September 1991,

Tommiska M. T, “PNNI-compliant ATM Routing with a Reconfigurable Hardware Ac-
celerator,” National Conference on Communications, IIT Delhi, pp. 173-176, January

2000.

Topkis D. M., “A k Shortest Path Algorithm for Adaptive Routing in Communication

Networks,” IEEE Transactions on Communications, vol. 36, no. 7, pp. 855-859, 1988.

127



[116]

L117]

[118]

[119]

[120]

[121]

[122]

[123]

Vogel R., Herrtwich R. G., Kalfa W., Wittig H. and Wolf L. C., “QoS-based Routing of
Multimedia Streams in Computer Networks,” IEEE Journal on Sclected Arcas in Com-

munications, vol. 14, no. 7, pp. 1235-1244, September 1996.

Wang Z. and Crowcroft J., “Quality of Service Routing for Supporting Multimedia Ap-
plications,” IEEE Journal on Selected Areas in Communications, vol. 14, no. 7, pp.

1228-1234, September 1996.

Woodruff G. M. and Kositpaiboon R., “Multimedia Traffic Management Principles for
Guaranteed ATM Network Performance,” IEEE Journal on Selected Areas in Commu-

nications, vol. 8, no. 3, pp. 437-446, April 1990.

Wu C.-S., Jiau J.-C. and Chen K.-J., “Providing Traffic Smoothness and Service Guar-
antees within ATM Networks through a Rate-controlled Service Discipline,” Computer

Networks and ISDN Systems, vol. 29, pp. 2119-2138, 1998.

Wu G.-L. and Mark J. W., “A Buffer Allocation Scheme for ATM Networks: Complete
Sharing Based on Virtual Partitions,” IEEE/ACM Transactions on Networking, vol. 3,

no. 6, pp. 660-669, December 1995.

Wu J. and Li H., “A Dominating-set Based Routing Scheme in Ad-hoc Wireless Net-

works,” Telecommunications Systems Journal, 2000.

Yaprak E., Chronopoulos A. T, Psarris K. and Xiao Y., “Dynamic Buffer Allocation in

an ATM Switch.” Computer Networks, vol. 31, pp. 1927-1933, 1999.

Zhang H., “Service Disciplines for Guaranteed Performance Service in Packet-switching

Networks.” Proc. of the IEEE, vol. 83, no. 10, pp. 1374-1396, 1995.

128



[124] Zhang H. and Knightly E. W., “RED-VBR: A Renegotiation-based Approach to Support

Delay-sensitive VBR Video,” ACM/Springer-Verlag Multimedia Systems Journal, vol.
4, 1996.

[125] Zhu H. and Frost V. S., “In-service Monitoring for Cell Loss Quality of Service Vio-
lations in ATM Networks,” IEEE/ACM Transactions on Networking, vol.4, no. 2, pp.
240-248, April 1996.

129



	QUALITY OF SERVICE MANAGEMENT IN ATM NETWORKS
	Abstract
	List of Abbreviations
	Contents
	List of Figures
	List of Tables
	Chapter-1 Introduction and Statement of the Problem
	Chapter-2 Review and General Considerations
	Chapter-3 QoS Provisioning Through Dynamic Bandwidth Allocation and Buffer Control
	Chapter-4 Performance Guarantees through Pre-Computed QoS Routes in ATM Networks
	Chapter 5Protocol for Quality of Service Adaptationwith Renegotiation
	Chapter-6 Conclusions and Scope for Future Work
	References

