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ABSTRACT

Seismic method is the mainstay of geophysical exploration. The main reasons for its
success include its accuracy, the depth of penetration and the ability to generate
high resolution image of subsurface, while being relatively economical at the same
time. The present study uses the technique to study the subsurface structure and the
geometry of reflectors across the eastern edge of North American shelf off the coast
of U.S. The continental shelves are hotbeds for oil and gas exploration; and hence,

here we would try to identify possible traps within region.

Our area of interest includes two large sedimentary basins that underlie the said
region, the Carolina trough and the Blake Plateau basin. Each of them marks a
distinct geological province. The Carolina trough is dominated by a terrigenous-
clastic depositional regime, whereas the Blake Plateau is transitional into a

carbonate-platform depositional regime.

Three profiles (lines 30, 31, and 32) were chosen such that they run across the shelf
which would allow us to study the cross sectional view of the region. The obtained
dataset is without geometry information and is heavily contaminated by
reverberations and back-scattered noise. We first start by merging geometry
information, editing out bad traces and correcting for geometric spreading,
collectively termed as pre-processing. Then a series of filters, including
deconvolution, dip filtering and radon transform, were applied to attenuate coherent
noise. Deconvolution would also help in increasing the temporal resolution. Velocity
analysis was performed and number of velocity models tested; and the best suiting
one was used to migrate and finally stack the dataset. In the end, some final

conditioning was done to further enhance the reflectors.

We have observed three major reflectors in all the studied profiles, with many minor
ones present in between. A major fault can be seen in the seismic section of line 32,
which may favour formation of some minor structural traps. An amplitude shadow
resembling gas chimney effect is also observed, which points toward a possible gas
deposit in the region. The on-laps and off-laps evident in all three profiles are

indicative sea-level changes.
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1. INTRODUCTION

Seismic method is one the most widely used methods of geophysical exploration,
given its accuracy and great depth of penetration as well as the ability to construct
high resolution image of subsurface. The technique generates seismic waves and
records the amount of time they take to travel from a source to a series of
geophones/hydrophones. The recorded travel times when combined with the
knowledge of wave-velocity, one can easily estimate the distance traversed and the
path taken. Geometry and structural information is mostly extracted from the
reflected waves & head-waves (Fig.1.1.1). For both, the attitude of beds and the
physical properties of formation, such as density & elastic moduli, determine the
propagation velocity and thus, the travel times of the seismic waves.

Seismic Survey
Vessel
Buo! |
u, Y Acoustic Receivers Sound Wave U
(Streamers)

Soil Layers

Sound Reflection Surface

Figure 1.1.1: Marine seismic survey (Source - https://bit.ly/2vUntsW).

The seismic method has three principal applications: (Yilmaz, 2001):

e Engineering seismology for determining the near surface geology for
engineering studies, and coal & mineral exploration up to a depth of up to 1
km.

e Exploration seismology for hydrocarbon exploration and development up to a
depth of up to 10 km.

e Earthquake seismology for investigating the internal structure of earth and

source characteristics of earthquakes using records of earthquakes.
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1.1. DATA ACQUISITION

The present work will apply reflection seismic method in a marine setting to delineate
the structural setting across the eastern edge of North American shelf. This method

basically comprises of 3 steps:

e Data Acquisition
e Data Processing

e Data Interpretation

The basic aim of data acquisition is to record a signal having high signal-to-noise
ratio and a broader bandwidth for better resolution to fulfil the geological objectives.

Seismic acquisition system consists of the following elements:

e Energy source
e Energy receiving unit

e Digital recording system

Recording Mode

-

(1 ! 1 ) (2’ 1) (3’1 ) e (M’ 1) Figure 1.1.2: Sample data matrix showing
(1 ,2) (2,2) (3,2) " (M,2) difference between multiplexed recording

mode and demultiplexed trace mode

(1 :3) (2!3) (353) e (M!3) (Yilmaz, 2001).

(1:N) (2,N) 3,N).. . . (M,N)

Trace Mode

v (ij): ith recording channel
jth time sample

The most common marine seismic sources are air-gun, steam-gun and hydro-gun,
which generate acoustic waves by releasing pressurised air, steam or water. They
are generally used in arrays in order to amplify the signal and minimize the source
related incoherent noise e.g. bubble oscillation. The hydrophones are generally
based on piezoelectric transducers which convert pressure-changes, a mechanical

input into an electrical output.



Depending on the purpose of the survey, the source-receiver geometry is decided. A
survey vessel tows the streamer(s) made up of source and receiver arrays
(Fig.1.1.1). The source moves along the seismic line and generates seismic waves
at regular intervals. As the shot goes off, signals are recorded on each hydrophone
for a certain length of time, producing a series of traces. The recorded traces from
each shot are relayed to the recording seismic vessel through an assembly of

buoyant electric cables.

Seismic data is acquired in multiplexed format i.e. in a time-ordered format and
needs to be demultiplexed i.e. converted into a receiver-ordered format before
processing begins (Fig.1.1.2). Many modern instruments do this in field. The most

commonly used format for seismic processing, SEG-Y is trace-sequential format.



1.2. DATA PROCESSING

Seismic data processing is a sequence of operations to transform the recorded raw
data to create an image of subsurface that is interpretable by a competent person.
The aim of data processing is to eliminate subtle noises in the data and to estimate
subsurface geometry using primary reflections. Subtle noises in the data can be random
and coherent noises such as reverberations, multiple reflections (multiples), ground rolls,
linear noise related to guided waves and point scatters. The three important steps of

data processing are (Yilmaz, 2001):

e Deconvolution: Performed along time axis (Fig.1.2.1) to increase temporal
resolution by suppressing reverberations and spiking the source wavelet.

e CMP stacking: Compresses offset axis (Fig.1.2.1) by reducing common-
midpoint (CMP) gathers to zero offset section while increases signal-noise
ratio in the process.

e Migration: Moves dipping seismic events to their true locations and collapses

diffraction hyperbolas, and as a result, increases the lateral resolution.

Secondary processes are applied to condition the data and increase the robustness
of the above mentioned methods (Fig.1.2.2). Deconvolution increases temporal
resolution but it also introduces unwanted artefacts. An appropriate bandpass filter

needs to be applied to check this problem.
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Stacking greatly attenuates coherent (multiples and guided waves) and incoherent
noise. Since multiples have larger moveouts they remain under-corrected after NMO



correction is applied, and as a result get attenuated after stacking. However, it is
important to ensure that proper stacking velocities are used.

Techniques such as f - k filtering (dip filtering), slant-stacking, radon filtering are
used to supress coherent noise such as ground-roll, guided waves and direct
arrivals. Velocity analysis can be performed after each of these stages to get better

estimates of stacking velocity thus, improving the stacking output.

Field Tapes Observer’s Log

v

1. Preprocessing <
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Reformatting

Editing

Geometrical spreading correction
Bandpass Filter

Setup of field geometry
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2. Deconvolution
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(loop)
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9. Final Stacked Image —— » 10. Interpretation

Figure 1.2.2: Flow-chart detailing basic processing steps (Yilmaz, 2001).




Migration is an imaging process based on the wave equation. It requires the data to
be noise free. In case of 2D dataset, migration can’t account for out-of-the-plane
reflections and they remain uncorrected. Factors that influence the migration results
are (Yilmaz, 2001; Yilmaz, 1979; Benson and Stolt, 1986):

¢ Noise (mainly coherent noise)

e Spatial sampling (in the presence of steep dips, aliasing can be a problem)

e Migration aperture (related to the horizontal displacement of the reflection
point)

¢ Amplitude anomalies (spikes, noise outbursts, truncated traces)

e Input data (2D or 3D data)

e Migration strategies (time or depth, post or pre-stack)



1.3. DATA INTERPRETATION

Interpretation is the art of determining geology at a given depth from the processed
record of seismic data. Despite the advances in acquisition and processing
techniques, it is still required of the interpreter to draw from his understanding of
geology and the dataset to identify the correct and most plausible interpretation from
the many other possible solutions. The process of interpretation can be divided into

three inter-related categories:

e Structural interpretation: Here we try to reconstruct the structural maps of
the subsurface from the recorded arrival times.

e Stratigraphic interpretation: Here we try to compare the pattern of observed
reflections with a known model of cyclic deposition with the aim of establishing
a chronostratigraphic relation.

e Lithologic interpretation: Here we try to infer the changes in rock properties
such as porosity, fracture intensity, pore fluid, lithology, etc. from seismic data.

Structural interpretation will be carried out in this work. Much more could be inferred
by studying the seismic attributes such as instantaneous amplitude, phase,
frequency, polarity, etc., as they could provide direct indication of hydrocarbons
present. Bright-spot, presence of amplitude and frequency shadow, flat-spot, gas

chimney effect, etc. are some direct indicators of hydrocarbons.



2. STUDY AREA

2.1. LOCATION

Study area is located along the eastern margin of North American shelf and includes
lines 30, 31, and 32 (highlighted in Fig.2.1.1).
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Figure 2.1.1: The coastal plain, continental shelf, slope and rise of the U.S. East Coast (NOS, 1986).



2.2. TECTONIC SETTING

South of Carolina trough, there are two large sedimentary basins underlying the U.S.
continental margin, Cape Hatteras, and the Blake Plateau basin (Fig.2.2.1); each
marks a distinct geological province. These basins were formed as the continental
margin gradually evolved following the separation of Africa and North America in
Middle Jurassic time. The Florida and Carolina platforms form the landward sides of
these basins, respectively. The Carolina trough and the Blake Plateau basin have

the greatest contrasts of any of the large offshore Atlantic basins (Poag, 1991).

The Carolina trough is the narrowest and most linear of the basins and the Blake
Plateau is the widest and most equidimensional. The Carolina trough is underlain by
narrow rift basins and extensive salt deposits (Hutchinson et al., 1983; Dillon et al.,
1983) whereas rifting in the Blake Plateau occurred over a much wider zone and no
salt deposits are known (Dillon et al., 1988). The Carolina trough is dominated by a
terrigenous-clastic depositional regime; the Blake Plateau is transitional into a
carbonate-platform depositional regime best developed in the Bahamas to the south.

The continent-ocean transition is well marked by a prominent magnetic anomaly in
the Carolina trough, the East Coast Magnetic Anomaly. No similar geophysical
marker exists along the Blake Plateau basin, and the continent-ocean transition is

presumed to underlie the Blake Escarpment (Dillon et al., 1988).

The break-up history of the Carolina trough and Blake Plateau regions also differed
significantly. Sea-floor spreading was initiated in the Carolina trough by 175 Ma, but
was delayed by about 4 my in the Blake Plateau until 171 Ma (Dillon et al., 1988).
Within a million years, at 170 Ma, a spreading-centre jump occurred at the position of
the Blake Spur magnetic anomaly. Numerous oceanic fracture zones project into the
continental margin from oceanic crust (Fig.2.2.1); the largest is the Blake Spur
fracture zone, which separates the Carolina trough from the Blake Plateau basin
(Klitgord et al., 1979).
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Figure 2.2.1: Simplified tectonic map of the continental margin (NOS, 1986).
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2.3. STRATIGRAPHY

No dated samples older than Early Cretaceous have been recovered from this part
of the continental margin in either shallow or deep water (Sheridan et al., 1979;
Dillon et al., 1985); therefore, the geologic interpretation of the rift and early post-rift
formation of the margin is based on seismic character, inference, and comparison

with the continental margin to the north.

The post-rift sedimentary history of the Blake Plateau began in the Jurassic with
widespread carbonate deposition and reef building along the eastern portion of the
margin. The Blake Plateau did not exist as a deep water environment: the region
was characterized by shallow-water, carbonate deposition. Much of this carbonate
deposits lead to formation of a giant Jurassic reef system that extended from the
Bahamas to Georges Bank (Poag, 1991). Anhydrite deposits of Jurassic age are
recorded in wells from the Bahamas (Tator et al., 1975). Deposition is more

terrigenous on the western side of the region.

During the Early Cretaceous, carbonate deposition slowed and reef development
ended from north to south. By the end of Cretaceous time, rising sea level and the
resulting subsidence produced the deep water Blake Plateau, which then became a
region starved of sedimentation, characterized by authigenic and biogenic deposition
(Dillon et al., 1988).

Cenozoic time has been dominated by erosional processes and the eventual
development of widespread regional unconformities. It was during this time that the
ocean currents such as the Suwanee, Gulf Stream, and Deep Western Atlantic
Boundary currents were initiated. Changes in sea level have caused the Gulf Stream
to migrate across the Blake Plateau, affecting sediment deposition patterns (Dillon et
al., 1988).

One of the most notable features that have modified the stratigraphy through time is
salt migration into diapirs in the Carolina trough. Evaporites were among the earliest
deposits in late rift and early post-rift formation of the margin, and these deposits
have mobilized upward through the overlying sediments to form a linear chain of

diapirs (Dillon et al., 1983). Few of the diapirs reach the sea floor and they appear to
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be confined to the seaward edge of the Carolina trough. None are known in the
Blake Plateau basin.

Faults have also modified the region. Growth faults are associated with salt diapirism
near the shelf edge (Dillon et al., 1983). Large normal faults are interpreted near the
edge of the Blake Escarpment on several profiles (Hutchinson et al.,, 1995).
Extensive mapping in the inner shelf has revealed the existence of young neo-
tectonic faults (Behrendt et al., 1983) which could be related to ongoing low-level

seismicity in the south-eastern United States (Behrendt et al., 1986).
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3. METHODOLOGY

Here we would discuss the complete processing workflow for transforming raw
seismic data into seismic cross-section of subsurface through a series of operations.
But before starting, it is important to take a note of events that occur on field when
data is recorded. Both the strategies used for processing data and the results
produced, are heavily affected by field acquisition parameters and the conditions

prevailing on field when acquisition is carried out.

Observers on field keep a track of such events by noting down everything that could
affect the quality of data, which includes parameters like tow depths, conditions at
sea, source configuration, etc. All of this information is documented in Observer’s
Log. Some important things that one must check in Observer's Log are (Yilmaz,
1979):

e Shooting geometry: Total number of active channels, the distance between
centres of first receiver-group and source-array (i.e. the near trace offset), the
receiver & shot intervals, and the far trace offset.

e Field file identification numbers (FFIDs): Usually same as shot-point numbers.
In case of missing/dropped shots we may need to renumber the shot-points.

e Gun delay: Generally the systems begin data recording some time before the
airgun goes off, introducing a delay that needs to be removed.

e Bad traces or files as a result of some noise.

e Sample rate and record length.

e Channel nearest/farthest from source.

e Shot-point numbers (incrementing/decrementing)

e Aliasing filters applied which recording, etc.

The Observer’s Log is a key piece of “metadata” and hence, it is extremely useful to
the processor. Table 3.1 lists some acquisition parameters as given in Observer’s
log (Fig.3.1.1):
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Spread type: End-on
No. of shots: 1794
Near offset: 540 meters
Shot interval: 50 meters
Receiver interval: 75 metres
Sampling interval: 4 milliseconds
Record length: 12 seconds
No. of active channels: 48
Channel no. closest to shot: 48
Nominal foldage: 48
Gun delay: 51 milliseconds
Gun depth: 21 metres
Filter applied: Bandpass (8-62 Hz)

Table 3.1: List of acquisition parameters

After analysing the information available in Observer's logs we can move on to
processing stage. Seismic processing, broadly divided into 3 parts, consists of

following steps:

e Pre-processing
e Demultiplexing/Reformatting
e Updating geometry information
e Editing and Amplitude scaling
e Geometrical Spreading Correction
e Bandpass filtering and muting
e Application of field statics
e Processing
e Deconvolution
e Attenuating linear noise
e CDP sorting and Velocity Analysis
¢ RMS volume generation
e Pre-Stack Time Migration (PSTM)
e Stacking

14



e Post-processing
e Time-Variant Band-pass Filtering
e Deconvolution after stack

e Signal Enhancement

This is only a basic outline for seismic processing. Some additional processing steps
may be needed or some of the above mentioned steps may not be applied
depending on the dataset. These steps are discussed in further detail along with

their practical application on seismic profile “Line 31” using Paradigm software suite.
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3.1. PRE-PROCESSING

Raw seismic data is a series of traces with no navigation and geometry information.

It is plagued by a number of problems such as missing shots, bad/noisy traces or

In addition there might be some auxiliary traces

traces having their polarity reversed.

present that must be removed. Most of the information required for making these
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Figure 3.1.1: A page form Observer’s log of line 31 detailing the acquisition parameters of the survey.
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3.1.1. DATA LOADING

We start by loading data into the system. Profile data downloaded from USGS is
written in SEG-Y format. The dataset can be imported using the option of “SEG-Y
Import and Create New Survey” available in Epos Utilities of Paradigm. A dialogue
box opens prompting to select the measurement-system (Fig.3.1.2) before asking for
the location of data to be loaded (Fig.3.1.3) and to create a survey line.

SuWE;r_SEttings

Coordinate System Definition
Name: Undefined ‘ Sele_citj | Info...
Area of Use: Undefined

Lateral Units
Lateral Units \meter [~

Default Units
Time |millisecond ~
Depth |meter v
Velocity |meler per second ]
Other O Imperial @ Metric

: <_§ac_k |?n|sh_ | l_ Cancel || @ Eflp: |

Figure 3.1.2: Dialogue box asking measurement units to use in survey (Source - Paradigm).

El TP OTGEXPOT
Survey iu}ay_lesws@\ocalhust il Mode \LDE(I Oﬁ\e
Section Type ® Poststack Prestack TiJe MIgIﬂIP(LSe\Si“\C Amplnunei

Vertical Axis |Ti Data Type S
Input File(s): @ Disk Tape |5 Browse...

File Name Line Name

W TUE 'I

Format |Standard SEG-Y (rev 0) ~ | | Preview SEG-Y Headers... Y Edit..
Input File Lateral Unit

Units: ‘meler ~

Figure 3.1.3: Dialogue box asking for fata location before creating survey (Source - Paradigm).

Paradigm can read any trace-sequential tape format such as SEG-Y and reformat it

to the internal format, called Paradigm Dataset (PDS) format, required by all other
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program before storing it on disk. It is capable of reading selected ensembles of data
from among those on a tape. It can also read a single set of data from an archived

tape on which several reels of data have been stored.

Em Merge Files x
Name File Status =~ PKey Min PKey Max e
1/ shot_01 oK 1 259 -
2 shot 02 OK 259 514
A
3 shot 03 OK 514 771 =
4 shot_04 OK 771 1025 —
5 shot 05 OK 1025 1283
6 shot 06 OK 1283 1537 M v
l? shot_07 OK 1537 1795 e
New Range: Min |0 [-Max [0 [ Update ' Restore Al |
Name |:L|n9731 |
Comment [ |
! ‘(_; Help_ Update Slatu_s -| | aelete_Sel_etE —. 4 Cancel _\/ OK ‘

Figure 3.1.4: Dialogue box showing merging of a fragmented dataset under a single file “Line 31” (Source
— Paradigm).

Data of line 31 was recorded in seven different volumes (as shown in Fig.3.1.4).
Each volume is loaded separately and labelled accordingly. After this, all of these
volumes were merged into a single file labelled “Line_31” (Fig.3.1.4). To ensure that
every file was loaded properly, we compared the minimum and maximum values of
primary-key (Fig.3.1.4) i.e. field file identification numbers (FFIDs) of the loaded

dataset with the information from Observer’s log and found everything to be in place
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3.1.2. GEOMETRY MERGING

As mentioned before, raw does not come with geometry information loaded and only
has field file identification numbers (FFID) and sequence numbers to distinguish

between individual shot-gathers and traces respectively.

‘Il?94 NSHOTS - Number of shets en the line in addition to the first shot

48 NCHAN — Number of channels per shot

¢ 48 CLOSE — Channel number closest to shot
540 OFFSET - Near trace offset

DSIM s GRPINT - Group (receiver) interval

50 SHTINT - Shot interwal

¢ 1 NUMBER - Starting shot sequence number

MARINE Il PATNAME - Pattern name

GEQMLD I

DSOUT I

‘e I

Figure 3.1.5: Workflow of geometry merging for marine data, showing the acquisition parameters used
for creating the geometry spreadsheet in “MARINE” module (Source - Paradigm).

The “MARINE” module uses acquisition parameters (Table 3.1 and Fig.3.1.5) as
input to generate a 2D marine geometry spreadsheet. The information from this
spreadsheet is then assigned to the dataset by using “GEOMLD” maodule (Fig.3.1.6).
This process must precede any step requiring offset information.

Before GEOMLD After Geomld
shot 7
2eqao 1 11 31 41
o 3 0. 00 Y-
=FEECEE] 'LE % 13
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2.00 2. 00
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Eeae
= EE
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ETE
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Figure 3.1.6: Result of geometry merging (right) showing geometry information that is added to raw data.
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3.1.3. TRACE EDITING

The shot gathers may contain some bad traces which include the traces that are too
noisy or traces have consistently low amplitudes or traces with reversed polarity.
This might happen as a result of poor coupling or faulty components. Such traces
are edited to remove/alter bad traces using “EDIT” module in following ways
(Fig.3.1.7):

e Reducing trace amplitude to zero (set parameter “OPER” to “KILL")

e Drop the trace from processing (set parameter “OPER” to “OMIT”)

e Reverse the amplitude polarity of trace (set value of parameter “SKEY” as
negative, nullifying OMIT/KILL)

I8hot PKEYMAM — Header name for ensemble editing
|} seqno SKEYNAM — Header name for individual trace editing
| . ' - I SEL - Edit Traces Within Ensembles
DSIN | K PKEYFR - First ensemble within range
o = 7 PKEYTO - Last ensemble within range
= _l’ OMIT OPER — Zero or omit traces
EDIT NORANGE RANGE — Edit range of traces or trace list
repeats[0]
¢ | 28 SKEY — Trace header wvalue
DSOUT J | repeats[1]
= 29 SKEY — Trace header wvalue
l, - repeats[2]
—-33 SKEY — Trace header walue
repeats[3]
{-32 SKEY — Trace header wvalue
i repeats[4]
I4? SKEY — Trace header walue

Figure 3.1.7: Workflow of trace-editing showing sequence number of traces that were omitted or had
their polarity changed. This changes were applied to all ensembles i.e. shot-gathers (Source - Paradigm).

It is to be noted that “EDIT” module applies these changes to all relevant traces of
every shot-gather. But if such changes are needed in a single shot-gather, we could
opt for interactive editing by using “IEDIT” module in pause mode. The commands

that are available here include:

e Omit: To completely drop a trace.

e Zero: To make the amplitude of the selected trace zero.

e Zero Beg: To trim the trace from top to the point selected.

e Zero End: To trim a trace from a point to the end of the trace.

e Reverse: To reverse the polarity of a trace.
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Result of trace-editing (right) showing traces that were omitted in red boxes and those
which had their polarity reversed in orange boxes.

Figure 3.1.8




3.1.4. AMPLITUDE RECOVERY

Seismic record represents a wave-field generated by a point source, which
conceptually must be spherical in shape. In homogenous medium the decay in
energy of this wave-field is inversely proportional to the square of distance travelled,
which means amplitude decay must be inversely proportional to distance travelled. In
real earth situation, velocity increases with depth causing further divergence. To
correct this, we must apply an artificial gain so that the deep reflectors become

shot PKEYNAM — Header name for spatially variant gain
EXP INTERP - Linear or exponential interpolation? {(EXP/LINEAR)
l = SPHDIY - Spherical Diwvergence Correction
DSIN | 1 FACTOR - General scalar
- ”2 VOFTION — Power value of the average velocity at time T
i - 1 TOPTION — Power wvalue of time T
GAIN NONE OFFDEP - Offset dependent spherical divergence correction (NONE/PRENMO/POSTNMO}
L — repeats
AMPSCAL
Dsout | ‘l
¥ |

Figure 3.1.9: Workflow of amplitude recovery and trace balancing, showing the value of parameters used
for applying spherical divergence correction (Source - Paradigm).

Amplitude recovery is performed using “GAIN” module (Fig.3.1.9). It helps in
balancing of seismic trace amplitude by applying a time-variant exponential or linear
scalar to a set of data. Options are also available to remove the effect of offset

independent or dependent spherical divergence.

The “SPHDIV” option is used (Fig.3.1.9) for spherical divergence corrections in order
to account for decrease in amplitude of seismic wave due to the geometrical
spreading of the wave front. The decrease in amplitude occurs as the distance to the

signal from the energy source increases.

It works by multiplying each sample of every trace by the length of radius of the
spherical wave emanating from the shot at the time of the sample. The value of this

radius is given by a scalar expressed as function (eq. 3.1.4.1) of travel-time (T):

VOPTION) TOPTION)

(Vrms(T) X (T

(Vo X SCMAX)

SCALAR (T) = (3.1.4.1)
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Figure 3.1.10: Before (left) and after (right) amplitude recovery.
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Figure 3.1.11: Gain analysis before (left) and after (right) amplitude recovery.
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Where, V,.,,s(T) = RMS velocity at time (T)
V, = RMS velocity at start-time (i.e. T = 0)
VOPTION = Velocity power value (default is 2.0)

TOPTION = Time power value (default is 1.0)

1

SCMAX = ————
SCALAR (Trmax)

One must remember that “GAIN” boosts both signal and noise and further steps are
needed to remove this noise (Fig.3.1.10). Gain analysis shows the changes in

acoustic power of gathers before and after applying “GAIN” (Fig.3.1.11).

Before AMPSCAL After AMPSCAL

seqno } 11 21 31 41 Il 11 2l a1 41

Figure 3.1.12: Before (left) and after (right) amplitude scaling.

There might be some noise bursts, cables slashes, air blasts, etc. which could spoil
the quality of data. Such sporadic noises could be attenuated by using “AMPSCAL”
module which scans for such abnormally high amplitudes and scales them down
(Fig.3.1.12).
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3.1.5. FILTERING & MUTE

A trapezoidal filter (as shown in Fig.3.1.13), is applied to remove any artefacts
introduced. Filter frequencies were chosen by keeping in mind the aliasing filter (8-62
Hz) used for recording data. Using the “MUTE” module we pick and apply an “on-

mute” to remove everything that is above the first break (Fig.3.1.14).

PKEYNAM — Header name for filter application

NO PFIL = Print filter coefficients?
NO PLOT — Plot filter coefficients?
AuTo B DOMAIMN - Domain of filter application
ZERO PHASE = Zero or minimum phase filter?
YES PADDING - Flip trace or Zerco padding?
KEYDEF - Spatial Filter Application
PKEY — Header wvalue for filter application
BAND — Trapezoidal Filter
BE TYPE — Type of band filter
HANN 1 TAPER — Filter taper type
NFPTS - Filter length (# points)
TS TE F1 F2 F3 F4
[o] Q 4 6 62 70

Figure 3.1.13: Specifics of trapezoidal filter used for filtering (Source — Paradigm).

1100

12 .00

Figure 3.1.14: Picking on-mute (left) and after applying mute (right).

In latter sections, we would keep on using the same trapezoidal filter and mute for
purpose of removing artefacts which might get introduced in data. In end, a brute

stack is generated using near traces in order to get a rough idea about the
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subsurface (Fig.3.1.15). For marine data, the source and receiver arrays are
suspended at a constant depth throughout the survey and hence, static corrections

are generally not required for marine data.
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Figure 3.1.15: Brute stack generated after pre-processing.
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3.2. PROCESSING

Pre-processing prepares data for future processing steps. Of all the processing steps
the most important are deconvolution, stacking, and migration. The remaining
processes could be considered secondary but they still help in conditioning of data

and thus, increasing the quality of the aforementioned primary processes.

3.2.1. ATTENUATION OF LINEAR-COHERENT NOISE

Guided waves, direct-waves, head-waves, back-scattered waves are some
examples of coherent linear noise that dominate marine datasets and hence,
deserve special attention. Guided waves are basically a type of inference pattern

formed by the waves trapped in the water layer (Fig.3.2.1).

towed streamer

/N U/ N/ |\ stationary OBHIOBS

sediment 1 Scholte wav.

Figure 3.2.1: Guided waves in shallow water acquisition (Source - http://bit.do/eSpGk).

reflected events (signall
f
back-scattered mg_h velocity
noise noise
ground
rolt
- k. k‘

Figure 3.2.2: Mapping of different seismic events in f — k domain (Reynolds, 1997).
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They are dispersive in nature and do not provide any useful information and their
high amplitudes might end up masking the useful primary reflections. They can be
removed by dip filtering in f — k (frequency-wavenumber) domain (Fig.3.2.3) using
the ‘FKFILT’ module. The result is largely free of reverberations and back-scatters
(Fig.3.2.5).

WavE NUMBER WAVE NUMBER
-.5 —.4 -.3 -.2 —.1 —.0 .1 = .3 -4 =l -.5 —.4 .3 —-.2 .1 -.0 -1 .2 W3 .4 .3

80 80

FREQUENGCY
FREQUENCY

Back-scattered noise |[F— =3 =i Reverberation

= - I= £ = *;; et e D I I 77A . :

Figure 3.2.3: Application of dip-filter (black in left image) in f - k domain.

Commor shot Commen midpoint Common 5"rc:‘_ Commion midpoint
far ar
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Figure 3.2.4: Shot-gather and Common-midpoint (CMP) gather (Source- https://bit.ly/2E9AMu5).

As can be seen in the image above, spatial aliasing is a major concern in dip filtering
and hence, it is advised to apply such a filter on shot-gathers instead of CMP-
gathers, given that the latter could have much larger trace-spacing compared to the
former (Fig.3.2.4). A dip-filtered dataset yields better velocity analysis. But it is not

enough and a good portion of linear noise still remains.
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Before FKFILT After FKFILT
shot 101 101
seqno 1 1

Figure 3.2.5: Before (left) and after (right) f - k filtering.

The f - k transform maps data into f — k i.e. frequency-wavenumber domain,
whereas radon transform maps data into r — p domain, where ‘r’ is the intercept of
two-way travel time & ‘p’is the ray-parameter. Such a transform can be performed in
Paradigm using the “RADNLIN” module (step 2 in Fig.3.2.6). A linear event in a shot
gather appears as a point in the r — p domain, where it can be removed in a manner
similar to dip-filtering using the “MUTE” module (step 3 in Fig.3.2.6). A vase shaped

off-mute is picked (Fig.3.2.7) for rejecting the linear noise.

= FHMAX — Maximum frequency (Hz)
l FORWARD — [X-T] to [Tau—p] Linear Radon Transformation
101 NP — Number of ray parameter traces to generate
I PBEG — Beginning ray parameter {(microseconds/{m or ft))
PEND — Ending ray parameter (microseconds/{m or ft))
L RADON METHOD — Transform method (RADON/SLANTSTKY)
RADRLIN 5 HNOISE - Percentage of white noise to be added
¢ |
MUTE
| RADNLIN
| FILTER
| MUTE
| DSOUT
{e

Figure 3.2.6: Workflow of attenuating linear noise using radon transform, showing the value of
parameters used for applying forward radon transform (Source - Paradigm).
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shot
seqno
o

Figure 3.2.7: Applying off-mute in T — p domain to eliminate linear noise.

Furthermore, when one map shot-gathers in a radon transform domain based on
hyperbolic moveout, linear coherent noise and spatially random noise get excluded
and as a result, a reconstructed gather (Fig.3.2.8) after inverse radon transform (step

4 in Fig.3.2.6) will be free of such noise.

Before RADNLIN After RADNLIN
shot 101 101
seqno 1 11 pis 3 41 1 i1 21 3L 41
0

-6.00
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EEE =

12.00-- £

Figure 3.2.8: Before (left) and after (right) removing linear noise using radon transform.
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3.2.2. DECONVOLUTION

Deconvolution is very important processing step. It compresses the basic source
wavelet thus, increasing the bandwidth of the wavelet and as a result, also increases
the temporal resolution of data. Such a deconvolution is called as “spiking”
deconvolution. Mathematical formulation of deconvolution is shown below (Oz
Yilmaz, 2001):

E(t) = k(t) = y(t) (3.2.2.1)

Where, k(t) is a filter operator defined such that convolution of k(t) with the known

seismogram y(t) yields an estimate of the earth’s impulse response E(t).

y(@) =w(t) * E(t) (3.2.2.2)

Wavelet [w(t)] Farth-Model [E(t)]

Seismogram [y(t)]

B AL MAASAS

Figure 3.2.9: A diagram of equation (3.2.2.2) showing the recorded seismogram y(t) as a product of
convolution of source wavelet w(t) and earth’s model i.e. reflectivity E(t) (Yilmaz, 2001).

Where, y(t)the input seismogram is a result of convolution of input seismic
wavelet w(t), and the earth’s impulse response E(t) (Fig.3.2.9). By substituting
equation (3.2.2.1) into equation (3.2.2.2), we will get:

y(t) = w(t) * k(t) xy(t) (3.2.2.3)

When y(t) is eliminated from both sides of the equation, the following expression

results:
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5(t) = w(t) * k(t) (3.2.2.4)

Where, 6(t) represents the Kroneckel delta function. By solving equation (3.2.2.4)

for the filter operator k(t) we obtain:
k(t) =46(t) * (1/w(t)) (3.2.2.5)

Thus, it can be said that the filter operator k(t) is the mathematical inverse of the
input seismic wavelet w(t). If the input seismic wavelet is known as in case of
vibroseis source, then it is called as deterministic deconvolution, but if it is estimated
statistically from the input seismogram then it is called as statistical deconvolution.
From equation (3.2.5) we can say that deconvolution is an inverse filter.

shot PKEYNAM — Primary interpelation header name
chan SKEYNAM — Secondary interpolation header name
L PE SCALING - Output amplitude scaling method
1 SCvAL — Scalar to use with INEQU option
DSIN NODEC DECSHW — Autocorrelation decimation?
_¢ e NOHANMN HANNING — Apply hanning taper to autocorrelation?
i DECONAJ' KEYDEF - Define Primary and Secondary Key Values
= | 1 PKEY — Primary interpolation key value
#_ i SKEY1 — First secondary interpolation key wvalue {(SKEY1)
FILTER | HE:: SKEYZ2 — Last secondary interpolation key value (SKEY2)
| | ¢ SPIKE — Spiking Deconvelution
MUTE |I200 NFFTS — Operator length (# points)
J jo.01 Pl — Percentage of white noise
pSOUT | ‘ o TDS1 TDE1 TDS2 TDEZ2 TAS1 TAEL TAS2 TAEZ2
te |

Figure 3.2.10: Workflow of applying spiking deconvolution (Source — Paradigm).
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Before DECONA After DECONA
shot 101 101
seqno i 1 21 3 41 1 1 21 31 41

T ime
(380)

Figure 3.2.11: Before (left) and after (right) applying spiking deconvolution.

shot 101 segno 1 Tl= 0 TZ= 1ZZ80 shot 101 segno 1 Tl= O TZ= 1ZZ&80
seqno 48 Ti= 0 TZ= 122380 seqno 48 Tl= 0 TZ= 1Z2Z80
5 Average Amplitude Spectrum Average Amplitude Spectrum
—10 1 !
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Figure 3.2.12: Amplitude spectra before (left) and after (right) applying spiking deconvolution.

In Paradigm deconvolution is applied using the “DECONA” module (Fig.3.2.10),
which allows us to design filters and applies them in a trace by trace manner. After

the spiking deconvolution, primary events become sharper while at the same time,
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the trailing reverberations are attenuated (Fig.3.2.11). Spiking deconvolution flattens
the amplitude spectra of the gather (Fig.3.2.12). Hence, it is also known as

“whitening” deconvolution.

shot PKEYNAM — Primary interpolation header name
chan SKEYNAM — Secondary interpolation header name

PE SCALING — Output amplitude scaling method
1 SCvAL — Scalar to use with INEQU option
DSIN NODEC DECSH — Autocorrelation decimation?
NOHANN HANNING — Apply hanning taper to autocorrelation?

I DECONA | KEYDEF — Define Primary and Secondary Key Values

1 PKEY — Primary interpolation key wvalue
l 1 SKEY1 - First secondary interpolation key value (SKEY1)
FILTER 48 SKEY2 — Last secondary interpolation key value (SKEY2)
|
i GAP — Predictive {(Gap) Deconvelution
MUTE 200 NFFTS - Operator length {# points})
TIME TYPE — Gap units
1 1 GAP - Gap length
DSOUT |!0.1 PHW = Percentage of white noise
J, - TDS1 TDE1 TDS2 TDE2 TAS1 TAE1 TAS2 TAE2
|I [o]

Figure 3.2.13: Workflow of applying gapping deconvolution (Source - Paradigm).

A deconvolution operator with a predictive lag is called “gapping” deconvolution. The
‘DECONA” module allows for creating a gapping filter (Fig.3.2.13). It can significantly
attenuate ghosts, instrument effects, reverberations and multiples (Fig.3.2.14) by
exploiting their periodic nature and creating a predictive filter. Hence, it is also known
as “predictive” deconvolution. Like spiking deconvolution, it too flattens the amplitude
spectra of data (Fig.3.2.15).

Before DECONA After DECONA
shot. 101 101
seqno 1 1 21 31 41 1
0

Figure 3.2.14: Before (left) and after (right) applying gapping deconvolution.
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Figure 3.2.15: Amplitude spectra before (left) and after (right) applying gapping deconvolution.

Despite the benefits that it provides, deconvolution also boosts the low and high
frequency noise; and even after applying the previously mentioned (see “3.1.5.
Filtering and Mute”) trapezoidal filter and mute (step 2 and 3 in Fig.3.2.10 &
Fig.3.2.13) some artefacts may still remain. Keeping this trade-off in mind, it is

advisable to not to make frequent use of deconvolution within a given dataset.
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3.2.3. DE-GHOSTING

Under the ocean surface, the acoustic waves are travelling in a medium with a
velocity of about 1500 m/sec and a density close to 1 g/cc, whereas above it in the
air, the velocity is about 340 m/sec and density is approxiamtely 0.0013 g/cc. By
substituting these values in the reflection coefficient (RC) equation (3.2.3.1), we find
that reflection coefficient for free surface is about 0.9994, which makes it almost a
perfect reflector.

RC = P22 P11 (3.2.3.1)
PzV2+.P1V1

Where, p; and v; are density and velocity of i*" layer, respectively.

_.b'l Sea Surface
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Primary (P)

Receiver Ghost (RG)

Source and Recelver
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—_—
—— Source Ghost (SG)

Sea Floor

Figure 3.2.16: Ray paths of source and receiver ghosts (Source - http://bit.do/eSpJe).

IED SRDEPTH — Constant wvalue or header name for source depth (meter or feet)

1 SRDVAR - Source depth variation (meter or feet)
l 40 PHDEPTH — Constant value or header name for receiver depth {meter or feet}
—— ||3 PHDVAR - Receiver depth variation (meter or feet)

DSIN . MWATERY - Water velocity in m/sec or ft/sec
¢ |IENERGY MINIMUM — Minimization method (Energy or sum of Absolute amplitudes)
GHOSTX

FILTER

MUTE

D3SOUT
i I

Figure 3.2.17: Workflow of de-ghosting using “GHOSTX” module (Source - Paradigm).

Ghosts are a series of spurious reflections of seismic energy that are reflected back
from this free surface. Starting from the source, when the upward traveling waves

reflect from the ocean surface, they follow the originally downgoing waves, but with a
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certain delay and hence, appear as a double image. These are known as source
ghosts (Fig.3.2.16). Similarly, the waves that arrive at receiver locations, continue
moving upward and are recorded again after reflecting from ocean surface. These
are known as the receiver ghosts (Fig.3.2.16).

Before GHOSTX After GHOSTX
shot. 101 101
seqno 1 1 21 3 41 1 1 21 3L 41
0
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Figure 3.2.18: Before (left) and after (right) de-ghosting.

shot 101 segno 1 Ti= 0 TZ= 12280 shot 101 segno 1 Tl= 0 TZ= 12230
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Figure 3.2.19: Amplitude spectra before (left) and after (right) de-ghosting.
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Ghost reflections interfere with primaries and must be removed. In Paradigm, de-
ghosting is performed using the “GHOSTX” module (Fig.3.2.17). It uses least square
minimization to determine source & receiver ghost times as well as reflection
coefficient at free surface for both of these ghost waves. It is employed mostly on
shot gathers after eliminating linear noise. The result of ghost elimination and its

spectral analysis are shown in figures 3.2.18 and 3.2.19, respectively.
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3.2.4. VELOCITY ANALYSIS

All of the processes above were performed in shot domain i.e. on shot-gathers, but
starting from velocity analysis we would work in CMP domain i.e. on CMP-gathers.
Therefore, we first sort the shot-gathers into CMP-gathers (Fig.3.2.20).

|I LENGTH - Data Length (ms)
STARTTM — Start Time {(ms)
L ENDTM - End Time (ms)

DSIN LABEL - Catalog User Label
LABEL — Catalog Mame
¢ Line 31 Ghestx

DSOUT 1| repeats
te
cdp ORDER — Primary Order
offset SCNDORD - Secondary Order

‘ ORDER — Trace Order Parameters

PKEYLST - Input Data Range by Primary Key

(1l START END

[e1 41 1076

Figure 3.2.20: Sorting shot-gathers into CMP-gathers (Source - Paradigm).

For successful depth estimation we need to know the velocity of seismic waves and
its variation with depth. The theory of velocity analysis is based on the hyperbolic

moveout of a nearly horizontal event on a CMP-gather, given by equation (3.2.4.1):

XZ
=———+T,7° (3.2.4.1)
(Vmo)

TE
Where, T, = Travel time (for offset = X) T, = Travel time for zero-offset
X = Source-receiver offset Vnmo = Stacking/NMO velocity

Z&]}anc) = 7?{ . 71) (:3.:2.‘1.:2)

By using Taylor approximation of equation (3.2.4.1) and substituting the value of T,

in equation (3.2.4.2), we get:

X
ATymo = = 3.2.4.3
NMO ZII}JLIDJA4() ( )

Where, ATy = Normal-moveout (NMO) correction (Fig.3.2.21).
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Vip1

n = Source;
Rn = Receiver;
Xn+ Rn= Offset;

----= Seismic raypath
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Before NMO Correction
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Figure 3.2.21: Applying normal-moveout (NMO) correction on CMP gather (Source — SEG wiki).
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Figure 3.2.22: Picking stacking velocities (white circles) using semblance (left) and the corresponding
moveouts (pink lines) displayed on CMP-gather (right).

We start by picking stacking velocity (Fig.3.2.22), and subtracting the estimated

value of NMO correction; from equation (3.2.4.3); from total travel-time. The value of

stacking velocity is chosen such that the corresponding primary event should flatten
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(Fig.3.2.23) after applying NMO correction. Since, this correction is a function of
reflector depth, stacking velocity and source-receiver offset, it has to be calculated
for every time sample of a seismic trace. Thus, picking accurate velocities at various
depths is a necessity. Few points to keep in mind while picking velocity using

semblance plot:

e Pick velocities where semblance is high.
e Pick velocities such that after applying NMO the reflector appears horizontal.

e Semblance contamination due to multiples, réverbérations etc.

Stacking Velocity | CMP Gather # 171 |

1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 5 10 15 20 25 30 35 a0 a5
T I Hu\HHIHH\HHIHH\H Ll [

1o 10—

11- 11—

12—

Figure 3.2.23: After applying NMO correction (right) using preciously mentioned stacking velocities. The
image also displays NMO-stretching (red box) in far-traces at shallow depths.

Paradigm also allows for estimating root-mean-square velocity (Vzys) from the
previously picked stacking velocity. RMS velocity is a mathematical model that takes

into account Snell’s law of refraction. It is defined by Dix (1955) as:

1 ct=T 2
(Vams)? = 7 ft:@ (V. () . dt (3.2.4.4)
Where, V;,,s = Instantaneous velocity (as a function of time (t))

T = Total travel-time.
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The NMO correction causes frequency distortion, particularly for shallow reflectors
with large offsets (Fig.3.2.23 & Fig.3.2.24). This phenomenon is known as NMO-
stretching. The amount of stretch is indicated by increase in the number of samples
compared to original number of samples. As a result of this stretching, stacking of
NMO corrected CMP gathers, will severely distort the shallow events. This problem
can be overcome by applying a NMO-stretch mute (Fig.3.2.24) to reject the stretched
zone in gather. Paradigm provides option for automatically removing stretch just by
specifying the permissible stretch limit or one may choose to do this manually, as we
have done here (Fig.3.2.24). After removing the NMO-stretch, the data is ready to
stack.

100.00--

11.00--

Figure 3.2.24: Before (left) and after (right) applying NMO-stretch mute.
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3.2.5. STACKING

Stacking is a process of compressing CMP-gathers by summing all traces it
contains, which have already been corrected for their respective normal moveouts,
to a zero-offset trace. Stacking enhances the in-phase components and reduces the
random noise. Coherent noise like multiples and guided waves have larger
moveouts and hence, they are not flattened after NMO correction. As a result, they
also get attenuated after stacking. This makes stacking is the most effective method

of improving signal-to-noise ratio of multichannel seismic data.

Jlmon‘PP NMOSKH  — NMO action
| DEFAULT HIFI — High fidelity interpolation filters for NMO
l NMO2 © NMOST - NMO Type
DSIM i ” VEL — Read Velocities from a VFUNC or PDS File
= VYFUNC TYPE — Specify the velocity source type YFUNC or PDSFile
i | . NAME — Velocity file label
VELDEF Vel _o1
i} repeats
N0 |
MUTE ‘
U |
STACK
i I
DSOUT |
¢ . |

Figure 3.2.25: Workflow of stacking using “STACK” module. The diagram also shows the velocity function
used for applying NMO correction before stacking (Source - Paradigm).
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Figure 3.2.26: Summing individual traces of CMP-gather to generate a single stacked trace (Source -
http://bit.do/eSpMS).
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The “STACK” module is used (Fig.3.2.25) to create stack section. It algebraically

sums the traces and outputs a single trace for each input ensemble i.e. CMP-gathers

(Fig.3.2.26). Greater the foldage, greater is the increase in signal to noise ratio.
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Figure 3.2.27: Stacked image showing seismic cross-section of line 31.
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Figures (3.2.27) & (3.2.28) show the stacked seismic image of line 31; and in
addition to this, the latter also shows the velocity profile of the section. This velocity
profile is generated using the previously picked stacking velocities (discussed in
“3.2.4. Velocity Analysis”).
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Figure 3.2.28: Stacked image of line 31 along with its velocity profile.
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3.2.6. MIGRATION

The aim of seismic migration is to create a more accurate image of subsurface by
moving the dipping reflectors to their supposedly true locations; i.e. where the said
event must have taken place in the subsurface; from their apparent locations as
perceived from the surface record. The need for such a correction arises because of
a basic assumption involved in processing which assumes that subsurface reflectors
are horizontal or nearly horizontal with minimal dip. Then going by this assumption, it
follows that the reflections must come from the source-receiver midpoint (Fig.3.2.29
(a)). However, this assumption breaks down in case of a region where horizons have
considerable dips (Fig.3.2.29 (b)).

Common midpaoint CMP gone wrong | Common depth poink

Mg poant

point sroear T piirit

flat reflecior dipping reflector dipping reflecton

Figure 3.2.29: (a) Common midpoint gather for a horizontal reflector; (b) Common midpoint gather for a
dipping reflector; (c) Common depth-point gather consisting of source-receiver pairs with common
reflection point (Source - https://bit.ly/2E9AMu5).

Simple.velocities + simple Simple velocities + complex ‘
structure. = poststack time migration structure = prestack time migration

Complex velocities +'simple Complex velocities + complex
structure = poststack depth-migration structure = prestack depth migration

—

Figure 3.2.30: Factors deciding choice of migration technique (Yilmaz, 2001).

<— Increasing velocity
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Migration may be applied before or after stacking. Post-stack migration is
computationally less intensive compared to pre-stack migration, but requires dip-
moveout correction as a prerequisite, while latter does not. Both involve creating an
apparent common reflection- point gather (Fig.3.2.29 (c)) using the CMP-gathers in
order to remove the reflection point smear (Fig.3.2.29 (b)).

Figure 3.2.31: Migration of a diffraction hyperbola (a) and a dipping reflector (b) (Source -
http://bit.do/eSpPg).

From the previously generated stacked images (Fig.3.1.15 & Fig.3.2.27), we could
say that the profile has dipping reflectors i.e. not an ideal structure. The stacking
velocities picked during velocity analysis increase with depth and show no abnormal
characteristics i.e. there is a simple velocity structure. Now given that the region has
dipping reflectors and simple velocity structure, we choose to use pre-stack time
migration (Fig.3.2.30).

Migration traces the wave paths using the wave equation to reconstruct the wave-
field at every space & time co-ordinate (Fig.3.2.31). RMS velocity section & CMP-
gather are required as inputs for performing pre-stack migration. The RMS velocities
are calculated (Fig.3.2.32) using the previously picked stacking velocities. Kirchhoff pre-
stack time migration was performed (Fig.3.2.33 (a)) using this newly created RMS velocity

section and the previously de-ghosted CMP-gathers (Fig.3.2.33 (b)).
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Figure 3.2.32: Estimating RMS velocity from stacking
velocity (Source - Paradigm).

After completing pre-stack migration, Paradigm automatically stacks the migrated

gathers using the same input velocities and generates a stacked section as shown in
figure (3.2.34). Migration generally steepens the dipping events (Fig.3.2.31 (a)) and

also collapses any diffraction hyperbolas present (Fig3.2.31 (b)). A migration process

not performed in 3D is an incomplete process and as a result, the out-of-plane

reflections would remain in data.
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Figure 3.2.33: (a) Pre-stack time migration (PSTM) window; (b) Input files for performing PSTM (Source —
Paradigm).
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3.3. POST-PROCESSING

Migrated stack could be further conditioned by suppressing the remaining noise

without disturbing primary reflections. The objective of post-processing is to achieve

this and to ultimately create a clearer image of subsurface. Within Paradigm, we

have used the following workflow of modules as shown in figure (3.3.1):

4 =
DSIN_|

{

RURIX

i

FXDECON

4

SIGHAL

4

- DIGISTK
le
FKPOWER |

Figure 3.3.1: Workflow of post-processing (Source -
Paradigm).

The first module in the workflow, the “RUNMIX” module is used to perform a running

mix of seismic traces, using either mean or median method, and outputs a mixed

trace system for further processing. The user can choose the method and number of

traces used for calculating the mixed traces (Fig.3.3.2).

9 NTRACES — Number of traces in filter to MIX (must be odd)
ACROSS ENSSHW — Mix within or across records (WITHIN/ACROSS)
MEDIAMN METHOD - Method used to compute output trace amplitudes (MEAN/MEDIAN)

HDEMAM — Header name

Figure 3.3.2: The input parameters of “RUNMIX” module (Source - Paradigm).

21 %LEN — Width of window for FFT {# traces)
161 TLEN — Time length of window for FFT {(ms)

NFPTS - Filter length (# spatial points)
1 NITER — Number of predictive operation iterations
0 FLOW — Low frequency to transform

FHIGH — High frequency to transform

Figure 3.3.3: The input parameters of “FXDECON” module (Source - Paradigm).

Applying a post-stack deconvolution is a common practice for removing remaining

short period multiples. We have used the “FXDECON” module to perform such a
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deconvolution. In order to enhance the signal it starts by transforming a given
number of time samples i.e. “TLEN” within a given number of traces i.e. “XLEN”
(Fig.3.3.3) into Fourier-space (f — x) domain, using fast Fourier transform to
transform algorithm. An independent analysis is performed for each frequency
component to create a spatial deconvolution filter for enhancing the primary energy.
Note that a unique filter is constructed for each frequency and that the filters are

complex, with real and imaginary coefficients.

T XGATE — Gate width for correlation dip search (# traces)
XINC — Spatial gate moveup (# traces)

120 TGATE — Time length of correlation dip search gate {ms)
TINC — Time gate moveup {(ms)

-30 DIPMIN — Minimum dip in dip scan (ms/XGATE traces)

50 DIPMAX — Maximum dip in dip scan {(ms/XGATE traces)

5 DIPINC - Dip increment in dip scan (ms/trace)}

0.1 MINCOH - Minimum coherency

o] LFILT - Low frequency filter

Figure 3.3.4: The input parameters of “SIGNAL” module (Source - Paradigm).

A combination of “SIGNAL” and “DIGISTK” modules is used to supress remaining
coherent noise. The “SIGNAL” module (Fig.3.3.4) compares samples within a
window to identify events with a minimum specified coherency and a dip falling within
a given range in order to generate a series of signal traces. The “DIGISTK” module
stacks these signal traces with the original ones. The only parameter supplied is the
relative weight “WT” given to the signal traces. A negative weight can be used to rid

the data of coherent noise.

1.5 PO — Power to raise F—K amplitude samples
45 TLEN — Time window length {(ms)
9 XLEN — Spatial window width {# traces)

Figure 3.3.5: The input parameters of “FKPOWER” module (Source - Paradigm).

A “FKPOWER” module is used to enhance the signal power in a window of seismic
data by first performing a multichannel time-variant f — k transform and then
increasing the amplitude of every sample to a minimum specified limit “POW”
(Fig.3.3.5). Finally an inverse transform is applied to transform data back into time-
space domain. The resulting data has much lower amplitude of random noise within

data. The resultant stack after the post processing is shown by figure (3.3.6).
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4. RESULTS & DISCUSSION

Here we would study the final migrated and stacked images of all the profiles i.e.
lines 30, 31 and 32. The main aim of the study was to identify geological structures
and study the seismic stratigraphy of the shelf region. The fact that these profiles are
perpendicular to strike direction enable us see maximum variation. We have marked

the major visible horizons in red in all the studied sections.

Time Migrated Section
cdp 84 127 170 213 256 299 342 385 428 471 514 557 600 643 686 729 772 15 858 901 944 987 1030 1073
seqno 1 1 I 1 1 1 1 T 1 1 1 1 1 i 1 T 1 1 1
o

6.00-%

10. 00+ 10.00

11,00+

2
R =
Tames12.00

12.00

Figure 4.1.1: Migrated and stacked seismic cross-section of line 31.

Before we start we would take a look at some problems associated with shallow
water data. In shallow water, this noise interferes with the ocean-bottom and shallow
sub-bottom reflections; as a result muting might remove the ocean-bottom and
shallow reflections from the final stacked data. Muting is a pre-stack processing
procedure that removes noise, such as shallow refractions or normal-moveout
(NMO) stretch, from CMP-gathers by zeroing amplitudes. Careful muting can
minimize the effect, but some data are invariably lost along profiles, especially where

the geometry of acquisition causes the near-offset to be several times longer than
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the water depth. The mutes typically affect ocean bottom reflections but the deeper

reflections are unaffected.

== Down-lap &

e

Figure 4.1.2: Zoomed-in image of line 31.
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Figure 4.1.3: Migrated and stacked seismic cross-section of line 32.

First we discuss the profile of line 31 as shown in figure (4.1.1). The region has thick
sediment cover throughout. We have identified three major horizons across all three
profiles and we have labelled them horizon A, B and C. There are also many minor
reflectors in between. The horizons are dipping seawards and the amount of dip

increases with depth, a trend seen in all profiles. Columns of low amplitudes can be
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seen in the profile, which resembles the gas chimney effect. This may be indicative
of a possible gas deposit in the region. The profile also shows us a classic example
of top-lap, down-lap and on-lap as seen in figure (4.1.2), which shows a zoomed part
of line 31’s profile. This is suggestive of eustatic i.e. sea-level changes, with top and
down-laps corresponding to regression i.e. seaward movement of shoreline and on-

lap corresponding to transgression i.e. landward movement of shoreline.

1379 1521 1663 1805 1947 2089 2231 :
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Figure 4.1.4: Zoomed-in image of line 32.
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Figure 4.1.5: Migrated and stacked seismic cross-section of line 30.

Figure (4.1.2) shows seismic profile of line 32, which by far has most complex
structure of the three profiles studied. The previously mentioned horizons A, B and C

are also visible here and all of them have a seaward dip. Again the amount of dip
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increases with depth; however, the amount of dip is considerably more compared to
the profile of line 31. A major normal fault is also visible in the section. Such a trap
may house a possible oil & gas deposit. Like line 31 a down-lap and an on-lap are

also visible here (Fig.4.1.4), providing more evidence for the eustatic changes.

Profile of line 30 is the simplest one with almost horizontal reflectors (Fig.4.1.5),
dipping very slightly seawards. Their dips, more or less remain constant with depth.
The peculiar on-lap and down-lap pair is visible here as well. The data quality is quite

poor below the horizon C, hence, no discernible major reflector is visible.
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