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Abstract: The Quantum Kinetic model used to predict the shock wave structure and the heat flux at the 

surface of the vehicle. The dsmcFoam solver is modified to include the Quantum Kinetic chemical reaction 

model for the hypersonic Martian re-entry. An open-source chemistry model based on Quantum-Kinetics 

(QK) is presented for the Direct Simulation Monte Carlo method. Chemistry modeling for the Martian 

atmosphere under rarefied reentry conditions are analyzed in this study. An eight-species (CO2, N2, CO, 

O2, NO, C, N, and O) chemistry model is used to simulate the chemical reactions in the Martian 

environment.  The QK model is based on the vibrational relaxation process of the molecule. A vibrational 

relaxation procedure for more than one vibrational modes is implemented to simulate various reactions in 

polyatomic molecules such as CO2. The reaction rates are validated with previous data based on the total 

collision energy model of Boyd, Arrhenius rates as well as with the experimental data. The reaction rates 

obtained in this work are found to be in very good agreement with previous results for near-equilibrium and 

non-equilibrium conditions.  

 

In this work, hypersonic reacting flow over the Crew Exploration Vehicle (CEV) is simulated using 

the Direct Simulation Monte Carlo method under the rarefied gas conditions. To account for high-

temperature, non-thermodynamic equilibrium effects, the dsmcFoam solver is modified to include 

vibrational relaxation and chemical reactions. The chemical reactions are modeled using the Quantum 

Kinetics approach. This paper simulates the axisymmetric flow around the spacecraft in the Martian 

atmosphere. The chief constituent of the Martian atmosphere is CO2, which has four vibrational modes. 

We extend the relaxation and dissociation processes in the DSMC code to include all these modes. The 

chemical exchange reactions are considered only in the stretching mode of vibration. Our results show good 

agreement for the Earth’s atmosphere with other published results for the Martian atmosphere. 
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Chapter 1   
INTRODUCTION 

Space vehicle entering the Martian atmosphere may achieve 5-10 km/s speeds.  During the re-entry time, 
the peak temperature on the surface of the vehicle can reach 1500 K, and the shock layer temperature can 
be reached as high as tan’s thousands kelvin.  
 

 
1.1 Motivation and Background 

 
When the space vehicle enters into any planetary atmosphere, it needs to pass through various regimes from 
the free molecular regime to the continuum regime. For over 40 years many countries have been sending 
robotic emissaries to Mars atmosphere sometimes successfully, often not to learn about the planet and 
whether it has ever been a habitat. In the past decades the NASA and European spacecraft in which three 
orbiter and three landers have been sent to the Martian atmosphere. The data from the spacecraft were 
patched together to get information about the Martian past and present, but, we still the human explorers 
are yet to reach the Martian atmosphere. 
 
The space vehicle entering to the planetary atmosphere at high-speed requires to withstand large 
aerodynamic forces, as well as significant heating. When the vehicle enters the planetary atmosphere at 
hypersonic speed, the shock layer formed in front of the vehicle due to the collision of the molecules. In 
the collision process, the kinetic energy of the molecule is dissipated into the thermal energy of the 
molecules. The molecular species have external energy in the form of translational energy (due to random 
motion of atoms), and internal energy in the form of rotational energy ( due to angular motion of the particle 
around the centroid), vibrational energy ( due to atom in the molecule are in the periodic motion) and 
electronic energy (due to the motion of the electron within the molecule).  At lower entry speed the shock 
layer is relatively small and the variation in temperature along the shock layer is less and, only rotational 
and translational modes of the gas-particle are exited. In the hypersonic shock layer, the vibrational modes 
of the molecules also become excited and the chemical reactions (dissociation and exchange) takes place. 
The Quantum Kinetic chemical reaction probability depends upon the translational and vibrational energy 
state of the colliding particles.  
 
The Navier-Stokes equation which simulates the flow in the continuum regime failed to predict flow at 
rarefied gas flow conditions. The governing equation which relates the shear stress and the heat transfer to 
other variables breaks down in the transition regimes, there is the situation when the average distance 
traveled by the particle between two consecutive collisions increased. The Boltzmann equation of kinetic 
theory describes the flow in the continuum, transition, and rarefied gas regimes. The Boltzmann equation 
is integro-differential type equation proposed by Boltzmann in 1872, which can not be easily solved by 
analytically or numerically method. Bird introduced a method to simulate the particles named as DSMC 
(Direct Simulation Monte Carlo) method, which can solve the Boltzmann equation.  
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1.2 The re-entry flow regimes: 
 

When the space vehicle enters into the Martian atmosphere, it undergoes not only different velocity regimes, 
hypersonic, supersonic, and subsonic but also undergo different flow regimes, free molecular flow, 
transition and continuum regimes.  
There are three different flow regimes can be differentiated by the Knudsen number (kn). The Knudsen 
number can be defined as the ratio of the mean free path (average distance traveled by the particles between 
two consecutive collisions) to the characteristic length of the system.  
 

𝑘௡ =
𝑀𝑒𝑎𝑛 𝑓𝑟𝑒𝑒 𝑝𝑎𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛

𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚
 

  
In the free molecular flow regime, the Kn varies from 10 to ∞. In this type of flow, the collision between 
the gas particles is very less as the average distance between the particles is very. The flow regimes can be 
described in three different regimes which are a continuum, transition, and free molecular flow regime. In 
the continuum flow regime, the gases are dense enough. This situation occurs at the highest altitude when 
the atmospheric air interacts with the space vehicle. In these regimes, the collision between the reflected 
particle from the surface and free stream particles are not likely to occur. 
 
In transition regimes, the flow kn varies from 0.01 to 10. In this regime, neither the continuum assumption 
works not the free molecular flow assumption works. The continuum assumptions break down when the 
average distance traveled between the particles between two consecutive collisions is high compared to the 
characteristic length scale of the system. In this regime, the flow described by the Boltzmann equation of 
kinetic theory, which describes the flow in all three regimes. This situation occurs when the space vehicle 
enters deeper into the atmosphere. In this regime, the collision between the reflected particles from the 
surface and the free stream particles cannot be ignored. The aerodynamic forces on the vehicle and the heat 
flux at the surface of the vehicle increase rapidly with a decrease in the altitude and causing the large 
changes in the aerodynamic characteristic of the vehicle compared to the free molecular flow regime. In 
this regime, the strong shock waves are formed in front of the space vehicle, and in that situation, the 
thermodynamic and non-equilibrium chemical reactions become important to predict the accurate heat flux 
and pressure force on the surface of the vehicle. The degrees of freedom of the gases at that altitude becomes 
excited and the chemical dissociation, exchange and ionization reactions can take place [1], which leads to 
reduction in the bow shock temperature and the flow energy.           
 
The value of kn varies from 0.01 to 0, in the continuum flow regime the average distance traveled by the 
particle between two consecutive collisions is very less. The Navier-Stokes equation is valid for this type 
of flow and in this type of flow, the gas particles are assumed dense enough that there is no gap between 
the particles (continuous flow).  In this type of flow generally, the kn value ranges from 0 to 0.01. In these 
regimes, the flow is described by the temporal and spatial variation of properties represented in the 
macroscopic form (pressure, temperature, velocity, pressure and, density)  
 
 
In the microscopic model or the molecular model, the gas particles are treated as the collection of particles 
where the position, energy, and velocity of the particles are described individually. Boltzmann equations 
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are required to solve for such type of system [2].  The Boltzmann equation can be analytically solved for 
the collisionless flow, where the Kn tends to infinite. The analytical solution of the Boltzmann equation for 
rarefied hypersonic flow problem is available, as this type of problem involves complex physical effects, 
like thermal radiation, chemical reactions, and which have not been incorporated in the basic Boltzmann 
equation. However, the analytical solution for the Boltzmann equation solution for the simple molecular 
models, one independent macroscopic variable and flow with small disturbance is possible. The Molecular 
Dynamics method uses the molecular properties of the species to solve the Boltzmann equation [3,4].   
 

1.3 Radiative Heat Transfer in Martian Entry Vehicle Overview 
 

The modeling of shock layer radiation is a very complicated task and requires a lot of computational time. 
Even for the Earth’s atmosphere re-entry, the shock layer radiation phenomena is not well predicted. All 
the previous studies available on the radiation models are based on some assumptions to simplify the 
study and reduce computation cost. Anderson [5] presented a detailed survey of the radiation shock layer 
and found an important aspect of the design of space vehicles. The earliest investigation of radiative heat 
transfer study was done for the Lunar return vehicle. During the Apollo mission, various lots of resources 
were used to capture the aerothermal phenomena around the space vehicle.  These predictions were 
supported by a number of shock-tube experiments and two flight tests (Flight I and Flight II). The main 
objective of the experiment was to gather sufficient data for the development of the theoretical model 
and calculate the heat transfer due to convection and radiation. The theoretical models [6,7] used for the 
comparison of data from the Fire II experiment, from the study it was found that the shock layer highly 
dissociated and the N and O were the most dominated species in the radiation field. 
 
Later the planet like Venus [8], Mars [9–11], Jupiter [12–14], Neptune [15] and, Titan [16,17] atmosphere 
were explored for the possibility of aerocapture. Recently the mission of reentry into Earth's atmosphere 
returning from the Mars mission took lots of attention.   
 
Sutton [8] studied the fully coupled radiation model to flow around the entry probe. In that study, the 
equilibrium chemistry model with non-gray radiative transport, and laminar and turbulent boundary layer 
used. In contrast to Earth’s atmosphere, which consists of N2/O2 species the Venusian atmosphere 
contains 97% CO2 and 3% of N2 by volume.  In the shock layer, which consists of CO2 and N2 species, the 
significant radiation takes place, even at the lower temperature. The main radiation source is CO (4+) band 
system in near ultraviolet, and CN (Violet and Red) and system, and C2 swan band and radiation form the 
atomic species C and O. The radiative heating captured by the Venus aerocapture vehicle predicted 10 
times higher than the Earth’s atmosphere. Mars and Venus's atmosphere is very similar. A number of 
studies done [10,11,18,19] for the Martian aerocapture vehicle under the different entry conditions. In 
the Martian and Venus atmosphere where the CO2 is high, the radiative heat load is significant in the 
front as well as backside of the re-entry vehicle [18,20]. 
 
The Titan has an atmosphere of N2 and methane in a small amount. In the shock layer, the cyanogen 
radical (CN) is formed, which is the very strong radiator. The radiative heat transfer due to radiation is 
found to be five times the peak convective heat transfer in the Titan atmosphere using the three-
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dimensional axis symmetry coupled radiation with CFD solver [17,21]. The radiation heating form the CN 
molecules was the main concerned during the ESA’s Huygens probe entry into the Titan atmosphere, and 
the radiative heat flux predicted from the probe was more than 90 W/cm2, which was more than two 
times the convective heat flux [22].  
 
Recently, a lot of studies done on the radiative heat transfer, in relation to the Stardust vehicle [23–27]  
and to the Crew Exploration Vehicle [28,29]. Stardust is the fastest man-made reentry vehicle, which can 
achieve a maximum of 12.8 km/s speed. The stardust was launched in February 1999 and it returned to 
earth surface in January 2006 collecting dust and sample from the Comet wild 2. The coupled CFD-
radiation carried out by Olynick et al. [24] for the prediction of the radiative heat load on the space vehicle. 
The radiative code was loosely coupled with the Navier-stokes and the material thermal response code, 
and the integrated radiative heat load was predicted was 7% of the total heat load. Bose et al [30] carried 
out the theoretical and experimental study for the shock layer radiation from the NASA Orion CEV 
returning from the Lunar and entering to the Earth’s atmosphere. The spectrally resolved radiation 
intensity comparison made with the experimental work (Electric Arc Shock-Tube) and found that the peak 
heating radiative component is nearly equal to the convective heat load. The shock layer thickness 
predicted for the CEV was, large which results in large radiative heat load.   
 
Radiative energy can travel the large distance, the energy from the shock layer is likely to escape from 
radiation energy and get absorbed in the outside region resulting in cooling the shock layer. The emitted 
energy may change the flow properties, resulting in cooling the shock layer and overall reduction of 
convective heat load. The reduction in the heat load in convective and radiative heat load depends upon 
the magnitude of coupling. The hypersonic flow around the spacecraft can be treated using a coupled or 
uncoupled approach. In the uncoupled approach, the flow field is assumed to be adiabatic and the effect 
of the radiation is not considered, the peak heat inside the shock layer may get reduced when considered 
radiation.  A considerable amount of heat may escape from the shock layer due to radiation, resulting in 
an overall reduction in convective and radiative heat load [7,31]. However, the uncoupled approach 
requires very less computational time. Due to high the computational time the many researchers, prefer 
to uncoupled the solution method, which gives the estimation of the radiative flux onto the surface of the 
spacecraft.  
 
In the coupled approach, the RTE (Radiative Transfer Equation) needs to solve along with the flow solver 
to account for the heat transfer by radiation mode and radiative cooling effect in the shock layer.  The 
coupled radiative models are computationally very expensive, therefore; simple and approximate models 
used in most of the studies.  A loosely coupled approach, in which radiative transfer equation not solved 
in every iteration of the flow, but the radiative properties are only updated after a number of flow 
iterations. However, coupled radiation study not considered in this work due to low computational 
resources. 
 
In optically thin radiation case, the coupled studies are very much simplified, that requires the emission 
evaluation at each point in the flow field. The interaction of the radiation with the flowfield can be 
neglected, this approach was used by Wright et al. [21]. The result from this approach it was found that 
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the radiative heating rates were reduced by a factor of two and the convective heat load is reduced by 
30% in the coupled approach for the Titan aerocapture mission. The loosely coupled methodology was 
used by Pace et al. [32]. The Nonequilibrium Air Radiation code (NEQAIR) coupled with the CFD code 
named Data-Parallel Relaxation (DPLR), and this coupled scheme was applied to the CEV returning from 
the Lunar. The result from the simulation was found that the radiation decreases the post-shock 
temperature, and shock standoff distance, and reduces the convective heat load to the spacecraft.  
 
The presence of ablation material at the boundary of the spacecraft also affects the radiative transfer on 
the spacecraft. The heat shield of the spacecraft is mostly made of carbon-phenolic or carbon-ceramic 
materials,  that decays through the pyrolysis process and produce a large number of gaseous products at 
the boundary surface. The product of the ablation of the TPS are found are CO, C3, and other trace species; 
including HCN, CN, C and H [24].  The CN molecule, which is the most radiating species, found in the arc-
jet experiment [33].  The ablation products concentrations are generally higher in the cooler boundary 
layer region; therefore, the ablation products may have higher absorption than emission. This results in 
lowering the radiation flux in boundary and large convective flux due to the hotter boundary layer. The 
carbon monoxide CO (4+) is the most important absorbing species among the ablation products.   
 
Hoshizaki et al. [34] and Coleman [35] showed that absorption by ablation products may reduce the 
radiative heat flux on the spacecraft nearly a factor of two. Sutton et al. [36] found a 10 to 20% reduction 
in the attenuation of surface radiation due to ablation products for the Venus pioneer mission. Moss et 
al. [37,38] observed that the higher heating rates in-flight data for the Galileo missions and the Pioneer-
Venus compared to prediction data. This disagreement in the predication data and in-flight data was due 
to the ablation that was not considered in the prediction work. This is important to incorporate the 
ablation and radiation model in the flow solver for the analysis of shock layer.  
 
NASA is currently designing Crew Exploration Vehicle (CEV) as a replacement of space shuttle, for a 
manned mission to the international space station [39]. The CEV will be used as a command module for 
returning Astronauts to the Moon and will work as an Earth re-entry vehicle when returning from the 
moon or Mars.   
 
 

1.4 Hypersonic Chemical Reaction Models 
 

The study of a non-equilibrium chemical reaction is important for the rarefied hypersonic entry flow to 
understand the heat transfer from the vehicle. During the re-entry process, the temperature around the 
spacecraft can not be represented by the single temperature.  Due to the presence of a high density of 
gas species, high pressure and, high temperature the prediction of the shock layer around the spacecraft 
becomes a very complicated process. A number of studies focused on the problem of high-temperature 
chemical kinetics in Earth’s atmosphere [40–44]  as well as another planetary atmosphere [9,10,45].   
 
Early, the bird [46] introduced the gas chemical reaction model for the DSMC method, which uses the 
molecular properties and, molecular energy to model the gas-phase chemical reaction. The theoretical 
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and experimental model supported the theory of modeling gas-phase chemical reactions using the 
molecular property of the gases. Classical collision theory, which was an established model for the 
calculation of chemical reaction rates, extended to use the chemical reaction probability for the 
bimolecular chemical reaction. The model was extended to termolecular reaction; the important 
termolecular reaction in high temperature is recombination reaction. 
 
The Boyd [47] used the DSMC model to model chemical reactions in a rarefied gas environment, the 
coupling of the vibrational energy of the molecule and the dissociation reaction is investigated. A new 
steric factor was introduced which includes the vibrational energy of the molecule for dissociation 
reaction. The result was compared for reentry blunt-body along the stagnation line and found that the 
surface quantity and the flow properties significantly affected by the steric factor. The calibration in the 
steric factor is required through experimental or theoretical data. 
 
A chemical kinematics model implemented by Candler [48] for a mixture of the CO2-N2 gas for the 2D CFD 
method.  The two-temperature model for eight chemical species presented for thermochemical non-
equilibrium study. The Navier- Stokes equations expanded to include the multiple chemical species and 
the energy modes. The thermal non-equilibrium observed due to fast vibrational relaxation of CO2 and 
the CO molecules creates high non-equilibrium at a higher energy level at which CO dissociates. 
 
Two separate experiments were conducted by Fishburne et al. [49] to predict the reaction rate for the 
reaction for the formation of CO2. In the first experiment the mixture of CO and O2 was introduced into 
shock tube and in the second experiment high-temperature mixture of CO2, CO and O2 passed through 
supersonic expansion nozzle. The study focused to calculate predict the chemical kinetics for the Martian 
entry vehicle.   
 
Gallis et al. [50] proposed a chemical kinetics model that predicts the chemical reaction rate for 
equilibrium and non-equilibrium reactions in the upper atmosphere. The proposed model was in good 
agreement with the Arrhenius rate for near-equilibrium condition and experimental model and 
theoretical models which are far from equilibrium. This model was summarized in the report by Gallis et 
al. [51] and equilibrium reaction rates calculated without using the macroscopic reaction-rate 
information. The model is capable to predict the reaction rates for the arbitrary non-equilibrium reaction. 
This model was in good agreement with the Park’s model for near-equilibrium condition and for far-from-
equilibrium condition difference in the result found to be very high. 
 
The non-equilibrium thermochemical model was developed by Park et al. [10] for the CO2-N2 mixture for 
the prediction of radiative heat flux on the surface of reentry vehicle entering into the Martian 
atmosphere.  The prediction of radiative heat flux was consistent with the experimental data. The 
dissociation of CO2 and the approach of vibrational temperature towards the translational temperature 
was observed to be very fast behind the shock wave. The chemical equilibration becomes slow due to the 
slow dissociation of the CO molecule.   
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The physical model for dissociation and recombination reaction and phenomenological model for 
chemical exchange reaction is presented by Bird [52], the models are based on the vibrational energy 
states of the colliding molecules and do not require the experimental-based data. The model is then 
applied to hypersonic reentry vehicles and found a good agreement with the TCE model. 
  
The Kinetic-Theory approach was extended by Liechty et al. [53] by including the charged particle reaction 
and electronic energy levels of the particles. The extension includes the ionization reaction, endothermic 
and exothermic reactions with charged particles, exothermic associative ionization reactions. These 
model does not require the macroscopic reaction rates to calibrate adjustment parameters, instead, they 
use the energy level of the colliding molecules to predict the reaction probability. The predicted reaction 
rates were in good agreement with the Arrhenius reaction rates for the near-equilibrium conditions.   
 
Recently Gimelshein et al. [54] used Total Collison Energy to model chemical reactions in the rarefied gas 
environment, the models include the internal degrees of freedom and detailed balance for chemical 
reaction and discussed some numerical limitation of the model.  The numerical problem with the TCE 
model is that sometimes the reaction probability becomes more than one due to the total collision cross-
section, in this case, the equilibrium reaction rate coefficient predicted by the DSMC method underpredict 
the reference coefficient.  
 
The aerothermal study for the Mars entry mission is reviewed by Wright et al. [19]. The heating of the 
surface of the vehicle due to convective heat, radiative heat from the shock layer and localized heat due 
to penetration or other effect are reviewed. The flight data from Viking, Pathfinder mission are used for 
the validation of the model, and an argument is presented to obtain additional flight data. Presently there 
is no validation model to predict the shock layer radiation for the Martian atmosphere reentry vehicle, 
and similarly for the Earth’s atmosphere. The uncertainty in the prediction of convective heat flux was 
due to surface catalysis in a CO2 environment.  
 

1.5 RTE Solution Methods 
 

The Radiative heat transfer calculation between the surfaces separated by a vacuum or transparent 
medium is comparatively easy when compared with the presence of absorbing or emitting medium. Most 
of the engineering problems where the surfaces are separated by the absorbing or emitting medium. In 
the rarefied environment, the space between the shock layer and the surface of the spacecraft consisted 
of the gases. The Radiative transfer equation should incorporate all the gas radiation at all the atmospheric 
conditions. The solving of the RTE for three-dimensional flow and incorporating all the gas radiation is 
computationally very expensive. Most of the researchers used a simple one-dimensional problem and 
applied the detailed line-by-line solution method or used the full geometry with an approximate spectral 
treatment method depends upon the problem specified. The standard tangent slab approach was applied 
by Wright et al. [21] for the prediction of radiative heat flux on the Titan aerocapture aero heating 
problem. The tangent slab method calculates the radiative heat flux at the stagnation point, however; this 
method yields the conservative value of heat flux as this method assumes a layer infinite width and 
neglects the curvature effect of the boundary layer. 
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1.6 Spectral Models for Radiative Properties 
 

1.7 Project Objective 
 
The objective of this project is to development of the DSMC code for the rarefied hypersonic Martian re-
entry vehicle, and study the chemical and thermal non-equilibrium. In this study the flow around the 
hypersonic re-entry vehicle is analyzed, the heat flux and the aerodynamic pressure on the surfaces of the 
vehicle are predicted. The initial flow condition is defined in the form of free-stream temperature, velocity, 
species number density, and pressure.  
 
In the present study, the Quantum Kinetic chemical reaction model is used to calculate the non-equilibrium 
chemical reaction during the hypersonic re-entry. The model is applied in the regime where the mean free 
path for the particle is high and continuum solver (Navier-Stokes) gives a poor approximation. 
 
The DSMC method aimed primarily to use in the transition regime, in the transition regime the aerodynamic 
heating and the pressure load on the surface highly depend on the rarefaction of the atmosphere.  
 
The main objective of the thesis is described: 
1. 
2. 
3. 
4. 
5. 
 
 

1.8 Thesis Outline  
 
Chapter 2 presents an exhaustive review of the literature in the broad area of the DSMC model and the 
implementation of the DSMC for the rarefied gas study. The collision models in the DSMC discussed the 
application of the DSMC chemical reaction model in different planetary atmosphere entry discussed. The 
literature on the radiative heat transfer model for the rarefied gas environment discussed. 

 
Chapter 3 presents the basic DSMC model and implementation method for the vibrational relaxation 
process in DSMC. The Quantum-Kinetic chemical reaction model explained for the Martian atmospheric 
environment. The chemical reaction rates for the equilibrium and non-equilibrium condition calculated 
and presented.  The procedure for modeling chemical dissociation, endothermic exchange, and 
exothermic exchange reaction explained. The procedure of detail balancing of various energy modes 
explained in detail.   
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Chapter 4 presents the application of the DSMC Quantum-Kinetic chemical reaction model in the Earth's 
atmosphere. The result for the Earth atmospheric model compared with the MONACO code for the 
validation of the code. The temperature contour, convective heat flux, species number density presented.  
 
Chapter 5 presents the application of the DSMC model for the Martian re-entry vehicle. The DSMC model 
is applied over the two-dimensional Crew Exploration Vehicle. The species number density, pressure, 
velocity and three (translational, rotational, and vibrational) modes of temperature plot presented along 
the stagnation line. The temperature, mass fraction contour plotted for the two different entry velocity 
case. The convective heat flux on the surface of the CEV presented.  
Chapter 6 presents the radiation models for the rarefied gas environment. The procedure for the 
implementation of the Imaginary Plane Model in OpenFOAM software is discussed. The spherical 
harmonic model (P1) explained with and without the presence of the participating gas. The spectral model 
(Line-by-line and k-distribution) for the non-gray gas environment discussed.   
 
Chapter 7 presents the application of the radiation model in the rarefied gas environment. The result 
obtained using the chemical kinetic model used to calculate the stagnation point radiative heat flux. The 
one-dimension line-by-line model used to calculate the radiative heat flux on the stagnation point. The k-
distribution method used to calculate the radiative heat flux. Both the method uses the radiative 
properties of the gas mixture to calculate the radiative heat flux. 
 
Chapter 8 highlights the summary of the research findings from the simulation. Outline specific 
conclusions are drawn from the simulation and suggest ideas and directions for future research.  
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Chapter 2  
LITERATURE REVIEW  

 
Palharini et al. [55] used DSMC solver to check the ability of the code for the low and high speed non 
reacting flows in simple and complex geometries. They applied the dsmcFoam solver for the case of Mars 
Pathfinder probe, and the results were in good agreement with the previous experimental and numerical 
data. Casseau et al. [56] used a two-temperature CFD (computational fluid dynamics) solver for the 
spacecraft re-entry analysis. They developed a new two-temperature CFD solver, hy2Foam, within the 
framework of the open-source CFD platform OpenFOAM for the prediction of hypersonic reacting flows. 
This solver,  hy2Foam, has the capability to model vibrational-translational and vibrational-vibrational 
energy exchanges in an eleven-species air mixture.  
 
White et al. [57] implemented the pressure-driven, implicit boundary conditions in an open source direct 
simulation Monte Carlo (DSMC) solver. DSMC simulations are conducted for gas flows with varying 
degrees of rarefaction along the  micro-channels with both one and two 90-degree bends, and  results are 
compared to those from the equivalent straight micro-channel geometry. Scanlon et al. [58] developed 
an Open source, parallel DSMC code  to simulate 1-D, 2-D and 3-D complex problem. The code has 
capability to perform unlimited parallel processing and can be used in both steady and transient condition. 
A 3-D simulation was performed for the hypersonic flow over the flat-nosed cylinder for Kn 0.0474, Mach 
number 5.37 and temperature of the cylinder 300K. Results were compared with the analytical and 
experimental data, and found to be in good agreement. Dongari et al. [59] introduced a new power-law 
(PL) wall-scaling approach to  investigate the nonlinear flow physics in the near-wall regions . This model 
incorporates Knudsen layer effects in near-wall regions by considering the boundary limiting effects on 
the molecular free paths. They also reported a new DSMC simulation results covering a wide range of 
Knudsen numbers and accommodation coefficients. 
 
Kumar [60] conducted a conjugate thermal analysis of a typical reentry space capsule  by coupling 
aparticle-based flow solver to a material thermal response solver. A 2-D parallel DSMC solver , capable of 
solving multispecies gas flows, is developed to solveFlow solution in the transitional flow regime. A one-
dimensional thermal response solver is validated against the available data in the literature and found to 
be in good agreement. Chinnappan and Kumar [61] proposed a new computational model to conduct gas-
granular flow dynamics within the framework of the direct simulation Monte-Carlo method. In this model, 
the regular procedures of the DSMC method is used to model the gas–gas collisions. 
  
Ge et al.  [62] proposed a spherical harmonics (PN) method, orders of PN. The set of N(N+1)/2 three-
dimensional second-order elliptic PDEs formulation and their Marshak boundary conditions for arbitrary 
geometries are implemented in the openFoam. To verify the model, four test cases with strongly varying 
radiative properties, including a 1D slab, a 2D square enclosure, a 3D cylindrical enclosure, and an 
axisymmetric flame, were analyzed. The results are compared with exact solutions and solutions from the 
photon Monte Carlo method (PMC). Ren et al. [63] applied a Photon Monte Carlo (PMC) method coupled 
with a line-by-line spectral model for the analysis  of reacting swirling flow in an industrial gas turbine 
burner. Roy et al. [64] coupled the  photon Monte Carlo (PMC) method to the multiphase spray 
combustion solver  with a focus on resolving radiative heat transfer in the  combustion simulations, and 
applied it for the  simulations of high pressure Diesel spray combustion. 
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Ren and Modest [65] proposed a hybrid scheme for wavenumber selection. In this scheme, line by line 
method is coupled with the monte corlo method. The accuracy of the new method is established and its 
time requirements are compared against the well stablished previous methods. 
 
Singh and Schwartzentruber [66] proposed a model ,based on surprisal analysis, for the  non-equilibrium 
vibrational and rotational energy distributions in nitrogen. The model is utilizing data obtained from the 
direct molecular simulations (DMSs) of promptly heated nitrogen gas using an ab initio potential energy 
surface (PES) . Schwartzentruber et al. [67] summarized implementation of the DMSC method on the 
numerical simulation of dilute gas flows. DMS  algorithms are detailed, and a number of new results 
relevant to the hypersonic flows are presented along with a summary of other recent results in the 
literature. 
 
Feldick et al. [68] developed a one-dimensional tangent slab radiative transport solver to model radiation 
in non-equilibrium hypersonic flows. The results are compared with NEQAIR, an established radiation 
solver, and solver is found to be efficient, and also allow direct coupling to hypersonic CFD codes.  
 
Li et al. [69] applied the DSMC Electronic Excitation Mode to Tangent Slab Radiation Calculation of 
Hypersonic Reentry Flows. They implemented excited levels of atomic N and corresponding electron 
impact excitation/de- excitation and ionization processes in DSMC. The model is then appied to the 
Starduct 68.9 km re-entry  vehicle, and the found that when excitation models are included, flow has an 
observable change in the ion number densities and electron temperature. The radiatve heat flux at the 
stagnation point  foiund to be 20 % different, were compared with Quasi Study State method.  
 
Sohn et al. [70] developed the new databasing schemes for advanced radiation calculations of hypersonic 
nonequi-librium reentry flows. Since the flow is in nonequilibrium, a rate equation approach including 
both collisional and radiatively induced transitions is used to calculate the electronic state populations. 
The absoptiobn and emission coefficient of atomic O and N compared with Nonequilibrium Air Radiation 
(NEQAIR) and found good accuracy of the database. However; for diatomic species N+

2 , NO, N2 and O2, 
slight differences in the results observed.  
 
Bhagat et al. [71] numericaly investigated the effect of Knudsen layer in high-speed flows in a rarefied 
flow regime. They reformed the conventional CFD solver based on the effective mean free path model to  
expand the validity of the Navier-Stokes-fourier requations or application in the slip-transition flow 
regime. The results (DSMC) were compared for the location of an oblique shock around the flat plate is 
accurately captured and overall, the Knudsen layer incorporation has exhibited good agreement with the 
DSMC. 
 
Gijare et al. [72] studied the effect of the Knudsen layer on the surface heat transfer for the hypersonic 
flow applications in the slip and early transition flow regime. They investigated the high speed flow over 
a wedge and a circular cylinder for wide range of Knudsen numbers.  The results were compared with the 
DSMC data, and found very good aggrement for Knudsen numbers, Kn=0.05 and 0.25.  
 
Kumar et al. [73] developed a new multi-species, polyatomic, parallel, three-dimensional Direct 
Simulation Monte-Carlo (DSMC) solver named Non-equilibrium Flow Solver (NFS) for applications related 
to rarefied gas flows. The results for 2D and 3D external flow were compared with experimental data and 
those obtained in other numerical works and found very good agreement. 
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Gavasane et al. [74] analyzed the effect of rarefaction on the flow properties and the separation of the 
flow in the rarefied gas environment using the DSMC technique. They studied the flow separation, 
circulation and re-attachment of step flows. The  Knudsen number (Kn) range selected to covers the slip 
and transition regime are from 0.0311 to 13.25. 
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Chapter 3  
DSMC MODULES 

 
 

3.1 The Boltzmann Equation  
 

The Boltzmann describes the flow in all regime continuum, continuum-transition, and free molecular 
regimes. The Boltzmann equation is the integro-differential type equation proposed by Boltzmann in 1872.  
The limiting case of this equation yields for the continuum regimes where the mean free path is very small 
and the collisionless flow (free molecular flow). The Boltzmann equation can be written as  
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Where n is the number density of species and f represents the velocity distribution function, c is the 
molecular velocity, cr is the relative velocity of the species, F represents the external force applies to the 
species,  the superscript (*) represents the post-collision properties, f and f1 represents the velocity function 
of two different types of molecules of class c and c1 respectively, 𝜎 represent the collision cross-section, t 
time and  Ω represents solid angle. 

 

3.2 The Direct Simulation Monte Carlo Method 
 

 Bird developed the Direct Simulation Monte Carlo method in 1960 for the simulation of the flow in the 
kinetic scale [46]. During the year between 1960 and 1980, the DSMC method becomes one of the most 
important methods to simulate the hypersonic rarefied flow in the transition regime. The DSMC method is 
based on the physical concept of rarefied gases, and on the physical assumption that forms the basis for the 
derivation of the Boltzmann equation [2]. The DSMC method and Boltzmann equations are based on the 
classical kinetic theory of the gases, and the DSMC method is not directly derived from the Boltzmann 
equation. 
 
In the DSMC model, each particle (molecule/atom) has velocity, position, and internal energy. The state of 
the particle modified and stored with time, as the particle initialized, move and participate in a collision, 
and interact with the boundary or surface inside the domain. The Direct Simulation Monte Carlo (DSMC) 
method is one of the most powerful methods for simulating the rarefied gas flow [75]. 
 
 The DSMC method uses the kinetic theory of gases to simulate the flow at the molecular level. In this 
method, the motion of particles may be decoupled from particle-particle collision over a time step smaller 
than the mean free time between collisions. In the computational domain, the moving molecules/particles 
are tracked, and collisions and collision-generated transitions (rotational, vibrational relaxation as well as 
chemical reactions) are treated in a probabilistic manner. This method can precisely evaluate non-
equilibrium gas behavior. Instead of complex deterministic procedures, the DSMC method employs 
stochastic tools that lead to higher accuracy and lower computational time. In the DSMC method, each 
simulated particle represents a large number of the real particle, as it is a time-consuming process to 
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consider all the real particles inside the domain and simulate collision. The simulated particle can vary from 
the thousand to million depending upon the flow problems.  
 
The Direct Simulation Monte Carlo is the solver for the rarefied gas dynamics in the OpenFAOM software. 
Space vehicles enter into planetary atmospheres at hypersonic speed. NASA has carried out a number of 
missions to various planets of our solar system. Out of many missions to nearby planets, the Martian entry 
has captured a lot of importance. The typical low-density rarefied environment encountered during 
atmospheric entry of a spacecraft cannot be analyzed with the continuum models. In the rarefied 
environment, the constitutive relations for shear stress and heat transfer are not applicable. Furthermore, 
during high-speed atmospheric entry, a high-temperature shock layer is formed at the front of the spacecraft. 
The gases in this the shock layer undergo various types of chemical reactions to form atoms and ions. The 
presence of various gas species together with high temperatures leads to an extremely high heat transfer 
environment.  
 
The study of non-equilibrium chemical reactions is very important for understanding the heat transfer to a 
hypersonic re-entry vehicle in the rarefied gas environment. Insufficient and inaccurate results may lead to 
inaccuracy in the design of a spacecraft. A number of studies have focused on the problem of high-
temperature chemical kinetics in the Earth’s environment [40–44] as well as other planetary environments 
[10,45]-10. The Martian atmosphere mostly comprises of CO2 with a small fraction of N2. Thus, the chemical 
kinetics problem in the Martian environment at high temperatures is very different from that of the Earth’s 
atmosphere1. During entry into the Martian atmosphere, the temperatures may reach as high as 8,500 K[76]. 
The dissociation of diatomic N2 and triatomic CO2 gases are two of the most important chemical reactions 
in the shock layer of a Martian atmospheric entry vehicle.  
 
The Direct Simulation Monte Carlo (DSMC) method is a powerful method for simulating the rarefied 
hypersonic flow[75]. The DSMC method simulates the flow at the molecular level by using the kinetic 
theory of gases. In this method, moving particles/molecules are tracked across the computational domain, 
and collisions and collision-generated transitions (rotational, vibrational relaxation as well as chemical 
reactions) are treated in a probabilistic manner. The method can treat non-equilibrium gas behavior 
accurately. As opposed to the Molecular Dynamics (MD) method that employs complex deterministic 
procedures, the DSMC method employs stochastic tools that increase the accuracy of the results and 
decrease the computational time.  
 
The high-temperature low-density conditions during spacecraft entry into an atmosphere are far from 
thermodynamic equilibrium; it is not possible to represent the flow conditions with a single temperature. 
The temperature around the vehicle depends on different kinetic conditions (rotational, vibrational and 
electronic relaxation/excitation of molecules) and various chemical reactions. The internal energy transfer 
between various modes is usually implemented with the phenomenological model introduced by Borgnakke 
and Larsen[77]. In this model, the probability of an inelastic collision determines the rate at which energy 
transfer takes place between translational and other internal modes. At the high-temperature hypersonic 
flow of gas mixture the energy exchange between the translational and other internal modes of energy 
violets the equilibrium when the characteristic time of kinetics and gas dynamics process is comparable. 
The non-equilibrium effect at this condition becomes important and for the correct prediction of the kinetics 
and gas-dynamic, the non-equilibrium process should be considered. At high-temperature shock waves, the 
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equilibrium achieves very shortly between translational rotational degrees of freedom compared to the 
translational end vibrational degrees of freedom[78].  Therefore  

𝜏௥௢௧ ≪ 𝜏௩௜௕ ≪ 𝜏௥௘௔௖௧ 
Here 𝜏௥௢௧  , 𝜏௩௜௕ and 𝜏௥௘௔௖௧ respectively are relaxation time for rotational, vibrational degrees of freedom 
and the characteristic time for the chemical reaction. 
 
The high temperature in the shock layer of a hypersonic spacecraft leads to dissociation, ionization and 
exchange reactions and leads to chemical non-equilibrium. Due to low density in the rarefied media, the 
reaction rates are generally low and finite rate chemical kinetics need to be considered. To consider the 
effects of chemical reactions in the gas mixture, a number of models have been proposed for the DSMC 
method[43,44,79–83]. The Total Collision Energy (TCE) is a model based on the modified Arrhenius rate 
coefficient, and utilize quantities derived from macroscopic parameters. The model converts the 
conventional Arrhenius rate coefficients (defined in terms of macroscopic gas temperature) to collision 
probabilities based on collision energy at the microscopic level using the uses equilibrium kinetic theory.  
The TCE model was later extended to take into account the coupling between the vibrational energy and 
the collision-induced dissociation[84,85]. Boyd et al. applied the extended TCE model to calculate the 
exchange, dissociation and recombination reactions in rarefied gas flow conditions for the Earth’s 
atmosphere[83]. Dhurandhar et al. used the TCE model to study the dissociation of CO under rarefied 
conditions[86]. 
 
For the particle-based DSMC method, a molecular level chemistry model is desired that estimates reaction 
rates using the kinetic theory and fundamental molecular properties only. Recently, Bird proposed the 
Quantum-Kinetics (QK) reaction model based on the fundamental properties of colliding particles, i.e., the 
total collision energy, the quantized vibrational levels, and the dissociation energies. The model connects 
the energy exchange processes with chemical reactions. This model has only a limited dependence on the 
macroscopic data and does not require the gas to be in a state of near thermodynamic equilibrium [82]. In 
contrast to the TCE model, the QK model is based on the quantum vibration theory.  
 
In the original QK model, there was a problem with the detailed energy balance among rotational, 
translational and vibrational modes. It was observed that the three temperatures were not in equilibrium 
after the chemical exchange reactions with finite activation energy. Bird corrected this problem by 
implementing the detailed energy balance process[80], which ensures that the pre- and post-reaction 
distributions are matched. Liechty et al.[45] used the modified QK model to predict reaction rates in 
equilibrium and non-equilibrium conditions. In the equilibrium case, the temperature of the system does 
not change, as the post-reaction energy exchange is not implemented. On the other hand, in the non-
equilibrium calculation, the system undergoes energy exchange, resulting in a change in the temperature of 
the system.  They further extended the QK model by including the electronic energy transition. 
Furthermore, Liechty et al. studied the reactions between the charged particles and compared their results 
with the analytical results and Arrhenius rates. 
 
Scanlon et al. employed the Quantum Kinetic model in the DSMC method to study chemical reactions in 
rarefied gas atmospheres[43]. They implemented this model into an open-source DSMC solver, OpenFoam, 
and compared their results for exchange and dissociation reaction rates with the analytical and experimental 
shock tube results.  
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In this paper, we study the chemical reactions in the Martian atmosphere under rarefied gas conditions. We 
have implemented the modified QK model in the dsmcFoam, an open-source software within the 
framework of OpenFoam. The relaxation and reaction processes in a CO2 atmosphere are much more 
challenging because CO2 is a polyatomic gas with up to four vibrational modes.  
 
Kumbhakarna et al. [87] studied a detailed model of steady-state combustion of a pseudo-propellant 
containing cyclotrimethylenetrinitramine and triaminoguanidinium azotetrazolate. The chemical kinetics is 
represented by a global thermal decomposition mechanism with within the liquid  by considering 18 species 
and 8 chemical reactions.  

 
The design of space vehicles is a challenging process due to the extreme heating environment in the shock 
layer of the spacecraft at hypersonic speed. Various space research organizations have carried out a large 
number of missions for space re-entry into nearby planets as well as our own planet and the moon. The 
United States has successfully landed a number of manned missions on the lunar surface, and a number of 
unmanned probes on the surface of Mars. However, a number of challenges need to be overcome before 
crewed missions to nearby planetary bodies, including Mars, become possible. For Mars missions, robotic 
systems landed so far had a mass below 0.6 metric tons [88]. The future manned mission will require landing 
of significantly heavier (40-80 metric tons) and larger systems. Such spacecraft are likely to be subjected 
to extreme radiative heat loads [10,11,89].  
 
Recently, re-entry study into the atmosphere of planet Mars has attracted a lot of attention. The Martian 
atmosphere is primarily made of CO2 and N2, and thus presents a more challenging design problem from 
the heat transfer point of view. In studying high-temperature, non-thermodynamic equilibrium shock layer 
heat transfer, the chemical reaction study presents one of the most important and challenging tasks. The 
chemical reaction study for the CO2 gas is different from those for gases available in the Earth’s atmosphere. 
The Earth’s atmosphere mainly comprises of N2 and O2. The complication in studying the chemical reaction 
in CO2 is due to it being a polyatomic gas with more than one vibrational modes of energy [90,91]; while 
in the case of O2 and N2, there is only one vibrational mode.  
 
A number of studies [10,11,18,19] have examined the aerothermal environment for a Mars aero-capture 
vehicle under different entry conditions. In a CO2 atmosphere, the radiative heat load was found to be 
significant not only on the front body but also on the after the body of the spacecraft [18][15, 17]. In the 
Martian atmosphere, the CO2 gas dissociates while passing through the shock wave, resulting in the gas 
mixture of CO2, CO, O2, C and O. The chemical reactions includes the dissociation of the molecular species 
CO2, O2, and CO and chemical exchange reaction between the gas atoms and molecules. At hypersonic 
entry, if the temperature is less than 9,000 K, the ionization reactions can be neglected. The presence of a 
small amount of N2 can alter the gas flow field in the shock layer. Therefore, a more realistic composition 
of the Martian atmosphere gas is considered (98.07% CO2 and 1.93% N2 by mass), and a chemistry model 
involving 9 chemical species and 11 reactions is used [10].   
 
 
The Direct Simulation Monte Carlo (DSMC) method is one of the most powerful methods for simulating 
the rarefied gas flow [75]. The DSMC method uses the kinetic theory of gases to simulate the flow at the 
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molecular level. In this method, the motion of particles may be decoupled from particle-particle collision 
over a time step smaller than the mean free time between collisions. In the computational domain, the 
moving molecules/particles are tracked, and collisions and collision-generated transitions (rotational, 
vibrational relaxation as well as chemical reactions) are treated in a probabilistic manner. This method can 
precisely evaluate non-equilibrium gas behavior. Instead of complex deterministic procedures, the DSMC 
method employs stochastic tools that lead to higher accuracy and lower computational time.  
 
A hypersonic spacecraft confronts high temperature and low-density conditions while entering the planetary 
atmosphere, which is far from thermodynamic equilibrium condition; and thus, the representation of the 
flow conditions with a single temperature is not possible. The different kinetic conditions (rotational, 
vibrational, and electronic relaxation/excitation of molecules) and various chemical reactions affect 
temperature around the vehicle. The equipartition of energy theorem is not valid in the non-equilibrium 
conditions, as some of the internal degrees of freedom of the particles may not be fully excited. Hence, the 
degree of excitation is evaluated by a separate temperature for each internal mode of energy. Borgnakke 
and Larsen [77] proposed that the internal energy transfer between various modes of energy is usually 
implemented in the DSMC method with the phenomenological model. According to this model, the 
probability of an inelastic collision determines the rate at which energy transfer takes place between 
translational and other internal modes.  
 
A number of DSMC implementations are available in the research community. Some of these 
implementations are available free while others are restricted for use. Some of the popular implementations 
of the DSMC method are: MONACO [92], SMILE [93], DAC [94], PDSC [95] and dsmcFoam. One of the 
earliest DSMC codes was ‘MONACO’ developed by Dietrich et al., 1996 [92]. Matsumoto et al. 1997 [96], 
performed the parallelization of the DSMC method, which led to the reduction of significant computational 
time. The  ‘SMILE’  is a powerful software developed by Ivanov et al., 1998 [93] for simulating rarefied 
gas flow in two-dimensional, three-dimensional and axis-symmetry internal and external flow. The code is 
based on Majoran Collision Frequency (MCF) [93]. 
 
An extremely important aspect of a DSMC code is the models of interaction of molecules during collisions. 
SMILE employs both conventional collision models of the DSMC method, which are standard for DSMC 
codes, and new effective models developed at the Computational Aerodynamics Laboratory of ITAM. A 
Variable Hard Sphere (VSH) model [46] and a Variable Soft Sphere (VSS) model [97] are used in SMILE 
to describe elastic collisions. A Larsen-Borgnakke (LB) model [77] is used to model inelastic collisions 
with the translation-rotation (TR) and translation-vibration (TV) energy transfer. Two different types of LB 
models are implemented in SMILE: a standard LB model with the continuous representation of internal 
energies and a modification of the LB model for the discrete (quantum) representation of internal energies 
[98]. Either constant or temperature-dependent relaxation numbers may be used in the models. For 
rotational relaxation, the temperature dependence is described by the relation derived in [99]; vibrational 
relaxation involves a dependence based on experimental data of Millikan and White [100] with a high-
temperature correction of Park [101]. The chemical reactions are modeled using the Total-Collection-
Energy (TCE) model. The model has two options: standard (for continuous internal energies) [46] and 
modified (for discrete internal energies) [102]. For discrete internal energies, it is also possible to use a 
model based on two-temperature kinetics [103]. These models allow modeling bimolecular reactions of 
dissociation and exchange. The chemical database contains the parameters of all models listed above for 
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more than 30 mono-, di-, and polyatomic chemical species. The gas-surface interaction modeling procedure 
uses a Maxwell model or a multiparametric Nocilla model.  
  
In the simplest DSMC programs, the collision partner was chosen from the same cell. In the later 
implementations by Bird [46], the collision partners were chosen from a sub-cell. In the DS2V [104] 
program, the information of the immediately preceding collision partners is stored and the selected collision 
particles are not allowed to undergo collision in the immediately next collision sequence. It has been found 
that this trick reduces the overall error in the calculation of heat transfer and shear stress.  
 
 
Moss et al. [105] performed a DSMC simulation for hypersonic re-entry of the Apollo capsule in the Earth’s 
atmosphere. In this paper, they compared the DSMC results with the Navier-Stokes code, LAURA, for an 
altitude range of 65 km to 200 km. The DSMC simulation was found to be reliable from the free-molecular 
regime to an altitude of 100 km. Tseng et al. [85] employed the DSMC method to study hypersonic re-entry 
flow in the rarefied atmosphere. They simulated three different problems: a sphere, a blunt-body, and the 
Apollo spacecraft. The Total Collision Energy model was used for dissociation and exchange reactions; 
while the three-body collision model proposed by Boyd [85] was utilized to calculate the recombination 
reaction rate. Ozawa et al. [106] simulated the hypersonic flow over the stardust vehicle entering into the 
Earth’s atmosphere using the SMILE DSMC code for 80 km altitude and a speed of 12.8 km/s. They 
compared their DSMC results with the results obtained from the DPLR finite volume code and found that 
the DSMC code predicted lower energy exchange rates between the translational and the internal energy 
modes as compared to  CFD, which results in lower dissociation rate and degrees of ionization in the DSMC. 
 
A number of numerical studies and experimental work have been published on the hypersonic flow in a 
convergent-divergent nozzle in the CO2/N2 atmosphere [107–109]. These models used the Navier-Stokes 
solver to study the thermo-chemical non-equilibrium flow.  
 
For the Martian atmosphere, a hypersonic flow continuum solver was constructed and used by Bansal et al. 
[28] to simulate flow over the CEV space vehicle at a speed of 6.5 km/s. The shock layer thickness and the 
peak temperature were found to be 31 cm and 8,300 K, respectively. The CO2 was observed to be fully 
dissociated and CO was reported to be the main gas involved in radiative heat transfer. A method to obtain 
coupled CFD-DSMC simulation for rarefied hypersonic re-entry of a blunt body was presented by Glass et 
al. [110]. The method was applied to the Martian Sample Return Orbiter as a demonstration. The Langley 
Aerothermodynamics Upwind Algorithm [111] code was used to perform the forebody CFD analysis. In 
this study, the Martian atmosphere was modeled as eight species, non-equilibrium gas. All the DSMC 
simulations were performed with the DAC code. Four different cases with Kn = 0.2, 0.02, 0.002 and 0.0004 
were considered. The non-equilibirum thermodynamic conditions were observed in the wake region of the 
spacecraft. 
  
Chemical dissociation, ionization and exchange reaction occurs in the high-temperature shock layer of a 
hypersonic spacecraft. The rarefied gas media leads to low reaction rates, and thus, finite rate reactions are 
required to be considered. A kinetic model for the Martian atmosphere was presented by Drake et al. [112] 
with free stream data from Viking, Pathfinder and other Mars Exploration Rovers. It was observed that CO2 
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was almost completely dissociated in the high-temperature shock layer. Further, the presence of a small 
fraction of water vapor in the gas composition was found to significantly affect the dissociation of CO2. 
 
A number of models have been proposed for the DSMC method [43,44,79–83] to consider the effects of 
chemical reactions in the gas mixture. The Total Collision Energy (TCE) is a model which, utilizes the 
quantity derived from the macroscopic parameters, and is based on the modified Arrhenius rate coefficient. 
The model uses the equilibrium kinetic theory and converts the conventional Arrhenius rate coefficients 
(defined in terms of macroscopic gas temperature) to reaction probabilities based on collision energy at the 
microscopic level. This model was later extended to take into account the coupling between the collision-
induced dissociation and vibrational energy [84,85]. The extended TCE model was applied by Boyd et al. 
to calculate the dissociation, exchange and recombination reactions for the Earth’s atmosphere entry [83]. 
The TCE model was used by Dhurandhar et al. to study the dissociation of CO2 under rarefied conditions 
[86]. 
 
Gallis et al. [50] proposed a molecular-level chemistry model and calculated the reaction rates for 
equilibrium as well as non-equilibrium reactions in the upper atmosphere. The model was found to be in 
good agreement with the Arrhenius rates with non-equilibrium conditions and various other theories and 
models.  
 
The TCE model was extended by Nizenkov et al. [113] to polyatomic reactions for applications of (re-
)entry into Martian and Titan’s atmosphere. In this paper, dissociation of CH4 with simple reservoir 
simulations was tested by the authors, and it was found that the reaction rate agreed well with the theoretical 
Arrhenius rates.  The extended TCE model was then applied to study the reacting flow in Titan’s atmosphere 
for the Huygens probe using the DSMC method. the conventional discrete LB model was improved by 
Sebastião et al. [114]  in order to satisfy detailed balance in recombination and exchange reactions in 
reacting mixtures involving polyatomic molecules. The authors followed an empirical approach to specify 
the post-reaction vibrational states close to thermochemical equilibrium within the TCE framework. 
 
A molecular-level chemistry model is desired for the particle-based DSMC method, which estimates 
reaction rates using only the kinetic theory and fundamental molecular properties. Recently, Bird proposed 
a Quantum-Kinetics (QK) reaction model based on the fundamental properties of colliding particles, i.e., 
the total collision energy, the quantized vibrational levels, and the dissociation energies. The model 
connects the energy exchange processes with the chemical reactions, has only a limited dependence on the 
macroscopic data, and does not require the gas to be in a state of near thermodynamic equilibrium [82]. The 
QK model is based on the quantum vibration theory as compared to the TCE model. There was a problem 
with the detailed energy balance among the translational, rotational, and vibrational energy modes in the 
original QK model. This leads to differences in temperatures after the chemical exchange reactions. Later,  
Bird implemented the detailed energy balance process to correct the problem [80]. The modified QK model 
was used by Liechty et al.[45] to predict reaction rates in equilibrium and non-equilibrium conditions. In 
the equilibrium case, the post-collision energy exchange of the system was not implemented, and on the 
other hand, in the non-equilibrium case, the system undergoes energy exchange, resulting in the change of 
the temperature of the system.  The QK model was further extended to the electronic energy transition [53]. 
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White C. et al. [115]  implemented the QK technique in the dsmcFoam solver, including the vibrational 
and electronic energy modes, and chemical reactions. Scanlon et al. [43] used the modified dsmcFoam 
solver for the Earth’s atmosphere. The problem with the detailed balance was minimized by modifying the 
activation energy of the reaction. This procedure utilized the reaction rate coefficients calculated from the 
Bird’s Q-K code [75] and used those coefficients to calculate the reaction rate at equilibrium as well as in 
non-equilibrium conditions. They simulated hypersonic 2-D flow over a cylinder and found the result in 
good agreement with the MONACO code, which employs the TCE model.  
 
Recently, Dhurandhar et al. have extended the Quantum Chemical Kinetic model to solve chemical 
reactions in rarefied hypersonic flow conditions encountered during the Martian atmosphere. The model 
has been developed within the framework of the open-source DSMC code, dsmcFoam. For polyatomic 
gases, they developed the vibrational relaxation model for more than one vibrational mode. They studied a 
large number of dissociation and exchange reactions, and the reaction rates for most of the reactions were 
found to be in good agreement with the previous experimental and theoretical results published in the 
literature.  
 
In this work, we have modified the dsmcFoam code to include non-equilibrium chemical kinetics and a 
multi-mode relaxation model to simulate hypersonic flow around a Martian re-entry vehicle. The chemical 
reactions are modeled using the Quantum Kinetic model [6].  
 

  

3.3 Vibrational Relaxation in Polyatomic Molecules 
 

Molecular energy is stored in three modes: namely, vibrational, rotational and translational modes. 
Vibrational relaxation is a process where the vibrational energy of the gas—initially in the non-equilibrium 
condition—changes such that it reaches the thermal equilibrium condition after a sufficient number of 
collisions. In the vibrational relaxation model, energy exchange takes place between the translational and 
the vibrational modes of the particles. Vibrational relaxation is important for chemical reaction modeling 
in the DSMC method.  
 
CO2 has 4 vibrational modes and the other molecules like N2, O2, CO and NO have one vibrational mode. 
To consider vibrational relaxation in polyatomic molecules, two particles P and Q are randomly selected 
and the sum of pre-collision energy of the pair is calculated. First, the sum of the relative translation energy 
and the vibrational energy of the particle P is calculated as: 

 
 

𝜀௖௢௟௟ =
𝑚௥ห𝑣௉

ଶ − 𝑣௤
ଶห

2
+ ൫𝑖௉,௟𝑘𝜃௩௜௕,௉,௟൯ 

3.1 

 
where v represents the velocity of particles, mr is the reduced mass of the pair of particles,  iP,l is the 
vibrational energy state of a particle at mode l and 𝜃௩௜௕,௉,௟ is the vibrational characteristic temperature of 
the molecule P  and mode l. The maximum possible vibrational quantum number of particle P at mode l 
(imax,P,l) is calculated as  
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 𝑖௠௔௫,௉,௟ =
𝜀௖௢௟௟

𝑘𝜃௩௜௕,௉,௟
 3.2 

 
  

where k represents the Boltzmann constant = 1.38 × 10ିଶଷJ/K. Now, the vibrational collision number is 
calculated as 
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3.3 

 

where Ttr represents the macroscopic translational temperature of the cell, TZref is the reference temperature, 
usually, this value is taken to be the characteristic vibrational temperature θvib of the species, and  Zref 
represents the vibrational collision number at the reference temperature and is calculated as: 
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where V1 and V2 are constants [46]. The inverse of the vibrational collision number is calculated from Eq. 
3 and compared with a uniformly distributed random variable in order to decide the vibrational exchange. 
The post-collision vibrational collision number is randomly selected between 0 and imax,P,l, and acceptance-
rejection technique is used to set the final vibrational energy state of the particle:  

 

 
𝑃𝑟 = (1 −

𝑖௉,௟
ᇱ 𝑘𝜃௩௜௕,௉,௟

𝜀௖௢௟௟
)ଵ.ହିఠ 

3.5 

 
                                                         

If the probability calculated from the Eq. 5 is greater than the uniformly distributed random number between 
0 and 1, the post-collision energy state of the molecule is set as 𝑖௉,௟

ᇱ  at mode l and the post-collision 

vibrational energy is reduced from the pre-collision energy. The procedure is repeated for all the vibrational 
modes of the particle P and the standard Larsen-Borggnakke [77] approach used to distribute the remaining 
energy into the rotational and translational modes of the particle. The same procedure is repeated for the 
particle Q.                                                          

In this case, we consider the vibrational relaxation of N2. We consider a single adiabatic cubical box of side 
10µm filled with N2 gas. Initially, the rotational and translational temperatures of the gas are 20,000 K and 
the vibration energy of the molecule is assumed zero. The number density of the gas is set at 1022 m-3. The 
vibrational characteristic temperature of N2 is taken to be 3,371 K, the viscosity-temperature index ω = 
0.74, diameter = 4.17×10-10 and mass =46.5×10-27 kg. The results obtained with our QK model 
implementation in the  OpenFOAM software are compared with those obtained from the DS2V code[75]. 
It may be observed that both the codes give identical results, with an equilibrium vibration temperature of 
14,720 K. 
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In this case, we consider the vibrational relaxation of N2. We consider a single adiabatic cubical box of side 
10µm filled with N2 gas. Initially, the rotational and translational temperatures of the gas are 20,000 K and 
the vibration energy of the molecule is assumed zero. The number density of the gas is set at 1022 m-3. The 
vibrational characteristic temperature of N2 is taken to be 3,371 K, the viscosity-temperature index ω = 
0.74, diameter = 4.17×10-10 and mass =46.5×10-27 kg. The results obtained with our QK model 
implementation in the  OpenFOAM software are compared with those obtained from the DS2V code[75]. 
It may be observed that both the codes give identical results, with an equilibrium vibration temperature of 
14,720 K. 

 

 

Figure 3.1  Vibrational relaxation of N2 gas 

Next, the vibrational relaxation in O2 is studied. For this study the characteristic vibrational temperature of 
O2 taken as 2,256 K [75]. The vibrational relaxation of the O2 molecule is similar to the N2 molecule. The 
result of the vibrational relaxation of the O2 shown in Figure 3.2. The initial temperature in the rotational 
and translational mode is taken as 20,000 and in the vibrational mode, the temperature is taken as 0 K. The 
final equilibrium temperature for the O2 vibrational relaxation is around 14,603 K.   
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Figure 3.2 Vibrational relaxation of O2 gas 

Next, the vibrational relaxation in CO2 is studied. For this study, the vibration relaxation model was 
modified to include more than one vibrational mode. The case was studied with the same domain as given 
in the previous case. Initially, the domain temperature was taken as 10,000 K for the rotational and 
translational modes, and the energy of all the vibrational modes was assumed zero. The CO2 molecule has 
four vibrational modes with one symmetry stretching, one asymmetry stretching and two bending 
modes[90]. The initial number density of the gas was set as 5.14×1021. The vibrational characteristic 
temperatures for the four modes of CO2 are taken as 1997, 3380, 960 and 960 K[90,91]. The viscosity-
temperature index for the gas ω = 0.93, diameter = 5.62×10-10 m and mass =73.1×10-27 kg. The simulation 
was performed with 100,000 simulated particles. 

Figure 3.3 Vibrational relaxation of CO2 gas shows the distribution of temperatures with time. The 
temperatures shown with a prime represent the results obtained from the DS2V code. The equi-partition of 
energy is achieved after the sufficient number of collisions, and the temperature of all the modes comes to 
the equilibrium temperature of 4,370 K. The result obtained from the DS2V code [75] shows the final 
equilibrium temperature of around 4,240 K.  
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Figure 3.3 Vibrational relaxation of CO2 gas 

 

Next, the vibrational relaxation in CO2 is studied. For this study, the vibration relaxation model was 
modified to include more than one vibrational mode. The case was studied with the same domain as given 
in the previous case. Initially, the domain temperature was taken as 10,000 K for the rotational and 
translational modes, and the energy of all the vibration modes was assumed zero. The CO2 molecule has 
four vibrational modes with one symmetry stretching, one asymmetry stretching and two bending 
modes[90]. The initial number density of the gas was set as 5.14×1021. The vibrational characteristic 
temperatures for the four modes of CO2 are taken as 1997, 3380, 960 and 960 K[90,91]. The viscosity-
temperature index for the gas ω = 0.93, diameter = 5.62×10-10 m and mass =73.1×10-27 kg. The simulation 
was performed with 100,000 simulated particles. 

 

As shown in Figure 3.4, the CO2 molecule has four vibrational modes: one symmetric C-O stretching, one 
asymmetric C-O stretching, and two bending modes. The vibrational temperature in symmetric C-O 
stretching mode at wavenumber 1333 cm-1 is 1997 K, in asymmetric C-O stretching mode at wavenumber 
2349 cm-1 is 3380 K and in bending mode at wavenumber 667 cm-1 is 960 K. [90,91]. 
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Figure 3.4 Vibrational Modes of CO2  

3.4 Total Collision Energy Model 
 

3.5 Quantum-Kinetic (QK) Chemical Reaction Model 
 

In this work, the QK model is applied to the Martian atmosphere (CO2 and N2) with an eight species model. 
The gaseous species considered in the high-temperature shock layer of a Martian reentry vehicle are CO2, 
N2, O2, NO, CO, O, N, and C. The reaction model comprises of a number of dissociation and exchange 
reactions. 

3.5.1 Dissociation reaction 
 

A dissociation reaction occurs when two species (at least one of them is molecule) collide with each other. 
The dissociation reaction does not require calculating the reaction probability; rather it depends on the sum 
of the energy of colliding particles. Consider dissociation reaction AB + C  A + B + C, wherein particle 
AB is a molecule and particle C is an atom. The collision energy of the pair of colliding particles is 
calculated with Eq. 3.1. For the molecule AB, the maximum possible post-collision vibrational quantum 
number, imax, is calculated from Eq. 3.2. The particle AB will dissociate if the ratio of the dissociation and 
the vibrational characteristic temperature satisfy the following relation 
 

𝑖௠௔௫ >
𝜃ௗ௜௦௦

஺஻

𝜃௩௜௕
஺஻  

3.6 

 
The dissociation reaction rate is given as  
 𝑘௙(𝑇) = 𝑔𝑅௖௢௟௟

஺஻,஼𝛾(𝑖௠௔௫)஺஻,஼ 3.7 

 
where g is the degeneracy of the reaction in the case of a  polyatomic molecule with the same characteristic 
vibration temperatures for different modes, Rcoll is the collision rate parameter, and γ is the fraction of 
collisions with energy satisfying Eq .3.6. The collision rate parameter is given as: 
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where rref is the reference radius of the gas species at temperature Tref. The parameter 𝛾 is given as 
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where 𝑄(𝑎, 𝑏) =  ⌈(𝑎, 𝑏)/⌈(𝑎) is the incomplete Gamma function and 𝑍௩் is the vibrational partition 

function of mode v. 
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If the collision pair satisfies Eq. 3.6 and the molecule AB undergoes dissociation, the dissociation energy 
of the molecule AB is reduced from the total collision energy (𝜀௖௢௟௟). The energy stored in the other 
vibrational modes of the molecule AB is added to the collision energy. If the product of dissociation of AB 
is a molecule, then the vibrational and rotational energy of the product molecule is set and the remaining 
energy is re-distributed into the translational modes of dissociated AB and C particles. The energy stored in 
the rotational mode of the particle AB is distributed in the relative translational energy of the dissociated 
particles A and B. This is graphically explained in Figure 3.5.  
 

 
 

Figure 3.5 Dissociation and energy redistribution of CO2  

 
The calculation of the probability of dissociation of any selected particle is explained in detail by 
Dhurandhar et al.. If a polyatomic molecule does not undergo dissociation in a particular vibrational mode, 
then the same procedure is repeated for other vibrational modes. 

 

3.5.2 Endothermic and Exothermic Exchange Reaction 
 

The exchange reaction between molecule ABC and atom D is written as: 
ABC + D   AB + CD 

First, the total collision energy is calculated for the stretching mode (valence mode) of the molecule using 
Eq. 3.1 [116]. To calculate the probability of the exchange reaction for the collision between species ABC 
and D, we first check if the sum of relative translational energy of the colliding particles and vibrational 
energy of the colliding molecule is greater than the activation energy of the reaction.  
 
 𝐸௖ > 𝐸௔ 3.11 
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The activation energy for the endothermic and exothermic exchange reactions is adjusted to satisfy the 
detailed balance according to Scanlon et al. as [43], this is done to ensure both the reaction rates are 
consistent with the value predicted with the statistical mechanics. The activation energy for the forward 
endothermic and backward exothermic exchange reaction is adjusted as5: 
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where a and b are adjustment parameters and T is the macroscopic translational temperature. Before 
applying the QK model to the Martian atmosphere, we have validated the model with the cases studied by 
Bird29. The probability of the forward exchange reaction is given as 
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The probability for backward exchange reaction is given as: 
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The reaction rate coefficient for the forward and the backward exchange reactions are given as     
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If the selected pair of particles is accepted for the exchange reaction, the activation energy for the given 
reaction is reduced from the total collision energy and the energy stored in other vibrational and rotational 
modes is added to this remaining energy. This total energy is now distributed into vibrational and rotational 
modes of the new molecules AB and CD. The vibrational energy state for  molecule AB is set as 

 𝑖௩௜௕,஺஻ =  − ln(𝑅𝑛) × 𝑇௧௥/𝜃௩௜௕,஺஻ 3.18  

 
 Thus set, the vibrational energy of molecule AB is reduced from the total collision energy and if the 
remaining energy comes out less than zero, then the vibrational energy state of the particle AB is reduced 
by 1. The rotational energy of the molecule AB is set as  
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 𝐸௥௢௧,஺஻ = −ln (𝑅𝑛) × 𝐾 × 𝑇௧௥,஺஻ 3.19 

      
The set rotational energy is reduced from the total collision energy and if the remaining energy comes out 
less than zero, the rotational energy of AB is reduced by a factor of half [75].  The same procedure is 
repeated for the molecule CD. 
 
Once the vibrational and rotational energies of both the molecules are set, the remaining energy is 
distributed in the relative translational energy of the product molecules AB and CD. This is explained 
graphically in Figure 3.6. 
 

 
 

Figure 3.6 Exchange reaction and energy redistribution of CO2  

 

The list of chemical reactions implemented in the QK model for the Martian atmosphere along with their 
Arrhenius parameters are given in Table 3.1  
 
The chemical reactions considered in this work are selected based on the concentration of free stream 
species available in the Martian atmosphere [10]. Table 3.2 Parameters for the forward and backward 
exchange reaction shows the a and b value for the exchange reaction, these parameters are used in Eq. 3.12 
and 3.13 for calculating the probability of exchange reaction.    
 

Table 3.1 Chemical reaction list and their Arrhenius coefficient for reaction rate calculation 

 

Reaction Heat of 
formatio
n Eh 
(×1019), J 

A  n Activatio
n energy 
(×1019), J 

Reaction 
Type 

Source 

CO2 + CO2  CO + O + CO2 8.736 1.14×10-8 -1.50 8.736 Dissociation Ref [10] 
CO + CO  C + O + CO 17.810 3.82×10-10 -1.00 17.810 Dissociation Ref [10] 
CO + O  C + O + O 17.810 5.65×10-10 -1.00 17.810 Dissociation Ref [10] 
NO + NO  N + O + NO 10.424 1.00×10-10 -1.00 10.424 Dissociation Ref [43] 
NO + O  N + O + O 10.424 4.00×10-10 -1.10 10.424 Dissociation Ref [43] 
N2 + N2  N + N + N2 15.670 4.10×10-12 -0.62 15.670 Dissociation Ref [43] 
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N2 + N  N + N +N 15.670 1.00×10-11 -0.68 15.670 Dissociation Ref [43] 
O2 + O2  O + O + O2 8.197 5.33×10-11 -1.00 8.197 Dissociation Ref [43] 
O2 + O  O + O + O 8.197 1.50×10-10 -1.05 8.197 Dissociation Ref [43] 
CO2 + O  CO +O2 3.838 3.48×10-17 0.00 3.838 Endothermic  Ref [10] 
CO + O  C + O2 9.554 6.48×10-17 -0.18 9.5541 Endothermic Ref [10]  
C + O2  CO + O -9.554 3.32×10-17 0.00 0.210  Exothermic Ref 

[117] 
N2 + O  NO + N 5.175 0.80×10-16 0.00 5.175  Endothermic Ref [43] 
NO + N  N2 +O -5.175 5.00×10-16 -0.35 0.200  Exothermic Ref [43] 
NO + O  N + O2 2.719 2.30×10-19 0.50 2.719  Endothermic Ref [43] 
N + O2  NO + O -2.719 4.00×10-15 -0.39 0.200  Exothermic Ref [43] 

The adjustment parameters for the backward exchange reaction are given in Table 3.2: 
 

 

Table 3.2 Parameters for the forward and 
backward exchange reaction 

Reaction a b 
C +O2  CO + O 0.7665 0.7 
NO + N  N2 +O 0.033 0.8 
N + O2  NO + O 0.100 0.1 
CO + O  O2 + C 0.025 0.77 
N2 + O  NO + N 0.150 0.15 
NO + O  O2 + N 0.085 0.65 

 
 

3.6 Chemical Reaction Rates: 
 

In this case, the Bird’s Quantum Kinetic model is applied to study chemical reactions in the shock layer of 
a hypersonic spacecraft under rarefied conditions. We again consider a single homogenous computational 
cubical cell of side 10 μm with 50,000 simulation particles. We consider only one reaction at a time for a 
given initial temperature. In the equilibrium case studied here, once a particle/molecule is accepted to 
undergo a reaction, it is marked with a flag. This is done so that the same particle is not selected again for 
the collision. Furthermore, the post-collision energy exchange is not implemented, as it will change the 
temperature of the system. 
 

3.6.1 Dissociation reaction: 
 

 The dissociation reactions considered in the Martian atmosphere are those of dissociation of CO2, CO, N2, 
NO, and O2. The O2 has the lowest dissociation temperature while the CO has the highest dissociation 
temperature. The number density of the gas for all the cases is taken as 1022 m-3 and the temperature is 
varied from 4000 K to 20,000 K. The temperature of all the modes is kept same and constant, implying 
thermal equilibrium under an isothermal process. 
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Figure 3.7 Dissociation rate coefficient for O2 + O2  O + O + O2  

 
 Figure 3.8 Equilibrium dissociation rate coefficient for O2 + O  O + O + O reaction 

Figure 3.7 compares the equilibrium dissociation rate of O2 from the present QK model with the earlier 
models. In this case, the colliding particle is also O2. A good agreement is observed in the results for the 
entire temperature range. The reaction rate increases sharply for up to 10,000 K and then becomes almost 
stable. Figure 3.8 shows the dissociation rate of O2 when the colliding particle is atomic oxygen.  In this 
case also, good agreement is observed with the earlier models. The rates from Johnston[118] are based on 
the least square fit to earlier analytical as well as experimental shock tube data. On the other hand, the 
results of Gallis[50] are based on the molecular chemistry model.  
 
Similarly, Figure 3.9 shows for the collision between nitrogen molecular and atomic nitrogen, the reaction 
rates calculated in the present study are in good agreement with the reaction rates calculated by Dunn et 
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al.[119] and Boyd [44].  However, there is slight disagreement with the rates given by Park et al.[120] 
Again, the difference in the rates is attributed to the temperature exponent used by Park. 

 
Figure 3.9 Dissociation rate coefficient for N2 + N  N + N + N  

Similarly, Figure 3.10 shows the dissociation rates of  N2 10,[75],31. In this case, the reaction rates obtained 
by Boyd[44] with the Total Collision Energy model are also given for comparison. Hanson et al.[121]  
experimentally studied the dissociation of undiluted nitrogen gas on the end wall of the shock tube. Dunn 
et al. [119] performed a theoretical study and compared the results with the in-flight data. There is some 
disagreement between the present rates and the rates given by Boyd at high temperatures. This is due to the 
temperature exponent used in the TCE model of Boyd. Bird also reported similar observations for the 
dissociation of notrogen[82]. 

 
Figure 3.10 Equilibrium dissociation rate coefficient for N2 +N2  N + N + N2 reaction 
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Figure 3.11 and Figure 3.12 show the dissociation of NO. There are very few studies available for the 
dissociation of NO[75,122–124], and that too was limited to temperature below 7500 K.     
 

 
Figure 3.11 Equilibrium dissociation rate coefficient for NO + NO  N + O + NO reaction 

 

 
Figure 3.12 Equilibrium dissociation rate coefficient for NO + O  N + O + O reaction 

Figure 3.13 and Figure 3.14 show the dissociation of CO[75]. Park et al.[10] has reviewed the reaction rate 
for the decomposition of CO in the Martian atmosphere. Overall, good agreement was observed between 
the present study, the QK analytical model, and the Park model for temperatures up to 12000 K. The rate 
coefficients reported by Park et al. are slightly higher at temperatures above 12000 K.  
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Figure 3.13. Dissociation rate coefficient for CO + O  C + O + O  

Hanson et al. experimentally studied the dissociation of undiluted carbon monoxide for the temperature 
range 5,600 K to 12,000 K[125]. Chackerian studied the dissociation of CO heated by a shock wave[126].  
The present study is in good agreement with the rate given by Hanson, Park et al. [10] and Chackerian.   

 
Figure 3.14 Dissociation rate coefficient for CO + CO  C + O + CO  

Since CO2 is the main constituent in the Martian atmosphere, its dissociation is the most important reaction 
in this study. The CO2 gas has four vibrational degrees of freedom and the dissociation temperature of CO2 
is lower than CO, N2, and O2. Thus, CO2 dissociates at much lower temperatures than all other gases 
considered in this study. Figure 7 compares the dissociation rate of CO2 [10,127]. Our results show good 
agreement with the results of Park et al. The reaction rates calculated by Park are limited to 13,000 K. 
Burmeister et al. [127] calculated the dissociation rate of CO2 for 2400 K to 4400 K temperature range 
behind a reflected shock wave.  Davies et al. [128] measured the dissociation of diluted CO2  in the mixture 
of CO2 and Ar behind a reflected shock in the temperature range between 6,000 K to 11,000 K. Again, the 
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discrepancy is observed between the rates calculated using the analytical method and those obtained from 
the experimental data. 

 
Figure 3.15 Dissociation rate coefficient for CO2 + CO2  CO + O + CO2  

 

3.6.2 Endothermic to exothermic reaction rate ratio: 
In this part, the ratio of endothermic to exothermic reaction rates was calculated and compared with the 
statistical mechanism. The adjusted analytical QK is calculated for all the exchange reaction.  The 
adjustment parameter a and b value given in Table 3.2 used for the calculation of the ratio. 
 
Figure 3.16 shows the reaction rates for the CO exchange reaction are in good agreement with the 
statistical mechanism. Due to the high-adjusted activation energy for the CO reaction, the lower 
temperature for the CO reaction 12,000 K.   
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 Figure 3.16 Endothermic to exothermic reaction rate for CO + O  C + O2 

 

 
Figure 3.17Endothermic to exothermic reaction rate for N2 + O  NO + N 

Figure 3.17 and Figure 3.16Figure 3.18 shows the ratio of the reaction rate for N2 and NO exchange 
reaction. The ratio was compared with the statistical mechanism, and reasonable agreement found in 
both the cases. 

 

 
Figure 3.18 Endothermic to exothermic exchange reaction rate NO + O  N + O2 

3.6.3 Endothermic exchange reaction: 
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Figure 3.19 Endothermic exchange rate coefficient for N2 + O  NO + N 

Figure 3.19Figure 3.22 presents the reaction rates for four endothermic exchange reactions. These reactions 
are studied under the same conditions as assumed for the cases of dissociation reactions. The mole fraction 
of the species in the initial mixture is taken to be the same. Figure 3.19 shows the reaction rate for the 
exchange reaction of N2[75]. The comparison of reaction rate with the other models and previous data 
shows that the present model is able to calculate the reaction rates very accurately for the entire temperature 
range. The probability of the above reaction is very low below a temperature of 4000 K, and therefore, we 
have not calculated the reaction rates for temperatures below 4000 K. 

 
Figure 3.20 and Figure 3.21 presents the reaction rates for three endothermic exchange reactions. These 
reactions are studied under the same conditions as assumed for the cases of dissociation reactions. The mole 
fraction of the species in the initial mixture are taken to be the same 

 
Figure 3.20 Endothermic exchange rate coefficient for NO + O  N + O2  
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The rates for the exchange reaction of NO are shown in Figure 3.20. At high temperatures, the data from 
all the sources agree well; however, at lower temperatures, the rates are given by Chernye et al[129] and  
Baulch et al. [130] are about an order of magnitude lower than those given by Gallis et al [50] as well as 
than those obtained in this study. Gallis et al. did not consider the adjustment of activation energy, shows 
a higher rate of reaction across all the temperatures.  

 
Figure 3.21 Endothermic exchange rate coefficient for CO2 + O  CO + O +O 

Figure 3.21 shows the reaction rate for the endothermic reaction between CO2 and O, and good agreement 
was observed with the values recommended by Ibragimova [131]. Further, for the same reaction, the 
reaction rate have been determined experimentally by Baber et al. [132] behind a reflected shock wave and 
by Warnatz [133] for the combustion applications. 
 

 
Figure 3.22 Endothermic exchange rate coefficient for CO + O  C + O2 
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Figure 3.22 shows the rates for the endothermic exchange reaction between CO and O. This reaction is an 
important reaction as the concentration of CO molecule is very high due to the dissociation of CO2. The 
rates obtained in this work are compared with the analytical QK model and the Arrhenius reaction rates. 
The agreement between the models was found to be very good. 
 
 
 

3.6.4 Exothermic exchange reaction: 

 
Figure 3.23 Exothermic exchange reaction rate coefficient for O2 + N  NO + O 

Figure 3.23 shows the reaction rates for the exothermic reaction between O2 and N[44,50,134]. In this case, 
the standard deviation of the reaction rate was found to be large as compared to other reactions studied in 
this paper. The experimental rates for this reaction have been reported by Bortner [135] and Baulch et al. 
[130]. 
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Figure 3.24 Exothermic exchange rate coefficient for C + O2  CO + O 

Figure 3.24 shows the reaction rates for the oxidation of carbon calculated by the QK model and compared 
with the rate calculated by the analytical QK method and Arrhenius reaction rate. The result is in good 
agreement with the results obtained from the analytical QK model and the Arrhenius reaction rate. 
 

 

 
Figure 3.25 Exothermic exchange rate coefficient for NO + N  N2 + O 

 
The reaction rates for the exothermic reaction between NO and N are shown in Figure 3.25.  The results 
agree very well with those calculated by Bird [82]. Bird adjusted the activation energy of the reaction by a 
factor of 15 percent. 
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3.6.5 Non-equilibrium reaction rate: 
 

All the reaction rates discussed so far involved the gases in thermal equilibrium. The modes of internal 
energy of the gases were in equilibrium and all the temperatures were the same. In the non-equilibrium 
case, the post-collision energy distribution among the molecules may lead to differences in energy 
distribution in various internal modes. Thus, in this case the temperatures of various modes may not be the 
same. Non-equilibrium reaction rates were calculated for the exothermic reaction between NO and N. The 
reaction rates shown in Figure 3.26. The temperature values in the figure represent the translational mode 
of energy. Overall, good agreement is observed with the reaction rates calculated by Gupta et al. [134] and 
Baulch et al.[130]. The rates reported by Monat et al. [136]  are from a shock tube experiment while those 
of Gallis et al. [50] are based on the kinetic theory. 

 
Figure 3.26 Non-equilibrium exothermic exchange rate coefficient for NO + N  N2 + O  

 
Figure 3.27 Non-equilibrium endothermic exchange rate coefficient for N2 + O  NO + N  
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Figure 3.27 shows the reaction rate for the exchange reaction of N2[75]. The comparison of reaction rate 
with the other models and previous data shows that the present model is able to calculate the reaction rates 
very accurately for the entire temperature range. The probability of the above reaction is very low below a 
temperature of 4000 K, and therefore, we have not calculated the reaction rates for temperatures below 
4000 K. 
 

3.7 Non-equilibrium temperature Sampling  
 
The sampling of rotational temperature from the energy of simulated molecules is already implemented in 
dsmFoam; however, the vibrational temperature was not implemented.  The vibrational temperature 
sampling is very important in this study. The overall temperature of the sampling cell depends on the 
vibrational, rotational and translational temperature of the species available in the sampling cell. The overall 
vibrational temperature of a computational cell is based on the vibrational energy of each molecular species 
in the gas mixture in all of its various vibrational modes. The vibrational temperature of mode l of a species 
P given as [75] 
 
 

𝑇௩௜௕,௉,௟ =
𝜃௩௜௕,௉,௟

ln ቆ1 +
∑ 𝑁௉

ᇱᇱ

∑ 𝑖௩௜௕,௉
ᇱᇱ ௟ ቇ

 
3.20 

   
where 𝜃௩௜௕,௉,௟  represents the characteristic vibrational temperature of species P in vibrational mode l, 

∑ 𝑁௉
ᇱᇱ represents the total number of simulated molecules of species P and ∑ 𝑖௩௜௕,௉

ᇱᇱ ௟  represents the sum of 

vibrational levels of simulated molecules P in vibrational mode l.  Similarly, the vibrational degrees of 
freedom of species P in mode l is given as 
 
 

𝜏௩௜௕,௉,௟ = 2 ቀ෍ 𝑖௩௜௕,௉
ᇱᇱ ௟ /𝑁௉

ᇱᇱቁ ln ቆ1 +
∑ 𝑁௉

ᇱᇱ

∑ 𝑖௩௜௕,௉
ᇱᇱ ௟ ቇ 

3.21 

 
The total number of vibrational degrees of freedom of species P is calculated by summing over all the 
vibrational modes as: 
 

𝜏௩௜௕,௉ = ෍ 𝜏௩௜௕,௉,௟

௟ୀ௠

௟ୀଵ

 
3.22 

 
The vibrational temperature of species P is calculated as: 
 
 

𝑇௩௜௕,௉ =
∑ (𝜏௩௜௕,௉,௟𝑇௩௜௕,௉,௟)௟ୀ௠

௟ୀଵ

𝜏௩௜௕,௉
 

3.23 

 
The effective vibrational degrees of freedom is calculated by averaging over all the molecular species: 
 

𝜏௩௜௕ = ෍ ቀ𝜏௩௜௕,௉ ෍ 𝑁௉
ᇱᇱቁ

௤

௣ୀଵ

/ ෍ 𝑁௉
ᇱᇱ

௤

௣ୀଵ
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and the overall vibrational temperature is calculated as: 
 

𝑇௩௜௕ = ෍ ቀ𝑇௩௜௕,௉ ෍ 𝑁௉
ᇱᇱቁ

௤

௣ୀଵ

/ ෍ 𝑁௉
ᇱᇱ

௤

௣ୀଵ
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Chapter 4  
APPLICATION OF DSMC MODEL IN EARTH’S RE-ENTRY 

 
The Earth atmosphere mostly consists of N2 and O2 gases. For hypersonic entry of the spacecraft into the 
Earth atmosphere, spacecraft such as Stardust [24,25,27,137–139], Crew Exploration Vehicle[140] or 
MUSES [141] experience hypersonic non-equilibrium flow condition. The gases in the shock region of the 
spacecraft go through the chemical dissociation, exchange, and ionization process. This hypersonic non-
equilibrium process generates a large amount of heat on the surface of the spacecraft, sometimes this large 
amount of heat can lead to radar communication breakout to the vehicle[142].  
 
We first present the validation results of our model for flow over a cylinder in Earth’s atmosphere. The 
freestream conditions for the test case are given in Table 4.1. To be consistent with the study of Scanlon et 
al.,[43], the value of the rotational and the vibrational collision numbers are set to 5 and 50, respectively. 
The geometry and the mesh of the test case are taken the same as that of the case considered by Scanlon et 
al. [43]. The cylinder wall is assumed to be fully diffused. 
 

Table 4.1  Free stream conditions for flow over a cylinder [43] 

Parameter Value 
Diameter of cylinder 2 m 
Free stream velocity 6813 m/s 
Free stream temperature 187 K 
Temperature of cylinder wall 1000 K 
N2 Number density 1.13 × 1020 m-3 
O2 Number density 3.031 × 1019 m-3 

 

 
Figure 4.1 Temperature profile along the stagnation line for a non-reacting case 
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Figure 4.2  Velocity Plot 

 
Figure 4.3 Temperature Plot for Reacting flow 
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Figure 4.4 Heat flux on the surface of the cylinder  

 

Figure 4.5 Overall Temperature contour over the cylinder  
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Figure 4.6 Contour of N2 predicted using the Q-K model 

  

 
 

Figure 4.7 Contour of NO predicted using Q-K model 

Figure 4.1 Temperature profile along the stagnation line for a non-reacting case shows the temperature 
profile along the stagnation line for the case with no chemical reaction. The solid lines represent our results 
while the dashed lines represent results obtained with the MONACO code by [92].  There is a good 
agreement with error within 5% in all the three temperature modes. The simulation was started with 2 
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million simulated particles and over 6 million simulated particles were used at the steady-state. The time 
step was set at 1 × 10ି଻ s. The maximum value of translational, rotational, and vibrational temperatures 
was found to be around 25,300, 19,500, and 16,600 K, respectively. The shock layer standoff distance is 
found to be 0.36 m from the stagnation point. There is a significant degree of non-equilibrium in the shock 
layer. 
 
Figure 4.2 and Figure 4.3 presents the results for flow around the cylinder with chemical reactions. The 
MONACO code implements the TCE model; while in our code the QK model has been used. The QK 
model is superior to the TCE model, as unlike the TCE model the QK model does not depend on Arrhenius 
parameters and uses only the activation energy. The temperature plot along the stagnation line shows a 
similar pattern, with peak values of the maximum translational, rotational and vibrational temperatures 
found to be around 20,100, 13,300, and 9,900 K, respectively. The shock layer standoff distance is found 
to be of 0.253 m from the stagnation point. 
 
There is a significant reduction in the peak temperatures in all modes of energy. There is an overall good 
agreement with the results obtained with the MONACO code; with peak temperatures matching with less 
than 6% error. However, the peaks in the two codes are shifted by a small distance and the shock layer 
thickness in the present case is slightly larger. A similar shift is observed in the plot of the velocity profile 
in Figure 4.2. This finding is consistent with the results reported by Scanlon et al. [43].  
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Chapter 5  
DSMC APPLICATION ON THE MARTIAN  RE-ENTRY VEHICLE 

 

5.1 Non-equilibrium Chemistry Modeling in the Martian Atmosphere: 
 

In our previous paper, we had already validated and presented reaction rates for the Martian atmosphere at 
a pressure of 10 pa and for a temperature range of 4000 K to 20,000 K using the QK method. These results 
comprise of non-equilibrium dissociation and exchange reaction rates for eight species models.  To study 
the combined effect of various dissociation and exchange reactions given in Table 3.1, we consider a test 

case with a single homogenous isothermal cell of side 10𝜇𝑚. The initially molar fraction of CO2 and N2 
are taken as 0.97 and 0.03, respectively. The initial temperature and number density of the mixture in the 
cell are 20,000 K and 5.17354 × 10ଶଵm-3, respectively. The chemical reactions given in Table 3.1 are 
considered to study the combined effect of dissociation and exchange reaction. The time step for the 
iteration is taken as 10-10 sec, and a total of 50,000 particles were simulated. For internal energy exchange, 
the vibrational and rotational collision number were set as one. This is artificially done to achieve thermal 
equilibrium instantaneously. If the relaxation number is large it takes more time to achieve thermal 
equilibrium [99]. 
 
Figure 5.1 Non-equilibrium dissociation and exchange of the Martian air show the species number density 
fraction of various species with time. It may be observed that due to the high temperature in the shock layer, 
the molecular species are fully dissociated and the amount of species O is highest. The dissociation and 
exchange energy of CO2 is relatively lower than other reactions, which leads to the rapid increase in the 
concentration of CO and O. The concentration of other species is two orders or more lower than CO. From 
a heat transfer point of view, the CO is the most important radiative gas in the mixture [10]. Due to the 
decrease in temperature with time and dissociation energy of CO being high, CO does not undergo much 
dissociation. 
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Figure 5.1 Non-equilibrium dissociation and exchange of the Martian air  

 
  

 
Figure 5.2 Overall temperature during the reaction from an initial temperature 20,000 K 

 

5.2 Hypersonic Flow around a cylinder  
  
In this section, we study a test case of hypersonic flow over a cylinder in the Martian atmosphere. The 
freestream conditions for the test case are taken from the work of Zuppardi [143] and are given in Table 
5.1. The molar fraction of species are XCO2 = 0.93399, XN2 = 0.04173, XCO = 0.00108, XNO = 0.00014, XO2 
= 0.00176 and XC = 0.00396.  
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 Table 5.1 Free stream condition for hypersonic flow over the blunt-body for Martian 
atmosphere [143] 

Parameter Value  unit 

Free stream temperature 50 K 

Number Density 3.026 × 10ଶ଴  molecule/m3 

Free stream velocity 4667 m/s 

Mach number  41.8  

Altitude 90 km 

Cylinder Radius 0.2 m 

Knudsen Number 2.01 × 10ିଷ  

 
The rarefied flow was simulated on a mesh with a total of 90,000 computational cells. In the first study, the 
effect of chemical reactions was not considered and only rotational and vibrational relaxations were 
considered. The simulation was started with 1 million particles and it reached around 3 million particles at 
steady-state conditions. The time steps were taken as 1 × 10ି଻ s.  
 
  

 
Figure 5.3 Profile of temperature along the stagnation line without chemistry model 

 
Figure 5.1 shows the temperature plot along the stagnation line, the maximum value of translational, 
rotational, and vibrational temperatures were found to be around 16,640, 10,570 and 6,670 K, respectively. 
The shock layer standoff distance is located at a position of 0.1 m from the stagnation point.  
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In the second case, the effect of dissociation and exchange reactions were considered. All the chemical 
reactions, including backward reactions given in Table 3.1 Chemical reaction list and their Arrhenius 
coefficient for reaction rate calculation, were considered for the simulation. 
 

 
 Figure 5.4 Profile of temperature along the stagnation line with chemistry model 

 
Figure 5.4 shows the temperature plot along the stagnation line. The maximum value of translational, 
rotational, and vibrational temperatures were found to be around 12,720, 7,420, and 7,290 K, respectively. 
The shock layer standoff distance is located at a position of 0.9 m from the stagnation point. The chemical 
reactions tend to reduce all temperatures significantly, and only slightly reduce the shock layer thickness. 
 
The convective heat flux over the surface of CEV is calculated using 
 
 𝒒 = 1

2ൗ 𝑚𝑛𝑐′ଶ𝒄തതതതതതതതതത + 𝑛𝜀ప௡௧𝒄തതതതതതതത 5.1 

 
Where m and n represent the molecular mass and number density of the species, respectively. 𝒄 and c’ 
represents pre and post-collision velocity, respectively and 𝜀௜௡௧ represents the internal energy of the 
molecular species which is the sum of rotational (𝜀௥௢௧) and vibrational energy (𝜀௩௜௕) of the molecular 
species. 
 
 𝜀௜௡௧ = 𝜀௥௢௧ + 𝜀௩௜௕ 5.2 
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Figure 5.5 Heat flux on the surface of the cylinder from the stagnation point 

 
Figure 5.5 shows the convective heat flux on the surface of the cylinder with and without including the 
chemical reaction. It can be observed that there is a significant reduction in the convective heat flux at the 
stagnation point. The energy required for the chemical reactions is obtained from the translational, 
rotational and vibrational energy modes of the molecules; more the endothermic exchange and dissociation 
reaction takes place more the difference will increase between these two curves.  

 

5.3 Hypersonic Flow around a Crew Exploration Vehicle 
 

The free stream condition for the Martian atmosphere re-entry is given in Table 5.2.  
 

 

 Table 5.2 Free stream condition for Martian atmosphere re-entry 
at the hypersonic speed [28] 

Parameter Value  unit 

Free stream velocity  6500, 5000 m/s 

Number Density 5.17358 × 10ଶଵ molecule/m3 

 temperature 140  K 

Mach number  34, 26  

Molar Fraction   

CO2 0.97  

N2 0.03  
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Figure 5.6 Configuration of Crew Exploration Vehicle (CEV) 

 

 
 

Figure 5.7 Mesh over CEV 
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Figure 5.8 Temperature plot along the stagnation line without chemical reaction for 5 km/s re-entry speed 

 
Figure 5.9 Temperature plot along the stagnation line without chemical reaction for 6.5 km/s re-entry speed 

 
The configuration of the CEV used for the simulation is shown in Figure 5.6 and Figure 5.7 shows the 
computational mesh for the case. 
 
We first study the case with rotational and vibrational relaxation and no chemical reactions. Two different 
speeds of the spacecraft were considered. Figure 5.8 and Figure 5.9 show the temperature plots along the 
stagnation line of the spacecraft for the two cases of free stream speed of 5.5 km/s and 6.5 km/s. The 
maximum translational, rotational and vibrational temperature for 6.5 km/s entry speed are 22,642, 16,124 
and 15,094 K, respectively; while for 5 km/s entry speed these values are 14,168, 9,919 and 8,981 K 
respectively.  The shock layer thickness for the two cases was found to be around 86 cm and 88 cm, 
respectively. Figure 5.10 shows the gauge pressure along the stagnation line for the two cases. The 
maximum pressure occurs at the stagnation point, and its value for the 6.5 km/s case is almost 1.5 times the 
value for the 5 km/s case.  There is no significant change in the shock layer thickness for the two cases.  
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Figure 5.10  Pressure plot along the stagnation line 

 
Next, we included the effect of chemical reactions into the flow problem. The effect of chemical reactions 
on the temperature in the shock layer has already been discussed for the case of the homogeneous cells. In 
the non-equilibrium shock layer, the temperature is maximum at some distance away from the stagnation 
point, followed by a plateau region with almost uniform temperature, and finally decreasing sharply at the 
wall. The sharp decline in temperature near the stagnation point leads to the recombination of atoms. 
However, due to the high degree of non-equilibrium and low residence time, the rate of recombination may 
be low. In this study, we have ignored the recombination reactions.  

 
Figure 5.11 Number density plot along the stagnation line for 6.5 km/s entry speed 

 
Figure 5.11 shows the number density plot of various species along the stagnation line. As expected, the 
number density of CO2 decreases due to dissociation and exchange reaction, while that of CO and O 
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increases. The shock layer thickness remains unchanged when compared to the case of no chemical 
reactions for the same speed. The overall temperature in the shock layer peaks at a value of around 7,520 
K, which is around 10,800 K lower than the case of no chemical reaction. Thus, there is a significant 
reduction in temperatures due to chemical reactions. Bansal et al. [28] did a similar study on the Martian 
reentry vehicle with similar geometry and free stream conditions. They observed an overall temperature of 
8,200 K and a shock layer thickness of 30 cm. We observed that the DSMC code predicts lower 
temperatures and higher shock layer thickness than the continuum Navier-Stokes solver. Sohn et al. [144] 
observed similar trends for the Earth re-entry of stardust spacecraft with the SMILE and DPLR code [68]. 
The difference in the shock layer thickness and temperature is due to the different energy 
exchange/chemical reactions used in the DSMC and the CFD codes. The maximum values of molecule CO 
and O concentration within the shock layer are predicted close to those of that CFD results. Number 
densities of molecule CO and O are, however, observed to decrease near the surface because the DSMC 
method assumed a fully diffused surface condition. Figure 5.12 shows the contour plot of the overall 
temperature for the entry speed of 6.5 km/s.   
 

 
Figure 5.12 Contour plot of overall temperature for the entry speed of 6.5 km/s  



57 
 

 
 Figure 5.13 Contour plot of overall temperature for the entry speed of 5 km/s 

 
Figure 5.14 Contour of mass fraction of CO for 6.5 km/s entry speed  
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Figure 5.15 Contour of mass fraction of O for 6.5 km/s entry speed 

 
 Figure 5.16 Contour of mass fraction of CO for 5km/s entry speed 
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Figure 5.17 Contour of mass fraction of O for 5 km/s entry speed  

 
Figure 5.18 Temperature plot along stagnation line with chemical reaction 6.5 km/s entry speed  

 
For the case of free stream velocity of 5 km/s, the temperatures in the shock layer are lower and, therefore, 
CO2 is less dissociated. Figure 5.19 shows the number density of various species along the stagnation line. 
The shock layer thickness for this case is around 70 cm. Again, we observe significant CO in the shock 
layer, which may contribute to significant radiative heat transfer. However, in the CFD study done by 
Bansal et al. [28], the shock layer temperatures were observed to be higher for the same test case. Again, 
the maximum values of molecule CO and O concentration within the shock layer are predicted close to 
those of the CFD. The temperature variation along the stagnation line is shown in Figure 5.20, with a 
maximum value of the translational temperature of 9,150 K.  
 
 



60 
 

 
Figure 5.19 Number density plot along the stagnation line for entry speed of 5 km/s  

 
Figure 5.20 Temperature plot along the stagnation line with the chemical reaction for 5 km/s entry speed 
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Figure 5.21 Heat Flux on the front surface of the CEV 

 
Figure 5.21 shows the convective heat flux along the front surface of the CEV from the stagnation point. 
There is an increase in the heat flux values for distance up to 0.5 m followed by a continuous decline in 
values for both the cases.  The maximum heat flux was found to be 150.0 and 90 W/cm2 for 6.5 and 5 km/s 
case, respectively.  
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Chapter 6  
RADIATION MODELS 

 
Optimisation of large utility boilers is an imperative demand of the day. Current optimisation strategies 
are directed at extending the lifetime, increasing thermal efficiency and reducing the pollutant emissions 
from large furnaces. Coal is an important energy resource for meeting the further demand for electricity, 
as coal reserves are much more abundant than those of other fossil fuels. Efficient use of pulverised coal 
is crucial to the utility industry. To achieve higher combustion efficiency, the major influencing factors 
such as the particle size distribution, gas and particle temperatures, local heat release, local oxygen 
concentration, kinetic parameters for coal de-volatilization and char oxidation, radiative heat transfer, 
char properties should be understood thoroughly [145–148].  
 
Pulverised coal-fired boiler furnace is one of the most crucial equipment in a typical thermal power plant; 
wherein the furnace has to facilitate and accommodate several disturbances such as variations in fuel 
quality, part load operations, coal blending options, slagging and fouling of heat transfer surfaces towards 
generating electric power under specified conditions.  
 
With the recent supply-demand gap of coal, blending of Indian coal with imported coal, which is 
characterized by high volatiles, high moisture content, and high sulphur content, becomes almost 
unavoidable. This situation is even more challenging with the use of supercritical technology as bulk fluid 
temperature in furnace water walls increases throughout its height, which in turn affects the safe and 
allowable metal temperatures of the water wall.  
 
Designing of the furnace for such conditions is very challenging and needs detailed mathematical models 
and techniques to predict the performance, safe limits of operation and compliance to the environmental 
guidelines. In addition, furnace performance has a great influence on important parameters like boiler 
efficiency, super-heater, and re-heater outlet temperatures and spray flows that have a great bearing on 
overall power plant efficiency.  
 
A large number of approximate radiative transfer solvers have been develop for complex three-
dimensional geometries. The inaccuracy in the solution of the radiative transfer equation (RTE) with 
approximate radiation models such as the discrete ordinate method, zonal method and the spherical 
harmonic method is discussed in detail in the textbook of Modest [149] and Howell [150].  
 
 
The zonal method is one of the oldest numerical discrete mathematical methods to solve the radiative 
heat transfer Problem in industrial furnaces. Hottel and Cohen have created this model first in 1935 for 
analysing the radiation heat transfer in an enclosure containing grey gas with certain properties [151]. 
Later, Hottel and Sarofim [152] extended this method to more complex geometries. Ever since, this model 
has been widely used by researchers for modelling industrial radiative enclosures such as boiler furnaces 
[149,153]. 
  
The Zonal method works by dividing an enclosed chamber into a number of isothermal, isotropic and 
homogeneous surface and gas zones and assumes the radiative properties to be uniform in each zone. 
The amount of radiation exchange between each pair of zones is defined by using a special coefficients 
named “Direct Exchange Area”. If the temperature distribution is available, a radiative energy balance can 
be written for each zone. The radiative balance includes the radiative exchange between a given zone and 
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every other zone of the system [149]. The model returns heat fluxes to the surface zones and radiative 
energy source term for the volume zones. The net radiative heat energy is added to the overall energy 
balance in each zone.  
 
To overcome the high computational cost of the Zonal method, the imaginary planes method (IPM) was 
developed [154–156]. The imaginary planes method is essentially a simplified zonal method. The radiation 
space is divided into zones in the same manner. If the enclosure is divided into one zone, the IPM method 
is equivalent to the zonal method. The volume zones are bounded by real surfaces along the walls of the 
enclosure and by "imaginary planes" in the radiation field. Each volume zone has a direct view only of its 
boundaries, i.e. direct radiation exchange takes place only inside the volume zones. The adjacent volume 
zones are linked through radiative fluxes crossing the imaginary planes. 
 
The Imaginary Plane Method (IPM) was used by Charette et al. [154] to check the accuracy of the IPM 
method. Haidekker et al. [156] employed the IPM, zonal and the DOM method to 3-D complex enclosures 
with gray gas conclusion. 
 
Combustion process produces combustion gases, such as water vapour, carbon dioxide, carbon monoxide, 
sulphur dioxide, nitrogen dioxide, and others. The partial pressures of these gases in the combustion 
products are determined by the type of the fuel used and the conditions of the combustion environment, 
such as fuel-air ratio, total pressure and ambient temperature. These gases do not scatter radiation 
significantly, but they are strong selective absorbers and emitters of radiant energy.  
 
Molecular gases absorb and emit radiation over a range of narrow spectral lines, which may overlap and 
form so-called vibration-rotation bands. The resulting absorption coefficient spectrum oscillates wildly 
within each band, and is zero between bands. Similarly, absorption and scattering properties of 
particulates may also oscillate strongly across the spectrum. However, if particles of varying sizes are 
present, as is usually the case, the spectral oscillations tend to be damped out [149].  
 
Employing detailed information of spectral extinction coefficient from high-resolution HITRAN [157] and 
HITEMP [158]  databases, accurate determination of radiative fluxes and sources can be made. However, 
this requires approximately one million spectral evaluations for such "line-by-line" calculations, making 
them impractical for all applications except as benchmarks for the evaluation of more approximate 
models.  

 
Hottel and Sarofim developed the concept of weighted-sum-of-grey-gases (WSGG) for applications of the 
zonal method [152]. In this method the non-grey gas is replaced by a number of grey gases, and the total 
heat flux is found by adding the fluxes of all grey gases. Modest [159] generalized the WSGG model for 
use with any arbitrary RTE solution method, although he assumed that the absorption coefficients are 
spatially independent (homogeneous media), while weights were allowed to depend on temperature. In 
its original form, the WSGG model suffers from serious limitations. In the original WSGG model, the 
absorption coefficients and weight factor for each grey-gas are found from total emissivity data, rather 
than from the detailed spectroscopic database. Only the weight functions are assumed to vary with 
temperature and the absorption coefficients are assumed to be independent of temperature. The WSGG 
parameters were evaluated for CO2-H20 and CO2-H20-soot mixture for fixed partial pressure ratios, 
PH2O/PCO2=1 or 2 (PH2O and PCO2 are partial pressures of H2O and CO2, respectively,), which is typical for 
combustion of methane. For other fractions of partial pressures, the data for WSGG is not available. 
Further, the WSGG parameters were evaluated by minimization of least square error in the emissivity of 
a homogeneous gas column with length scale ranging from few centimetres to few meters [160–163]. 
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There is simply no promise for parameters to be valid for inhomogeneous paths and larger length scales. 
Also, the method was limited to black boundaries and non-scattering medium.  
 
The WSGG parameters should be tailored to the medium at hand, depending on composition, pressure 
levels, temperature levels, and length scale. Only if the fit is optimized will one be able to achieve 
acceptable accuracy. Unfortunately, the curve fit is a nonlinear one, and the curve fitting effort may 
become more involved than  the heat transfer calculations themselves [149].  
 
Today, the WSGG method can also be applied to reflecting (albeit grey) walls, to variable absorption 
coefficients (non-homogeneous path) as long as they obey the scaling approximation, and much more 
accurate WSGG parameters can be obtained from high-resolution databases. 
 
Denison and Webb improved on the WSGG model by developing the Spectral-Line Based Weighted-Sum-
of-Grey-Gases (SLW) model with absorption coefficients based on detailed spectral line data. In this 
model, the absorption coefficient is used as the basic radiative property rather than transmissivity or band 
absorptance. Denison et al. also extended the SLW model to non-isothermal and non-homogeneous 
media [164–168].  
 
It was later demonstrated by Zhang and Modest that the WSGG and SLW models are step approximations 
to the smoother and more accurate full-spectrum k-distribution model [169]. It has been shown that, for 
a small spectral interval (narrow-band) in a homogeneous medium, the absorption coefficients can be 
reordered into a monotonic k-distribution, which yields exact results at a fraction of the computational 
cost required by line-by-line methods. The idea behind the reordering method is to replace the spectral 
integration over wavelengths with integration over the absorption coefficient. Recently, reordering 
concepts have been applied to the full spectrum and inhomogeneous media [170,171]. While the k-
distribution method is exact for a homogeneous medium, errors may occur when applied to strongly 
inhomogeneous media. The problem of inhomogeneity is addressed by using one of two different 
approaches: the scaling approximation or the assumption of a correlated k-distribution [164,169,171–
174].  
 
The overall objective of this study is to develop the Imaginary Plane Model (IPM) in OpenFOAM for three-
dimensional geometry of arbitrary shape and compare the results for a furnace with other solution 
methods such as the zonal and the P1 method. The spectral properties of the participating gases are 
treated with the WSGG and the full spectrum k-distribution model.  
 
 
1. Methodolog 

 
In this section, we present the theory of the zonal and the IPM method. The zonal method has been applied 
extensively in various areas of heat transfer and the theory of this method is easily available in standard 
text on Radiative Heat Transfer. However, the IPM method has not gained much importance. Here we 
present the theory of both the methods for the sake of completeness and comparison between the two 
methods. 
 

6.1  Zonal Method 
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In the zonal method, the computational domain is divided into a number of isothermal, isotropic and 
homogeneous surface and volume zones. The radiation exchange between each pair of zones is defined 
by a special coefficient named “Direct Exchange Area”. The radiative balance includes the radiative 
exchange between a given zone and every other zone of the system [149]. The model returns heat fluxes 
to the surface zones and radiative energy source term for the volume zones. The energy balance for a 
surface zone is written as [149],  
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6.1 

 
where we have eliminated the radiosity to obtain the above equations. The energy balance for a volume 
zone is written as,  
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where N is the total number of surface zones and K is the total number of volume zones. Note that in the 
above equation hs=εAHs and hg=κVG. Heat flux at the wall and source term for the volume zone are related 
as 
 

𝑄௦௜ = 𝜖௜𝐴௜𝐸௦௜ − ℎ௦௜  
 

6.3 

 

 
𝑄௚೔

= 4𝜅௜𝑉௜𝐸௚೔
− ℎ௚௜ 

 
 

Figure 6.1 shows the division of a computational domain into surface and volume zones. Energy emitted 
from a volume zone is taken as positive; while the energy absorbed in the volume is taken as negative. 
The zonal method incorporates the geometrical factors through the direct exchange areas (DEAs). The 
direct-exchange areas may be considered as a measure of the effect of the size and shape of the system 
as well as its radiative properties. The reflection from the wall and scattering within the medium is not 
take into account. They express numerically the way a zone sees another zone of the enclosure directly. 



66 
 

 
Figure 6.1 Schematic of Volume and Surface Zone 

 
The expressions for energy balance and exchange areas are equally valid for grey absorption coefficient 
as well as on spectral basis. Unfortunately, the zonal method is not well suited for non-grey media. 
However, Hottel et al. [152] extended the Zonal method with the WSGG model to enable the treatment 
of real gases.  
 
6.2 Imaginary Plane Model (IPM) 
 
 
In this method, a volume zones is bounded by real surfaces along the walls of the enclosure and by 
"imaginary planes" in the radiation field, as shown in Figure 6.1. Each volume zone has a direct view of 
only its own boundaries, i.e. direct radiation exchange takes place only inside a single volume zone. The 
adjacent volume zones are linked through radiative fluxes crossing the imaginary planes. 
 
Energy Balance: The total amount of radiant energy exchange from a real surface can be written as 
 

𝑄௞ = 𝐴௞(𝐽௞ − 𝐻௞௜)  6.4 

 
where 𝐽௞ and 𝐻௞ are outgoing and incoming radiant energy from and to surface k, respectively. Assuming 
there is only one isolated gas zone, the energy balance for a surface and a volume zone can be written as 
[149]: 
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Thus,  
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Substituting Eq.  6.7 into Eq. 6.5 and simplifying: 
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On simplifying Eq. 6.9Error! Reference source not found. 
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Note here hs=εAH. Thus, the above equation can be written in terms of total incoming energy as: 
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The above expression in terms of radiosity can be written as:  
 



68 
 

𝐴௜(𝐽௜ − 𝜖௜𝐸௦௜)

(1 − 𝜖௜)
= ෍ 𝐽௝𝑠ప𝑠ఫതതതത

௝

+ ෍ 𝛼𝑠ఫ𝑔തതതത

௝

𝐽௝ + ൫𝑠ఫ𝑔തതതത + 𝛼𝑔𝑔തതതത൯(1 − 𝜔)𝐸௚ 
 

6.14 

 
 

𝐴௜𝐽௜ = 𝜖௜𝐴௜𝐸௦௜ + (1 − 𝜖௜) ቐ෍ 𝐽௝𝑠ప𝑠ఫതതതത

௝

+ ෍ 𝛼𝑠ఫ𝑔തതതത

௝

𝐽௝ + ൫𝑠ఫ𝑔തതതത + 𝛼𝑔𝑔തതതത൯(1 − 𝜔)𝐸௚ቑ 
 

6.15 

 
where the following equality is assumed 
 

𝐽௜ = 𝜖௜𝐸௦௜ + (1 − 𝜖௜)𝐻௜ 6.16 

 
Now, for an imaginary plane the incoming radiative energy can be calculated using the same expression; 
however, the outgoing radiation cannot be calculated as a contribution from emission and reflection of 
the incoming radiation. Since there is no real surface present, the outgoing radiation from any imaginary 
plane is simply the incoming radiation from the adjacent cells.  
 
Linking Procedure: In Figure 6.2, the notation of the faces of a hexahedral zone is given, and the faces are 
numbered from one to six. In the figure, two zones A and B are connected by an imaginary face. The face 
2 of zone A and face 4 of zone B are common. The energy balance at the imaginary faces dictates that the 
incoming radiative energy on face 4 of zone B is same as outgoing radiative energy from face 2 of zone A, 
i.e. 
 

𝐽ଶ
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஻;        𝐻ଶ
஺ = 𝐽ସ

஻ 6.17 

 

 
Figure 6.2 Linking between zones at imaginary surface 

 
Thus, an energy balance for an imaginary surface can be written from Eq. 6.17 and Eq. 6.8 as: 
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Eq. 6.15 and 6.18 can be assembled in a global matrix and solve for unknown outgoing radiative energy, 
Jk, for all real and imaginary surfaces. Once the radiosities are known for all surfaces, net radiative energy 
flux on real surfaces can be calculated from Eq. 6.4. The radiative source term in a volume zone is 
determined by adding net radiative heat rates on all surfaces (imaginary or real) of a zone as: 
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6.19 

 
The IPM method requires calculation of direction exchange area within a single volume zone and, 
therefore, simplified ray tracing algorithm in the individual zones is sufficient for the calculation of 
exchange areas. Computation of direct exchange areas using the Monte Carlo technique takes 95% of the 
computation time of the zonal method. The calculation time further increases with decreasing surface 
emissivity, but it is most influenced by the gas absorption coefficient.  
 
Further, using more and more divisions the IPM method loses accuracy. The computational time increases 
only very slightly with the increase in number of zones, which is due to the iterative solution technique of 
the linear equations containing the imaginary fluxes. Hence, the IPM method is not suggested to be used 
in case of high number of zonal divisions [175]. The detailed procedure for the ray tracing using Monte 
Carlo Method is explained in Appendix A. 
 
 
6.2.1 Monte-Carlo Ray Tracing 
The calculation of direct exchange areas in an absorbing/scattering medium is not straightforward. 
Maruyama et al. [176] developed a ray tracing method for calculating view factors in arbitrary 3-D 
enclosures. The imaginary planes method requires ray tracing only within the individual cells. The Monte 
Carlo method is a statistical numerical method. An excellent discussion on the method is given in Siegel 
and Howell (1983). In this technique, radiation exchange modelled by the emission and absorption of 
discrete amounts of energy, called "energy bundles". Local energy flux can then be computed by knowing 
the number of these bundles arriving per unit area and time at some position.  Since Monte Carlo methods 
are statistical methods, the results, when plotted against number of samples, will generally fluctuate 
randomly around the correct answer. If a set of truly random numbers used for the sampling, then these 
fluctuations will decrease as the number of samples increases. For each emitted bundle, we need to 
determine a point of emission, a direction of emission, and track the photon bundles until they hit the 
wall or get absorbed within the gas media. Upon impact of the bundle onto the enclosure wall, we need 
to decide whether the bundle reflected and, if so, into what direction. 
 
6.2.1.1 Surface to Surface Direct Exchange Area 
Point of emission: The walls of a parallelepiped are oriented along the coordinate planes. The general 
expression for point of emission requires three uniformly distributed random number. The 𝑥-coordinates 
of the point of emission selected as: 𝑥 = 𝑥୫୧୬ + 𝑅୶(𝑥୫ୟ୶ − 𝑥୫୧୬), and similarly for 𝑦 and 𝑧-coordinate.  
For the non-rectangular and non-square (polygon) cell faces, considered a plane of emission normal to 
the z-axis. For the calculation of point of emission on the polygon, first created a rectangular box with the 
same maximum and a minimum value in x and y of the polygon box as shown in Figure 6.3(a). To check 
whether the point lies inside or outside the polygon, a line drawn by considering the selected point as an 
initial point and by taking increment in coordinate value. If the total number of intersection between the 
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line drawn and all the sides of the polygon is even in number then the selected point, lies outside of 
polygon face otherwise lie inside the polygon.  
  
Selection of point of emission for the inclined plane: When the plane is inclined with the coordinate axis, 
then selection of the point of emission on the surface becomes complicated, as the selected point should 
be uniformly distributed over the plane. In this work, first a projected plane is determined as shown in 
Figure 6.3(b). The uniformly distributed points of emission are selected on the projected plane. Finally, 
the selected points are projected back again on the original inclined plane. 
 

         
 

Figure 6.3 Selection of point of emission on   a. Arbitrary face (left)   b. Inclined plane (right) 

 
Direction of emission: The direction of emission of an energy bundle into 3-D space depends on azimuthal 
angle, 𝜓, and the polar angle, θ, as shown in Figure 6.4. 

 
Figure 6.4 Direct of emission of a photon 

 
Most real surfaces tend to be isotropic so that directional emittance does not depend on the azimuthal 
angle, , and the choice of polar angle becomes independent of the azimuthal angle. Surfaces also tend 
to be a diffuse emitter. For such surfaces, the direction of emission can be deduced with two random 
numbers uniformly distributed as: 
 

𝜓 = 2𝜋𝑅ట;       𝜃 = sinିଵ ඥ𝑅ఏ 6.20 

 
Thus, the following vector can represent the direction of emission: 
 

𝑛ത = ൥

𝑛௫

𝑛௬

𝑛௭

൩ = ൥
cos 𝜓 sin 𝜃
sin 𝜓 sin 𝜃

cos 𝜃

൩ 
 

6.21 

 
 
Emission from arbitrary plane: The Eq. 6.20(A1) and 6.21 (A2) will give the direction of emission of photon 
bundles from a plane parallel to the XY-plane, and vertical normal pointing in the -z direction. If the surface 
of emission is not aligned with the XY-plane, then the direction of emission needs to be rotated as well. 
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The direction of emission from the six faces of a cubical zone can be obtained with the following 
transformations in terms of face number and its normal axis direction. 
 

Face 1, +y 
𝑑̅ = ቎

𝑑௫

𝑑௬

𝑑௭

቏ = ൥

𝑛௬

−𝑛௭

−𝑛௫

൩ 
 Face 2, +x 

𝑑̅ = ቎

𝑑௫

𝑑௬

𝑑௭

቏ = ൥

−𝑛௭

−𝑛௬

−𝑛௫

൩ 
 
 
 
 
6.22 

Face 3, -y 
𝑑̅ = ቎

𝑑௫

𝑑௬

𝑑௭

቏ = ൥

−𝑛௬

𝑛௭

−𝑛௫

൩ 
Face 4, -x 

𝑑̅ = ቎

𝑑௫

𝑑௬

𝑑௭

቏ = ൥

𝑛௭

𝑛௬

−𝑛௫

൩ 

Face 5, +z 
𝑑̅ = ቎

𝑑௫

𝑑௬

𝑑௭

቏ = ൥

𝑛௫

𝑛௬

−𝑛௭

൩ 
Face 6, -z 

𝑑̅ = ቎

𝑑௫

𝑑௬

𝑑௭

቏ = ൥

𝑛௫

𝑛௬

𝑛௭

൩ 

 
 
 
6.3 Spectral Models  

 
6.3.1 Full-Spectrum k-distribution Method  

 
The absorption coefficient k oscillates rapidly across the spectrum, attaining the same value many times 
(at different wavelengths). The k-distribution approach is a class of methods where the erratically-varying 
spectral absorption coefficients are reordered into monotonically increasing functions. These monotonic 
functions allow efficient integration of radiative intensity over the spectrum, thereby reducing the number 
of RTEs to be solved.  
 

 
Figure 6.5 Absorption spectrum (left) and transformed Full-spectrum k-distribution (right) 

 
6.3.2 Exchange Areas for non-grey medium   
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In the foregoing discussion, it was assumed that the medium and the surfaces are grey, although all 
equations are equally valid, on a spectral basis, for a non-grey enclosure with a non-grey medium. 

 
Surface-to-Surface Energy Exchange: The direct energy transfer from one surface zone to other within an 
inhomogeneous absorbing medium can be defined as    
  

                           𝑄ఒ = 𝜖௜𝐼௕ఒ(𝑇௦௜) න න 𝑒ି఑ഊௌ
cos 𝜃௜ cos 𝜃௝

𝜋𝑆ଶ
𝑑𝐴௝𝑑𝐴௜

஺ೕ஺೔

 
 
6.23 

 
𝑄ఒ = 𝜖௜𝐼௕ఒ(𝑇௦௜)ൣ𝑠ప𝑠ఫതതതത൧

ఒ
 6.24 

 
where Tsi is the temperature of surface zone i and 𝐼௕ఒ is the Planck blackbody function. Now, multiplying 
the above equation by the Dirac delta function, 𝛿൫𝑘 − 𝜅ఒ(𝜑଴)൯ and integrating over the entire spectrum 
we get 

                           

               න 𝑄ఒ𝛿(𝑘 − 𝜅ఒ)𝑑𝜆
ஶ

଴

= 𝜖௜ න 𝜋𝐼௕ఒ(𝑇௦௜)𝛿(𝑘 − 𝜅ఒ) න න 𝑒ି఑ഊௌ
cos 𝜃௜ cos 𝜃௝

𝜋𝑆ଶ
𝑑𝐴௝𝑑𝐴௜

஺ೕ஺೔

ஶ

଴

𝑑𝜆 
 
6.25 

 

 𝑄௞ = 𝜖௜𝜋𝐼௕(𝑇௦௜)𝑓(𝑘, 𝑇௦௜, 𝜑଴) න න 𝑒ି௞∗(ఝ)ௌ
cos 𝜃௜ cos 𝜃௝

𝜋𝑆ଶ
𝑑𝐴௝𝑑𝐴௜

஺ೕ஺೔

 
 
6.26 

 
provided that at every wavelength across the entire spectrum, where κλ(𝜑଴)= k, we also have a unique 
value of κλ(𝜑) = 𝑘∗ everywhere within the medium. Note that the absorption coefficient in the Dirac-
delta function is evaluate at a reference state, 𝜑଴ while the absorption coefficient in the attenuation term 
eିசಓୗ is evaluated at local state, 𝜑. The reordered heat exchange term is given as 
 

 𝑄௞ = 𝐼௕൫𝑇௚௜൯𝑓൫𝑘, 𝑇௚௜ , 𝜑଴൯ න න 𝑒ି௞∗(ఝ)ௌ
cos 𝜃௝

𝜋𝑆ଶ
𝑘∗(𝜑௜)𝑑𝐴௝𝑑𝑉௜

஺ೕ௏೔

 
 
6.27 

and the Plank-function-weighted full-spectrum k-distribution is given by 
 

𝒇(𝒌, 𝑻𝒔𝒊, 𝝋𝟎) =
𝟏

𝑰𝒃(𝑻𝒔𝒊)
න 𝑰𝒃𝝀(𝑻𝒔𝒊)𝜹൫𝒌 − 𝜿𝝀(𝝋𝟎)൯𝒅𝝀

ஶ

𝟎

 
6.28 

 
The full-spectrum k-distribution in Eq. 6.28 is a function of local surface temperature Tsi through the 
blackbody function 𝐼௕(𝑇௦௜), and of the reference gas state through the absorption coefficient, 𝜅ఒ(𝜑଴), The 
k-distribution, can be considered a probability density function (PDF), giving the probability that the 
absorption coefficient will attain a value k. 
 
It is clear from the above analysis, that we have transformed the spectral dependence of the problem 
from λ-space to k-space (the probability density function space). However, it is even more convenient, to 
transform the k-distribution (PDF) into a much smoother g-space (cumulative probability density 
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function). Now, dividing the Eq. 6.28 by 𝑓(𝑘, 𝑇଴, 𝜑଴), i.e., full-spectrum k-distribution at reference 
absorption coefficient spectrum and at reference Planck function temperature we get 
 

 𝑄௚ = 𝜖௜𝜋𝐼௕(𝑇௦௜)𝑎(𝑇଴, 𝑇௦௜, 𝜑଴)௚  ∫ ∫ 𝑒ି௞∗(ఝ)ௌ ୡ୭ୱ ఏ೔ ୡ୭ୱ ఏೕ

గௌమ 𝑑𝐴௝𝑑𝐴௜஺ೕ஺೔
 6.29 

 
where 𝑎(𝑇଴, 𝑇௦௜ , 𝜑଴)௚ is the weight function, quite. similar to (but much more accurate) weights of WSGG 
model. The point to note here is that in comparison to weights in the WSGG model, the weights of the 
FSSK model are much more accurate. The cumulative full spectrum k-distribution is given by 
 

𝑔(𝑘, 𝑇଴, 𝜑଴) = න 𝑓(𝑘, 𝑇଴, 𝜑଴)
௞

଴

𝑑𝑘                           
 
6.30 

 
where the value of g varies from 0 to 1. The smoothly varying one such k-distribution is given in Figure 
6.5. Since the cumulative k-distribution has a very smooth distribution, a very efficient Gaussian 
quadrature scheme can be used for integration in the g-space. Eq. 6.29 can be written as  
 

 𝑄௚ = ൣ𝑠ప𝑠ఫതതതത൧
௚

𝑎(𝑇଴, 𝑇௦௜, 𝜑଴)௚ 𝐸௦௜ 6.31 

 
with 

𝐸௦௜ = 𝜋𝐼௕(𝑇௦௜) 6.32 

 
and 

ൣ𝑠ప𝑠ఫതതതത൧
௚

= 𝜖௜ න න 𝑒ି௞∗(ఝ)ௌ
cos 𝜃௜ cos 𝜃௝

𝜋𝑆ଶ
𝑑𝐴௝𝑑𝐴௜

஺ೕ஺೔

 
6.33 

 
Thus, the radiative energy transfer from surface i to surface j can be calculated just be weighting the 
emissive power by the a-function, and evaluating 𝑘∗(𝜑, 𝑔) using the scaling function. The total spectrally 
integrated energy transfer is calculated by integrating the spectral heat transfer rate over the g-space as: 
 

 

           𝑄 = න 𝑄௚

ଵ

଴

𝑑𝑔                           
 

6.34 

 
Where Q is now the spectrally integrated heat exchange rate. The integral in the g-space is carried out 
using an appropriate quadrature scheme, such as Gauss-Legndre, Gauss Chebychev and Gauss-Lobatto, 
utilizing at most 8 quadrature points. We will employ a 8-point Gaussian quadrature scheme to evaluate 
the integral in Eq. 6.34 in this work.  
 
The k-distribution method is exact for a homogeneous medium (reaching accuracy of the line-by-line 
method). For inhomogeneous path, assumption of scaling approximation has to be made. In the scaling 
function, it is assumed that the wavelength and local gas state dependence of absorption coefficient can 
be separated as 
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  k∗(𝜑) = 𝑘(𝜑଴)𝑢(𝜑, 𝜑଴) 6.35 

 
where φ଴ is some reference gas state and 𝑢(𝜑, 𝜑଴) is the scaling function, to be evaluated later.  
 
Volume-to-Surface Energy Exchange: Similarly, energy transfer directly from a volume zone to a surface 
zone is written as 
 

𝑄ఒ = න න 𝑒ି఑ഊௌ
cos 𝜃௝

𝜋𝑆ଶ
𝜅ఒ(𝜑௜)𝐼௕ఒ൫𝑇௚௜൯𝑑𝐴௝𝑑𝑉௜

஺ೕ௏೔

  
6.36 

 
Now, multiplying the above equation by the Dirac delta function, 𝛿൫𝑘 − 𝜅ఒ(𝜑଴)൯ and integrating over the 
entire spectrum we get 
 

  න 𝑄ఒ𝛿(𝑘 − 𝜅ఒ)𝑑𝜆
ஶ

଴

= න න න 𝑒ି఑ഊௌ
cos 𝜃௝

𝜋𝑆ଶ
𝜅ఒ(𝜑௜)𝐼௕ఒ൫𝑇௚௜൯𝑑𝐴௝𝑑𝑉௜𝛿(𝑘 − 𝜅ఒ)𝑑𝜆

஺ೕ௏೔

ஶ

଴

 
 
6.37 

 

 𝑄௞ = 𝐼௕൫𝑇௚௜൯𝑓൫𝑘, 𝑇௚௜ , 𝜑଴൯ න න 𝑒ି௞∗(ఝ)ௌ
cos 𝜃௝

𝜋𝑆ଶ
𝑘∗(𝜑௜)𝑑𝐴௝𝑑𝑉௜

஺ೕ௏೔

 
6.38 

 
where the Planck function weighted k-distribution is now given as 
 

𝑓൫𝑘, 𝑇௚௜, 𝜑଴൯ =
1

𝐼௕൫𝑇௚௜൯
න 𝐼௕ఒ൫𝑇௚௜൯𝛿൫𝑘 − 𝜅ఒ(𝜑଴)൯𝑑𝜆

ஶ

଴

 
 
6.39 

 
Dividing Eq. 6.38 by 𝑓(𝑘, 𝑇଴, 𝜑଴), we get 
 

 𝑄௚ = 𝐼௕൫𝑇௚௜൯𝑎൫𝑇଴, 𝑇௚௜ , 𝜑଴൯
௚

න න 𝑒ି௞∗(ఝ)ௌ
cos 𝜃௝

𝜋𝑆ଶ
𝑘∗(𝜑௜)𝑑𝐴௝𝑑𝑉௜

஺ೕ௏೔
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 𝑄௚ = 𝐼௕൫𝑇௚௜൯𝑎൫𝑇଴, 𝑇௚௜, 𝜑଴൯

௚
ൣ𝑔ప𝑠ఫതതതതത൧

௚
 6.41 

 

Volume-to-Volume Energy Exchange: Finally, the direct energy exchange between two volume zones can 
similarly be written as 
 

 𝑄௚ = 𝐼௕൫𝑇௚௜൯𝑎൫𝑇଴, 𝑇௚௜, 𝜑଴൯
௚

න න 𝑒ି௞∗(ఝ)ௌ
𝑘∗(𝜑௜)𝑘∗൫𝜑௝൯

𝜋𝑆ଶ
𝑑𝑉௝𝑑𝑉௜

௏ೕ௏೔

 
 
6.42 

 
 𝑄௚ = 𝐼௕൫𝑇௚௜൯𝑎൫𝑇଴, 𝑇௚௜, 𝜑଴൯

௚
ൣ𝑔ప𝑔ఫതതതതതത൧

௚
 6.43 
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6.3.3 Correlations for k-Distributions  
 
Denison and Webb have calculated large numbers of k-distributions for water vapour and carbon dioxide, 
using the HITRAN92 database [164,166]. The resulting cumulative k-distributions were then presented in 
the form of relatively straightforward correlations for engineering use. Recently, Modest et al. 
[162,177,178] have provided a new set of correlation constant for CO2 and H2O, based on the HITEMP and 
CDSD-1000 database. These correlations allow efficient and quick evaluation of cumulative k-distributions 
for different gas and Planck function temperatures at atmospheric pressure and unity mole fraction. To 
evaluate k-distributions for a mixture of gases require mixing of the k -distributions. 

 
Correlations for CO2: Following Modest et al. the correlation for the cumulative k-distribution for CO2 can 
be written as   
 

𝑔൫𝑇௣, 𝑇௚, 𝑥 = 0; 𝑘൯ =   
1

2
tanhൣ𝑃൫𝑇௣, 𝑇௚, 𝑥 = 0; 𝑘൯൧ +

1

2
                      

6.44 

 
where TP stands for the Planck function temperature and Tg stands for the gas temperature. Since the 
correlation is for single gas at atmospheric pressure, the concentration of the gas does not enter into the 
equation. P in the above equation is given by 
 

 

                    𝑃൫𝑇௣, 𝑇௚, 𝑥 = 0; 𝑘൯

=  ෍ ෍ ෍ 𝑎௟௠௡ ቈ
𝑇௚

𝑇௥௘௙
቉

௡ଷ

௡ୀ଴

ଷ

௠ୀ଴

ଷ

௟ୀ଴

  ቈ
𝑇௉

𝑇௥௘௙
቉

௠

ቈlogଵ଴ ቆ
𝑘

𝑘௥௘௙
ቇ቉

௟

                    

 
6.45 

 
where Tref=1000 K, kref = 1 cm-1bar-1 are reference values for temperature and pressure- based absorption 
coefficient, and almn are parameters found from the least-mean-square-error fit. The value of these 
parameters is given in Table 1. The above equation is valid for air broadening only, where mole fraction 
of H2O is negligible. Since CO2 does not show strong self-broadening effects, the correlation is essentially 
independent of the CO2 mole-fraction, which has thus been neglected.  
 
Correlations for H2O: Expression given in Eq. 6.44 and Eq. 6.45 can also be employed for water vapour with 
a different set of coefficients, given in Table 2. However, water vapour is a strong self-broadener, and thus 
above equation needs to be modified to account for the different broadening in the presence of 
substantial amount of water vapour. Here, we will use a approach suggested by Modest et al. for finding 
the k-distribution of water vapour under strong self-broadening mechanism. For a fixed value of the 
cumulative k-distribution, g (and thus for a fixed P), the absorption coefficient k (with broadening) and k0 
(without broadening) are related with the following correlation:  
 

    logଵ଴ ቆ
𝑘଴

𝑘௥௘௙
ቇ =  logଵ଴ ቆ

𝑘

𝑘௥௘௙
ቇ + ෍ ෍ ෍ 𝑏௟௠௡

ଵ

௡ୀ଴

ଶ

௠ୀ଴

ଶ

௟ୀ଴

ቈlogଵ଴ ቆ
𝑘

𝑘௥௘௙
ቇ቉

௡

ቈ
𝑇௚

𝑇௥௘௙
቉

௟

 [𝑥]௠ାଵ   
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6.3.4 k-Distributions for mixture of gases   
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Often in the combustion product a number of gases would be simultaneously present, which may absorb 
in different spectral ranges. The spectral absorption coefficients of these gases may overlap or may not 
have significant overlap. Since the correlations described in the previous section are for single species 
only. There should be some mechanism to combine these k -distribution into one for a given gas mixture. 
It is highly desirable to quickly construct k-distribution for arbitrary gas mixtures from individual gas k-
distribution. Mixture distributions from those for individual species has proven problematical [179]. A 
number of approximate mixing schemes have been discussed by Webb et al. [170,172]. The two schemes 
that have effectively been used are: superposition and random-overlap models. 
 
Scaling k -distribution for non-unity mole fraction: Considering a gas whose absorption coefficient is 
linearly dependent on its partial pressure, i.e., a gas whose line broadening is unaffected by its own partial 
pressure.  
 

 𝜅ఒ൫𝑇௚, 𝑥൯ =   𝑥 𝜅ఒ൫𝑇௚൯                      6.47 

 
where x is the mole fraction of the gas in a mixture. According to Modest., the k vs. g behaviour is 
independent of mole fraction. The k-g plot is simply vertically displaced by a factor of x. 
 

𝑔൫𝑇௣, 𝑇௚, ; 𝑘൯ = 𝑔൫𝑇௣, 𝑇௚, 𝑥; 𝑘௫൯               6.48 

 
where 𝑘௫ = 𝑥𝑘. 
 
Superposition Method: Here we consider a mixture of M different absorbing gases, whose absorption 
coefficients do not overlap each other anywhere across the entire spectrum. Under such conditions the 
k-distributions of the individual species are unaffected by the others. 
 

  𝑔௠௜௫(𝜑, 𝑘) = (1 − 𝑀) + ෍ 𝑔௠(𝜑, 𝑘)

ெ

௠ୀଵ

  
 
6.49 

 
Multiplication Method: Based on the observation by Taine and Soufiani [180], that very accurate values 
of transmissivities of gas mixtures can be obtained by multiplying transmissivities of individual gas species. 
If one treats the absorption coefficients of the M species as statistically independent random variables, 
the k-distributions are said to be statistically uncorrelated. When considering the entire spectrum, the 
cumulative k-distributions are multiplicative [170] 
  

 𝑔௠௜௫(𝜑, 𝑘) = ෑ 𝑔௠(𝜑, 𝑘)

ெ

௠ୀଵ

  
 
6.50 

 
In general, the multiplication method yields more accurate results than the superposition method. Both 
the models described above predict the correct distribution very well for large values of k. For very small 
values of k substantial overlap between species is to be expected, and the superposition method fails. The 
product method, on the other hand, appears to give good accuracy for nearly all conditions. Furthermore, 
adding non-grey particle absorption backgrounds (such as soot) to FSK distributions is not possible. 
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6.3.5 Weighted-Sum-of-Gray Gases  
 
The weighted-sum-of-gray-gases model implemented in this work is based on the work of [149]. This 
model assumes three gray gases and one clear gas. The absorption coefficients are assumed to be 
constant, and do not depend on temperature; however, the weights for emissivity and absorptivity are 
allowed to depend on wall and gas temperatures. These weights are evaluated from curve fit parameters 
proposed by Smith et al.  [162]. The disadvantage of WSGG parameters is that they are given for fixed 
ratio of gas concentration. 
 
The total emissivity for the WSGG model is evaluated from the following expression: 

𝜀 = ෍ 𝑎ఌ௜൫𝑇௚൯[1 − 𝑒ି௞೔௣௦]

ூୀଷ

௜ୀ଴

  
 

6.51 

 
 
where a represents the emissivity weighting factor for the i-th gray gas, ki represents the absorption 
coefficient, p is the sum of partial pressures of absorbing gases and s is the path length. The model used 
in the work assumes three gray gases and one clear gas, having absorption coefficient equal to zero. The 
weighting factors, just like in the case of k-distribution model, represent the fraction of black body energy 
in the spectrum represented by the gray gas. The above coefficient are allowed to depend on gas 
temperature as 
 

 

𝑎ఌ௜൫𝑇௚൯ = ෍ 𝑏௜,௝𝑇௚
௝ିଵ

௃ୀସ

௝ୀଵ

   
i=1→3 
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𝑎ఌ଴൫𝑇௚൯ = 1 − ෍ 𝑎ఌ௜൫𝑇௚൯

ூୀଷ

௜ୀଵ
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The coefficient bi,j used are given in Appendix. Similarly, for the emission from the wall, the absorptivity is 
defined is as 
 

𝛼 = ෍ 𝑎ఈ௜൫𝑇௚, 𝑇௦൯[1 − 𝑒ି௞೔௣௦]

ூୀଷ

௜ୀ଴

 
 

6.54 

 
 

 
where the coefficient aαi are function of surface as well as gas temperature are defined as 
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6.3.6 Treatment of Particles  
 

In combustion chambers, soot, pulverized coal, char, and fly-ash are the particulates to be considered.  
Nearly all flames are visible to the human eye and are, therefore, called luminous (sending out light). 
There is some radiative emission from within the flame at wavelengths where no molecular band radiates. 
This luminous emission is known to come from tiny char (almost pure carbon) particles, called soot, which 
are generated during the combustion process. In the presence of particles, the spectral properties of the 
combustion gases may be suppressed.  
 
The higher the soot content, the more luminous the radiation is. Soot particles are produced in fuel-rich 
flames, or fuel-rich parts of flames, as a result of incomplete combustion of hydrocarbon fuels. Soot 
particles are generally small and spherical, ranging in size between approximately 50 𝐴̇ and 800 𝐴̇ [149]. 
Soot is one of the most important contributors to radiation heat transfer in practical systems. Mainly 
because it’s small size, scattering of radiation by soot is negligible in comparison to absorption. Since soot 
particles are very small, they are generally at the same temperature as the flame and, therefore, strongly 
emit thermal radiation in a continuous spectrum over the infrared region. Experiments have shown that 
soot emission often is considerably stronger than the emission from the combustion gases. In order to 
predict the radiative properties of a soot cloud, it is necessary to determine the amount, shape and 
distribution of soot particles, as well as their optical properties, which depend on chemical composition 
and particle porosity. Of course, this analysis is extremely complicated and requires extensive 
computational resource. 
 
Soot radiation has mostly been treated using the optically-thin approximation with the assumption of grey 
soot. Non-grey soot has been investigated by Solovjov and Webb [181] using the SLW method and by 
Wang et al. [182], who employed the single-scale FSK method [182]. Solovjov and Webb treated non-grey 
soot as an additional non-grey gas species and the multi-component gas mixture with soot was treated as 
a single gas within the SLW method [181]. In the full-spectrum format, soot must be treated as grey and 
its spectrally averaged mean property (a constant) can then be added directly to full-spectrum k-
distributions of the gas mixture. However, it must be emphasised that the non-grey soot radiation is very 
important, even more important than the non-grey gas radiation. The non-grey treatment of soot strongly 
influences flame temperatures and is essential for accurate predictions of NOx formation in sooty flames. 
In this work, the Planck mean absorption coefficient would be used for modelling absorption from soot 
particles. This can be calculated as [149] 
 

   𝜅௉  = 3.83𝑓௩𝐶௢𝑇/𝐶ଶ  6.57 

 
where C2 =1.4388 cm K is the second Planck function constant and C0 is parameter that depends only on 
soot complex index of refrection (m-in) as 
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   𝐶଴  =
36𝜋𝑚𝑛

(𝑚ଶ − 𝑛ଶ + 2)ଶ + 4𝑚ଶ𝑛ଶ
  

6.58 

 
Further, the contribution of fly-ash particles to radiation heat transfer in pulverized-coal flames could be 
significant and, therefore, attention must be given to the radiative properties of these particles. However, 
in the absence of reliable radiative properties of fly-ash particles, these particles are not treated in the 
present model. 
  
Properties of ash: Fly Ash and pulverised coal particles are likely to strongly scatter radiation inside the 
furnace. The Planck mean properties of these particles are represented through correlations as given 
below [149]: 
 

   
1

𝜅௉
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1
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1
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ଵ.ଽ
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 6.60 

 
where 

 

   ∅ =
∫ 𝑟ଷ𝑛(𝑟)𝑑𝑟

ஶ

଴

∫ 𝑟ଶ𝑛(𝑟)𝑑𝑟
ஶ

଴

 𝑇 
6.61 

 
 

6.4 The Method of Spherical Harmonics (P1 – approximation) 
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Chapter 7  
UNCOUPLED DSMC/RADIATION MODEL 

In this section, results are presented for radiative heat fluxes and radiative heat source terms inside the 
furnace. Two different cases are considered. In the first case, the gas temperature and concentration are 
kept realistic to actual conditions and k-distribution model is applied to calculate the absorption 
coefficient of the gas. The accuracy and efficiency of the Imaginary plane method and the zonal method 
are compared. The wall heat flux is plotted along the front wall, starting from the bottom most zone and 
going towards the top zone. The radiative source term represents the values inside one of the four zones 
in a vertical layer. Due to symmetry, the values, inside all the zones in a layer will be same.  
 
3.1  Effect of cell discretization on heat flux 

In this case, a single cubical cell of side 0.1 m with homogeneous gas and surface properties is considered. 
The cubical cell is assumed to contain a hypothetical grey gas at temperature 1500 K. The grey gas 
absorption coefficient k is varied from 0.001 to 1 m-1. Through the case the accuracy of the IPM solver is 
validated against the analytical results. Zero gradient boundary conditions are applied to side walls of the 
cube, while top and bottom walls are assumed to be cold and black. This case represents plane parallel 
slab for which analytical solution is available and is given as: 
 

𝑄 = ൫1 − 2𝐸ଷ(𝑘𝐿)൯ × 𝜎(𝑇௚
ସ − 𝑇௪

ସ) (1) 

 
Where 𝐸ଷ(𝑘𝐿) is the exponential integral of order three [149]. The heat flux, Q (W/m2) is compared in 
Table 7.1. 
 

Table 7.1  Heat flux value calculated using IPM method 

 
k (m-1) QIPM (W/m2) 𝑄Analytical (W/m2) Error % QP1-Analytical 

(W/m2) 
Error % 

1 49,540.75 48,059.68 3.081 52,073.42 8.3515 
0.1 5640.62 5,582.24 1.046 5683.86 1.8204 

0.01 570.83 571.83  0.174 573.55 0.3007 
0.001 57.32 57.412 0.160 57.38 0.0557 

 
The results show that the IPM model for this simplest case is agreeing well with the analytical results. This 
partly validates our solver. For the same case, the analytical results for the P1 method are also given in 
Table 1. The analytical result for the non-dimensional heat flux obtained with the P1 method is given as 
[149]:  

 

𝜓 =
𝑄஺௡௔௟௬௧௜௖௔௟(௉ଵ)

𝜎(𝑇௚
ସ − 𝑇௪

ସ)
=

2 sinh 𝛾𝜏

sinh
1
2

𝛾𝜏௅ +
1
2

ට3 − 𝐴ଵఠ
1 − 𝜔

cosh
1
2

𝛾𝜏௅

 
(2) 

 
where the value of single scattering albedo (𝜔) is taken as zero and 𝛾 is calculated as 𝛾 =

ඥ(1 − 𝜔)(3 − 𝐴ଵ𝜔) = √3 .    
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Next, we study the effect of domain discretization on the accuracy of the IPM method as wells as on the 
numerical P1 method. Both the studies are done in OpenFOAM. We consider three cases with number of 
cells in each direction taken as two, five and ten. The partial differential equation for the P1 method is 
discretized with the central differencing scheme. Marshak boundary condition is applied to the top and 
bottom walls, while the side walls are set with the zero gradient boundary condition. Results for the two 
methods are compared in Error! Reference source not found..  
 

 

 Figure 7.1 Error in the calculation of heat flux with the gas absorption coefficient and discretization 

 
The value of gas absorption coefficient is varied from 0.001 to 1 m-1. Figure 7.1 shows the percentage 
error in the evaluation of radiative heat flux. Since this case represents the plane parallel slab problem, 
the reference for comparison are again taken as the analytical results. Since the flux on the top wall in the 
numerical results would vary from cell to cell, we have taken average over the cells for comparison. For 
optically thin case, both the methods perform equally well with error of around 1%. However, the error 
incurred in numerical evaluation increases with optical thickness for both the methods. For coarse 
discretization, the IPM method performs slightly better than the P1 method. On the other hand, at finer 
discretization, the IPM method incurs higher error. 
 
 
 
3.2 Application on concentric cylinder: 
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The P1 and IPM model is applied on concentric cylinder, where the outer cylinder temperature is 2 K and 
inner cylinder kept at 1500 K temperature shown in Error! Reference source not found.. The outer 
cylinder radius is 1 m, inner cylinder radius is 0.5 m, and the length of the cylinder in the z direction is 
taken as 1 m. The space between the cylinders is filled with gray gas at equilibrium temperature 1203 K 
temperature calculated at 0.25 m distance from the inner cylinder from the equation given as: 

 
𝑇ସ − 𝑇ଵ

ସ

𝑇ଶ
ସ − 𝑇ଵ

ସ =
ln(𝜏/𝜏ଵ)

ln(𝜏ଶ/𝜏ଵ)
 

(61) 

The gas absorptivity constant is varied from 0.001 m-1 to 1 m-1 and, heat flux on the surface of inner 
cylinder calculated. For the IPM method the mesh is simplified as the error in the IPM method occurs 
when the number of cell discretization increases. The heat flux on the surface are averaged and, shown 
result in Table 2. The comparison of non-dimensional heat flux for the P1 and exact method is given in the 
book by Modest [149], which shows the high error in heat flux by  P1  method when the gas absorption 
coefficient is very low.   

  
𝜅 (mିଵ) QIPM 

(W/m2) 
QP1-Analytical 

(W/m2) 
Exact 

(W/m2)  
Error in IPM  Error in P1 

1 205686 284,722.6 243,297.6 15.45 17.02 
0.5 220187 326,774.3 264,843.8 16.86 23.38 
0.1 236970 370,557.5 282,080.7 16.00 31.36 
0.01 241694 382,075.8 285,959.1 15.47 33.61 
0.001 242191 383,267.2 286,346.9 15.42 33.84 

 

 
 Figure 7.2 Mesh of concentric cylinder for P1 model 
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Chapter 8  
SUMMARY AND CONCLUSIONS 

 

8.1 Summary 
 

8.2 Future Work 
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