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ABSTRACT 

 

Water is not only vital for life but also a natural resource of paramount importance for well-being 

of the society on the earth, essentially required for growth, sustainability of ecosystem, and 

prosperity of nation. For sustainability of the ecosystem, water management is required and it 

can be used for improved watershed models to address the management issues more effectively. 

It is well known that the watershed models are used to analyze the quantity and quality of stream 

flow, erosion and sediment yield, reservoir system operations, groundwater development and 

protection, surface water and groundwater conjunctive use management, water distribution 

systems, irrigation water use, and a range of such water resources management activities.  

The component processes of hydrologic cycle over a watershed, viz., precipitation, 

evapotranspiration, detention, interception, infiltration, percolation, interflow, base flow, 

overland flow, and runoff etc., depend on climatic and catchment characteristics which vary both 

spatially and temporally. Thus, for reliable predictions of the runoff and sediment yield from land 

surface into streams and rivers, it is very important to understand rainfall-runoff-sediment 

relationship for making reliable estimates of runoff and sediment yield from a watershed. 

Simultaneously, the hydrological models used should also be parametrically efficient for the 

available data of watershed.  

The SCS-CN method has been used by a number of researchers for runoff estimation worldwide 

since its inception in 1956. As a result, it has been a subject of intense and extensive exploration 

for its formation, rationality, applicability and extendibility, physical significance, and so on. 

Beside others, the method still inherits a major structural inconsistency associated with S-CN 

mapping, where S = potential maximum retention and CN = curve number, and results into 

abnormality in description of watershed behavior, i.e., complacent, standard, and violent, and 

runoff estimation based on the existing SCS-CN method. Thus, there is a need to revisit the S-

CN mapping relationship for improvement and, in turn, improved SCS-CN methodology.   

Suspended sediment is another hydrologic variable of severe environmental concern. Its transport 

in river systems is of paramount importance for ecologists and water and land- managers. The 

presence of sediment in water greatly influences the design and operation of hydraulic structures, 

like canals, diversions and dams. Therefore, its accurate assessment can be of potential use in 

future water resources management policies. This assessment is nonlinear and quite involved in 
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nature and depends on a number of factors such as flow, precipitation, topography and soil and 

land use characteristics of the watershed.  

A number of models of varied complexity are available to model soil erosion and sediment yield. 

The Universal Soil Loss Equation (USLE) is the most popular model for soil erosion. Since 

sediment yield depends on surface runoff, the erosion models are often coupled with rainfall-

runoff models, such as the existing SCS-CN methodology, and thus, there exists a scope for 

further improvements.   

The present study was thus taken up with the following specific objectives:   

 To develop an improved SCS-CN model based on the proportional equality revised for 

the first order linear hypothesis and Horton infiltration concepts for runoff estimation.  

 To propose CN-P mapping relation based on the physical description of CN for describing 

the watersheds behavior realistically. 

 To propose improved conceptual sediment yield models based on coupling of Universal 

Soil Loss equation (USLE) and modified SCS-CN method. 

 Prediction of environmental flow condition using runoff curve number. 

To accomplish the above tasks of more accurate runoff and sediment yield estimation, SCS-CN 

methodology was revisited in perspective of its various component processes. The proportional 

equality of this methodology, which is in core of the CN-concept was modified by replacement 

of the parameter potential maximum retention (S) by Soe
-P, where So is the initial (or absolute 

maximum potential retention) and is the decay parameter. It was founded on the concept that 

S is in correspondence with P (or Pe = P –Ia), which is variable whereas So being absolute is not 

variable, and therefore, a better substitute for being a parameter. This modified version is 

validated using the rainfall and runoff data from Hawkins (1993), Strange (1882), and Tehri 

catchment (Uttarakhand, India); the last two belong to southern and northern parts of India, 

respectively. The proposed modification to the application approach of the SCS-CN methodology 

(i.e. Model 3) is more rational and has the efficacy to describe the watershed behavior more 

rationally/scientifically and resolve the issue of CN decaying with increasing rainfall (P). 

Besides, the methodology is found to be consistent when applied to all three datasets. The 

performance was evaluated using NSE, RMSE and Bias error criteria. Though the proposed 

methodology generally performed as well as the existing one in runoff estimation, it described 

realistically the physical behavior of the three types of watersheds, viz. complacent, standard, 
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and violent, and the increasing (in contrast to the established decreasing) trend of runoff 

coefficient with rainfall..  

While revisiting the above SCS-CN methodology, it was also investigated for the S-CN mapping. 

It was revealed that the parameter Curve Number (CN) actually represents the runoff potential 

for a given amount of rainfall, which at present is considered as 1 inch (= 254 mm). Therefore, 

in real-world applications, when the rainfall varies or is different from given rainfall amount, is 

necessary to revise the Curve Number (CN) as CNP, which corresponds to the actual amount of 

rainfall P.  This major structural modification in the existing S-CN mapping relationship was 

proposed to solve abnormality in watersheds behavior, i.e. complacent, standard, and violent, as 

described by Hawkins (1993). The proposed modification effectively resolves the abnormalities 

and supports the general notion that the runoff coefficient (C) (or CN, another form of C) 

increases with increasing P. This modification also describes the CNP-P relationship and, in turn, 

the behavior of three watersheds for growing rainfall. The results show that the pre-derived CNP-

P relationship for a watershed can be an improved alternative for runoff prediction using SCS-

CN methodology. These relationships were also derived for Strange and Tehri catchment data 

and results showed that both the models performed well on these data sets. The study revealed 

that proposed modification also showed an enhanced model performance based on NSE, RMSE 

and Bias error criteria. 

To meet the third objective, the applicability of USLE-coupled SCS-CN models was examined 

for computing total sediment yield from a storm event using the rainfall-runoff-sediment yield 

data observed from 09 experimental watersheds (plot size 12×3 m2) of different land uses, soils, 

and slopes. The sediment rating curves drawn between the observed sediment and observed 

runoff for the plots of different slopes showed increasing trend of sediment yield (mass) with 

runoff and slope for all land uses, viz., maize, finger millet, and fallow land. The rate of increase 

in sediment yield with runoff was sharper for greater slopes, and vice versa. Both existing and 

proposed SCS-CN models were tested using observed sediment and runoff data (Chapter 4). The 

proposed sediment yield models (PS1 with λ = 0.0 and PS3 with varying λ) performed much 

better than the existing models (S1 with λ = 0.0 and S3 with varying λ), and significantly better 

than S2 with λ = 0.2 when applied to both years 2016 and 2017 data. The higher slope plots 

generated higher sediment yield and runoff, and vice versa. The sediment yield models were 

ranked for performance as: PS3>PS1>PS2. The runoff models PR3 with varying λ and PR1 with 

λ = 0 performed approximately similar and model PR2 with λ = 0.2 performed poorer than any 

other proposed models.  
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For the accomplishment of the last objective, a relation of percentage of average annual flow 

(%AAF) with CN has been explored and its application has been demonstrated on seventeen 

catchments located in different river basins of India. These catchments include nine catchments 

from Godavari basin (viz. Ashti, Bimini, Bhatpalli, Satrapur, Jagadalpur, Nandgaon, Ramakona 

Hivra, P.G. Penganga), two catchments of Mahi basin (Chakaliya and Dhariwad), four 

catchments of Mahanadi basin (viz. Baronda, Basantpur, Ghatora, Rampur), one catchment of 

Brahmani-Baitarini basin (i.e. Jenepur) and one catchment of narmada basin (i.e. Kogaon) falling 

in sub-tropical, and sub-humid climatic regions of India have been used. The coefficient of 

determination of more than 0.6 for most catchments shows the existence of an excellent 

relationship between CN and %AAF (used to describe EF condition). Hence, the environmental 

flow condition of these catchments may be determined using CN for known catchment 

characteristic.   
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CHAPTER 1 

INTRODUCTION 

 

1.1 GENERAL 

Water is regarded as a necessary natural resource and is vital for sustenance of life. Thus, water 

resources are vital for growth, sustainable development and sustainability of the ecosystem, and 

prosperity of the nation as well. Growth of population is one of the most serious issues at present, 

all around the globe (Golubeva and Biswas, 1984; Fischer and Heilig, 1997; Koutsoyiannis et 

al., 2009). The water resource managers, scientists, policy makers and stakeholders are well 

aware that the relationship between water and population is more delicate today than ever, raising 

pertinent concerns of water security (Postela 1992, Oki and Kanae, 2006, Vogel, 2011, Sivapalan 

et al., 2012, Srinivasan et al., 2012).  

The researchers around the globe are attempting to improve the existing watershed models and 

develop new models to address these issues more effectively. The watershed models, for 

example, are used to analyze the quantity and quality of streamflow, erosion and sediment yield, 

reservoir system operations, groundwater development and protection, surface water and 

groundwater conjunctive use management, water distribution systems, irrigation water use, and 

a range of such water resources management activities (Wurbs 1998; Wu et. al., 1993; Singh and 

Woolhiser, 2002 ). While occurring over a watershed, the precipitation passes through several 

phases of hydrologic cycle, viz., evaporation, detention, interception, evapotranspiration, 

percolation, infiltration, base flow, interflow, overland flow etc., and finally becomes runoff at 

outlet of the watershed. These depend on the climatic (i.e. duration, frequency and intensity of 

rainfall) and catchment (viz. LULC, geology, topography, drainage density, drainage pattern) 

characteristics which vary both spatially and temporally. 

Reliable predictions of runoff and sediment yield from land surface into streams and rivers are 

time-consuming, difficult and expensive. Therefore, it is very important to understand rainfall-

runoff-sediment relationship for more realistic estimates from a watershed. At the same time, it 

is also emphasized that the hydrological models used for the purpose should also be 

parametrically efficient and identifiable from the available data of watershed (Skaugen et al., 

2015).  
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1.2 RAINFALL RUNOFF MODELLING 

In modern times with increasing socio-economic development, much attention has been given 

for developing the physically based rainfall-runoff models. However, the conceptual and 

empirical models have their own advantages (Senbeta et al., 1999; Ajmal et al., 2015). The 

parameter identification becomes quite complex with the over-parameterization in hydrological 

models and subsequently it becomes difficult to predict the rainfall-runoff process in ungauged 

catchments (Aggarwal et al., 2013; Skaugen et al., 2015). There are numerous rainfall-runoff 

models used across the globe to estimate the runoff in ungauged catchments (Singh and 

Woolhiser, 2002), however, among these methods, the Soil Conservation Service Curve Number 

(SCS-CN) (SCS, 1956, 1972) method is one of the simplest and most widely used methods for 

addressing aforementioned assignments.  

The SCS-CN method has been the focus of discussion and debate in hydrologic literature since 

its inception in 1956. The method has been used by a number of researchers for runoff estimation 

worldwide and, in turn, has been explored for its applicability, rationality, physical significance 

and extendibility etc. The review of literature suggests that the SCS-CN method still inherits 

major structural inconsistency associated with the S-CN mapping (where S = potential maximum 

retention and CN = curve number) resulting into abnormality in description of watershed 

behavior (i.e., complacent, standard, and violent) and runoff estimation based on the existing 

SCS-CN method. Thus, there is a need for development of a revised S-CN mapping relationship 

based on a sound hydrological perception. Further, the existing SCS-CN method can be modified 

using the proposed S-CN mapping and improved SCS-CN method based on the revised 

proportional equality for variation of S with rainfall (P) as per first order linear hypothesis 

(Mishra and Singh, 2003) and Horton (1932) model.     

1.3 SEDIMENT YIELD MODELLING  

Prediction of suspended sediment transport in river systems is of the highest importance for 

ecologists and for land- and water-use managers (Mao and Carrillo, 2016). It is very crucial for 

sustainable water resources and environmental systems (Kisi, 2009; Yang et al., 2009). 

Suspended sediments greatly govern the design and operation of hydraulic structures, like canals, 

diversions and dams. Therefore, its accurate prediction could be an important index to design the 

future water resources management policies (Merritt et al., 2003). Prediction of suspended 

sediment loads is very complicated and nonlinear in nature, it depends on a number of complex 

factors such as flow, precipitation, topography and soil characteristics of the river basin or 

watershed.  
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Several models, varying in complexity from lumped empirical to physically based have been 

developed by various researchers to model the soil erosion and sediment yield (Foster and Meyer, 

1972a; Nearing et al., 1989; Woolhiser et al., 1990; Govindaraju and Kavvas, 1991; Tayfur and 

Kavvas, 1994; Liu et. al., 1994; Kothyari et al., 1997; Tayfur, 2001 & 2002; Su et al., 2004; Kalb 

et al., 2004; Jain et al., 2005). A common approach to the assessment of soil erosion and sediment 

yield is the use of empirical equations, such as the Universal Soil Loss Equation (USLE) 

(Wischmeier and Smith, 1965; 1978) or its extensions viz., Modified Universal Soil Equation 

(MUSLE) (Williams, 1975) and Revised Universal Soil Equation (RUSLE) (Renard et al., 1991). 

As the sediment yield process depends on surface runoff, erosion models are coupled with the 

models capable of simulating the rainfall-runoff response of watershed (Leonard et al., a1987; 

Rode and Frede, 1997).  A critical review of literature further suggests that the sediment yield 

models developed by Mishra et al. (2006) are based on coupling of the existing SCS-CN 

methodology and USLE, and thus, there exists a scope for further improvements based on the 

proposed modifications to the SCS-CN method for sediment yield estimation.   

1.4 ENVIRONMENTAL FLOW 

The most vital natural resource required for the welfare of human being and for the environment 

on the globe is fresh water (Gleick, 1993). There is increase in water demand globally due to the 

lack of water supply which is coupled with increasing population and industrialization. This leads 

to scarcity of fresh water resource on the earth (Wang and Lu, 2009). Water has to be sustained 

in rivers for conservation of natural ecosystem. River habitat, water quality, and biotic interaction 

are greatly affected by the large variation in quantum of flow (i.e. discharge), flow length etc. 

around the globe (Naiman et al., 2002; Belmar et al., 2012). Since the degrading ecosystem leads 

to both social and economic loss which affect the large number of poor people around the world, 

it is important to understand the value of the ecosystem services to maintain livelihoods in future 

for sustainable development (Dyson et al., 2003; Pearce et al., 2007). It is of common experience 

that most of the rivers around the globe are fragmented by hydrological changes, causing 

deterioration of aquatic ecosystem (Millennium Ecosystem Assessment, 2005; Poff et al., 1997; 

Postel and Richter, 2003; Revenga et al., 2005). The major challenge for the water managers to 

fulfill the water requirements of people without imparting any deteriorating effect on the 

ecological services, provided by the healthy rivers (Bunn et al., 2014; Yao et al., 2018). The rapid 

socioeconomic development and change in climatic conditions over the previous decades have 

greatly influenced global hydrologic cycle up to the extent of putting a threat to water security, 

wellness of aquatic ecosystem, and biodiversity of river (Vörösmarty et al., 2010; Jacobsen et 
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al., 2012; Van Vliet et al., 2013; Amrit et al., 2017). It is very important to understand the role 

of flow regulation for the sustainability of good hydro-ecosystems (Turnbull et al., 2012; Yao et 

al., 2018). Alternatively, minimum amount of flow in river required for sustainability of aquatic 

lives and conservation of the natural ecosystem is known as environmental flow (Brisbane 

Declaration, 2007; Mathews and Richter, 2007; Poff et al., 2009; Wang and Lu, 2009). The 

protection of endangered and rejuvenation of damaged river ecosystems using the idea of 

environmental flows are base for the management of river and catchment (Palmer et al., 2008; 

Mackay et al., 2014). 

An increase in global water demand forced the researcher to think about the assessment of flow 

requirement. Various studies have been done across the globe to formulate, implement and adapt 

different methods of environmental flow assessment (EFA). The various methods of EFA have 

been often reviewed critically in a number of studies (Stalnaker and Arnette 1976; Jowett 1997; 

Arthington 2012; Linnansaari et al. 2012; Hatfield et al. 2013). Methods for EF assessment were 

initially developed to estimate instream flow needs of fish below the irrigation and hydroelectric 

dams on large rivers (Trihey and Stalnaker 1985; Dunbar et al. 1998; Tharme and Smakhtin 2003; 

Kumar et al., 2007) with aim to set the flow required during low flow season (Leathe and Nelson 

1986). Presently, a large number of methods (more than 240) are being used across the world to 

estimate EFR to uphold the rivers in healthy condition (Tharme, 2003) during both (low and 

high) flow seasons. The methods for estimation of environmental flow requirement are grouped 

as (a) hydrological, (b) hydraulic rating, (c) habitat simulation, and (d) holistic methods. 

1.5 OBJECTIVES OF THE STUDY 

A critical review of the literature dealing with the applications of the SCS-CN methodology in 

the field of rainfall-runoff and sediment yield modeling shows possibility as well as necessity for 

further improvements in the SCS-CN based runoff and sediment yield models. This study is 

undertaken with the following specific objectives:   

1. To revisit the SCS-CN methodology in perspective of its various component processes, 

identify its strengths and weaknesses, and explore possibilities for improvement. 

2. To develop an improved SCS-CN model based on the proportional equality revised for 

the first order linear hypothesis and Horton infiltration concepts for runoff estimation.  

3. To propose CN-P mapping relation based on the physical description of CN for describing 

the watersheds behavior realistically. 

4. To propose improved conceptual sediment yield models based on coupling of Universal 

Soil Loss equation (USLE) and modified SCS-CN method. 
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5. Prediction of environmental flow condition using runoff curve number. 

 

1.5 ORGANIZATION OF THESIS  

The thesis is arranged in eight chapters as follows: 

Chapter One: This chapter presents the problem introduction, brief description of the state-of- 

the-art knowledge and outline of the research objectives. 

 

Chapter Two: This chapter presents a critical review of literature available in the field of runoff 

and sediment yield modeling using SCS-CN method related with this study. To accomplish this, 

the chapter is divided into two sections. First section deals with application of SCS-CN method 

for runoff modeling and the second section deals with the application of SCS-CN method for 

sediment yield modelling. The review of literature is critically diagnosed and finally summarized 

for research gaps and scope of improvements.  

 

Chapter Three: This chapter describes the study area considered for different studies as well as 

the corresponding types of data used. The types of data are lumped, event rainfall-runoff data 

and event based sediment yield data. 

 

Chapter Four: In this chapter, modification to the proportional equality (coupling the first order 

linear hypothesis (Mishra and Singh, 2003) and Horton infiltration model (Horton, 1932), an 

improved SCS-CN model is proposed. The proposed SCS-CN models is tested for its 

applicability for runoff estimation for three different watersheds behavior using Hawkin (1993), 

strange table and tehri watershed data sets.  

 

Chapter Five: This chapter revisits the S-CN mapping relationship and develops its improved 

formulation based on realistic hydrological perceptions. Based on the improved S-CN mapping 

relationship, simplified CN-P formulations are developed corresponding to three types of 

watersheds’ behavior which are equally applicable to ungauged basins for future applications. 

Finally, revised S-CN mapping is proposed and tested its applicability for runoff estimation for 

three different watersheds behavior on Hawkin (1993), strange table and tehri watershed data 

sets. 
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Chapter Six: In this chapter, improved conceptual sediment yield models based on coupling of 

USLE and improved SCS-CN method (chapter 4) are developed and the workability of these 

models is tested using event rainfall-runoff and sediment yield data of plot scale experimental 

units with varying slopes and land uses in Indian conditions. 

 

Chapter Seven: This chapter explains the relationship between Tennant concept and Curve 

Number for the prediction of environmental flow condition during low flow season (October-

June) using the data of seventeen catchments from the four different river basins (viz. Mahanadi, 

Godavari, Brahmani-Baitarini and Narmada) of India. 

 

Chapter Eight: This chapter presents summary, important conclusions drawn from the study, 

major research contributions of the study, and scope for future research work. 
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CHAPTER 2 

REVIEW OF LITERATURE 

 

This chapter deals with the structural diagnosis of the Soil Conservation Service Curve Number 

(SCS-CN) methodology and its application, including recent advancements in the area of rainfall-

runoff and sediment yield modelling. The applications have been summarized and critically 

reviewed for its potential and scope for further improvements. 

2.1 GENERAL  

Surface runoff is the portion of precipitation that runs into surface waters as overland flow 

(Perlman, 2016). The amount of surface runoff is influenced by vegetation, LULC, soil 

properties, slope, and storm properties (duration, intensity and amount of rainfall). The runoff 

models help in understanding the hydrologic cycle and the influential factors (Xu, 2002). 

Although plethora of hydrologic models exist to estimate runoff from rainfall, thorough 

calibration necessities and intensive input data are the limitations in most of these models. On 

the other hand, the SCS-CN method fulfils the demands with less data requirements and clearly 

stated assumptions.  

During the initial phase of development of the SCS-CN methodology during the late 1930s and 

1940s, the information available from exhaustive field investigations that were carried out by 

various researchers including Mockus (1949), Sherman (1949), Andrews (1954), and Ogrosky 

(1956) was used. Mockus (1949) found that the direct runoff from ungauged watersheds was 

depended on landuse, antecedent rainfall, soil, amount of rainfall, date and duration of storm, and 

mean annual temperature. He proposed an empirical index “b” to account for all these factors 

collectively and developed a relationship of storm rainfall depth (P) and direct runoff (Q) as eq. 

2.1 (Mishra and Singh, 1999): 

)101( bPPQ        (2.1) 

where P and Q are in inches. The Mockus empirical P-Q rainfall-runoff relationship and 

Andrews’s soil-vegetation-landuse (SVL) complex were the building blocks of the existing SCS-

CN method documented in Section-4, National Engineering Handbook (NEH-4) (Rallison and 

Miller, 1982; Hydrology, 1985). Of late, the method has been renamed as Natural Resources 

Conservation Service Curve Number (NRCS-CN) Method). 
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The SCS-CN method is a conceptual technique to estimate direct runoff volume from depth of 

rainfall using its parameter curve number CN (Ponce and Hawkins, 1996). The method has also 

been coupled with numerous commercial hydrologic software programs, viz., Agricultural Non-

point Source Model (AGNPS), Areal Non-point Source Watershed Environment Response 

Simulation (ANSWERS), Chemicals, Runoff, and Erosion from Agricultural Management 

Systems (CREAMS), Constrained Linear Simulation (CLS), Hydrologic Engineering Center-1 

(HEC-1), Storm Water Management Model (SWMM) and Soil and Water Assessment Tool 

(SWAT) (Pandey et al., 2016). 

2.2 STRUCTURAL AND ANALYTICAL BACKGROUND 

The structural foundation of the SCS-CN method based on the water balance equation and two 

hypotheses (Mishra and Singh, 2003a), are as follows: 

 

Water Balance Equation: 

 

aP I F Q                                           (2.2) 

 

First Hypothesis: Proportionality equality: 

 

( )a

Q F

P I S



                                          (2.3) 

 

Second Hypothesis: Ia–S relationship: 

Ia = λS                                                          (2.4) 

where, P = total rainfall, Q = direct surface runoff, F = cumulative infiltration, Ia = initial 

abstraction, S = potential maximum retention, and λ = initial abstraction ratio. 

Using Eqs. (2.2) and (2.3), the general form of the SCS-CN method can be derived as: 

 
SIP

IP
Q

a

2
a




  ; for P ≥ Ia;  Q= 0; otherwise                   (2.5) 

                           

For λ = 0.2, the coupling of Eqs. (2.3) and (2.4) results in 
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 
S8.0P

S2.0P
Q

2




        (2.6) 

 

Eq. (2.6) is considered as a popular form of the existing SCS-CN method and is widely applied.  

The initial abstraction parameter λ is considered as a local/regional parameter dependent on 

climatic and geologic factors. Typically, λ varies in the range of (0, 0.3) (SCS, 1972; Springer et 

al., 1980; Cazier and Hawkins, 1984; Ramasastri and Seth, 1985; Bosznay, 1989). Hawkins et 

al. (2001) recommended  = 0.05 as more appropriate for calculating runoff. Mishra and Singh 

(2004a) framed a basis to validate the SCS-CN method with varying  and defined the 

applicability bounds for the SCS-CN method. The parameter S depends on antecedent moisture 

condition (AMC), hydrologic condition, land use and soil type, and can be mapped on to a 

dimensionless curve number CN (eq. 2.7), ranging (0, 100), as:  

 

254
CN

25400
S         (2.7) 

 

where S is in millimetres. The CN value is representative of imperviousness of the surface, and 

thus, varies inversely with potential maximum retention (S). A zero value of CN represents an 

infinite abstraction condition (S = ∞). On the other hand, CN value of 100 indicates an absolute 

impermeable condition (S = 0). However, both these conditions are unlikely to occur. 

According to Chen(1982) and Mishra and Singh (2004a,b), the SCS-CN method is an alternative 

expression of the infiltration decay curve and, in practice, it can be used as one of the parametric 

infiltration models or modified forms thereof to formulate the standard infiltration capacity curve 

for a given soil–cover–moisture complex. Yu (1998) derived SCS-CN method theoretically 

(analytically) assuming exponential distribution for the spatial variation of infiltration capacity 

and the temporal variation of rainfall rate. The method has undergone rigorous review and has 

been recognized to perform well without impairing its simplicity. The works of Poncea and 

Hawkins (1996), Yu (1998), Mishra and Singh (1999; 2002a&b; 2003a&b; 2004a&b), Mishra et 

al. (2003a&b) and Michel et al. (2005) are noteworthy. Ponce and Hawkins (1996) and Mishra 

and Singh (2003a) also described the SCS-CN method as a conceptual model dependent on a 

single numeric parameter CN. Mishra and Singh (2002a; 2003a, b) revisited the empirical 

rainfall-runoff models proposed by Mockus (1949) and Horton (1938) and derived the existing 

SCS-CN method. In an advanced form, Mishra and Singh (2002a, 2003b) derived the existing 

SCS-CN method using second-order storage hypothesis, leading to its categorization as a 
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conceptual model. Michel et al. (2005) proposed a conceptual, coherent, and hydrologically 

sound SCS-CN model through soil moisture accounting (SMA) procedure in the existing SCS-

CN methodology.  

Mishra and Singh (2002a) described F (Eq. (2.3)) as the dynamic portion of infiltration (Fd) and 

distinguished it from the static or gravitational infiltration (Fc) while Mishra and Singh (2003b) 

derived Eq. (2.3) using the first-order linear hypothesis for the variation of S with rainfall. 

Further, Mishra and Singh (2003a) explained the physical significance of S using the diffusion 

term of the linear Fokker–Planck equation for infiltration (Philip 1974), which relates S to the 

storage and transmission properties of the soil.  

2.2.1 CN Estimation Methods 

Runoff estimation is more adversely affected due to errors in obtaining CN as compared to errors 

of similar magnitude in storm rainfall. (Hawkins, 1975). This depicts the relevance of accuracy 

required for CN estimation in SCS-CN methodology. However, despite the popularity of SCS-

CN methodology, accurate estimation of CN is still a challenge for hydrologist’s worldwide 

(Hawkins, 1978; Chen, 1982; Bonta, 1997; and Mishra and Singh, 2006). In hydrologic literature, 

for given rainfall-runoff records, CN can be computed by using following three methods: (i) 

using NEH-4 Table, (ii) ordered P and Q data (asymptotic CN estimation), and (iii) derived 

frequency distribution (Hjelmfelt, 1980 and Bonta, 1997). A detailed overview and diagnosis of 

these methods has been presented by Mishra and Singh (2003a). Still, the hydrology community 

doesn’t advocate a single CN procedure with consensus based on rainfall runoff data (Soulis and 

Valiantzas, 2013). The CN parameter reflects the catchment characteristics like soil type, land 

use and antecedent moisture conditions (AMCs) (Ajmal et al., 2014, Ajmal et al., 2015; Epps et 

al., 2013; Malone et al., 2015; Váňová and Langhammer, 2011).  

For any change in AMC (say from AMCI to AMCIII) in a given catchment, there is an abrupt rise 

in CN value (i.e. from CN I to CN III), which is discontinuous in nature, and consequently, 

resulting in a sudden jump in computed runoff. This indirectly reflects discrete nature of CN-

AMC relationship. Depending on 5-day antecedent rainfall, various relationships have been 

developed to convert CNII to CNI and CNIII (Sobhani, 1975; Hawkins et al., 1985; Neitsch et al., 

2002; Mishraaet al., 2008). In addition, direct conversion is possible using NEH-4 tables (SCS, 

1972; McCuen, 1982; McCuen, 1989; Ponce, 1989; Singh, 1992; Woodward and Gbuerek, 1992; 

Mishra and Singh, 2003a). Mishra et al. (2008) compared CN conversion formulae (Table 2.1) 

developed by Sobhani (1975), Hawkins et al. (1985), Chow et al. (1988) and Neitsch et al. (2002) 
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and found that the Neitsch formulae shows poorest correspondence with NEH-4 values taken as 

target values. The best formulae for CNI and CNIII-conversion correspond to Sobhani formula 

and the Hawkins formula respectively. However, in field application, Mishra et al. (2008) model 

performed the best of all. Out of these three methods, the Asymptotic Approach has been a topic 

of discussion among the hydrologists and hence a brief description of this method is also given 

table 2.1.  

 

Table 2.1: CN Conversion Formulae (Source: Mishra and Singh, 2003) 

Model AMCI AMC III 

Sobhania(1975) 
II

II

I
CN01334.0334.2

CN
CN


  

II

II

III
0.005964CN0.4036

CN
CN


  

Hawkinsaet al. 

(1985) II

II

I
CN01281.0281.2

CN
CN


  

II

II
III

0.00573CN0.427

CN
CN




 

Chowaet al. (1988) 
II

II
I

CN058.010

CN2.4
CN


  

II

II
III

CN13.010

CN23
CN


  

Neitschaet al. (2002) )]}CN0.0636(100exp[2.533CN{100

)CN20(100
CNCN

IIII

II
III






 
)}CN3(100   exp{0.0067CNCN IIIIIII   

Mishra et al. (2008) 
II

II
III

0.012754CN2.274

)CN20(100
CNCN




  

II

II
III

0.0057CN0.430

CN
CN


  

 

2.2.2 Asymptotic Approach  

This approach is based on ‘frequency matching’, which was first pointed out by Hjelmfelt (1980) 

in the SCS-CN model. It uses an ‘Ordered’ data, that is, P and Q data are arranged in descending 

order, in which a Q-value corresponding to a particular P may not necessarily represent the actual 

runoff due to this rainfall. The ‘Natural’ data, however, retain the actual P–Q dataset. Therefore, 

this approach preserves the return-period matching of rainfall and runoff. Hawkins (1993) found 

that a secondary relationship almost emerges between the CN and the storm rainfall depth from 

ordered P–Q dataset. The secondary relationship leads to the description of three types of CN-P 

behavior, namely, Complacent, Standard, and Violent. In the complacent behavior, the observed 

CN declines steadily with increasing rainfall depth, and evidences no appreciable tendency to 

achieve a stable value. In case of ‘standard’ behavior, the observed CN declines with increasing 
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storm size, as in the complacent situation, but the CNs approach and/or maintain a near-constant 

value with increasingly larger storms. In case of ‘violent’ behavior, the observed CNs rise 

suddenly and asymptotically approach an apparent constant value. Hawkins (1993) attributed 

this abnormality to the secondary systematic correlation between the calculated CN value and 

the rainfall depth. 

It is well known fact that the runoff coefficient (C) and the runoff curve number (CN) are both 

expressions of the relative rainstorm response characteristics of watersheds (McCuen and 

Bondelid, 1981 and Hawkins, 1993). The runoff coefficient (C), which is the ratio of direct 

surface runoff (Q) to rainfall (P), increases with increasing P, and vice versa. Furthermore, for a 

given amount of rainfall, as C increases, CN also increases, and vice versa. Thus, both C and CN 

behave similarly. In other words, CN should increase with P as does C and therefore, there is a 

strong need for critical diagnosis of CN-P and S-CN relationships to rectify the abnormalities in 

the description of watersheds’ behavior.  

2.2.3 Slope Considerations in CN Estimation 

The standard NRCS model is used to experimentally obtain CN values for runoff estimation from 

the measured rainfall-runoff data for diverse geographic, soil, and land management conditions. 

However, the model doesn’t consider the watershed slope adjustment which is an important 

factor for determining movement of water within a landscape (Huang et al., 2006, Garg et al., 

2013). The runoff estimation capabilities of the NRCS model can be improved by using slope-

adjusted CN values. CN values obtained from the NRCS handbook (NRCS, 2004) usually 

correspond to a slope of 5%. (Sharpley and Williams, 1990; Huang et al., 2006; Mishra et al., 

2014). 

Researchers in the past have attempted to incorporate watershed slope for estimation of CN. 

Sharpley and Williams (1990) assumed that CNII obtained from NEH-4 (SCS, 1972) corresponds 

to a slope of 5% and expressed the slope adjusted CNII (named as CN2α) as:  

   II

86.13

IIIIIII CNe21CNCN
3

1
CN  


    (2.8) 

Huang et al. (2006) analysed Eq. (2.8) and found that it is suitable for limited applications, and 

consequently developed an improvised version for climatic and steep slope conditions existing 

in Loess Plateau of China (eq. 2.9)as: 
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  













52.323

63.1579.322
CNCN IIII      (2.9) 

 

More recently, Ajmal et al. (2016) used a measured rainfall-runoff data from 39 mountainous 

watersheds in South Korea to develop an enhanced version of CNIIα. The developed relationship 

can be expressed as: 

 

    













1791.2

1327.2927.1
CNCN IIII

     

(2.10)

 

   

However, the credibility of the above equation (eq. 2.10) was not validated for other areas with 

almost identical climatic and slope conditions. The constant α denotes watershed slope in m/m.  

 

2.2.4 Diagnosis of Ia-S Relationship  

 

During the initial formulation of SCS-CN model, Ia was not taken into consideration (Plummer 

& Woodward, 2002). However, in later stages of development, the model was incorporated as a 

fixed ratio of Ia to S. Since inception, the relationship Ia = 0.2S has been the focus of discussion 

because of the larger variability (Mishra and Singh 2003a). Aron et al. (1977) suggested  ≤ 0.1 

and Golding (1979) provided  values for urban watersheds depending on CN as  = 0.075 for 

CN ≤ 70,  = 0.1 for 70 < CN ≤ 80, and  = 0.15 for 80 < CN ≤ 90. Hawkins et al. (2001) 

suggested that  = 0.05 gives a better fit to data and recommended it to be used for runoff 

calculations. 

Mishra and Singh (1999) suggested that the initial abstraction component accounts for the short-

term losses such as interception, surface storage and infiltration before runoff begins, and 

therefore, λ can take any non-negative value. Mishra and Singh (2004a) developed a criterion for 

validity of the SCS-CN method with  variation using the following relationships: 

  CI1I1

CI

a
*

a
*

a
*


       (2.11a) 

and 

 
 






QP
S         (2.11b) 

where Ia* = Ia/P; varies as 0≤Ia*≤1, and for Ia*>1, C = Q/P = 0.  
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Graphically, Eq. (2.11) can be depicted as shown in Fig. 2.1. It can be inferred from the figure 

that  can take any non-negative value (0, ∞); for a given value of Ia*,  increases with C and 

reaches ∞ as (C+Ia*) approaches 1; for a given value of C,  increases with Ia*; as Ia*0, 0. 

This is attributed to the poor performance of the existing SCS-CN method on very low runoff 

producing (or low C values) lands, such as sandy soils and forest lands. Fig. 2.1 also shows that 

the existing SCS-CN method has an extensive applicability on the watersheds having C values 

in the approximate range of (0.4 - 0.6) and the initial abstraction of the order of 10% of total 

rainfall. On the basis of Fig. 2.1, they defined the applicability bounds for the SCS-CN method 

as: ≤0.3; Ia*≤0.35 and C≥0.23.  

 

 

Figure 2.1: Variation of initial abstraction coefficient  with runoff factor C and non-

dimensional initial abstraction Ia*. (Source: Mishra and Singh, 2003) 

 

The Ia-S relationships developed by Jain et al. (2006a) and Mishra et al. (2006a) are the 

refinements over the existing Ia = 0.2S relationship. Considering the fact that P is an indirect 

function of climatic/meteorological characteristics. Jain et al. (2006b) developed a more general 

non-linear Ia-S relation as: 

 

   
 















SP

P
SIa

      (2.12) 
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where α is a constant. Eq. (2.12) reduces to Ia = 0.2S for λ = 0.2 and α = 0 and hence could be 

considered as a generalized form of Ia-S relationship. Based on the hypothesis that Ia largely 

depends on initial soil moisture M, as Mishraaet al. (2006a) developed a modified non-linear Ia-

S relationship: 

 

   
 MS

S
I

2

a



        (2.13) 

where M is the antecedent moisture amount.  

The generalized nature of Eq. 2.13 can be seen as, for M= 0 or a completely dry condition, Eq. 

(2.13) reduces to Eq. (2.4), which is the basic Ia-S relationship. Therefore, it can be concluded 

that there is a scope of exploring these relationships (or their modification) in different hydro-

climatological areas for their augmented application and versatility.   

2.2.5 Soil Moisture Accounting (SMA) Procedure 

Due to the event-based variation of CN values there is a need for realistic prediction of runoff 

from rainfall. For this purpose, a sound soil moisture accounting procedure (SMA) in 

combination with the CN procedure was introduced. In wet soil conditions, for realistic 

prediction of runoff, CN value has to be high, and vice versa. A sound SMA has to incorporate 

all soil moisture conditions (Mishra et al., 2004a; Mishra and Singh, 2004a; Michel et al., 2005; 

Kannan et al., 2008).  

The SMA concept was first introduced by Williams & LaSeur (1976) to develop a continuous 

water yield model using the existing SCS-CN method. Fundamental to the SMA concept is the 

continuous variation of ‘Curve Number’ (CN) with soil moisture resulting in many values of CN 

instead of only three, i.e., CNI, CNII, CNIII. Later, an appreciable attempt was further made by 

Hawkins (1978) to account for soil moisture on continuous basis.  

Later, Mishra and Singh (2004a) used the concept of soil moisture budgeting to develop a 

versatile SCS-CN (VSCS-CN) model on continuous basis. Its brief discussion follows (Mishra 

et al., 2004a): 

Using the C = Sr concept, where C is the runoff coefficient (=Q/(P − Ia)) and Sr = degree of 

saturation (F/S), Mishra and Singh (2002a) modified Eq. (2) for antecedent moisture M as: 
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0

0

a VS

VF

)IP(

Q







       (2.14) 

 

which upon substitution into Eq. (2.14) leads to 

 

  
 SVIP

VIPIP
Q

0a

0aa




       (2.15) 

 

Here V0 is computed as: 

 

  

5 1 1

0 5 1

( 0.2 )

0.8

P S S

P S
V






       (2.16) 

 

where P5 is the antecedent 5-d precipitation amount and SI (= S+V0) is the potential maximum 

retention corresponding to AMC I and V0 is the initial moisture. Eq. (2.15) assumes the watershed 

to be dry 5 days before the onset of the rain storm. Based on this concept, a number of improved 

SCS-CN-based models (for example, Sahu et al., 2007&2010; Geetha et al., 2008; Durbude et 

al., 2011; Jain et al., 2012; Ajmal et al., 2015; and Singh et al., 2015) have been proposed to 

address the issue of quantum jump of runoff estimation with varying degree of complexities in 

mathematical structure and parameterization.  

2.2.6 SCS-CN Method derived from Entropy Theory 

Using rainfall-runoff models (Zoch, 1934, 1936; Mockus, 1949) with Horton infiltration model, 

and first (linear) and second (non-linear) order hypotheses, Mishra and Singh (2002a) derived 

the SCS-CN method. Recently, Singh (2013) derived it using the entropy theory. The probability 

distributions of its variables, viz., CN, F, Ia, P, Q and S are developed assuming their nature to 

be random. It was observed that no information regarding probability distribution of runoff is 

required by SCS-CN method, except following the total probability law. The expression of 

entropy associated with SCS-CN method is as follows: 

 

   a

a

IP

0 a

IPlndQ
IP

1
ln

IP

1
QH

a











 



    (2.17)  

or  
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H(Q) = ln S –ln F + ln Q      (2.18)  

 

Eq. (2.17) can also be expressed in terms of CN as: 

 

  















 254

CN

25400
PlnQH

     

(2.19) 

 

Likewise, Eq. (2.18) can be cast as  

 

  QlnFln254
CN

25400
lnQH 


















    

(2.20) 

 

where H(Q) is the Shannon (1948) entropy of Q, expressed as: 

 

   dQ)Q(fln)Q(fQH
aIP

0






      

(2.21) 

 

in which f(Q) is the probability density function of Q, expressed as: [F/QS]. Eqs. (2.17-2.21) 

provide different ways to express the uncertainty or entropy linked with the SCS-CN method. 

The study reveals the gamma distribution to be the ‘best’ representative distribution of CN, P, Q, 

S, F/S and Q/(P−Ia). The infiltration acts as a filter to the uncertainty in Q, which mainly depends 

on (P-Ia). Thus, Ia and P (which depends on S or CN) should be determined with maximum 

possible accuracy. 

2.2.7 SCS-CN Based Advanced Applications 

The SCS-CN method was developed as an event-based and empirical procedure for surface 

runoff estimation, it has been widely applied in hydrology because of its simplicity, stability and 

accountability for most runoff producing catchment properties: Surface condition, land use 

treatment, Soil type, and AMC. Singh and Frevert (2002) edited a book titled “Mathematical 

Models of Small Watershed Hydrology and Applications” consisting of 22 chapters, of which at 

least 6 were about SCS-CN based models. This shows the versatility and robustness of SCS-CN 

methodology. 
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Apart from rainfall-runoff modeling of the ungauged watersheds, the SCS-CN method has 

witnessed extensive applications in hydrology, environmental engineering and watershed 

management, e.g. hydrograph simulation (Aron et al., 1977; Mishra and Singh, 2002a, 2004b), 

long-term hydrologic simulation (LTHS) (Williams & LaSeur, 1976; Hawkins, 1978; Choi et al., 

2002; Mishra et al., 2004a; Mishra and Singh, 2004a; Michel et al., 2005; Sahu et al., 2007; 

Geetha et al. (2008); Kannan et al., 2008; Durbude et al., 2011; Sahu et al., 2010; Williams et al., 

2011), urban hydrology (Pandit & Gopalakrishnan, 1996 and Singh et al., 2013), metal 

partitioning (Mishra et al., 2004b&c), soil moisture accounting (Mishra et al., 2004a; Michel et 

al., 2005; Sahu et al., 2010; Ajmal et al., 2015; Singh et al., 2015), sediment yield modeling 

(Mishra et al., 2006b; Tyagi et al., 2008; and Singh et al., 2008; and Bhunya et al., 2010), 

baseflow simulation (Coustau et al., 2012), river bank filtration and water quality (Ojha, 2012), 

evapotranspiration (Mishra et al., 2014) and irrigation requirement (Chakraborty et al., 2015).  

The versatility and popularity of the SCS-CN method has led many researchers to integrate it 

into new hydrological models too (Singh et al., 2010). Walter and Stephen (2005) advocated that 

the criticisms of SCS-CN method should be considered as an encouragement towards finding 

suitable approaches to resolve the current problems, rather than interpreting as “negative 

reflections” on its developers. Many researchers reported that the SCS-CN method 

underestimated the measured event outflows. Thus, many modifications of the original SCS-CN 

method have been presents by researches (Singh et al., 2015; walega et al. 2015, Petroselli et al., 

2013; Grimaldi et al., 2013a, Grimaldi et al., 2013b; Geetha et al., 2007; Eldo et al., 2007, Sahu 

et al., 2010, Sahu et al., 2012; Sahu et al., 2007, Yuan et. al., 2001). This may strengthen the 

progressive efforts towards the advancement of SCS-CN methodology. Some of the prominent 

works related to integration of SCS-CN with other hydrological models are discussed briefly as 

follows. 

2.3 SCS-CN BASED HYDROLOGIC SIMULATION MODELS 

 This section presents some of the crucial and ubiquitous hydrologic simulation models 

based on SCS-CN method. These models are specifically handy for effective water resources 

planning and management (Choi et al., 2002; Mishra and Singh, 2004a). 

2.3.1 SMA Based Williams and LaSeur (1976) Model 

The concept of Soil Moisture Accounting (SMA) was first developed by Williamsa& LaSeur 

(1976) while developing a SCS-CN based continuous model. Owing to the continuous variation 

of CN with respect to soil moisture, the model favored considering numerous values of CN rather 
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than only three (i.e. CNI, CNII, CNIII).  Subsequently, a parameter i.e. soil moisture index (SMI) 

depletion was used, which forced a reconciliation between the predicted and observed average 

annual runoff. The sudden jump in CN during the transition phase of AMC change were 

eliminated by the model. The model can be used over the ungauged catchments by adjusting their 

curve number proportional to the ratio of CN (AMC II) and average predicted CN for the gauged 

catchment. Nevertheless, there are certain shortcomings of the model. The absolute potential 

maximum retention Sb was taken as 20 inches, which is arbitrary. Further, the soil moisture was 

assumed to decay with the lake evaporation unreasonably.  

2.3.2 Hawkins ET-CN Model 

A continuous simulation model was developed by Hawkins (1978) by linking the CN with evapo-

transpiration (ET). The model continuously reckons the soil moisture through volumetric concept 

and hence, obviates the issues of abrupt jump in CN. However, for even zero rainfall condition, 

Q = 0.05S is computed by the model, which is not feasible and a violation of principle of mass 

conservation as well. Moreover, it assumes the methodology of SCS-CN to be rooted on (Ia+S) 

scheme, while Ia and S are separate in the existing methodology (Mishra and Singh, 2004). 

2.3.3 Versatile SCS-CN (VSCS-CN) Model 

A four-parameter versatile SCS-CN (VSCS-CN) model was developed by Mishraaand Singh 

(2004a) to eliminate the complexities and inconsistencies of the existing models. The abrupt 

jumps in CN values are eliminated by the model whereas watershed routing procedures, ET and 

continuous soil moisture budgeting are specifically considered, thus being regarded as a versatile 

model. Numerous SMA-based models were developed after this model made provisions for 

structural diagnosis of the existing SCS-CN method.  

Both the static and dynamic components of evapotranspiration (ET) and infiltration excess are 

accounted by the model in terms of absolute maximum potential retention (Sabs) and pan 

coefficient (PANC), where Sabs = (S+Sa), and PANC = S/ Sabs. The Sa represents the threshold 

soil moisture = (V0+Ia). A further exploration of these models could be carried out to comprehend 

their formulations and assess the applicability.  

2.3.4 Michel SCS-CN Model 

Michelaet al. (2005) developed a modified version of SCS-CN model to consider the soil 

moisture accounting (SMA) procedure on continuous basis. The model was hypothesized to be 

valid at any instant during a storm, rather than only at the end of storm. The SMA procedure is 
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conceptualized on the idea that a higher runoff is generated, provided a higher level of moisture 

stored in the watershed. To estimate direct surface runoff, Michel SCS-CN model obviates Ia and 

a threshold soil moisture parameter Sa, where Sa = (Ia+V0).  

2.3.5 Sahu et al. SCS-CN Model 

An advanced SMA procedure based SCS-CN model was developed by Sahuaet al. (2007) for 

continuous hydrologic simulation. The initial soil moisture (V0) was hypothesized to be 

dependent on retention capacity (S), along with antecedent 5-day precipitation (P5). This is due 

to the fact that the watershed with higher S retains higher moisture in comparison with the 

watershed with lesser S for a given P5. The sudden jump in runoff estimations are eliminated by 

the model, which is an upgradation over Michel SCS-CN model (Michel et al., 2005).   

2.3.6 Sahu-Mishra-Eldho Model 

Sahuaet al. (2010a) developed a revised version of the SCS-CN method incorporating a 

continuous function for antecedent moisture in the Mishra and Singh (2002a) model, expressed 

as: 

  
  

)SIP(

VIPIP
Q

0a

0aa




 ;    for P  Ia; Q = 0; otherwise          (2.22) 

  

where Ia = λ (S0-V0); S0 = potential maximum retention in completely dry condition and V0 is 

expressed as: 
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V   for P5> λS0   (2.23) 

       = 0     for P5≤ λS0   (2.24) 

Eqs. (2.22)-(2.24) form the SME model. The proposed SME model was a more viable alternative 

to the original SCS-CN method and the Mishraaand Singh (2002a) model for field applications. 

Walega et al. (2017) modified SME approach by introducing potential retention of soil S 

according to the original SCS-CN method. Walega and Salata (2019) modified SME-CN model 

for more accurate estimation of direct runoff employing a catchment land cover for smaller map 

scales derived from BDOT10k. 
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2.3.7 Geetha SCS-CN Model 

Geetha et al. (2008) conceptualized and developed a lumped model based on the SCS-CN method 

modified for accounting of the antecedent moisture effect for long-term hydrologic simulation. 

The developed model was found to be useful in continuous simulation of rainfall–runoff process 

and performed better than another lumped conceptual model based on variable source area (VSA) 

theory (Mishra et al., 2005c) on the data of five Indian watersheds. The modified SCS-CN-based 

lumped model considers various hydrologic components involved in runoff generation 

mechanisms and takes into account the temporal variation of curve number.  

2.3.8 SCS-CN Based ASMA Model  

Jain et al. (2012) proposed modified long-term hydrologic simulation advance soil moisture 

accounting (MLTHS ASMA) model by coupling the advanced soil moisture accounting (ASMA) 

procedure, the modified subsurface drainage flow concept, and curve number (CN)–based model 

for simulating daily flows. The proposed model uses the ASMA procedure both for surface and 

sub-surface flows.  

2.3.9 SCS-CN Based PET-IWR Models 

The proportionality concept (C = Sr concept) of the SCS-CN method was used by Mishra et al. 

(2014) in the simple water balance equation to derive a power relationship between CN and mean 

(PET) using the usually available long-term daily rainfall-runoff data. The general form of the 

CN (or S) vs PET potential evapotranspiration (or evapotranspiration ET) model can be 

expressed as: 

 

    SET         (2.25) 

 

where α and β are the coefficient and exponent, respectively. Because there exists an inverse 

relationship between S and CN [Eq. (2.7)], Eq. (2.25) suggests ET to be high for the watersheds 

of low CN and vice versa. This ET-CN rationale was based on the following relationship as 

expressed here: 
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E = ET + ES + EI       (2.26b) 
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where ET is the daily transpiration (moisture transferred from the soil to the atmosphere through 

the root-stem-leaf system of vegetation); ES is the daily soil evaporation (moisture transferred 

from the soil to the atmosphere by hydraulic diffusion through the pores of the soil); EI is the 

daily interception loss (water evaporated from the wet surface of the vegetation and wet surface 

of the soil) during rain storm; and E* is the daily potential evapotranspiration. 

2.3.10 MMSCS-CN Model 

Based on soil moisture accounting procedure (SMA) and changed parameterization with 

improved relationships for estimation of parameters, Singh et al. (2015) developed modified 

Michel SCS-CN (MMSCS-CN) model for runoff computations. Simple expressions of V0 and Sa 

an intrinsic parameter were provided to obviate the manual adjustments in V0 to accommodate 

all the three AMCs and fixation of Sa with S.  

Based on the revised SMA procedure incorporating storm duration and a physical formulation 

for estimating antecedent soil moisture (Vo), Shi et. al. (2017) proposed a modified SCS-CN 

method. 

2.3.11 Parsimonious SCS-CN Model 

Based on in-depth structural diagnosis of the SCS-CN model and implicit inconsistencies in 

model parameterization, Ajmal et al. (2015) developed a parsimonious SCS-CN model based on 

soil moisture proxies (SMP) and proposed improved relationships for V0 and Sa. The model is 

very simple in use and has only one parameter as the existing SCS-CN method. 

2.3.12 Enhanced SMA based SCS-CN Model 

Recently, Choi and Engel (2018) proposed a continuous SCS-CN model for estimation of long‐term 

discontinuous storm runoff depth with a revised SMA approach, incorporating time‐varied 

potential maximum retention, conditional initial abstraction, static infiltration, and 

evapotranspiration equations. Verma et al. (2018) incorporated the concept of initial soil moisture 

(V0) in the SCS-CN method to avoid the sudden jumps in CN and, in turn, in computed runoff. 

The developed model was found to perform better than the models of Mishraaand Singh (2002), 

Michelaet al. (2005) and Singh et al. (2015).  

2.4 SEDIMENT YIELD MODELLING  
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Sediment yield is defined as the total sediment from the catchment deposited at the outlet point 

in a specific time period (ASCE, 1970). An accurate estimation of sediment yield is essential for 

designing of erosion control structures, evaluation of reservoir sedimentation, water quality 

management, and for framing of the future water resources management policies (Merritt et al., 

2003). Prediction of sediment yield is very complicated and nonlinear in nature. It depends on a 

number of complex factors such as flow, precipitation, topography and soil characteristics of the 

river basin or watershed. This section briefly discusses about factors affecting erosion and 

sediment yield process, approaches of sediment yield modelling followed by the recent models 

based on the popular SCS-CN method and USLE model for this purpose. Finally, the section is 

summarized with remarks showing the scope of further improvements in the models developed 

for modelling erosion and sediment yield.  

2.4.1 Factors governing Sediment Yield 

The process of soil loss and sediment yield is largely affected by climatic parameters, LULC, 

catchment characteristics and soil properties. A brief review of these factors and their influence 

on sediment yield is presented below. 

Climate: The sediment yield or soil erosion have always been influenced significantly by the 

climate. It is observed that the quantity of soil detached significantly depends on the rainfall 

characteristics (viz. Intensity, duration and frequency of rain events). Generally, the rain with 

higher intensity and shorter duration creates severe erosion.  The intensity of rainfall and the 

raindrop action play a vital role in generating runoff and sediment yield at the outlet of a 

catchment. The longer duration of low intensity rainfall sometimes becomes extremely erosive 

due to saturation of soil with subsequent increase in runoff (Morgan, 1995). The soil erosion may 

be aggravated due to wind driven rainfall as wind action enhances the erosive energy of rainfall 

(Lal, 1976). The wind can also accelerate the overland flow velocity, thereby leading to increased 

detachment of soil as well as the sediment transport. The process of runoff and weathering of 

rocks are affected by the temperature, which consequently affects the sediment yield.  

Soil Properties: Various soil properties (viz. aggregation, organic matter, texture, soil structure 

and tillage) which affects infiltration and stability of soil also influences water erosion and 

sediment yield. Soil erodibility is an important property, which is a measure of resistivity of soil 

to detachment as well as transportation (Wischmeier and Smith, 1978; Pandey et al., 2019). The 

organic content, soil structure, permeability, soil texture are the main factors which influence 

erodibility. As the sandy soil has very high infiltration capacity, the water rapidly infiltrates into 
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the soil leading to reduction in the erosion potential. The particles in clay soil are closely bound 

together which reduces its erodibility.  If the silt content of the soil is high (i.e. 40 to 60%), it is 

more susceptible to erosion. Likewise, if the clay constituent of soil is 10-30 %, the soil is easily 

erodible (Evans, 1980). The resistance to erosion by fine particles is due to their cohesiveness, 

which hinders the detachment. In contrast, the resistance offered by large particles is against the 

transportation due to their size. The effect of soil texture on erosion was assessed by Moldenhauer 

and Long (1964) through rainfall simulations. For rainfall of high intensity, the relative soil 

erosion followed the order of:  soil loss from fine sand < loam < silt < silty clay loam < silty clay. 

But, the order of soil erosion for low intensity rainfall was as follows: soil loss from fine sand < 

silt < loam < silty clay < silty clay loam. With equal water loss, the erodibility followed the order 

of: soil loss from loam < silt < silty clay loam < silty clay < fine sand. The effects of organic 

matter and soil texture on soil erodibility have been modelled in several prior works (Wischmeier 

and Mannering, 1969; Wischmeier et al., 1971; Alberts et al., 1980). Flaxman (1972) developed 

an equation for annual sediment yield taking the soil particle size into account (i.e. the portion of 

soil > 1 mm in diameter).  

Watershed Characteristics: The sediment yield and runoff are highly affected by the watershed 

characteristics viz., drainage density, slope, area and shape (Jansen and Painter, 1974; Garde and 

Kothyari, 1987; Himanshu et al., 2019). The potential of losing the soil will be higher on steep 

slopes than the gradual slope, as the amount of sediment carried will be higher in water moving 

with higher velocity than the water moving with lower velocity (Morgan, 1979). Zingg (1940) 

derived an equation for soil erosion as an exponential function of slope steepness. The area of 

the catchment also plays a vital role in sediment yield at the outlet. Typically, a catchment with 

higher areal extent generates higher sediment yield. However, the sediment delivery ratio, which 

is defined as the portion of eroded soil in the catchment reaching the outlet, decreases with 

increase in area of catchment (Schumm, 1954; Roehl, 1962; Wilson, 1973; David & Beer 

1975a&b, Taylor, 1983).  

Land Use/ Land Cover: The type of LULC has direct effects on runoff. Presence of vegetation 

cover leads to interceptions from rainfall, which weakens the erosive force of the raindrops and 

consequently, hinders soil erosion. Further, it assists in quick deposition of eroded soil over the 

catchment, thereby reducing the sediment yield at the outlet. Chow (1959) conceptualized the 

effects of the vegetation cover over the overland flow in terms of the roughness. Wischmeier 

(1975) studied the role of vegetation roots on soil loss and found that the roots bind the soil mass 

to enhance the erosion resistance. The widely used empirical equation for soil loss estimation, 

i.e. USLE, also addresses this issue by considering Cover Management Practice Factor. Meyer 
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et al. (1975a) studied the effects of residue on rate of soil erosion, which have been analyzed 

further by several researchers (Meyer et al., 1975a & 1981; Laflen and Colvin, 1981; Foster, 

1982; Hussein and Laflen, 1982; Cogo et al., 1984; Dickey et al., 1985; Norton et al., 1985; 

Gilley et al., 1986; Brown & Foster, 1987; Franti et al., 1996).  

2.5 SCS-CN BASED EROSION AND SEDIMENT YIELD MODELS 

This section briefly discusses some of the recently developed models based on SCS-CN method 

for erosion, sedimentation and metal partitioning in hydrological and environmental engineering. 

As discussed previously, most of the computer based sedimentation simulation models such as 

AGNPS (Young et al., 1989), CREAMS (Knisel, 1980), SWRRB (Arnold et al., 1990), SWAT 

(Neitsch et al., 2002), EPIC (Sharpley& Williams, 1990) and GWLF (Haith and Shoemaker, 

1987) use the SCS-CN method as a component model for runoff estimation. However, as a model 

itself, the SCS-CN method has not witnessed many applications in the field of soil erosion, 

sedimentation and water quality, despite some noteworthy works of Mishra et al. (2006b), Tyagi 

et al. (2008), Singh et al. (2008), and Bhunya et al. (2010). Garen and Moore (2005) explored 

the applicability of SCS-CN methodology in Water Quality Modeling and named it as “Curve 

Number Hydrology”, which signifies the versatility of the model itself. Therefore, the SCS-CN 

method has enormous potential and it is one of the “hydrological modeling technique” available 

to the scientific community with its broad applicability. 

2.5.1 USLE Coupled SCS-CN Based Sediment Yield Model 

The popular and widely used models, i.e., SCS-CN method and USLE were coupled by Mishra 

et al. (2006b) for modeling rain-storm generated sediment yield from a watershed. The coupling 

is based on three hypotheses: (i) the runoff coefficient (C) is equal to the degree of saturation 

(Sr); (ii) the potential maximum retention (S) can be expressed in terms of the USLE parameters, 

and (iii) the sediment delivery ratio (DR) is equal to the runoff coefficient (C). Table 2.2 shows 

the summary of the developed models for different conditions. The developed models have ample 

potential for application to the un-gauged watersheds.  

Table 2.2.: Formulation of Rainfall-Sediment Yield and Rainfall-Runoff Models (Mishra 

and Singh, 2003) 

Model Rainfall-sediment yield models Model Rainfall-runoff models 
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It can be observed from Table 2.2 that these models are based on the existing SCS-CN method 

and hence there is ample scope for their further refinements based on improved S-CN mapping 

and revised proportional equality (based on first order linear hypothesis and Horton method) and 

test the applicability of these models on the rainfall-runoff and sediment yield data of the 

experimental plots for which the USLE model was originally developed in USA.   

Changyeol et al. (2016) tested the applicability of these models for Korean watersheds and 

compared their performance with the MUSLE model. They found that USLE coupled SCS-CN 

model performs much better than MUSLE model. Srivastava and Imtiyaz (2016) tested the SCS-

CN coupled USLE model for estimating runoff and sediment yield for eleven watersheds of 

Damodar Valley Corporation (DVC), Jharkhand. This shows that the sediment yield models 

based on the coupling of SCS-CN method with USLE have large potential for erosion and 

sediment yield estimation.    

2.5.2 SCS-CN based Conceptual Sediment Graph Model  

The popular and extensively used Nash (1957) model based instantaneous unit sediment graph 

(IUSG), SCS-CN method, and Power law (Novotny and Olem, 1994) were coupled by Singh et 

al. (2008) to develop conceptual sediment graph models to get time-distributed sediment yield 

on storm basis. These models account for various components aggravating soil disintegration and 
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sediment yield. The sediment graph models (SGMs) for four different cases, depending on the 

number of model parameters, and these are designated as SGM1 through SGM4, respectively as 

shown in Table 2.3. For SGM1, both the initial soil moisture V0 and initial abstraction Ia are 

assumed to be zero, i.e. V0 = 0 and Ia = 0. For SGM2, V0 = 0, but Ia ≠ 0. For SGM3, V0 ≠ 0 and Ia 

= 0. Finally, for SGM4, V0 ≠ 0 and Ia ≠ 0. 

Table 2.3: Formulation of Conceptual Sediment Graph Models (Singh et al., 2008). 
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The models could be valuable in the calculation of time disseminated sediment yield and the total 

silt yield and can be effectively implemented for un-gauged conditions also. The models can be 

exceptionally valuable for figuring dynamic contamination loads in water quality modelling if it 

is needed to determine the peak rather than the mean sediment flow for the toxic pollutants 

transported with the sediment. 

2.5.3 SCS-CN Based SLR Time Distributed Sediment Yield Model 

A single linear reservoir (SLR) time-distributed sediment yield model was developed by Tyagi 

et al. (2008) utilizing the SCS-CN-based infiltration model for computation of rainfall-excess 

rate, and the SCS-CN-inspired proportionality concept for computation of sediment-excess. 

Finally, for computation of time-distributed sediment, the sediment-excess is routed to the 

watershed outlet using a single linear reservoir technique. Mathematically, the model is 

expressed (eq. 2.27) as: 
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where As is the actual potential maximum erosion of the watershed, dependent on the soil 

properties and storage capacity (S); PΔt is the rainfall amount during time interval Δt; i is the 

rainfall intensity, and fc is the final infiltration rate. 

2.5.4 RUSLE Coupled SCS-CN Based Sediment Yield Model 

Recently, Gao et al. (2012) incorporated antecedent moisture condition (AMC) in SCS-CN based 

runoff production and considered the direct effect of runoff on event soil loss by adopting a 

rainfall-runoff erosivity factor in the RUSLE model. The modified SCS-CN and RUSLE models 

were coupled to link rainfall-runoff-sediment yield modelling. The effects of AMC, slope 

gradient and initial abstraction ratio on curve number of SCS-CN, as well as those of vegetation 

cover on cover-management factor of RUSLE, were also considered in this study. It was found 

that the original SCS-CN model significantly underestimated the event runoff, especially for the 

rainfall events that have large 5-day antecedent precipitation whereas the modified SCS-CN 

model was accurate in predicting event runoff with Nash-Sutcliffe model efficiency (EF) over 

0.85. The original RUSLE model overestimated low values of measured soil loss and under-

predicted the high values with EF values only about 0.30. In contrast, the prediction accuracy of 

the modified RUSLE model improved with EF values being over 0.70. The results indicated that 

the AMC should be explicitly incorporated in runoff production and direct consideration of 

runoff should be included when predicting event soil loss. They found that the coupling the 

modified SCS-CN and RUSLE models has great practical importance for runoff and soil loss 

simulation. The RUSLE coupled SCS-CN based sediment yield model is found to perform very 

well.  

2.6 ENVIRONMENTAL FLOW REQUIREMENT 

The rivers around the globe went through changes due to engineering development, change in 

land use, construction of flood control, diversion and irrigation structures, and pollution causing 

from heavy metals. The rivers in different continents are at different stages of adjustment due to 

increasing industrialization and urbanization, subsequently raises the attention towards the river 

rehabilitation. Rehabilitation of rivers along with repairing of water quality and ecological losses 

are the issues of international concern, for the sustainability of ecosystem (Langhans et al., 2013; 

Pan et al., 2016; Paillex et al., 2017).  Anthropogenic activities like regulation of river flow and 

removal of vegetation from riparian zone are the major factors contributing to geomorphic 

alteration and river degradation (Galay, 1983; Nilsson and Berggren, 2000). During last three 

decades, river management becomes a multi-disciplinary initiative to address the diversity of 
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river values and needs of the ecosystem (Piegay et al., 2008; Wohl et al., 2008; Fryirs et al., 

2013). It is not only expensive and tough to stop the deterioration in riparian zone once it started, 

but even mild degradation can cause remarkable damage to freshwater ecosystems (Chessman et 

al., 2006). 

The health of river ecosystem is very important for human being as it provides the vital source 

of water for humans (Meng et al., 2009). Cheng et al. (2018) assess the health of river ecosystem 

in Haihe River Basin by sampling 148 river sites during pre- and post-monsoon seasons. Their 

study revealed that the change in land use and socio-economic development are major factors 

responsible for river deterioration. In the recent past, the over exploitation of water resources 

coupled with increasing industrialization and urbanization caused a serious ecological imbalance 

around the globe (Vorosmarty, 1997; Meador et al., 2003; Paukert et al., 2011; Stamou et al., 

2018). The over-exploitation such as abstraction of water from river is one of the major reasons 

which changes the flow regime and may impend river ecosystem (Pearce, 2012) to “artificial 

desiccation” (Skoulikidis et al., 2011) and extinction of fish (Vorosmarty et al., 2010; Stamou et 

al., 2018). In literature, the major impacts of alteration of flow regime on the amount of habitat 

for various species such as micro-organisms, fish and aquatic plants (Bunn and Arthington, 2002; 

Arthington, 2012; Stamou et al., 2018). It is well known that to uphold a minimum flow in rivers 

is very important for sustainability of biodiversity and ecosystem integrity (Tharme, 2003; 

Arthington et al., 2006; Poff et al., 2010).  

The concept of environmental flow (EF) was evolved to determine the minimum amount of water 

required for the sustenance of ecological species (Poff and Mathews, 2013; Operacz et al., 2018). 

In literature, environmental flow has been defined in different ways by various researchers 

(Kostrzewa, 1977; Tharme, 2003; O'Keeffe, 2009; Poff and Mathews, 2013; Młynski et al., 2015; 

Vietzet al., 2017). “Environmental flows describe the quantity, quality and timing of water flows 

required to sustain freshwater and estuarine ecosystems and the human livelihoods and well-

being that depend on these ecosystems” (Brisbane Declaration, 2007). Environmental flow can 

also be defined as the part of natural flow that should be maintained in stream or river for the 

sustainability of aquatic ecosystem and species depends on these ecosystems (Tharme, 2003; 

Operacz et al., 2018). The main objective of environmental flow is to provide suitable physical 

conditions for smooth functioning of natural ecosystems within flow regulation limits (Vietzet 

al., 2017). Generally, environmental flow describes the flow regime necessary to sustain 

estuarine and freshwater ecosystems, and livelihoods of species that depends on them (Hirji et 
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al., 2009; Saintilan et al., 2010; Gippel et al., 2012; Webb et al., 2012; Banks and Docker, 2013; 

Overton et al., 2014; Warner et al., 2014; Padikkal et al., 2019). 

2.7 ASSESSMENT OF ENVIRONMENTAL FLOW 

The development of methodologies for the assessment of environmental flow started quite early. 

Initially, the method to estimate the minimum flow appeared in USA in 1940. The methodologies 

for the assessment of environmental flow have been classified differently by the researchers 

(Stalnaker, 1990; Dunbar et al., 1998; Dyson et al., 2003; Tharme and Smakhtin, 2003: King et 

al., 2009). Stalnaker (1990) grouped the methods into two categories namely Standard setting 

and Incremental. Further, the Incremental methodologies was replaced by Empirical methods 

(Dunbar et al., 1998). Empirical methods are based on biological and physical data collected in 

the field which are used to determine a schedule of flow requirement. Dyson et al. (2003) made 

a distinction among Methods, Appoaches and Frameworks. Methods particularly describe the 

specific assessments of environmental needs; the ways to derive the assessments are called as 

Approach; and Frameworks provides wider strategy for the assessment of environmental flow 

for management of natural ecosystem by using specific methods or applying a particular 

approach. King and Brown (2003) described the differences between the methods based on 

Prescriptive and Interactive approaches. The prescriptive methodology provides a single flow 

regime to maintain a river condition and is suitable where objectives are clear and conflicts are a 

minimum. The interactive methodology provides a range of flow regime linked to different river 

conditions and suitable where the users are many. The recent global review on methods of 

environmental flow assessments reveals that more than 240 methods are used widely for the 

estimation of environmental flow (Amrit et al., 2017).  

Tharme (2003) and Tharme and Smakhtin (2003) classified the methods for environmental flow 

assessment in four groups. These are hydrological, hydraulic rating, habitat simulation and 

holistic methods. This classification is widely used for the assessment of environmental flow.  

2.7.1 Hydrological Methods 

In this method the streamflow (observed or simulated) data (usually 30 years or more) are used 

to estimate the various statistics of flow. The data may be arranged daily, weekly, 10-daily or 

monthly. Since the method is based on past data, it is also called as Historical flow method. 

Hydrologic models are commonly used to reproduce streamflow records and to simulate natural 

flow conditions before any anticipated changes in stream regime as a result of human activities 

like LULC changes or urbanization. The method involves an expert assessment, based on the 
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existing information of hydrology, characteristics of river and some fish species of primary 

interest, and of the level of flow that would maintain the stream/river ecosystem at an acceptable 

or desired level. The popular hydrological methods used for the assessments environmental flow 

are given in Table 2.4. 

2.7.2 Hydraulic rating methods 

The hydraulic rating methods are based on the assumption that discharge and some of the 

hydraulic measures of stream are related along the single river cross section as replacement for 

habitat factors (Tharme 2003). The influence of stream hydraulics on the distribution of benthic 

fauna across the river course had already been highlighted by several studies (Gore 1978; 

Statzner 1981; Statzner and Higler 1986). Hydraulic methods relate various hydraulic variables 

such as maximum depth, wetted perimeter, velocity, longitudinal connectivity, etc., based on 

surveyed cross sections, to discharge rates (Jowett 1989). Tharme (1996) reviewed the widely 

used hydraulic rating methods and associated models for hydraulic simulation used to estimate 

the environmental flow. These methods are simple, inexpensive and relate streamflow and 

ecology, considering the physical habitat conditions. The popular hydraulic rating methods used 

for the assessment of environmental flow are given in Table 2.4. 

2.7.3 Habitat simulation methods 

These methods are also known as Habitat Rating Methods, Habitat Modelling Methods or 

Microhabitat Methods. Generally, Habitat simulation methods are considered to be the extension 

of hydraulic methods. The various models in this category comprise of two components (a) 

hydraulic simulation, and (b) habitat simulation. The output of hydraulic simulation is used as an 

input for the habitat simulation programs to relate the simulated physical conditions (depth and 

velocity) to the conditions essential for a particular species at several stages of its life called 

Habitat Suitability Criteria (HSC).  

So far about 60 different habitat modeling methods (or approaches) have been developed. Most 

of them originate from various States in USA and have only occasionally been used in other 

countries. However, some of them have contributed to the evolution of more complex modeling 

approaches such as the In-Stream Flow Incremental Methodology (IFIM) that are now widely 

used. Some of the popular Habitat Simulation methods used for the assessment of environmental 

flow are given in Table 2.4. 

2.7.4 Holistic Methods 
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The word holistic refers to methodologies which considers whole aquatic ecosystem. The need 

for a holistic method was felt first in the beginning of 1990s almost at the same time in Australia 

and South Africa. During an International Workshop on Water Allocation for the Environment, 

the holistic approach was conceptualized (Brisbane, 1991) and described jointly by the scientists 

from the two countries (Arthington et al. 1992). Building Block Method (BBM) was the first 

models developed under this category while in early 1980’s another holistic method developed 

was Instream Flow Incremental Method (IFIM). The data requirement of holistic models is very 

high. Some of the popular Holistic methods used for assessment of environmental flow are given 

in Table 2.4. 

Table 2.4 Popular methods based on Tharme (2003) classification 

Category Methods 

Hydrological Tennant method, The BC-Instream Flow Threshold, Alberta Desktop Method, Flow 

Duration Curve Methods, Shifting FDC Technique, Indicators of Hydrologic 

Alteration (IHA) and Range of Variability Approach, Sustanability Boundary 

Approach (SBA) and Presumptive Standards. 

Hydraulic 

Rating 

Wetted Perimeter Method, Toe-Width Method, Riffle Analysis, Adapted Ecological 

Hydraulic Radius Approach (AEHRA), Flow Event Method, Lotic Invertebrate for 

Flow Evaluation (LIFE). 

Habitat 

Simulation 

Habitat Quality Index, In-Stream Flow Incremental Methodology (IFIM), 

PHABSIM, MesoHABSIM, RHYHABSIM, Riverine Habitat Simulation 

(RHABSIM), System for Environmental Flow Analysis (SEFA), CASiMiR 

(Computer Assisted Simulation Model for Instream Flow Requirement). 

Holistic Building Block Methodology (BBM), Desktop Reserve Model (DRM), Downstream 

Response to Imposed Flow Transformation (DRIFT), Benchmarking Method, 

Specialist’s Team-based Methods, Flow Restoration Methodology, ELOHA 

(Ecological Limits of Hydrologic Alteration), Savannah Process.  

  

Yin and Yang (2011) developed a coupled water diversion and reservoir operation model to 

maintain a balance between social and environmental flow needs. The model proposed was 

helpful in analyzing the tradeoffs between human and environmental water requirements, 

subsequently minimize the risk of water scarcities and reduces the disturbances in ecological 

integrity.  Zhao and Chen (2011) used a hydrological model for evaluation of EF and changes in 

land use in Wolonghu wetland, China. The analysis indicated that environmental flows have both 
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direct and indirect effects on wetland ecosystem and should be linked to sustainable management 

of wetland. Yin and Yang (2012) studied about the correlation between environmental flow and 

ability of rivers to supply water. The capacity to ensure planned water supply is important factor 

for determining reasonable environmental flow in the regions having water scarcity. The study 

proposed a method to estimate the reasonable environmental flow. The applicability of the 

proposed approach was demonstrated on Tanghe River China. The approach proposed was found 

to be very useful for directing water supply and reservoir operations. Kiwango et al. (2015) 

carried out a case study on Wami River estuary and investigated the need of maintaining a 

minimum environmental flow to preserve estuaries in Tanzania. The study revealed that, the 

increase in sedimentation and reduction in freshwater flow caused by decrease in rainfall will 

affect the estuary. The assessment of environmental flow for Wami River has been done and the 

minimum flows which was to be maintained were recommended. 

Glenn et al. (2017) studied the effectiveness of environmental flow in four rivers (Tarim in China; 

Colorado in Mexico; Bill Williams in U.S.; Murrumbidgee in Australia) for the restoration of 

riparian zones. The successful restoration of Euphrates poplar forest on river Tarim and 

germination of new chorts of willows on river Bill Williams have been achieved after 

maintaining the environmental flow for the period of 15 to 20 years. Gonza´ lez-Villela et al. 

(2018) investigated the effects of changing climate on environmental flow in river Conchos, 

Mexico. The availability of water in the river was analyzed based on the frequency and magnitude 

of rainfall. Rainfall is related to environmental flow in assessing how much of the flow in the 

river has been altered due to effects of climate change or anthropogenic activities. The change in 

water availability was estimated for the periods of 1961-1983 and 1984-2008. The significant 

increase in rainfall during monsoon, with substantial reduction in minimum rainfall and in 

number of rainfall events have been observed. 

Volchek et al. (2019) carried out a comparative study of five methods for the assessment of 

environmental flow in River Yaselda, Belarus. The study reveals that, the exceedance probability 

transfer method is quite useful and efficient. The analysis proposed that, yearly adjustment in 

rates of environmental flow can be done by considering the discharges in preceding year.  Mishra 

et al. (2019) correlated the percentage of average annual flow (%AAF) of Tennat method with 

Standardized Precipitation Index (SPI) using the data of five catchments of Godavari basin. The 

proposed approach can be used for the assessment of environmental flow condition of the study 

catchments during the low flow season (October-June) using rainfall data only. 
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Amrit et al. (2019) proposed an approach for the estimation of environmental flow condition of 

a watershed during high flow season (July-September) based on easily available rainfall data. 

The applicability of the proposed approach was demonstrated on the 16 watersheds from four 

river basins (i.e. Mahanadi, Godavari, Brahmani-Baitarini and Tapi) of India. The method 

suggested is very useful for the watershed having no or sparse availability of flow data. 

2.8 RESEARCH GAPS 

Rainfall-runoff modelling 

In this section, a pertinent review of the SCS-CN methodology dealing with its origin, structural 

and theoretical foundation, nature, advantages and limitations, issues pertaining to CN 

estimation, CN vs AMC description, Ia and S relationship, CN vs P description leading to 

description of watershed behavior, slope consideration in SCS-CN methodology, and SMA 

procedure in SCS-CN methodology, and advanced applications of methodology for runoff 

estimation have been presented and discussed for their merits and demerits. However, there are 

still some structural inconsistencies associated with the existing SCS-CN method such as the 

genesis of S-CN relationship and CN-P description leading to abnormalities or complications in 

description of watershed behavior. Therefore, it is necessary to improve the CN-P relationship 

such that the CN variation is consistent with that of C with P. These issues need due consideration 

for further rectification based on the sound hydrological perceptions. 

Sediment Yield modelling 

The sediment yield directly relies on the direct surface runoff, LULC and soil moisture. In this 

regard, a silt yield model either estimates the runoff in a lumped manner to calculate total 

sediment yield from a storm event or, mostly, generates the temporal rainfall-excess rate (or 

runoff rate) using an appropriate infiltration model to simulate temporally varying sediment rate 

at the catchment outlet. The SCS-CN method developed originally for rainfall-raunoff modelling 

has not witnessed many applications in the field of soil erosion and sedimentation. A critical 

diagnosis of the review of literature on SCS-CN based sediment yield shows that the coupling of 

the USLE and RUSLE model with the SCS-CN method has significant practical utility. 

Therefore, it is quite obvious that the structural inconsistencies in the existing SCS-CN models 

may propagate through the sediment yield models based on it, thereby leading to inaccurate 

results of sediment yield estimation. Though it is of vital concern in hydrological applications, 

no previous study is found to have addressed this issue meticulously. Hence, efforts should be 
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made towards the rectification of these structural anomalies associated with SCS-CN method for 

accurate estimation of runoff and sediment yield.  

 

Environmental Flow  

The assessment of Environmental flow is very important for the survival of the healthy 

ecosystem. The review of literature diagnoses the methods developed for the assessment of 

environmental flow condition of the catchment. It is quite difficult to estimate the environmental 

flow condition using hydrological methods in ungauged catchments. Therefore, it is essential to 

develop a methodology which can be used for the assessment of EF condition of a catchment 

using other more easily available data, such as rainfall. Very few studies have been carried out 

recently to link the EF condition with the easily available rainfall data only. However, the 

intermediate processes undergoing between precipitation and streamflow play a major role in the 

hydrological cycle. These processes are significantly dependent on the surface characteristics of 

the catchment. Therefore, it is crucial to develop a method to establish a relationship between EF 

and the catchment surface characteristics, which can be instrumental for the ungauged 

catchments. No previous study has linked the eco-hydrological conditions (characterized by EF) 

with hydro-meteorological conditions of a catchment.  
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CHAPTER 3 

STUDY AREA AND DATA COLLECTION 

 

This chapter discusses the study area and data used to address various objectives of this research 

study. The present research work aims at an improved S-CN relationship to address the 

abnormality in watersheds behavior (i.e., complacent, standard, and violent). The accuracy of 

models is largely determined by the availability and quality of the hydrologic and sediment yield 

data used for calibration.  

3.1 DESCRIPTION OF WATERSHEDS AND DATA COLLECTION  

The S-CN mapping relationship has been improved and subsequently this improved relation used 

to propose a simplified CN-P relationship for describing the watershed behavior as complacent, 

standard, and violent. The study area and data used for this work are described here. 

3.1.1 West Donaldson Creek Watershed 

West Donaldson Creek watershed is situated in the Malheur National Forest, Oregon, draining 

an area of 3.9 km2. This analysis uses the rainfall-runoff data from the study of Hawkins (1993). 

From literature, these data were collected by United State Department of Agriculture (USDA) 

from the Malheur National Forest watershed, Oregon during 1979 to 1984. In total 44 storm 

events were collected and the range of rainfall occurred in that area was between 58.42 to 1.06 

mm/day. Background of data collection from the watersheds is given in Higgins et al. (1989).   

3.1.2 Coweeta watershed  

The Coweeta watershed is located about 80 miles southwest of Asheville, North Carolina, in the 

Nantahala Mountains. The data were collected by the Coweeta Hydrologic Laboratory under 

United State Department of Agriculture- United State Forest Services (USDA-USFS), it is in the 

Nantahala Mountain Range of western North Carolina, USA within the Blue Ridge 

Physiographic Province, near the southern end of the Appalachian Mountain chain (latitude 

35◦03’ N, longitude 83◦25’W). The watershed (drainage area = 12.1 ha) having climate humid 

temperate to humid sub-tropical. The average annual rainfall of the catchment is 1700 mm and 

its occurrence is distributed uniformly over the year. The 793 storms data were reported in 

literature during the period of 1945 to 1976. This data set was also used by Hawkins (1993). 
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3.1.3 Berea watershed 

The Berea watershed in Kentucky, which is 116.1 ha (287 acres) in size, is located in hardwood 

forest. The data set includes 84 rainfall events greater than 23 mm (0.91 in.) during the period of 

1966 to 1975. The data used in present study were taken from Hawkins (1993). 

The applicability of suggested approach was tested using field data and data available in 

literature. The proposed models were tested on the data of (a) Strange Table, (b) 35 US based 

watersheds, (c) Tehri watershed India, and (d) experimental plot of Department of Water 

Resources Development and Management, Indian Institute of Technology Roorkee. The data of 

last watershed was observed under a research and development project sponsored by the Ministry 

of Water Resources, River Development and Ganga Rejuvenation. 

3.1.4 Strange tabular data 

The data of Strange Table has been taken directly from the text of Engineering Hydrology 

(Subramanya, 2013). The rainfall-runoff data of bordered areas of Maharashtra and Karnataka 

were used by Strange (1982). Strange classified three types of watershed according to magnitudes 

of runoff yield generated. The details of data are given in Table 3.1 and this table is also available 

in appendix table A6. 

Table 3.1. Strange data of total monsoon rainfall and estimated percent runoff coefficients. 

Total 

monsoon 

rainfall 

(in) 

Total 

monsoon 

rainfall 

(mm) 

Percent runoff coefficient Total 

monsoon 

rainfall 

(in) 

Total 

monsoon 

rainfall 

(mm) 

Percent runoff coefficient 

Good 

catchment 

Average 

catchment 

Bad 

catchment 

Good 

catchment 

Average 

catchment 

Bad 

catchment 

1.0 25.4 0.1 0.1 0.1 31.0 787.4 27.4 20.5 13.7 

2.0 50.8 0.2 0.2 0.1 32.0 812.8 28.5 21.3 14.2 

3.0 76.2 0.4 0.3 0.2 33.0 838.2 29.6 22.2 14.8 

4.0 101.6 0.7 0.5 0.3 34.0 863.6 30.8 23.1 15.4 

5.0 127.0 1.0 0.7 0.5 35.0 889.0 31.9 23.9 15.9 

6.0 152.4 1.5 1.1 0.7 36.0 914.4 33.0 24.7 16.5 

7.0 177.8 2.1 1.5 1.0 37.0 939.8 34.1 25.5 17.0 

8.0 203.2 2.8 2.1 1.4 38.0 965.2 35.3 26.4 17.6 

9.0 228.6 3.5 2.6 1.7 39.0 990.6 36.4 27.3 18.2 

10.0 254.0 4.3 3.2 2.1 40.0 1016.0 37.5 28.1 18.7 

11.0 279.4 5.2 3.9 2.6 41.0 1041.4 38.6 28.9 19.3 

12.0 304.8 6.2 4.6 3.1 42.0 1066.8 39.8 29.8 19.9 

13.0 330.2 7.2 5.4 3.6 43.0 1092.2 40.9 30.6 20.4 
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14.0 355.6 8.3 6.2 4.1 44.0 1117.6 42.0 31.5 21.0 

15.0 381.0 9.4 7.0 4.7 45.0 1143.0 43.1 32.3 21.5 

16.0 406.4 10.5 7.8 5.2 46.0 1168.4 44.3 33.2 22.1 

17.0 431.8 11.6 8.7 5.8 47.0 1193.8 45.4 34.0 22.7 

18.0 457.2 12.8 9.6 6.4 48.0 1219.2 46.5 34.8 23.2 

19.0 482.6 13.9 10.4 6.9 49.0 1244.6 47.6 35.7 23.8 

20.0 508.0 15.0 11.3 7.5 50.0 1270.0 48.8 36.6 24.4 

21.0 533.4 16.1 12.0 8.0 51.0 1295.4 49.9 37.4 24.9 

22.0 558.8 17.3 12.9 8.6 52.0 1320.8 51.0 38.2 25.5 

23.0 584.2 18.4 13.8 9.2 53.0 1346.2 52.1 39.0 26.0 

24.0 609.6 19.5 14.6 9.7 54.0 1371.6 53.3 39.9 26.6 

25.0 635.0 20.6 15.4 10.3 55.0 1397.0 54.4 40.8 27.2 

26.0 660.4 21.8 16.3 10.9 56.0 1422.4 55.5 41.6 27.7 

27.0 685.8 22.9 17.1 11.4 57.0 1447.8 56.6 42.4 28.3 

28.0 711.2 24.0 18.0 12.0 58.0 1473.2 57.8 43.3 28.9 

29.0 736.6 25.1 18.8 12.5 59.0 1498.6 58.9 44.4 29.4 

30.0 762.0 26.3 19.7 13.1 60.0 1524.0 60.0 45.0 30.0 

 

3.1.5 Tehri Watershed 

Tehri watershed (area = 7295 sq. km) is located in Tehri-Garhwal district of Uttarakhand State 

in India. It lies between 77o 22’28” and 79o 24’ 57”E longitude and between 30o 17‟ 19” and 31o 

18‟ 52”N latitude (Fig. 3.1). The Tehri Dam Project is located in Bhagirathi River a major 

tributary of River Ganga, about 80 km upstream from Rishikesh in Garhwal District of the newly 

formed northern State of Uttarakhand. River Bhagirathi originates from Gangotri glacier at an 

altitude of 7,010 meters and traverses about 200 kilometers to its confluence with Bhilganga, 

where Asia’s second tallest Tehri Dam is walled up. 

The main Tehri Dam is engineered with earth and rock material in a unique height of 261 m, 

making it the 8th highest in the world. In Tehri Dam, the earthen core is centrally located with 

flatter sloping sections and is separated from the rock material with well graded filters on both 

sides. Rainfall varies from 1500-2000 mm and variation of temperature is 0-36°C. topography is 

of mixed type. Ten daily rainfall-runoff-sediment yield data were available for the period 2003-

11. These data were used for rainfall-runoff analysis. The location map of Tehri watershed is 

presented in Fig. 3.1. 



40 
 

 

Figure 3.1: Location map of Tehri watershed  

3.2 EXPERIMENTAL PLOTS/WATERSHEDS 

The experimental farm is located at 29° 50’ 09” N and 77° 55’ 21” E at Toda Kalyanpur, Roorkee, 

district Haridwar of Uttarakhand State (India) (Fig. 3.2). The elevation of study site is about 262 

m. The climate is sub–tropical humid type with three pronounced seasons, summer, monsoon 

and winter. Extreme variation in summer and winter temperatures can be seen in the study area. 

The period of summer season is late March to mid–June where the variation in maximum and 

minimum monthly temperatures is 45 °C and 20 °C, respectively. Similarly, the winter season 

starts from late November to February last where maximum and minimum monthly temperatures 

are 18°C and 10°C, respectively. The monsoon season starts from mid–June and continues till 

first week of September, during which about 75% of average annual rainfall (about 1100 mm) is 
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received. The average humidity varies from 30 - 100% and potential evapotranspiration is of the 

order of 1300 mm.  

For data collection, the plots of size 12 m length and 3 m width having three land uses: Maize, 

finger millet and Fallow land and three slopes (8%, 12% and 16%) were developed. Three plots 

of each bed slope has been made for different land use condition. The crops maize and finger 

millet shown in two plots while the third is kept as fallow land for each type of the bed slope to 

estimate the runoff and sediment yield. Further in this study the soil sieve analysis has been done 

along with the estimation of infiltration capacity, bulk density, particle density and porosity of 

the soil were tested in departmental laboratory. The experimental work was carried out during 

2016-2017. The observed rainfall, runoff, soil moisture, sieve analysis and double ring 

infiltrometer test data are given in appendix. 

 

Figure 3.2. Location map of experimental area. 
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3.2.1 Experimentations with Artificial Rainfall 

After the monsoon season, similar experiments were conducted using artificial rainfall to each 

plot (Fig. 3.3). Four type of nozzle were used for generation of rainfall.  Nine nozzle slots were 

made in a 12 meter galvanized Iron pipe and distance between slots is 1.25 meter. This pipe heled 

5 meter above the ground surface with help of three 7 meter rectangular cast iron pipes (pipe size 

2.5 inch). A pulley system made in one end of pipe for up and down of nozzle pipe line. Nine 7 

meter rectangular pipe were made to increase the frequency of experiments. Middle of each plots 

place three rectangular pipe were placed and hang nozzle pipe and start the experiment.  

Experimental setup and running experiment are shown in figure 3.4. Each experiment was 

performed in every plot for 20 min duration and runoff measured in collection chamber. Rainfall 

was measured in fallow land of each slop each experimental day with help of non-recording rain 

gauge and plastic jug. During each artificial rainfall experiment, the runoff collected in the tank 

was measured with the help of scale at the interval of each minute and final total runoff was also 

noted after experiment stop. For the measurement of suspended solid, the runoff sample was 

collected in one liter mineral water bottle and it was brought to department laboratory for oven 

drying and the sediment content was found out in the same procedure as conducted for natural 

rainfall-runoff event. The suspended solid was also found out with the help of suspended solid 

analyzer for each event time to time for the verification purpose. The analysis results for different 

land use and slope type of plots are given in Table 3.2. 
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Figure. 3.3: Experimental setup and running experiment 

3.3 DATA USED FOR ENVIRONMENTAL FLOW MODELLING 

By exploring relationship between CN, frequently used for runoff estimation, and Tennant 

concept, popularly used in environmental flow (EF) assessment, this study attempts to predict 

EF condition of a catchment using runoff curve number. Its application has been demonstrated 

using the data of 17 different catchments from the five river basins (Mahanadi basin, Mahi Basin, 

Godavari basin, Brahmni-Baitarni and Narmada basin) in India during low seasons. The 

description and drainage network of various study catchment are given below. 

3.3.1 Study Catchments of Mahanadi Basin 

Ghatora Catchment:  

Arpa river, tributary of Mahanadi River, rises in the Plateau of Pendra-Lormi located in Khodri 

ranges near Bilaspur in Chhattisgarh, India. Traversing a length of 147 km, it flows through 

Balod Bazar and merges to the Seonath River near the place Thakur Deva. Its catchment (area = 

3035 km2) at Ghatora (elevation = 246 m.) lies between 220 2’ & 220 46’ latitudes north and 810 

36’ & 820 26’ east longitudes. The region receives average annual rainfall of 1320 mm and having 

sub-tropical and sub-humid climatic condition. The drainage network of the watershed is 

presented in Figure 3.4. 
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Rampur Catchment:  

Jonk river, tributary of Mahanadi River, originates in Sundabeda plateau and enters Maraguda 

valley located in Naupada district in Odisha, India. The river flows through the Raipur district 

and traverse a distance of 588 km before it merges in Mahanadi at Sheorinarayan. The catchment 

area at Rampur (elevation=231 m) is estimated about 2920 km2. The climate of the catchment is 

sub-humid with 1160 mm of annual rainfall. The region consists of tropical vegetation. The 

drainage network of the watershed is presented in Figure 3.4. 

Baronda Catchment: 

River Pairi is the tributary of Mahanadi River and it merges into Mahanadi near Rajim, 

Chhattisgarh. The drainage area of the catchment is 3225 Km2. The catchment has spatial extent 

varies from latitude 200 00’ to 200 40’ N and longitude 810 40’ to 820 40’ E. The catchment 

receives annual rainfall of 1150 with sub-tropical climatic condition. Major portion of the 

catchment is located in Raipur district Chhattisgarh. The drainage network of the watershed is 

presented in Figure 3.4. 

Basantpur Catchment: 

The river Mahanadi rises in Pharsiya village at an elevation of 442 m above m.s.l. in Dhamtari, 

Chhattisgarh. Seonath, Jonk, Hasdeo, Ong, Mand and Pairi rivers are the major tributaries of 

Mahanadi. The river flows through a distance of 562 Km up to Basantpur gauging site (elevation 

= 206 m). The catchment (area = 57,780 Km2) has spatial extent varies from latitude 200 30’ to 

230 30’ N and longitude 800 00’ to 840 00’ E. The catchment receives annual rainfall of 1180 

with sub-tropical climatic condition. The major portion of the catchment is located in Bilaspur, 

Korba, Mahasmund, Raipur and Durg districts. The drainage network of the watershed is 

presented in Figure 3.4. 
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Figure 3.4 Drainage network of the study catchments of Mahanadi basin 

3.3.2 Study Catchments of Mahi Basin 

Chakaliya Catchment:  

River Anas is tributary of Mahi river. It originates at an altitude of 450 m above mean sea level 

(m.s.l) near Kalmora, Madya Pradesh. The river flows through a distance of 24 Km upto 

Chakaliya gauging site (elevation = 215 m) in Panchmahal district of Gujarat. The catchment 

(area = 3121 Km2) has spatial extent range from latitude 220 30’ to 230 10’N and longitude 740 

00’ to 740 50’E. The major portion of catchment is located in Jhabua district of Madhya Pradesh. 

The region receives the average precipitation of 900 mm annually, in which 80% of precipitation 

occurs during monsoon. The drainage network of the watershed is presented in Figure 3.5. 
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Figure 3.5 Drainage network of Chakaliya watershed 

Dhariawad Catchment: 

Jakham river is the tributary of River Mahi and rises in Jakhamia village in Chittorgarh, 

Rajasthan. The river drains the area of 1510 Km2 up to Dhariawad gauging site (elevation = 203 

m). River traverse through a length of 70 Km up to Dhariawad gauging site.  The catchment has 

spatial extent range from latitude 240 00’ to 240 20’ N and longitude 740 20’ to 740 50’ E. The 

region receives the average precipitation of 710 mm anually, in which 80% of precipitation 

occurs during monsoon. The catchment has semi-arid climatic condition. The drainage network 

of the watershed is presented in Figure 3.6. 
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Figure 3.6 Drainage network of Dhariawad watershed 

3.3.3 Study Catchments of Godavari Basin 

Hivra Catchment:  

It is a catchment of Wardha River, sub-tributary of Godavari River, originating in Satpura range 

in village khairwani (elevation = 777 m) in Madhya Pradesh. The spatial extent of catchment 

(area = 10240 km2) at Hivra (altitude = 230 m.) ranges from 200 21’ & 210 52’ latitudes north 

and 770 25’ & 780 45’ east longitudes. The catchment has tropical climatic condition with 1020 

mm of annual rainfall. The drainage network of the watershed is presented in Figure 3.7. 

 

https://en.m.wikipedia.org/wiki/Madhya_Pradesh
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Jagdalpur Catchment:  

The river Indravathi, tributary of Godavari river, rises in Dhandakaranya range at an elevation of 

914 meters located in Kalahandi district of Odisha. It traverse the length of 166 km up to 

Jagdalpur gauging site (elevation = 543 m) and covers the drainage area of 7380 km2. The 

average annual precipitation of the region is 1220 mm with tropical climatic condition. The 

drainage network of the watershed is presented in Figure 3.7. 

Nandgaon Catchment:  

It is a catchment of Wunna river (sub-tributary of Godavari river) originating in Wardha, 

Maharashtra at 496 m above msl. The river flows through   distance of 110 km up to Nandgaon 

gauging site (altitude =198 m). The spatial extent of catchment ranges from 210 58’ & 230 05’ 

latitudes north and 820 50’ & 830 34’ east longitudes, draining 4580 km2 area. The catchment has 

tropical climatic condition, receiving average annual rainfall of 1060 mm. The drainage network 

of the watershed is presented in Figure 3.7 

Penganga Catchment:  

Penganga river, sub-tributary of Godavari river rises in Ajantha ranges in Aurangabad district of 

Maharashtra. It is the major river of Yavatmal district. The river covers the drainage area of 

18441km2 up to P.G. Bridge (elevation=198m) gauging site. The catchment has sub-tropical 

climate and 1015 mm of annual rainfall. The region has good cultivation of cotton and wheat. 

The drainage network of the watershed is presented in Figure 3.7 

Ramakona Catchment: 

 Kanhan River (tributary of river Wainganga and sub-tributary of river Godavari), originates at 

336 m above msl in Satpura range, Madhya Pradesh. The river drains 2500 km2 area up to the 

gauging site at Ramakona. The catchment has 1080 mm of annual precipitation and tropical and 

subtropical wet and dry climate. The drainage network of the watershed is presented in Figure 

3.7. 

Satrapur Catchment:  

It is catchment of the river Kanhan (tributary of river Wainganga), originates at 336 m above msl 

in Satpura range, Madhya Pradesh. The river drains 11100 km2 area up to the gauging site at 

Satrapur. The catchment has 1110 mm of annual precipitation and tropical savannah climate. The 

drainage network of the watershed is presented in Figure 3.7 
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Ashti Catchment: 

The river Wainganga, tributary of Pranhita river and sub-tributary of river Godavari has 

origination point at an altitude of 1048 m in Mundara village (Satpura range), Madhya Pradesh, 

India. The catchment has large spatial extent range from latitude 200 00’ to 220 40’N and 

longitude 770 20’ to 810 20 E. The drainage area of the river up to discharge measurement site at 

Ashti (elevation=289 m) is 50,990 km2. The major portion of the catchment is located Gadchiroli, 

Gondiya and Nagpur districts of Maharashtra. The catchment has sub-tropical climatic condition 

with 1110 mm of annual precipitation. The drainage network of the watershed is presented in 

Figure 3.7. 

Bhatpalli Catchment: 

It is catchment of river Peddavagu which is tributary of Pranhita river and sub-tributary of River 

Godavari. The catchment has an area of 3100 Km2  and spatial extent range from latitude 190 10’ 

to 190 40’ N and longitude 780 40’ to 790 30’ E. The catchment has sub-humid climatic condition 

with 1070 mm of annual precipitation. The major part of the catchment lies in Adilabad, 

Telangana. The drainage network of the watershed is presented in Figure 3.7. 

Bamini Catchment 

Wardha river is tributary of Pranhita river and sub tributary of Godavari river. The origination 

point of river is in Satpura range in village khairwani (elevation = 777 m) in Madhya Pradesh. 

The spatial extent of the catchment (area = 46020 Km2) varies from latitude 190 20’ to 210 20’ N 

and longitude 760 00’ to 790 20’ E. The catchment has annual rainfall of 1000 mm with tropical 

climatic condition. The major portion of catchment is falls in Wardha, Yavatmal and Nagpur 

districts. The drainage network of the watershed is presented in Figure 3.7. 

https://en.m.wikipedia.org/wiki/Madhya_Pradesh
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Figure 3.7 Drainage network of the study catchments of Godavari basin 

3.3.4 Study Catchments of Brahmani-Baitarini Basin 

Jenapur Catchment 

The river Brahmni is formed by the confluence of Sankh and koel rivers and flows through the 

various districts of Odisha. It is the major seasonal river in Odisha. The catchment area of the 

river up to Jenapur gauging site is 33,955 Km2. The spatial extent of the catchment varies from 

latitude 200 40’ to 230 20’ N and longitude 830 20’ to 860 40’ E. The catchment has annual rainfall 

of 1400 mm with sub-humid climatic condition. Major part of the catchment falls in Jajpur, 

Kendujhar and Dhenkenal districts. The drainage network of the watershed is presented in Figure 

3.8. 
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Figure 3.8 Drainage network of Jenapur watershed 

3.3.5 Study Catchments of Narmada Basin 

Kogaon Catchment:  

Kunda river is tributary of River Narmada. The river flows through a distance of 108 Km up to 

Kogaon gauging site. The catchment (area = 3919 Km2) has spatial extent varies from latitude 

210 30’ to 220 10’ N and longitude 750 20’ to 760 10’ E. The catchment has annual rainfall of 715 

mm with semi-arid climatic condition. A larger portion of catchment falls in Khargone district 

Madhya Pradesh. The drainage network of the watershed is presented in Figure 3.9. 
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Figure 3.9 Drainage network of Kogaon watershed 
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CHAPTER 4 

MODIFIED SCS-CN-BASED METHODOLOGY 

 

4.1 INTRODUCTION 

There are many components in hydrologic cycle are interconnected, in which surface runoff 

connects precipitation to various water. The part of precipitation that not infiltrate into the soil 

and flow across the land through various networks such as rivers, streams, lakes etc. is surface 

runoff (Perlman, 2016). The runoff varies space and time. Generally, one-third part of total 

precipitation falls on the earth becomes runoff, while the remaining part is either returned to the 

atmosphere through evapotranspiration or move into the soil through infiltration (Perlman, 

2016).  

The major factors over which the magnitude of surface runoff depends are rainfall characteristics 

(i.e. intensity, amount and duration), slope, LULC, vegetation and soil properties. The 

combination two mechanisms (i.e. saturation-excess and infiltration-excess) results in the 

generation of runoff (Yang et al., 2015). Saturation excess occurs when the soil gets fully 

saturated with water and thus, the surplus rainfall converts to overland flow as it can’t be held in 

the soil (Johnson et al., 2003; Aksoy & Kavvas; 2005). Infiltration-excess occurs when the 

rainfall intensity exceeds the infiltration capacity so that excess water turns out to be overland 

flow (Yang et al., 2015). 

The surface runoff estimation is very important for the evaluation of water yield potential of a 

catchment, planning strategies for soil and water conservation, sediment reduction, and hazards 

due to flooding at downstream. Although a large number of models are used to estimate the direct 

surface runoff from storm rainfall. The calibration and intensive data requirement in most of the 

models limits their application. Thus, the simple models with less input data and clearly stated 

assumptions should be used for management decisions (Grayson et al., 1992 and Shi et al., 2009). 

The SCS-CN method is widely applied to compute the direct runoff from a particular storm event 

for small catchments. Owing to its simplicity and lesser requirements of input data, numerous 

hydrological models viz., CREAMS (Knisel, 1980), AGNPS (Young et al., 1989), EPIC 

(Sharpley and Williams, 1990), and SWAT (Arnold et al., 1996) employ this methodology. Its 

wider applicability can be largely attributed to its inherited multi-facet characteristics such as 

convenience, simplicity, use of major runoff producing watershed properties, broad acceptability, 



54 
 

and remarkable foundation as well as institutional momentum for this technique within Natural 

Resource Conservation Service (NRCS) (Garen and Moore, 2005).  

Despite widespread use of the SCS-CN methodology, accurate estimation of parameter CN has 

been a topic of much discussion and concern among hydrologists since its inception in 1956 

(Hawkins, 1978; Hawkins, 1993; Chen, 1982; Bonta, 1997; and Mishra and Singh, 2006). These 

CNs are found to vary with soil type, land use/treatment classes, hydrologic soil group, 

hydrologic condition, and the antecedent moisture condition (AMC) as given in NEH-4 Table. 

According to Hawkins (1975), the errors in CN may have much more serious effects on runoff 

calculation than do similar levels of error in the storm rainfall P. When CNs are calculated from 

real storm data (a usual procedure), a secondary relationship almost always emerges between a 

CN and the storm rainfall depth and this variation lead to the classification of the watersheds’ 

behavior as ‘standard’, ‘violent,’ and ‘complacent’ (Hawkins, 1993). In the complacent behavior, 

the observed CN declines steadily with increasing rainfall depth, and evidences no appreciable 

tendency to achieve a stable value. In case of ‘standard’ behavior, the observed CN declines with 

increasing storm size, as in the complacent situation, but the CNs approach and/or maintain a 

near-constant value with increasingly larger storms. In case of ‘violent’ behavior, the observed 

CNs rise suddenly and asymptotically approach an apparent constant value. Hawkins (1993) 

attributed this abnormality to the secondary systematic correlation between the calculated CN 

value and the rainfall depth. 

The runoff coefficient (C) and the runoff curve number (CN) are both expressions of the relative 

rainstorm response characteristics of watersheds (McCuen and Bondelid, 1981 and Hawkins, 

1983). It is of common experience that the runoff coefficient (C), which is the ratio of direct 

surface runoff (Q) to rainfall (P), increases with increasing P, and vice versa (Subramanya, 2013). 

Furthermore, for a given amount of rainfall, as C increases, CN also increases, and vice versa. 

Thus, both C and CN behave similarly. In other words, CN should increase with P as does C. 

Notably, while describing the behavior of watersheds as complacent or standard, it has been 

found that CN decreases with an increase in storm size (P) whereas the violent watersheds exhibit 

sudden increase in CN with an increase in P. 

In the light of the above, in this chapter, an attempt has been made to rectify the contrasting 

behavior of the watersheds by proposing a structural modification to the S-CN mapping 

relationship using proportional equality (Mishra and Singh, 2003) of the SCS-CN methodology. 
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4.2 METHMATICAL FORMULATION 

4.2.1 SCS-CN Methodology  

The SCS-CN model is based on the water balance equation and two fundamental hypotheses. 

The first hypothesis equates the Q/(P – Ia)  ratio to the F/S ratio whereas, the second hypothesis 

relates Ia and S. These are expressed, respectively, as: 

          QFIP a                                     (4.1a) 

         
S

F

IP

Q

a


 )(

        (4.1b) 

          SIa          (4.1c) 

The existing SCS-CN method assumes λ equal to 0.2 for routine practical applications. However, 

λ may range from 0 to ∞, as Ia accounts for interception, evaporation, surface storage and 

infiltration before runoff begins (Mishra and Singh, 2004). 

Combining Eqs. 4.1a&b, the expressions for Q can be derived as follows: 

   
 

SIP

IP
Q

a

2
a




  ; for P > Ia, Q = 0, otherwise                   (4.2a) 

Eq. 4.2a, which is Model 1 is the general form of the SCS-CN methodology. For λ = 0.2, the 

coupling of Eqs. 4.1c & 2a results as: 

 
 

S8.0P

S2.0P
Q

2






              
(4.2b) 

Eq. (4.2b), which is Model 2, is the popular form of the existing SCS-CN methodology. The 

relationship between Ia-S (Eq. 4.1c) has been a topic of discussion among researchers worldwide. 

Ia was not a part of the SCS-CN model in its initial formulation. However, as the developmental 

stages continued, it was included as a fixed ratio of Ia to S (Plummer & Woodward, 2002). Aron 

et al. (1977) suggested  ≤ 0.1 and Golding (1979) provided  values for urban watersheds as 

 = 0.075 for CN ≤ 70,  = 0.1 for 70 < CN ≤ 80, and  = 0.15 for 80 < CN ≤ 90. Hawkins et al. 

(2001) found a value of  = 0.05 to better fit the data and therefore be more appropriate for use 

in runoff calculations. Mishra & Singh (1999) suggested λ to take any non-negative value and 

Mishra & Singh (2004) prescribed the applicability bounds for SCS-CN method as follows: for 

 ≤ 0.3, Ia/P ≤ 0.35 and C ≥ 0.23. 
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Since parameter S can vary in the range of 0 ≤ S ≤ ∞, it is mapped onto a dimensionless 

curve number (CN) varying in a more appealing range 0 ≤ CN ≤ 100 as: 

               
100

10S
CN

   (S in inch)      (4.3a) 

and 

        254
25400


CN

S  (S in mm)                                 

 (4.3b) 

For a given set of event rainfall-runoff data, S can be determined from Eq. 4.2b as (Hawkins, 

1993): 

      )54(2(5 PQQQPS                (4.4) 

A value of CN = 100 represents S = 0, a condition of zero potential maximum retention, i.e. a 

completely non-abstracting impermeable watershed. Conversely, CN = 0 represents a theoretical 

upper bound to S (= ∞), i.e. an infinitely abstracting watershed. However, the practical design 

values validated by experience lie in the range (40, 98) (Van Mullem, 1989). 

4.3 PROPOSED SCS-CN METHODOLOGY 

The basic proportionality of the SCS-CN methodology has been modified structurally keeping 

in view the decreasing trend of S (or increasing trend of CN) with P that grows with time (Mishra 

and Singh, 2003), as shown in Fig. 4.1. It also eliminates the CN-P inconsistency (Fig. 4.1) and 

also obviates the use of Ia, a term that has been of concern since the inception of SCS-CN 

methodology. The modified version (designated as Model 3) can be derived as follows.  

Following Mishra and Singh (2003a, b), the Horton’s method (Horton 1932) can be expressed 

mathematically to relate F and S as:  

                 )1( te
S

F                                                                       (4.5) 

where, t is the rainfall duration. Also, P is assumed to grow linearly with time t. 

                tiP e                                                                                        (4.6) 

This assumption is rational and valid for computing infiltration rate in experimental tests (Mishra 

and Singh 2004a, b). Here, 

  t
S

P
                                                                                      (4.7) 

Substituting equation (4.6) into equation (4.7) leads to 

𝑄 = 𝑃(1 − 𝑒−𝑃/𝑆)                       (4.8) 
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Equation (4.8) representing the Mockus method (Mishra and Singh, 2003) can also be derived 

using the first-order linear hypothesis for the variation of S with time or rainfall as: 

t
t S

dt

dS
                                                                                      (4.9) 

It can be solved as  

             
t

ot eSS                                                                                            (4.10) 

Or  

    SSeSS P

p

ot  
                                    (4.11) 

for St = So (or S in equation (4.11)) at t = 0 or P = 0. Here, α is another decay coefficient different 

from the earlier one. This means, for a given AMC, S = S0 represents the potential maximum 

space available for moisture retention or the maximum possible amount of infiltration. 

The proportional equality hypothesis (Eq. 4.1b) is re-written and revised as follows: 

P

o
a eSS

Q

IPF 
 )(

     (4.12) 

where So is the initial storage space (or absolute potential maximum retention) when P = 0, at the 

start of the event). The right hand side of Eq. 4.12 is consistent with the description of Mishra 

and Singh (2003) that the storage space actually decreases as rainfall grows with time. Taking Ia 

(an extraneous term) equal to zero, Eq. 4.12 can be reformulated as: 

P

oeSP

P
Q




2

      (4.13) 

which is the revised model formulation designated as Model 3. Further, Eq. 4.13 can be re-

arranged as: Taking Ia = βP (Ajmal, et al., 2015) and So as (So – βP), Eqs. 4.13 can be further 

approximated as: 

                           
P

o ePSP

P
Q









)()1(

)1( 22

                                                                                       (4.14) 

which is Model 4, another formulation of Model 3 including Ia (designated as Model 4). Here, Ia 

parameter 1 ≤ β ≥ 0, the other condition can be described similarly as above.  
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Figure 4.1 CN, CNp versus P fitting of the three datasets. 

 

4.4 RESULTS AND DISCUSSION  

The proposed models require observed data on total rainfall, runoff of the storm events for its 

calibration and verification. Therefore, as discussed in Chapter 3, the data of Hawkins (1993), 

Strange Table data and data of Tehri watershed are used for testing of the proposed models. 

4.4.1 Performance Evaluation Criteria 

In total, 4 models (Table 4.1) are evaluated for performance. As seen from the table, Model 1 is 

the general form of the existing SCS-CN Model 2. Models 3-4 are the models proposed in this 

study and these are compared for performance with Models 1 and 2. For evaluating their 

comparative performance, Nash and Sutcliffe (1970) efficiency (NSE); root mean square error 

(RMSE); and bias criteria have been used. These are defined, respectively, as:  
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 )()/1( obscomp

N

=1i

QQ N= Bias                                                                                   (4.17) 

where Qobs is the observed storm runoff (mm), Qcomp is the computed runoff (mm), obsQ  is the 

average of observed runoff values in a watershed, N is the total number of rainfall-runoff events, 

m is the number of model parameters, i is an integer varying from 1 to N, and N is the number 

of events for the watershed. The value of NSE is less than or equal to 100 %. NSE = 100 % is 

representative of a perfect reconciliation of computed and observed values (ASCE Task 

Committee, 1993; Fentie et al., 2002). Similarly, NSE < 0 indicates the model predictions to be 

inferior as compared to the mean of the observed data (Coffey et al., 2004). Recently, McCuen 

et al. (2006) advocated for NSE to be an excellent criterion for comparing hydrologic models. 

Regarding RMSE, a higher value is indicative of poor model performance, and vice versa. A 

value of RMSE equal to zero exhibits a perfect fit. RMSE has the units of [L2] and is valid for 

linear as well as non-linear models (McCuen 2003). The negative and positive values of Bias 

indicate whether or not a model has under- and over-predicted the results.  

4.4.2 Hawkins data (1993) 

The existing as well as the modified SCS-CN models (Table 4.1) were applied to the data of the 

three study watersheds, i.e., West Donaldson Creek, Oregon; Coweeta watershed #2, North 

Carolina; and Berea watershed #6, Kentucky. The performance was evaluated in terms of NSE, 

RMSE and BIAS. Model 1 has two parameters, i.e., λ and CN and Model 2 has only one 

parameter CN.. Models 3 & 4 have parameters α, β, and CN0. Models 1&2 and 3&4, the 

parameters were optimized using Marquardt (1963) algorithm of constrained least squares 

(MCLS). The application results of all the six models are given in Table 4.2 and the results are 

also graphically shown in Figs. 4.2a-c. 

As seen from Table 4.2, the violent watershed has the highest (=0.44) runoff coefficient (C) 

(derived from mean values of rainfall and runoff), the complacent the lowest (=0.003), and the 

standard in between these two (=0.06). Such order of runoff generating potential is described by 

CN (or CN0 for So) values derived (for the same P = 254 mm) from all model applications except 

Model 2, that is the existing SCS-CN model. This model did not describe the consistent trend 

because it performed extremely poorly on complacent watershed, perhaps not applicable to such 

watersheds. Similarly, Model 4 shows an unacceptable reverse trend.  

Model 4 performed the best of all on complacent and standard watersheds, and Model 1 on 

violent watershed. λ of Model 1 is seen to have ranged from 0 (for complacent watershed) to 1 
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(for violent watershed). Thus, λ appears to be mean C (or CN)-dependent. It is of paramount 

importance in field applications as a proper prescription of average C-dependent λ -value can 

enhance the results significantly. λ = 0 appears to be reasonable for complacent type of 

watersheds, largely for the reason that such watersheds exhibit very high S (or low CN) value to 

describe a certain value of initial abstraction (Ia= λS). Similarly, very high λ -value (of the order 

of 1) is proper for violent type of watersheds as these watersheds exhibit very low S (or very high 

CN) values. Bias in Table 2 is presented to indicate whether a model over (positive) - or under 

(negative)-predicted the runoff.  

Model 3 with its parameters α and So exhibits consistently decreasing and increasing trends with 

violent to standard and to complacent watersheds, respectively. In addition, Eq. 4.12 of Model 3 

when plotted for a specific value of α, the resulting C-CNo (Fig. 4.3) and CNo-P (Fig. 4.4) 

relations more rationally describe the behavior of the three types of watersheds. Notably, Models 

3 and 1 have performed similarly for complacent type of watersheds. It is for the reason that α-

value is very low (=1.00x10-8), almost near to zero, for which Model 3 reduces to Model 1.  

Thus, in order of preference Model 1 is the best for the violent and generally better for standard 

type of watersheds. Model 4 however outperforms for complacent type of watersheds and, in 

general, has performed much better for other watersheds. Thus, Model 4 is best suited for these 

watersheds. Here, it is noted that the values of  equal to 0.99 for complacent and 0.81 for 

standard watersheds indicate the predominance of Ia in runoff prediction using Model 3 and use 

of mean C-α relation might be better for complacent type of watersheds.  

4.4.3 Strange and Tehri data  

All the models generally performed extremely well on both Strange and Tehri data and their three 

watershed conditions. For the former, i.e. for Strange table data, λ of Model 1 ranges from 0.07 

(for Bad watershed) to 0.29 (for Good watershed) and for Tehri watershed, these values are 0 to 

0.34. Thus, λ appears to be mean C (or CN)-dependent. It is of paramount importance in field 

applications as a proper prescription of average C-dependent λ -value can enhance the results 

significantly. λ0 appears to be reasonable for Bad type of watersheds, largely because such 

watersheds exhibit very high S (or low CN) value to describe a certain value of initial abstraction 

(Ia = λ S). Similarly, a relatively high λ-value is proper for Good type of watersheds as these 

watersheds exhibit very low S (or very high CN) values. Such an assertion however does not 

hold for Tehri data. Bias in Table 4.3 indicates whether a model over (positive) or under 

(negative) predicted the runoff and also shows graphically in Figs.4.5a-c & 4.6a-c.  
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Model 3 is a general form of Model 4, and it is also exhibited by their application results. Both 

the parameters α and So, respectively, exhibit consistently decreasing and increasing trends with 

Good to Average and to Bad watersheds. In addition, Eq. 4.13 of Model 3 when plotted for a 

specific value of α, the resulting C-CNo (Figs. 4.7) and CNo-P (Figs. 4.8) relations more 

rationally describe the behavior of both the watersheds and their three watershed conditions data 

of Strange table data. Note, Fig. 4.8 has been used to describe three types of Tehri watershed 

conditions, and data segregated to represent good (or high CN or high runoff generating), and 

bad (or low CN or low runoff generating) watersheds; and average representing the middle. 

 

Table 4.1 Model formulations/procedures. 

  Model No. Equations Parameter(s) Procedure 

1 4.2a, 3 λ , S (or CN from Eq. 4.3)  

Optimization using 

Marquardt algorithm 

2 4.2b, 3 S (or CN from Eq. 4.3) 

3 4.13 α, So (or CNo from Eq. 4.3) 

4 4.15 α, β, So (or CNo from Eq. 4.3) 
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Table 4.2 Performance evaluation of various models on Hawkins (1993) data. 

 

Sl. 

No. 

 

Watershed 

No. 

No. of 

events 

Mean 

rainfall 

(mm) 

 

Mean 

runoff 

(mm) 

C = Mean 

runoff/ 

Mean 

rainfall 

Model 1 Model 2 

 
S  

(CN) 
NSE RMSE BIAS 

S 

(CN) 
NSE RMSE BIAS 

 
(mm) (%) (mm) (mm) (mm) (%) (mm) (mm) 

1 Violent 84 43.70   19.40 0.44 1 
15 

(94.42) 
97.88 3.62 0.52 

33.31 

(88.41) 
96.00 4.97 -1.42 

2 Standard 793 46.26 2.80 0.06 0.04 
475.97 

(34.80) 
98.97 0.56 0.10 

223.15 

(80.74) 
88.75 1.84 -0.11 

3 Complacent 25 15.89 0.05 0.003 0.00 
9656.3 

(2.56) 
86.19 0.03 0.01 

111.92 

(96.66) 
-134636 2.47 -1.61 

 

Table 4.2 Contd. 

 

 

 

 

 

Sl. No. 

Model 3 Model 4 

α 
So 

(CNo) 
NSE RMSE BIAS 

β 
α 

So 

(CNo) 
NSE RMSE BIAS 

(mm-1) (mm) (%) (mm) (mm)  (mm-1) (mm) (%) (mm) (mm) 

1 0.010 
99.04 

(71.95) 
96.27 4.79 -1.20 0.23 0.058 

348.56 

(42.16) 
97.31 4.08 -0.71 

2 0.004 
1224 

(17.19) 
97.91 0.79 -0.28 0.81 0.011 

114.46 

(68.94) 
99.74 0.28 0.06 

3 1.00x10-8 
9656.29 

(2.48) 
86.19 0.03 0.01 0.99 2.6x10-1 

38.5 

(86.84) 
92.47 0.02 0.009 
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Table 4.3 Performance evaluation of various models on Strange and Tehri Data. 

 

 

Sl. No. 

 

Watershed 

Type 

No. of events 
Mean rainfall 

(mm) 

C = Mean runoff/ 

Mean rainfall 

Model 1 Model 2 

 S (CN) Eff. Bias 
S 

(CN) 
Eff. Bias 

 (mm) (%) (mm) 
(mm) 

(%) (mm) 

 Strange Data 

1 Good 60 774.70 0.38 0.29 
746.42 

(25.39) 
98.88 6.34 

869.49 

(22.61) 
96.69 6.73 

2 Average 60 774.70 0.28 0.17 
1311.94 

(16.22) 
99.61 1.84 

1240.12 

(17.00) 
99.49 -2.39 

3 Bad 60 774.70 0.19 0.07 
2666.84 

(8.69) 
99.92 -0.03 

1737.76 

(12.75) 
98.11 -0.26 

 Tehri Watershed 

1 Good 15 40.96 0.76 0 19.87 (92.74) 96.52 -1.30 14.67 (94.52) 96.00 -1.52 

2 Average 15 72.32 0.47 0 135.42 (65.22) 98.04 -1.87 87.59 (74.36) 96.17 -3.32 

3 Bad 13 116.12 0.34 0.34 176.45 (59.01) 96.96 -1.84 218.58 (53.75) 96.61 -2.56 

Sl. No. 

Model 3 Model 4 

α 
So 

(CNo) 
Eff. Bias β α 

So 

(CNo) 
Eff. Bias 

(mm-1) (mm) (%) (mm)  (mm-1) (mm) (%) (mm) 

 Strange Data 

1 0.00099 
4620.69 

(5.21) 
99.99 0.89 0.00001 0.00098 

4632.14 (5.20) 
99.99 0.83 

2 0.00069 
5300.71 

(4.57) 
98.98 1.18 0.00035 0.00035 

1193.90 (17.54) 
99.99 1.10 

3 0.00047 
7176.06 

(3.42) 
99.97 1.10 0.61 0.00035 

1222.60(17.20) 
99.95 1.46 

 Tehri Watershed 

1 0 19.87 (92.74) 96.52 -1.30 0.39 0.021 16455 (1.52) 99.02 -4.61 

2 0 135.42 (65.22) 98.04 -1.87 0.10 0 100.94 (71.56) 98.08 -1.59 

3 0.00389 1192.45 (17.56) 98.59 -2.44 0.04 0 17.55 (93.54) 98.08 -1.59 
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Figure 4.2a Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Violent watershed (Hawkins, 1993).   
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Figure 4.2b Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Standard watershed (Hawkins, 1993).  
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Figure 4.2c Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Complacent watershed (Hawkins, 1993).  
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Figure 4.3 C-CNo relationship for Model 3 (α = 0.01). 

 

Figure 4.4 Variation of CN with P (mm) for three types of watersheds for Model 3 with α = 0.01. 
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Figure 4.5a Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Good watershed (Strange, 1892). 
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Figure 4. 5b Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Average watershed (Strange, 1892). 
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Figure 4.5c Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Bad watershed (Strange, 1892).  
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Figure 4.6a Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Good watershed (Tehri watershed). 
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Figure 4. 6b Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Average watershed (Tehri watershed). 
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Figure 4.6c Evaluation of Models 1-4 by comparing the computed runoff (mm) with the 

observed runoff (mm) of Bad watershed (Tehri watershed).  
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(a) 

 

(b) 

Figure 4.7 C-CNo relationship for Model 3 (α = 0.0001) for Strange data and Tehri watershed. 
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(a) 

 

(b) 

Figure 4.8 Variation of CNo with P (mm) for Strange data and Tehri data for Model 3 with α = 

0.0001. Note: Tehri data for P < 45 mm excluded. 
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4.5 ADVANTAGES AND LIMITATIONS OF THE PROPOSED MODEL 

The proposed model possesses certain advantages over the existing SCS-CN method. The 

modification proposed to the proportional equality of SCS-CN methodology describes the 

realistic increasing trend of runoff coefficient C with rainfall and resolves the issue of CN 

decaying unrealistically with increasing rainfall (P). Secondly, CN is presented as an index of 

describing runoff potential of a watershed for given amount of rainfall (it is 10 inch = 254 mm at 

present). Moreover, the proposed variation of CN with P in real world applications has the 

efficacy to describe watershed behaviour. It supports the fact that runoff coefficient (C) (or CN) 

increases with increasing P. The proposed So modification assumed that the ground surface is 

completely dry before the start of rainfall (St = So). 

4.6 SUMMARY AND CONCLUSIONS 

This chapter presented a modified version of the popular rainfall-runoff Soil Conservation 

Service Curve Number (SCS-CN) methodology and its validation using rainfall-runoff data on 

Hawkins (1993) as well as Strange (1982) and Tehri catchment (Uttarakhand, India), belonging 

to southern and northern parts of India, respectively. The proposed modification to the 

application approach of the SCS-CN methodology (i.e. Model 3) was more rational, had the 

efficacy to describe the watershed behavior more scientifically and resolved the issue of CN 

decaying with increasing rainfall (P). Besides, the proposed methodology is found to be 

consistent with the expectation (increase in CN with increase in P) when applied to field datasets. 

The proposed models 3 and 4 are found to be equally suitable in physically describing the 

behavior of the three watersheds. The proposed CNo-P helps categorize the data representing 

good, average, and bad conditions of the watershed, vital for improving the model performance.  

Model 4 performed the best on the data of all watersheds except the Hawkins (1993) violent 

watershed whereas model 1 was superior to all. For  = l, model 1 showed a generally increasing 

trend with both mean C and mean P of the violent watersheds. Model 1 performed decently for 

standard and very poorly over the complacent watersheds as compared to model 4 on Hawkins 

dataset. It is interesting to note that model 4 is most suitable for standard and complacent 

watersheds though it contrasts the conceptualized linear direct C-CN relationship. For Tehri data, 

all the models showed competent results. However, model 4 was found to be the overall best 

performer. All the four models performed excellently on Strange (1982) data, which warrants the 

applicability of SCS-CN-based models to any duration rainfall values.  
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CHAPTER 5  

INVESTIGATION OF S-CN MAPPING 

 

5.1 INTRODUCTION 

The SCS-CN method is a conceptual/empirical model of hydrologic abstraction and requires 

basic descriptive inputs that are smoothly converted into numeric values of CN (Bonta, 1997) 

which reflect the runoff potential of the watershed (Mishra and Singh, 2003). As also emphasized 

in Chapter 4, the accurate estimation of parameter CN has been a topic of much discussion and 

concern among hydrologists since the inception of SCS-CN methodology. When CNs are 

calculated from real storm data (a usual procedure), a secondary relationship almost always 

emerged between CN and storm rainfall depth and this variation led to the classification of the 

watersheds’ behavior as ‘standard’, ‘violent,’ and ‘complacent’ (Hawkins, 1993). In the 

complacent behavior, the observed CN declines steadily with increasing rainfall depth, and 

evidences no appreciable tendency to achieve a stable value. In case of ‘standard’ behavior, the 

observed CN declines with increasing storm size, as in the complacent situation, but the CNs 

approach and/or maintain a near-constant value with increasingly larger storms. In case of 

‘violent’ behavior, the observed CNs rise suddenly and asymptotically approach an apparent 

constant value. Hawkins (1993) attributed this abnormality to the secondary systematic 

correlation between the calculated CN value and the rainfall depth. 

The runoff coefficient (C) and the runoff curve number (CN) are both expressions of the relative 

rainstorm response characteristics of watersheds (McCuen and Bondelid, 1981 and Hawkins, 

1983). It is of common experience that the runoff coefficient (C), which is the ratio of direct 

surface runoff (Q) to rainfall (P), increases with increasing P, and vice versa (Subramanya, 2013). 

Furthermore, for a given amount of rainfall, as C increases, CN also increases, and vice versa. 

Thus, both C and CN behave similarly. In other words, CN should increase with P as does C. 

Notably, while describing the behavior of watersheds as complacent or standard, it has been 

found that CN decreases with an increase in storm size (P) whereas the violent watersheds exhibit 

sudden increase in CN with an increase in P.  

In this Chapter, an attempt has been made to (i) rectify the contrasting behavior of the watersheds 

by proposing a structural modification to the S-CN mapping relationship using proportional 

equality (C = Sr, where C = runoff coefficient and Sr = degree of saturation) (Mishra and Singh, 
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2003) of the SCS-CN methodology; and (ii) develop simplified CN-P relationships to compute 

CN for a given P for runoff estimation using SCS-CN methodology. 

5.2 SIGNIFICANCE OF S-CN MAPPING 

5.2.1 Mathematical Formulation  

The theoretical description of popular SCS-CN methodology already discussed in Chapter 4.   

The functionality of the existing models (Eqs. 4a&b, Chapter 4) depends on the S-CN mapping 

relation for pragmatic reasons. It is described as (Eq. 4.3b, Chapter 4):  

S = 25400/CN – 254                                                    (5.1) 

As discussed earlier, the inconsistent behaviour of watersheds is not due to the secondary 

relationship existing between CN and P, rather due to incorrect use of the S-CN mapping 

relationship and the description of CN.  

According to Mishra and Singh (2003), CN is an index of runoff potential of a watershed 

corresponding to 254 mm (= 10 inches) of rainfall contrary to Hawkins' (1978) version that CN 

has no intrinsic meaning, except for a convenient transformation of S to establish a 0 to 100 scale. 

The rationale to this hypothesis is described as follows. 

The linkage between CN and S can be explained using Eqs. 4.2a (Chapter 4), which can 

be re-written for Ia = 0 as:  

SP

P

S

F


                                                                                  (5.2) 

It describes the variation of degree of saturation (Sr) of the watershed (Mishra and Singh, 2003) 

with rainfall P, leading to the derivation of S-CN mapping relation (Eq. 4.3, Chapter 4) as 

follows. 

 The ratio F/S can vary from 0 to 1. To map it on a scale of 0-100, it is necessary to 

multiply Eq. 5.2 by 100 leading to 

SP

P100

S

F
100




                   (5.3a) 

Defining its left-hand side as P-dependent CN (or CNp) leads to 

PSSP

P
CNP

/1

100100





                 (5.3b) 

which describes the variation of CNP with P for a given S. Assuming P = 254 mm (= 10 inches) 

leads to Eq. 4.3 (Chapter 4), which can be recast as: 
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CNCN
S

 = CNP 


10
254

25400
               (5.4) 

Thus, 

100
F

CN
S

 for P = 254 mm or 10 inches           (5.5) 

Thus, Eq. 5.4 defines CN as the percent degree of saturation (Sr) of the watershed due to a 254 

mm (=10-inch) rainfall (Mishra and Singh, 2003). It is worth noting that the direct use of CN in 

the proportionality hypothesis (Eq. 4.1b, Chapter 4) for computing Q is restricted because CN, 

by definition, corresponds to the 254 mm base rainfall amount, not to the actual amount P. 

Therefore, Eq. 4.2 (Chapter 4) with Ia = 0 should be resorted to computation of Q for a given 

rainfall amount P, rather than 254 mm. It can also be asserted as follows. 

In terms of CN, the runoff factor C (= Q/P) can be defined from Eq. 4.2 (Chapter 4) (for 

Ia = 0) as: 













1
100254

1

1

CNP

C                        (5.6)  

To describe C (or CN) physically it is necessary to explain the bracketed portion in the 

denominator of Eq. 5.6 in terms of the volumetric elements of the soil (Mishra and Singh, 2003) 

as: 

w

a

w

wv

vw V

V

V

VV
1

V/V100

100
1

CN

100





         

 (5.7) 

where CN = 100 Sr = 100 Vw/Vv, Vv is the void space, Vw is the available moisture due to 254 

mm rainfall (i.e. F), and Va is the air space available for water retention due to 254 mm rainfall, 

i.e. S. An actual rainfall P greater than 254 mm would result in higher Vw and, consequently, 

lesser Va or, in turn, a lesser Va/Vw ratio, and vice versa. Therefore, the bracketed term in 

denominator of Eq. 5.6 will need to be revised or updated (increased or reduced) in proportion 

to 254/P to describe the actual Va/Vw ratio that corresponds to the actual rainfall amount P. 

The actual Va/Vw ratio computed in the denominator of Eq. 5.7 and the inverse of the resulting 

sum of the denominator yields the actual Sr that corresponds to P, which equals C to form the 

proportional equality, C = Sr. Alternatively, the implication of such an assertion is that for CN to 

represent a watershed characteristic, S/P should form a basic parameter of the SCS-CN model 

while deriving CN from rainfall-runoff data, rather than S alone. To summarize in brief, 100C = 

100 Q/P = 100 P/(P+S) = 100 F/S = CNp; CNp = CN for P = 254 mm (or 10 inches). The variation 
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of C or CN with P (Eq. 5.7) can be shown in Fig. 5.1. It can be seen that C = CN/100 for P = 10 

inches, primarily due to usage of S = 1000/CN – 10 while describing CN. The use of S = 100P/CN 

– P will yield CN = 100 C for all P values. Thus, C and CN are variation of each other. Since 

field data exhibit C to depend on P (Subramanya, 2013), CN will also depend on P. 

 

Figure 5.1. Variation of runoff factor C with curve number CN and precipitation P (inch). 1 inch 

= 25.4 mm. 

5.2.2 Significance of  

 represents the ratio of initial abstraction (Ia) to parameter S. Since Ia included climate-
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surface detention, and vegetal (land cover) interception, and all these affect the surface runoff 

potential described by CN (or S), and therefore, it is logical to describe it as a function (or fraction 

or multiple) of S (or CN). S, in turn, is mapped on to CN, and therefore, it is not out of order to 

foresee the dependency of  on CN (or C) that varies with P (Hawkins, 1993).  

Because of larger variability, Ia = 0.2S relationship has been the focus of discussion in literature 

and modification since its inception. Aron et al. (1977) suggested  ≤ 0.1 and Golding (1979) 
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0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

0 10 20 30 40 50 60 70 80 90 100

CN

C

P = 0 inch

0.1

0.5

1

2

5

10

20

50

100

200

500
1000



 

81 
 

70 < CN ≤ 80, and  = 0.15 for 80 < CN ≤ 90. Ponce & Hawkins (1996) suggested that the fixing 

of  as 0.2 might not be the most appropriate number, and that it should be interpreted as a 

regional parameter. Hawkins et al. (2001) found a value of  = 0.05 to better fit the data and 

therefore be more appropriate for use in runoff calculations. 

Mishra & Singh (1999) suggested that λ can take any non-negative value. Mishra & Singh 

(2004b) developed criterion for the applicability of SCS-CN method based on runoff coefficient 

(C) and  variation. They defined the applicability bounds for the SCS-CN method as for 

 ≤ 0.3,Ia/P ≤ 0.35 and C ≥ 0.23. Since P relies on climate/meteorological characteristics of the 

region, Jain et al. (2006b) proposed a more general non-linear Ia-S-P relation, and Mishra et al. 

(2006) used Ia-S-M relationship based on the hypothesis that Ia largely depends on the initial soil 

moisture (M). Thus, there exists a sufficient scope for improvement. 

5.3 DESCRIPTION OF WATERSHED BEHAVIOUR 

Three different conditions can be visualised from Fig. 5.1 (i) For P = 10 inches C = CN/100 and 

if C increases or decreases because of any reason, CN also behaves similarly, and therefore, it is 

easy to infer that both C and CN are synonymous in working as far as runoff production is of 

concern and it hold for any other rainfall value; (ii) for a given P < 10 inches, the initial growth 

of CN with C is much faster than that in later part, in which the growth of C with CN is much 

faster. Such a P-dependent C (or CN) abnormal behaviour is largely attributed to the use of S 

(inch) = 1000/CN – 10.  

The watershed behaviour can also be described physically as: 

 For a given P (= 10 inches, say) as C increases, CN also increases. This condition can be 

realized when the watershed characteristics change, for example, from agriculture to 

urban. 

 For a given CN, C increases as P increases. Since field data exhibit C to increase with P, 

CN should also increase with P and thus the condition of constant CN is not realizable.  

 For a given C, CN increases with decreasing P, and vice versa. This condition is also hard 

to realize for the simple reason that C is forced to remain constant with changing P, which 

actually can’t, and therefore, CN is forced to exhibit a decreasing trend with increasing P 

for enabling C to remain at a fixed value in Eq. 5.6. This abnormal condition/behaviour 

can be further explained as below. 

Re-writing Eq. 4.4 (Chapter 4) in terms of C and P, it can be shown that S (or SP) is a function 

of both C and P. It is of common experience that C increases with P and S (or SP) is directly 
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proportional to P (Eq. 4.4, Chapter 4). Thus, S (or SP) will increase with increasing P, and vice 

versa, and, from Eq. 4.3 (Chapter 4), CN is inversely related to S (or SP). It leads to infer that CN 

is inversely related to P. Such an unrealistic behaviour has led to several misunderstandings/ 

misinterpretations. To circumvent the problem, a modification is needed in the SCS-CN 

application procedure, specifically to the S-CN mapping, as follows: 

 From given P-Q data, compute SP from Eq. 4.4 (Chapter 4). 

 Derive CNP for the same P from Eq. 5.3 as follows: 

                             
P

P
SP

P
CN




100
                 (5.8a) 

where subscript ‘P’ to S or CN refers to their correspondence with P. Similarly, CN 

corresponding to 254 mm of P can be defined as CN10 (or CN) from Eq. 4.4 (Chapter 4). Since 

CN10 is derivable only when S10 is available from the runoff generated from 254 mm of rainfall, 

which is seldom possible to determine in reality, the field application is approximated as follows. 

Forcing S10 to be equal to SP as per the current practice, it is possible to derive CN10 from CNP 

(or otherwise) from Eq. 5.8a, as follows: 

 












1
100

254
1

100
10

PCN

P
CN                     (5.8b)  

Thus, for better understanding of the existing SCS-CN method, Eqs. 5.8a and Eq. 5.8b should be 

used. As seen from Eq. 5.8b, CN10 (or CN) represents the runoff potential of a watershed for the 

fixed 254 mm of rainfall, and thus, is a better indicator to predict the comparative effect of 

watershed characteristics. This concept is widely used for comparing two watersheds in terms of 

CN for their runoff-producing (or hydrologic) potential, i.e. whether or not the land use/cover 

has changed with space/time, using remote sensing (RS) and geographic information system 

(GIS), ignoring the fact that, as above, CNp also depends on rainfall. 

In this Chapter, as shown above, the use of Eq. 5.8a is proposed instead of Eq. 4.3 (Chapter 4) in 

computation of Q from P using Eq. 4.2b (Chapter 4). It is recommended for the reason that (a) it 

holds for boundary conditions: as SP 0, CNP 100 and as SP, CNP 0; and thus, it 

supports the general notion that CN (or C), as also described above, increases with increasing P, 

and vice versa. In addition, the available National Engineering Handbook (NEH)-4 table CN (= 

CN10) values can be directly converted to CNP using the following relation: 

10
/1

254/1
CN

PS

S
CNP




                  (5.9) 
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where S = SP= S10. Here, it worth indicating that any other equation, nearer to Eq. 5.8a, could be 

recommended for application, as for example: 

)/(1

100)(100

aPPa

a
P

IPSSIP

IP
CN







              (5.10) 

which however is an implicit equation, if Ia is expressed in terms of S (or SP). This equation also 

meets both the above boundary conditions. It, however, is valid only for the condition that P ≥ 

Ia; it may otherwise lead to impracticable negative CNP values besides complicating the 

determination of CNP. 

5.3.1 S-CN mapping based Description of Watershed Behaviour  

The description of the watersheds’ behaviour based on the existing and the proposed S-CN 

mapping is discussed in this section using the data of three study watersheds, i.e., West 

Donaldson Creek, Oregon, Coweeta watershed #2, North Carolina and Berea watershed #6, 

Kentucky. Notably, the same data set was also used by Hawkins (1993).  

(i) Based on the existing S-CN mapping 

As discussed above, the watershed behaviour based on the existing S-CN mapping relationship 

(Eq. 4.3, Chapter 4) as complacent, standard, and violent is shown in Fig. 5.2. As seen, for any 

fixed C-value, CN decreases with P, as described above. As seen, the complacent behaviour of 

the watershed closely follows the line C = 0. Notably, C can be equal to 0 under three situations: 

(a) P  0.2S, (b) P = 0, and (c) S =  or infinitely abstracting watershed. Here, the second situation 

can be easily neglected in runoff estimation (as P has to be non-negative and increasing) whereas 

the first and last ones are most likely to prevail. In other words, the complacent behaviour is 

realizable only if it is an absolutely zero runoff potential watershed, an idealized situation. Fig. 

2 shows that the CN values can vary in the range 45 to100. Similarly, the data of the standard 

watershed exhibits C to vary from 0 to 0.2 (approximate), which is again a low runoff producing 

watershed whereas CN values are seen to range (45, 100), again a contrasting feature. Lastly, the 

data of violent watershed shows C to range from 0 to 0.9, which most watersheds do depending 

on various watershed and AMC features.  
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Figure 5.2 Depiction of watershed behaviour in terms of CN-C-P relationship. 

 

Following the present understanding on the existing S-CN relationship (Eq. 4.3, Chapter 4), the 

behaviour of the above three complacent, standard, and violent watersheds can be described as 

follows. All the three watersheds closely follow C = 0 line until P exceeds Ia, also valid for S = 

.  It will continue to exist under all circumstances in nature, and therefore, every watershed has 

to follow it until runoff starts and, therefore, has to be complacent in nature. When P exceeds Ia, 

the behaviour of watershed is actually reflected by the increase in both P and P-dependent C, 

rather than CN (which is for P =254 mm). The gradual and abrupt rate of rise in C (due to several 

reasons) leads to the description of watersheds as standard and violent, respectively. At what P-

magnitude, this rise will be experienced in a watershed will depend on watershed characteristics 

affecting the runoff generating potential.  

The data of standard watershed exhibit C to vary in the range (0, 0.2), which is a reflection of 

low runoff producing watershed. The watershed which is characterised as violent should be a 

high runoff producing watershed. As P exceeds Ia, CN (and C as well) increases sharply with 

little increase in P, and as usual, CN approaches a high (fairly constant) value (as also seen for 

standard watershed) with increasing P. Such constant values are actually the CN values that are 

reported in NEH-4 for high storms, and are representative of the watershed runoff potential. For 
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example, the complacent watershed exhibits lowest runoff potential, violent the highest, and 

standard the normal. 

(ii) Based on the proposed S-CN mapping 

Figs. 5.3a&b show CN (or CN10) (Eq. 4.3, Chapter 4) and CNP (Eq. 5.8) versus P relationships 

to describe the behaviour of the three watersheds as complacent, standard, and violent. In these 

figures, solid lines show the variation of CN (= CN10) and CNP with P for varying C (=Q/P) 

values derived from Eq. 4.3 (Chapter 4) and Eq. 5.8a, respectively. As seen, CNP exhibits a more 

rational behaviour than does CN (or CN10) with increasing P for all three datasets; as P increases, 

CNP also increases, and C (not shown) also increases. Thus, it is consistent with the above stated 

general notion/expectation. Secondly, the low runoff producing watersheds are also seen to 

exhibit linear P-CNP relations. CNP is further seen to exhibit a more consistent (with higher R2) 

relationship with P; in all three cases, CNP consistently increases, along with C (not shown), with 

P. The regression relationships developed between CN- and CNp-values with P for three types of 

the watersheds are expressed as: 

(a) CN-P relationships 

CN = 11.506 ln(P)+41.889   (for Violent watershed)   (5.11a) 

CN = -13.73 ln(P)+116.04   (for Standard watershed)   (5.11b) 

CN = 95.27e-0.012P   (for Complacent watershed)    (5.11c) 

(b) CNp-P relationships  

CNp =41.758 ln(P)-105.95   (for Violent watershed)    (5.12a) 

CNp = 0.1389P+16.983   (for Standard watershed)    (5.12b) 

CNp = 0.0289P +17.76   (for Complacent watershed)    (5.12c) 

In Eqs. 5.11&5.12, 0  CN or CNP  100. 
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Figure 5.3a CN (or CN10) versus P fitting of the three datasets. 

 

Figure 5.3b CNp versus P fitting of the three datasets. 
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5.3.2 Runoff Calculation Approaches Based on Existing and Modified S-CN Mappings 

For runoff computations, two approaches can be suggested based the existing and Modified S-

CN Mappings and these are named as Model 1 and Model 2. 

The application methodology for model 1 can be described as follows: 

a) Determine S from Eq. 4.4 (Chapter 4) using the observed P-Q dataset for a watershed. 

b) Determine CN from Eq. 4.3 (Chapter 4). 

c) Develop a relationship between CN and P for the watershed (Fig. 5.3a and Eq. 4.11) for 

future applications.  

Another method can be proposed by coupling Eq. 4.4 (Chapter 4) with Eq. 5.7, which describes 

the dependence of CNp on S/P rather than S alone and the result can be plotted as shown in Fig. 

3b. The procedure of Model 2 can be described as follows: 

a) Determine Sp from Eq. 4.4 (Chapter 4) using the observed P-Q dataset for a watershed. 

b) Determine CNp from Eq. 5.3 or 5.8a. 

c) Develop a relationship between CNp and P for the watershed (Fig. 5.3b and Eq. 5.12) for 

future applications.  

Notably, Model 2 when depicted graphically describes more elegantly the three types of 

watersheds based on C or CN; the complacent, the lowest runoff producing (low C and CN), the 

violent, the highest runoff producing (highest C and CN), and standard, the normal watershed. 

 

5.3.3 Description of Watershed Behaviour based on Strange and Tehri Watershed Data 

The description of the watersheds’ behaviour based on the existing and the proposed S-CN 

mapping is discussed in this section using the data of three study watersheds, i.e., good, average 

and based. The data set are used in this study Strange (1892) and Tehri watershed data. Before 

describing the watershed behaviour based on proposed S-CN mapping it is important to known 

the existing relationship of strange table.   

5.3.3.1 Existing Relationships based on Strange Data 

As above, Strange (1892) described the watersheds as Good, Average, and Bad according to their 

relative magnitudes of yield or runoff for a given rainfall amount. It is again worth emphasizing 

here that the Strange monsoon season data (Table 3.1, Chapter 3) was used considering that the 

SCS-CN concept is applicable to any duration (including seasonal) rainfalls. The correlation 

equations of best fitting lines relating percentage C are expressed as (Subramanya, 2013): 
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(i)  For Good catchment: 

For P<250mm,               C(%) = 7×10-5P2 – 0.0003 P, R2 = 0.9994                                 (5.13a) 

For 250<P<760mm,       C(%) = 0.0438 P – 7.1671, R2 = 0.9997                                    (5.13b) 

For 760<P<1500mm,     C(%) = 0.0443 P – 7.479,     R2 = 1.0                                        (5.13c) 

(ii) For Average catchment: 

For P<250mm,                C(%) = 6×10-5 P2 – 0.0022 P + 0.1183,    R2 = 0.9989              (5.14a) 

For 250<P<760mm,        C (%)= 0.0328 P – 5.3933,      R2 = 0.9997                               (5.14b) 

For 760<P<1500mm,      C (%) = 0.0333 P – 5.7101,     R2 = 0.9999                               (5.14c) 

(iii) For Bad catchment: 

For P<250mm,            C (%) = 4×10-5 P2 – 0.0011 P + 0.0567,     R2 = 0.9994                (5.15a)  

For 250<P<760mm,    C (%) = 0.0219 P – 3.5918,     R2 = 0.9997                                       (5.15b) 

For 760<P<1500mm,  C (%) = 0.0221 P – 3.771,     R2 = 1.0                                             (5.15c) 

where C (%) = percentage runoff coefficient = ratio of seasonal runoff to seasonal rainfall in 

percent (non-dimensional), P = monsoon season rainfall in mm, and R2 = coefficient of 

determination. As there is no substantial streamflow from rainfall in dry (non-monsoon) period, 

the monsoon season runoff volume has been considered as yearly yield of the catchment 

(Subramanya, 2013). This table can be utilized to determine monthly yields during the monsoon 

season. However, it must be utilized with the awareness that the table relates cumulative monthly 

precipitation since the start of the season to the corresponding cumulative runoff. 

5.3.3.2 Based on the existing S-CN mapping 

Following Hawkins (1993), Strange data (Table 3.1, Chapter 3) is plotted in Fig. 5.4a. In this 

figure, solid lines show the variation of CN (derived from Eqs. 5.2 and 5.3) with P for varying C 

(=Q/P) values. As seen, for any fixed C-value, CN decreases with P, as described above. The 

dotted lines correspond to three watersheds described by Strange as Good, Average, and Bad 

watersheds depending on their runoff generating potential. A Good watershed exhibits a high, 
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and Bad a low runoff generating potential, and Average falls in between. Thus, consistent with 

literature, let the Bad watershed be described as Complacent, Average as Standard, and Good as 

violent watershed. Notably, for a watershed to be violent, CN should increase rapidly with 

increasing P. 

 Following the present understanding on the existing S-CN relationship (Eq. 4.3; Chapter 

4), the behaviour of the above complacent watersheds can be described as follows. All the three 

watersheds closely follow C = 0 line until P exceeds Ia. It will continue to exist under all 

circumstances in nature, and therefore, every watershed follows it and, in turn, is complacent in 

nature. When P exceeds Ia, the behaviour of watershed is reflected by the increase in both P and 

P-dependent C, rather than CN (which is for P =254 mm). The gradual and abrupt rate of rise in 

C (due to several reasons) leads to the description of watersheds as standard and violent, 

respectively. At what P-magnitude, this rise will be experienced in a watershed will depend on 

watershed characteristics affecting the runoff generating potential.  

 

 

Figure 5.4(a) Plot of Strange data in the existing CN perspective. Third parameter = C (= Q/P). 
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5.3.3.3 Based on the proposed S-CN mapping 

As seen from Fig. 5.4b, the bad (complacent) type behaviour of the watershed closely follows 

the line C = 0. C can however be equal to 0 under three situations: (a) P  0.2S, (b) P = 0, and (c) 

S = . Here, the second situation is clearly improbable for an event to occur (as P > 0) whereas 

the first and last ones are most likely to prevail. Thus, for C = 0, P has always to be less than 

0.2S, and therefore, follow C = 0 line. In other words, complacent behaviour is realizable only if 

it is an absolutely zero runoff potential watershed, an idealized situation. On the other hand, CN 

values are seen in the same figure to range (12.63, 68.23). Similarly, the data of the average 

watershed exhibits C to vary from 0.001 to 0.45and CN values range (16.63, 68.23). The data of 

Good, Average, and Bad watersheds exhibit C to vary in the range (0.001, 0.6), (0.001, 0.45), 

and (0.001, 0.3), respectively. Up to the reasonably high rainfall of 254 mm (= 10 inches) (Table 

5.3), C-values are seen to range (0.001, 0.043), (0.001, 0.032), and (0.001, 0.021), respectively, 

indicating all watersheds to be low runoff producing watersheds. 

Fig. 5.4b shows CN-P and CNP-P relations to describe the behaviour of three types of watersheds 

described by Strange. As seen, CNP exhibits a more rational behaviour than does CN with 

increasing P for all three datasets; as P increases, CNP also increases, and C (not shown) also 

increases, consistent with the above notion. Considering the above Strange data as observed, the 

use of both CN and CNP concepts is shown to describe this data in Fig. 5.6. As seen, CN first 

decreases with increase in P and then after a certain extent (i.e. P = 254 mm = 10 inches), CN 

increases with increasing P. Thus, the same CN-concept shows two different types of behaviour 

with increasing P. It is resolved by plotting CNP against P (Fig. 5.4b).  

Similar to the above, except for cumulative, the Tehri rainfall-runoff data have been categorised 

so as to represent to good, average, and bad watershed conditions, as described later. These two 

datasets have been used for performance evaluation of 1 and 2 models described above and 

summarized in Table 5.2. 

The procedure described above was followed to derive CN-P and CNp-P relations (Table 5.1 and 

Fig. 5.4b & Fig. 5.5a&b) Strange, and Tehri watershed, as follows: 

For Strange (1892) data 

For Model 1, 

          CN =227.29x0.413                             (for Good watershed)             (5.16a) 

CN = 134.89P-0.301   (for Average watershed)   (5.16b) 

CN = 227.29P-0.413   (for Bad watershed)     (5.16c) 
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These relations can be further improved/simplified significantly by using CNP in place of CN 

(for Model 2), 

CNp =0.0343P + 16.435  (for Good watershed)     (5.17a) 

CNp = 0.0267P + 17.06  (for Average watershed)    (5.17b) 

       CNp = 0.0192P + 17.491          (for Bad watershed)          (5.17c) 

 

Figure 5.4 (b) CN and CNP versus P relations for Strange’s datasets. Note: Strange data best 

fitted with CN using 2 period moving average. 

For Tehri Watershed 

For Model 1, 

      CN = 0.0007P2-0.3485P+87.941        (for Good watershed)          (5.18a) 

      CN = 0.0013P2-0.3705P+99.643        (for Average watershed)         (5.18b) 

      CN = -2.421 ln(P) + 104.21                  (for Bad watershed)                     (5.18c) 

These relations can be further improved/simplified significantly by using CNP in place of CN 

(for Model 2), 

       CNp =0.0002P2 + 0.0023P + 32.61 (for Good watershed)                     (5.19a) 
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In Eqs. 5.16 through 5.19, 0  CN or CNp  100, Model 2 is based on Eq. 5.3, and Model 1 on 

Eq. 4.3 (Chapter 4). The former is the general form of the latter. CN values for both these models 

are derived from Eq. 4.6 (Chapter 4) to bring all CN-values at one P (=254 mm = 10 inch)-scale. 

 

Figure 5.5(a) Plot of Tehri data in the existing CN perspective. Third parameter = C (= Q/P). 

 

Figure 5.4 (b) CN and CNP versus P relations for Tehri datasets. 
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5.4 DISCUSION OF RESULTS 

The existing as well as the modified SCS-CN models (Table 5.1) were applied to the data of three 

study watersheds as discussed above. The performance was evaluated in terms of NSE, RMSE 

and BIAS, as described in Chapter 4. CN of Models 1 and CNP of Model 2 were estimated using 

Eqs. 5.3 & 5.4, respectively. The application results of models are given in Table 5.2 and the 

results are also graphically shown in Figs. 5.6 to Figs.5.8. 

5.4.1 Hawkins Data 

As seen from Table 4.2, the violent watershed has the highest (=0.44) runoff coefficient (C) 

(derived from mean values of rainfall and runoff), the complacent the lowest (=0.003), and the 

standard in between these two (=0.06). Such order of runoff generating potential is described by 

CN (or CN10) values derived (for the same P = 254 mm) from all model applications except 

Model 1 (complacent watershed), that is the existing SCS-CN model. This model did not describe 

the consistent trend because it performed extremely poorly on complacent watershed, perhaps 

not applicable to such watersheds. Model 2 performed the best of all on complacent, standard 

and violent watersheds. Bias in Table 2 is presented to indicate whether a model over (positive) 

- or under (negative)-predicted the runoff.  

The application results of Models 1 and 2 indicate that the latter is in general an improvement 

over the former one, as both performed similarly on violent watershed, and therefore assert that 

the pre-derived CNP-P relationship for a watershed can be an improved alternative for runoff 

predictions using Model 2. In addition, as shown in Fig.5.9, the use of Eq. 5.3 better describes 

the violent, standard, and complacent watersheds just based on CNP or C-values.  

5.4.2 Strange and Tehri data 

Both the models generally performed extremely well on both Strange and Tehri data and their 

three watershed conditions. For the former, CN (P=254 mm) of Model 1 ranges from 30.66 (for 

Bad watershed) to 23.09 (for Good watershed) for Starnge data. Similarly for Tehri catchment, 

these values are 90.81 to 44.58.  

The application results of Models 1 and 2 indicate that the latter is in general an improvement 

over the former one and, therefore, assert that the pre-derived CNp-P relationship for a watershed 

can be an improved alternative for runoff predictions using Model 2. In addition, as shown in 

Fig. 6.10, the use of Eq. 5 better describes the Good, Average, and Bad watersheds just based on 

CNp or C-values. Thus, in order of preference, all the models are equally well for all watershed 
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conditions in both cases, indicating their applicability to any duration rainfall values. Between 

the two, Model 1 is less preferable. For improved applications, mean C- relationship may be 

prescribed for a watershed. Model 2 can be preferred if CNp-P relations are established for 

watersheds. Notably, Both the models work almost equally well if the data are categorized (using 

CNp-P relationship) such that they represent three good, average, and bad watershed conditions. 

 

Table 5.1 Model formulations/procedures. 

 

Model 

No. 

Equations Parameter(s) Procedure 

1 4.2b, 4.3, 

4.4 

(Chapter 

4) 

 

CN 

(for P = 254 mm) 

a) Determine S from Eq. 4.4 (Chapter 4) for each 

P-Q dataset for a watershed. 

b) Determine CN from Eq. 4.3 (Chapter 4). 

c) Develop a relationship between CN and P for 

the watershed (Fig. 5.5) for future applications.  

d) Derive CN from P, then S from Eq. 4.3 

(Chapter 4), and then Q from Eq. 4.2b (Chapter 

4). 

2 4.2b, 4.4 

(Chapter 

4), 5.3 (or 

5.8a) 

CNp 

(for any value of 

P) 

a) Determine Sp from Eq. 4.4 (Chapter 4) for each 

P-Q dataset for a watershed. 

b) Determine CNp from Eq. 5.3 or 5.8a. 

c) Develop a relationship between CNp and P for 

the watershed (Fig. 5.5) for future applications.  

d) Derive CNp from P, then Sp from Eq. 5.3 or 

5.8a, and then Q from Eq. 4.2b (Chapter 4). 
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Table 5.2 Performance evaluation of various models. C = Mean runoff/ Mean rainfall. 

 

 

Sl. 

No. 

Watershed 

Type 

C =  

 

Model 1 Model 2 

CN  

(for P=254 

mm) 

NSE RMSE BIAS 

CNp 

 

NSE RMSE BIAS 

(%) (mm) (mm) (%) (mm) (mm) 

Hawkins (1993) 

1 Violent 0.44 100 94.15 6.00 0.40 100 94.95 5.58 -0.05 

2 Standard 0.06 40.01 95.77 1.13 0.12 52.26 98.18 0.74 0.00 

3 Complacent 0.003 4.52 Negative 0.09   -0.01 25.10 84.00 0.03 0.00 

Strange (1992) 

1 Good 0.38 30.66 94.90  -40.05 25.15 99.98 3.33 -0.27 

2 Average 0.28 25.48 96.98  -8.78 23.84 99.95 4.81 0.05 

3 Bad 0.19 23.09 99.82  -4.49 22.37 99.82 5.62 0.46 

Tehri Watershed 

1 Good 0.76 90.81 96.66 10.97 -0.29 82.16 96.89 10.59 0.49 

2 Average 0.47 89.41 99.32 2.68 0.78 79.04 99.27 2.78 -0.62 

3 Bad 0.34 44.58 96.97 5.47 -2.57 32.61 96.81 6.78 -3.83 
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(c) 

Figure 5.6 Evaluation of Models 1-2 by comparing the computed runoff (mm) with the observed 

runoff (mm) of (a) Violent, (b) Standard and (c) Complacent watershed (Hawkins, 1993). 
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(b) 

 

  

 

(c) 

 

Figure 5.7 Evaluation of Models 1-2 by comparing the computed runoff (mm) with the observed 

runoff (mm) of (a) Good, (b) Average and (c) Bad watershed (Strange, 1992). 
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(c) 

Figure 5.8 Evaluation of Models 1-2 by comparing the computed runoff (mm) with the observed 

runoff (mm) of (a) Good, (b) Average and (c) Bad watershed (Tehri Watershed). 

 

 

Figure 5.9 C-CNp relationship (Model-2 consisting of Eqs. 4.2b, 4.4 (Chapter 4) and 5.3) 

description of watershed behaviour (Hawkins, 1993). 

 

0

20

40

60

80

100

120

140

0 20 40 60 80 100 120 140

C
o

m
p

u
te

d
 R

u
n

o
ff

 (
m

m
)

Observed Runoff (mm)

NSE - 96.66 %

Model 1

0

20

40

60

80

100

120

140

0 20 40 60 80 100 120 140

C
o

m
p

u
te

d
 R

u
n

o
ff

 (
m

m
)

Observed Runoff (mm)

NSE - 96.81 %

Model 2

y = 79x + 21.259

R² = 0.9982

0

10

20

30

40

50

60

70

80

90

100

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

CN (Violent)

CN(Standard)

CN(Complacent)

Linear (CN (Violent))

C = Q/P

C
N

p

Standard

C
o

m
p

la
ce

n
t

Violent



  

101 
 

 

(a) 

 

(b) 

Figure 5.10 C-CNp relationship (Model-2 consisting of Eqs. 4.2b, 4.4 (Chapter 4) and 5.3) for 

description of watershed behaviour (Strange data and Tehri watershed). 
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5.5 SUMMARY AND CONCLUSIONS 

In the present chapter, a major modification to the S-CN mapping relationship of the popular 

SCS-CN methodology was proposed to solve abnormality in watersheds behavior, i.e. 

complacent, standard, and violent. The proposed modification affectively resolves the 

abnormalities and supports the general notion that the runoff coefficient (C) (or CN, another form 

of C) increases with increasing P. This modification also describes the CNP-P relationship and, 

in turn, the behavior of three watersheds for growing rainfall. The results show that the pre-

derived CNP-P relationship for a watershed can be an improved alternative for runoff prediction 

using SCS-CN methodology. These relationships were also derived for Strange and Tehri 

catchment data and results showed that both the both models performed well on these data sets. 

The proposed modification also showed an enhanced model performance based on NSE, RMSE 

and Bias error criteria. 

The available description of watersheds behavior as standard, complacent, and violent (Hawkins 

data) based on the abnormal CN-P behaviour is rectified by proposing an application 

modification to the existing S-CN mapping, physically justifying the general notion that runoff 

coefficient (C) (or CN, another form of C) increases with increasing P. For Strange and Tehri 

data, the description of good, average, and bad watersheds based on decreasing CN trend with 

increasing P is physically not justifiable as it contrasts the increasing trend of C (or CN) with 

increasing P. The proposed CNp-P relation more rationally describes the behaviour of the above 

three types of watersheds. The prescription of mean C-λ (Model 1) and/or CNp-P (Model 2) 

relationships for a watershed can improve the application results of the existing SCS-CN 

methodology significantly.  

CNp values are consistently lower than CN10 values for all the three types of watersheds in 

Starnge and Tehri data. However for the Hawkins data, for the complacent and standard 

watersheds, CNp values are much lower than CN10 values than for the violent watershed. The 

CN-values based on 254 mm of rainfall (or C values based on mean runoff and mean rainfall 

values) have the efficacy to distinguish the watersheds for their runoff potentials, a remarkable 

feature of CN. 

Model 2 performed best in all three data sets viz., those of Hawkins, Strange and Tehri. Model 2 

performed extremely well in case of complacent watershed, where existing model yields negative 

efficiency, and the purposed model very high efficiency (84 %).   
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CHAPTER 6 

SCS-CN-BASED SEDIMENT YIELD MODELING  

6.1 INTRODUCTION 

Estimates of runoff and sediment yield are necessary for several hydrological issues such as 

droughts, floods, soil erosion etc. Furthermore, the estimation of reservoir sedimentation has 

been the subject of several studies since the 1950s. However, this prediction has never been an 

easy task due to complicated simultaneous processes involved such as sediment transport, erosion 

and deposition. It is of common knowledge that the sediment yield directly relies upon the direct 

surface runoff, LULC and soil moisture. In this regard, a silt yield model either estimates the 

runoff in a lumped manner to calculate total sediment yield from a storm event or, mostly, 

generates the temporal rainfall-excess rate (or runoff rate) using an appropriate infiltration model 

to simulate temporally varying sediment rate at the catchment outlet.  

For estimating the potential soil erosion and direct surface runoff from small catchments, USLE 

(Wischmeier and Smith, 1965) and the SCS-CN method (SCS, 1956), respectively, are most 

popularly and commonly used in the field of hydrology and water resources engineering. A lot 

of published material and literature is available globally on these methods and their hydrological 

applications, which has already been discussed earlier (Chapter 2). The works of Singh (1988, 

1992), Ponce (1989), and Novotny & Olem (1994) are worth citing. The USLE was developed 

with an intent to determine yearly soil loss from small plots of an average length of 22 m. 

Therefore, it may lead to significant errors if applied upon large plots or for a single rainfall 

event. However, its accuracy is enhanced upon coupling with a rainfall-excess model (Novotny 

and Olem, 1994). In current practice, USLE collects hydrological information from a rainfall-

runoff model and use it to estimate the soil loss potential and the consequent sediment yield 

(Williams, 1975; Knisel, 1980; Leonard et al., 1987; Young et al., 1987; Rode and Frede, 1997), 

which is significant in watershed management. The effects of erosion on the environment, 

especially for water quality was studied by Clark et al. (1985), which is a remarkable 

contribution. 

The USLE and SCS-CN method were first coupled by Mishra et al. (2006) for modeling rain-

storm generated sediment yield from a watershed. Both USLE and SCS-CN models share 

common watershed characteristics like rainfall, soil type, land use and antecedent soil moisture 

condition etc. to account for direct surface runoff and potential soil erosion. The coupling is based 

on three hypotheses:  
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(a) The runoff coefficient (C) is equal to the degree of saturation (Sr),  

(b) USLE parameters can be expressed in terms of potential maximum retention (S), and  

(c) The sediment delivery ratio (DR) is equal to the runoff coefficient (C).  

Some more researchers (Jasrotia et al., 2002; Garen & Moore, 2005; Tyagi et al., 2008; Singh et 

al., 2008; Bhunya et al., 2010; and Gao et.al., 2012) explore the applicability of SCS-CN method 

in the field of soil erosion, sedimentation and water quality. Thus, the present chapter aims at to 

check the applicability USLE-based SCS-CN models for computing total sediment yield from a 

storm event. The sediment yield models are applied to rainfall-runoff-sediment yield data 

observed from 09 experimental watersheds (plot size 12×3 m2) of different land uses, soils, and 

slopes. 

6.2 METHODOLOGY  

The SCS-CN method is discussed in detail in Chapter 4. This chapter focuses on the explanation 

of USLE and its coupling with SCS-CN method to formulate a sediment yield model.  

6.2.1 Universal Soil Loss Equation 

The erosion plot data used by Musgrave (1947) and the US Weather Bureau rainfall data was re-

evaluated by Wischmeier and Smith (1958), which finally led to the development of USLE. 

Based on over 10,000 plot years of natural and simulated runoff data, USLE was developed by 

Wischmeier and Smith (1965). USLE is expressed as: 

A=RKLSCP                                                                  (6.1) 

Wischmeier and Smith (1965) proposed a method for estimating the value of R in USLE, which 

can be applied to estimate only the annual erosion, and hence, its application over a single rainfall 

event would produce erroneous results (Haan et al., 1994). Foster et al. (1977b) proposed a 

modified equation for computation of R that will be applicable to individual storm events as: 

R = 0.5Rr + 0.35Qq1/3                                                       (6.2) 

As q (peak runoff rate) has more liability towards the removal of soil particles than the runoff 

volume (Q), a decline in its peak due to vegetative cover or any other change in physical 

characteristic may result in reduced sediment yield (Williams and Berndt, 1977). Renard et al. 

(1991) proposed a Revised USLE (RUSLE) method to compute R-values for distinct storm 

events. In another approach, Williams (1975) replaced R-factor of USLE by runoff factor to 

compute sediment yield for distinct runoff events. 
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6.2.2 Computation of Sediment Yield 

In order to determine the sediment yield from the computed potential erosion, sediment delivery 

ratio (DR) is needed. Erosion and sediment yield are quite different terms, for the erosion can be 

explained as the potential erosion equivalent to the sum of upland (sheet) erosion whereas 

sediment yield refers to the quantity (volume) of sediment in the receiving water body for a 

particular period of time. Vegetation increases porosity by its root system, dissipates rainfall 

energy, reduces the soil moisture by ET and binds the soil to affect the sediment yield. DR being 

dimensionless entity can be expressed mathematically as: 

DR = Y/A                                                                       (6.3) 

where Y is the total sediment yield and A is the total potential erosion in the same contributing 

watershed. The value of DR lies between 0 and 1. Higher values of DR are obtained for smaller 

watersheds while its value decreases with increase in size of the watershed (Roehl, 1962). 

Relationship between non-point pollution and soil loss was developed and calibrated with DR in 

order to minimize the difference between estimates of sediment yield and computed sheet erosion 

(through USLE) (Novotny and Olem, 1994). DR is affected by a number of processes that 

influence deposition of eroded sediments (permanent or ephemeral) in any watershed. These 

processes are significantly intermittent and variable in nature and can only be described 

statistically. The correlation between DR and the runoff coefficient implies a substantial effect 

of infiltration and other losses on the magnitude of DR (Novotny and Olem, 1994).  A number 

of factors influence the magnitude of DR, namely, vegetation, infiltration, depression, overland 

flow energy, rainfall impact, drainage, change of slope of overland flow and ponding storage 

(Novotny et al., 1979, 1986; Novotny, 1980; Novotny and Chesters, 1989). As these factors show 

a temporal variation across the year, the magnitude of DR also varies accordingly. 

Both erodibility and permeability of soil determine the soil texture. Soil permeability governs 

infiltration, which effects soil erosion and generation of runoff. Erosion is basically influenced 

by surface runoff (Gottschalk, 1964; Langbein and Schumm, 1958; Leopold et al., 1964; Singh, 

1985; Walling and Webb, 1983). As per SCS-CN concept, if wind effects are ignored, runoff 

generation is closely related with infiltration. Hence, runoff generation and soil erosion are highly 

interrelated.  In the practical world, the peak rate of runoff and its volume are estimated using 

SCS-CN method (Blaszczynski, 2003) or any apt hydrological model. Williams (1975) and 

Foster et al. (1977b) utilized them for estimation of sediment yield and potential erosion, 

respectively. 
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6.3 FORMULATION OF SEDIMENT YIELD MODEL  

As stated above, the coupling of SCS-CN method and USLE based on three hypotheses (Mishra 

et al., 2006): (a) the SCS-CN method can be reformulated using the C = Sr concept; (b) the USLE 

can be signified using the SCS-CN parameter S; and (c) the delivery ratio (DR) can be equated 

to C or Sr. These hypotheses are described below. 

6.3.1 Hypothesis: C = Sr 

The basic SCS-CN proportionality hypothesis (Eq. 4.1b, Chapter 4) can be expressed as runoff 

factor for Ia = 0, i.e. immediate ponding situation,  

C = Q/P = Sr                                                                       (6.4) 

where C = runoff coefficient and Sr = degree of saturation) (Mishra and Singh, 2003), which is 

defined using the soil-water-air schematic diagram shown in Fig. 6.1 as: 

Q F
C

P S
                                                                           (6.5) 

w
r

v

VF
C S

S V
                                                                            (6.6) 

where Vv is volume of voids and Vw is volume of water present in form of infiltrated moisture. 

Eq. 6.6 holds for S of a completely dry AMC, i.e. for Vv = S1, where S1 = potential maximum 

retention S of AMC 1. Va is the volume of air after infiltration and Vs is the volume of the solids 

as shown in Fig. 6.1. Thus, sum of Vv and Vs is equal to the total volume V. For a unit surface 

area these quantities can also be expressed in terms of depth. 

 

Figure 6.1: Schematic diagram showing soil-water-air 
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6.3.2 Hypothesis: A - S Relationship 

The Universal Soil Loss Equation (Eq. 6.1) calculates the potential soil erosion (A) from a 

watershed. Since A is the potential mass of soil per unit watershed area, it is equivalent to the 

product of the volume of solids per unit surface area (Vs) and the density of solids (ρs). According 

to Mishra et al. (2006), USLE parameters can be expressed in terms of potential maximum 

retention (S) mathematically, which forms the second hypothesis. They gave a relationship 

between actual potential maximum erosion and actual potential maximum retention as: 

(1 )
S

A n

S n



                                                            (6.7a) 

or 

(1 )
S

S n
A

n



                                                            (6.7b) 

where A is the actual potential maximum erosion, S is the actual potential maximum retention, n 

is the porosity of soil, and ρs is the density of solids. In Eq. 6.7a, left hand side term can be a 

constant value for a watershed. It further allows Eq. 6.7b to couple with Eq. 6.1, leading to  

(1 ) sS n
RKLSCP

n


                                                 (6.8) 

From Eq. 6.8, it is clear that the actual potential maximum erosion (A) depends on n, ρs, and S 

for a watershed. Since n and ρs are constant for a soil, the potential erosion (A) is directly related 

with potential retention (S) of a watershed. The latter relies on a number factors governing the 

curve number (CN) (Chapter 4). In the form of the actual potential maximum erodible soil depth 

(VPe), Eq. 6.8 can be also written as: 

(1/ )pe sV RKLSCP S                                              (6.9) 

 

From Eq. 6.9, it is possible to determine VPe of a watershed by using NEH-4 tables and USLE.  

The description of A based on catchment characteristics in the form of S and the soil particles is 

presented in Eq. 6.7b. The important factors over which the erodibility of unconsolidated 

geological materials (sand dunes, river deposits, soil etc.) depends are water content, composition 

of material, particle size/texture and structure of the material, and the existence or nonexistence 

of protective surface cover (Novotny and Olem 1994). Moreover, the coarse textured soils are 

highly erodible due to less chemical and clay content. The interdependence of USLE derived ‘A’ 

and SCS-CN parameter ‘S’ is presented in Eq. 6.8. 
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6.3.3 Hypothesis: DR = C 

Similar to the SCS-CN proportional equality (or C = Sr) concept, it is possible to extend it for sediment 

delivery ratio, DR, as: 

                                                   C = Sr =DR                                                                      (6.10) 

in which all variables range from 0 to 1. 

6.3.4 Coupling of the SCS-CN Method with USLE 

Initial abstraction Ia = 0, Eq. 6.10 can be rewritten as: 

              
Q F P Y

P S P S A
  


                                                            (6.11) 

Thus, sediment yield Y can be described by Eq. 6.11 as: 

           Y = CA                                                                         (6.12) 

It is clear from Eq. 6.12 that the sediment yield (Y) is directly proportional to the potential 

maximum erosion (A), while the runoff factor (C) is the constant of proportionality. 

Alternatively, 

                                                    
AP

Y
P S




                                                                     (6.13) 

Above equation designated as model 1 for estimation of sediment yield. 

Thus, the actual amount of sediment yield Y increases with the increasing rainfall, for given 

catchment characteristics, A and S. This concludes that the higher the rainfall, the higher will be 

the sediment erosion and its transport and hence higher the sediment yield, and vice versa. As 

0( 100),S orCN Y A    sinceQ P . Similarly, as ( 0), 0S orCN Y    since 0Q 

. Here, it is noted that the condition Y approaches 0 does not mean that A approaches 0, rather it 

is due to the condition that C approaches 0. It also shows that the major factor affecting sediment 

yield is direct surface runoff. 

Furthermore, for a given watershed, the A/S ratio is constant as shown in Eq. 6.7a. Thus, 

Eq. 6.11 describes the basic theory of the rainfall-sediment yield model as a proportional equality 

which makes the ratio of actual potential maximum erosion (A) to actual potential maximum 

retention (S) equal to the ratio of actual erosion (sediment yield) to the actual retention 

(infiltration). Expressed mathematically, 

                        
A Y

S P
   Constant                                             (6.14) 
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The ratio (= constant) depends on the soil mass of the watershed.  

If the initial abstraction (Ia) incorporated in Eq. 6.13, the equation can be re-written as: 

( )a

a

P I A
Y

P I S




 
                                                                      (6.15) 

Taking la = 0.2S, Eq. 6.15 leads to 

( 0.2 )

0.8

P S A
Y

P S





                                                               (6.16) 

Eq. 6.15 and 6.16 designated as model 2 and model 3. 

Eq. 6.15 shows that the sediment yield varies inversely with the initial abstraction. Mishra et al. 

(2016) proposed 09 rainfall - runoff and rainfall - sediment yield models incorporating initial 

abstraction, antecedent moisture and initial flush with Eq. 6.13. In the present study, only three 

rainfall-sediment yield and rainfall-runoff models are considered and these are shown in Table 

6.1. 

6.4 PROPOSED SEDIMENT YIELD MODEL  

The proposed modification in SCS-CN method is discussed in detail in Chapter 4. In this chapter, USLE 

is coupled with the proposed modification of the SCS-CN method to formulate a new sediment yield 

model. The proposed model is mathematically expressed (for Ia = 0) as: 

                
P

oeSP

P
Q




2

                                                                  (6.17) 

Incorporating potential maximum erosion (A), Eq. 6.17 can be re-written as: 

 

        
P

oeSP

AP
Y


                                                                    (6.18) 

 

Eq. 6.17 and Eq. 6.18 are designated as PS1 for estimation of sediment yield, and PR1 for runoff 

depth. Similarly, two more models for estimation of both sediment yield and runoff have been 

proposed and shown in Table 6.1. The results due to the existing (Mishra and Singh, 2006) are 

compared with those due to Proposed models (Table 6.3 to 6.5).  

 

Table 6.1: Formulation of Rainfall-Sediment Yield and Rainfall-Runoff Models.  

Model Rainfall-sediment yield models Model Rainfall-runoff models 

Existing (Mishra and Singh, 2006) 
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S1 
SP

AP
Y


  R1 

SP

P
Q

2


  

S2 
S8.0P

)S2.0P(A
Y




  R2 

S8.0P

)S2.0P(
Q

2




  

S3 
S)1(P

)SP(A
Y




  R3 

S)1(P

)SP(
Q

2




  

Proposed 

PS1 -αP

0

AP
Y=

P+S e
 PR1 

2

-αP

0

P
Y=

P+S e
 

PS2 

-αP

0

-αP

0

A(P-0.2S e )
Y=

P+0.8S e
 PR2 

-αP 2

0

-αP

0

(P-0.2S e )
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P+0.8S e
 

PS3 

-αP

0

-αP
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A(P- S e )
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P+(1- )S e




 PR3 

-αP 2

0

-αP

0

(P- S e )
Y=

P+(1- )S e




 

 

6.5 APPLICATION 

6.5.1 Data Used 

The data used in the present study were derived from the nine experimental plots, which contain three 

land slopes (8%, 12% and 16%) and three types of land uses (maize, finger millet and fallow land). The 

description of study area has been provided in Chapter 3. Rainfall-runoff-sediment yield data collected 

during monsoon season in years 2016 and 2017. In total, 31 events are observed in 2016, and 40 events 

in 2017. For this research purpose, the events having rainfall less than 10 mm were eliminated, and thus, 

17 events of 2016 and 19 events of 2017 (total events = 40) produced runoff and these have been used in 

testing of the above discussed S1-S3 & R1-R3 and PS1-PS3 & PR1-PR3 models (Table 6.1). 

6.5.2 Model Formulations and Parameter estimation 

Table 6.1 shows 12 models including six existing (S1 to S3 sediment and R1 to R3 runoff) models and 

six proposed (PS1 to PS3 rainfall-sediment and PR1-PR3 rainfall-runoff) models and these are used in 

this study. From the table, models S1 and R1 considered Ia = 0 (by eliminating initial abstraction Ia, 

antecedent moisture M, and initial flush If). Models S2 and R2 considered only initial abstraction Ia = λS, 

where λ = 0.2 and Model S3 and R3 allowed λ to vary for watersheds between 0 to ∞. The proposed 

models (PR1) have two parameters different from the existing models, So is the maximum possible amount 

of infiltration or the potential maximum space available for moisture retention and α is the decay constant. 

In the proposed models, parameter So is introduced in place of S of the existing models and it varies from 

0 to ∞. All rainfall-sediment yield models have parameters similar to rainfall-runoff models, except 

potential maximum erosion (A). Table 6.2 shows the models and their parameters. 
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Table 6.2 Model procedures of Rainfall-Sediment Yield and rainfall-Runoff models. 

Model  Parameters Model  Parameter(s) 

S1 A, S (or CN ) R1 S (or CN ) 

S2 A, S (or CN ) R2       S (or CN ) 

S3 A, λ, S (or CNo ) R3 λ, S (or CNo ) 

PS1 A, α, So (or CNo ) PR1 α, So (or CNo ) 

PS2 A, α, So (or CNo ) PR2 α, So (or CNo ) 

PS3 A, α, λ, So (or CNo ) PR3 α, λ, So (or CNo ) 

 

Model parameters were optimized using the Solver routine of the Microsoft Excel software. Constraining 

all parameters to be greater than zero in model applications, their initial estimates were set by trial and 

error such that the resulting model efficiency is maximized. The model performance is evaluated using 

the Goodness of Fit statistic and Nash and Sutcliffe efficiency.  

6.6 RESULTS AND DISCUSSION 

6.6.1 Development of Sediment Yield - Runoff Relationship 

The relationship between runoff and sediment yield was established using the observed runoff-

sediment data. The data were collected for storm events during the monsoon period (2016 and 2017) 

from the experimental plots of the above three slopes (8%, 12% and 16%) having fallow land, maize 

and finger millet crops. The sediment rating curves were drawn between the observed sediment and 

observed runoff for the plots of different slopes as shown in Figs. 6.2 to 6.4. Due to inconsistency 

reasons, the observed data of 28.06.2017 was excluded from analysis.   

It can be seen from Figs. 6.2 to 6.4 that the trend of increase in sediment yield (mass) with 

runoff and slope is same for all land uses, viz., maize, finger millet, and fallow land. In other words, 

for a given slope, as the runoff increases, the sediment yield increases, and vice versa. The rate of 

increase in sediment yield with runoff is sharper for greater slope, and vice versa. It can also be 

inferred from Figs. 6.2 to 6.4 that higher density and higher canopy crop (Finger millet) exhibit lower 

runoff and sediment yield. It can be witnessed from these figures that the coefficient of determination 

(R2) is higher in the year 2016 than 2017.  For 2016, R2 values of maize for 8%, 12% and 16% slopes 

are 0.50, 0.45 and 0.77, respectively. Similarly, for 2017, these are 0.56, 0.34 and 0.24 for 8%, 12% 
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and 16% slopes. In case of Finger millet, R2 are 0.32, 0.41, 0.77 (for year 2016) and 0.12, 0.12, 15 

(for year 2017) respectively for slopes of 8%, 12% and 16%. Similarly, for Fallow land, R2 values 

are 0.78, 0.44 and 0.79 for year 2016 and 0.061, 0.33, 0.15 for year 2017. 

Similar to the above, sediment rating curves for varied land uses are shown in Figs. 6.5 to 6.7 for 

years 2016 and 2017. These rating curves can be used for estimation of direct sediment yield for a 

given runoff depth. From Figs. 6.5 to 6.7, it can be seen that fallow land shows the higher correlation 

compared to other two crops on all slopes in both years. The maize and fallow land generated 

approximately similar amount of runoff and sediment in high slopes (12% and 16%). In 2017, the 

correlation was poorer than that in 2017. The lower slope generated low runoff and sediment, and 

vice versa. The table 6.3 to 6.4 shows the maximum potential retention (S) and curve number (CN) 

calculated from the observed rainfall and runoff. 

6.6.2 Model Calibration and Verification 

The existing as well as the proposed SCS-CN models were tested with observed sediment and 

runoff data. Model performance was evaluated in terms of Nash-Sutcliffe Efficiency (NSE) and 

Goodness of fit statistic. The parameters of rainfall-runoff models were optimized using the excel 

Solver for maximum NSE. In case of rainfall-sediment yield model, the initial optimization 

results yielded very high values of S (or So). Therefore, the value of S (or So) was selected by 

trial and error while the other parameters were optimized for each step until the efficiency is 

maximized. The final optimized values of model parameters and the resulting efficiencies or 

NSEs are presented in Tables 6.3 to 6.5 and graphically in Figs. 6.8 to 6.10. It can be seen from 

these figures that the proposed models (PS1 and PS3) have performed much better than the 

existing models (S1 and S3), and significantly better than S2 with λ = 0.2 in both years 2016 and 

2017. 

Tables 6.3 to 6.5 show the optimized parameters of all rainfall-sediment yield models and 

rainfall-runoff models. All the models were tested for data sets of both years 2016 and 2017. The 

parameters of rainfall-sediment yield model and rainfall-runoff model were optimized separately. 

Models S1, S2, S3 and PS1, PS2, PS3 determine sediment yield using rainfall only, i.e. ignoring 

the direct involvement of the observed runoff. The optimized maximum potential erosion (A) are 

also estimated which is impossible to measure in field. It can be observed from these tables that 

higher slope plots generated higher sediment yield and runoff. From Table 6.5, in case of existing 

sediment yield models, the value of λ ranged from 0.11 to 0.23 in 2016, and from 0.07 to 0.10 in 

2017 in their application to data of all the plots. In case of the proposed models, λ varied from 

0.03 to 0.1 in 2016 and from 0 to 0.01 in 2017.  The decay coefficient (α) is almost zero for 
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rainfall-runoff model (PR3) and it however lies between 0.03 and 0.14 in 2016 and 0.02 and 0.05 

in 2017 in case of the proposed rainfall-sediment yield model (PS3). It implies that So approaches 

(or equal to) S in case of rainfall-runoff models whereas it is non-zero in case of rainfall-sediment 

models, a finding of the study.   

The proposed models resulted into highest NSE values in all land uses and slopes and in both 

years. Figs. 6.11 to 6.13 shows a correlation between the CN-values optimized using rainfall-

sediment yield and rainfall-sediment yield models. From Figs. 6.11, the highest R2 (=0.84) was 

obtained for model S1 in the year 2016. Models S2 and PS2 yield approximately similar 

correlation of CN derived from rainfall-runoff and rainfall-sediment models (Fig. 6.12). From 

Fig. 6.13, R2 for the proposed (PS3 and PR3) model is higher (0.65) than the existing (0.38) S3 

and R3 models, which exhibited lowest correlation 0.10 for the year 2016.  

Consistent with Mishra and Singh (2003), it is in order to investigate the variation of A/S ratio, 

as shown in Tables 6.3 to 6.5, which, according to Eq. 6.7a, should be a constant value for a 

watershed. In these tables, A/S ratio ranged from 0.06-0.68 for 2016 and 0.18-0.28 from 2017 

kg/mm for existing model (S1), from 0.10-0.87 for 2016 and from 0.11-0.53 for 2017 for model 

(S2), from 0.08-0.81 for 2016 and from 0.10-0.38 for 2017 for model (S3). The A/S ratio for the 

proposed models ranged from 0.0-0.0.1 for 2016 and from 0.00-0.08 for 2017 for model PS1, 

from 0.0 to 0.32 for 2016 and from 0.05 to 0.34 for 2017 for model PS2, from 2.64 to 83.35 for 

2016 and 16.62 to 75.1 for 2017. It can be seen from Table 6.5 that these values vary in a very 

narrow range for model PS3. The highest A/S ratio (0.87) was found for fallow land for 16% 

slope in 2016. 

Fig. 6.14 and Fig. 6.15 show the goodness-of-fit of the model PS1 and PR1 evaluated using NSE 

in the year of 2016 and 2017. The results of sediment yield computations using Model PS1 and 

runoff computations using Model PR1 are shown in Figures 6.8-6.10 for all nine plots of different 

land use and slopes. The closeness of data points to the line of perfect fit indicates a satisfactory 

model performance. In these figures, if the model computed results are the same as the observed 

ones, the data points will lie on the line of perfect fit. From Fig. 6.14 and Fig. 6.15, the model 

show better goodness-of-fit in computation of runoff depth as compare to computation of 

sediment yield. Figures also indicates that the higher slopes gave higher correlation and data 

point were near to the line of perfect fit in both year than the other slope. Fig. 6.14 and Fig. 6.15 

shows the land use maize at 16 % slope shows the higher goodness of fit than the other land use 

in both year and fallow land (2016) and figure millet (2017) at 8 % slope shows the poor goodness 

of fit. The higher NSE show the higher goodness-of-fit of the models. According to result from 

Tables 6.4 to 6.5, the sediment yield models can be ranked as PS3>PS1>PS2. The runoff models 
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PR3 and PR1 performed approximately similar and model PR2 performed poorer than any other 

proposed models. 

It is of common experience that the sediment erosion and sediment yield directly depend on the amount 

of runoff generated, which is a function of land use/land cover. It is expected that for a given rainfall 

intensity, soil type, and slope, the Fallow land should exhibit the maximum sediment yield and lesser 

threshold runoff (Ro), and the Finger millet the minimum and the Maize in between. With the increase in 

slope, Ro should decrease, and vice versa. The results of the analysis presented in Table 6.6 does however 

not show the consistency and the expected trends, which might be due to human error in data observations. 

Such an inference is not beyond reality as the behaviour of sediment is too complex to understand 

fully.  

6.6.3 Data observed from artificial rains 

6.6.3.1 Sediment Yield - Runoff Relationship 

Similar to the relationship developed between runoff and sediment yield using natural rainfall and 

sediment yield data, analysis has been carried out using the data observed from artificial rain events. 

These data were collected during January to April of year 2018 from the above 12 experimental plots 

of three slopes (8%, 12% and 16%) having wheat, lentil and fallow land crops. Rainfall was measured 

in fallow land of each slope on the day of experimentation using one non-recording rain gauge and a 

number of plastic jugs placed at several locations of the plot and assumed that similar rainfall 

occurred in other two plots of that slope. The sediment rating curves were drawn between the 

observed runoff and sediment yield, as shown in Figs. 6.16 to 6.17. From these figures, it can be 

observed that sediment yield (mass) increases with runoff and slope for all land uses. The fallow land 

generated highest, and maize the lowest runoff and sediment yield. In general, higher canopy crop 

(such as wheat) generated lower runoff and sediment yield, and vice versa. R2 values for maize crop 

on 8%, 12% and 16% slopes are 0.58, 0.67 and 0.75, respectively; for lentil, these are 0.64, 0.66 and 

0.59, respectively; and for fallow land, these are 0.88, 0.58 and 0.77, respectively. The generally high 

R2 values are indicative of good relationship between runoff and sediment yield. These rating curves 

can be used for direct estimation of sediment yield for a given runoff depth.  

6.6.3.2 Calibration and Verification of SCS-CN Inspired models 

All the SCS-CN inspired models were tested with observed sediment and runoff data generated from 

artificial rains. The parameters of rainfall-runoff models were optimized using the excel Solver for 

maximum NSE. The optimized value of S from rainfall-runoff models was used in rainfall-sediment 

yield models to optimize other parameters. The optimized values of model parameters and the 

resulting NSEs are presented in Tables 6.7 to 6.9 and depicted graphically in Fig. 6.18. It can be 
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seen from these figures that the proposed model (PS1) performed much better than the existing 

model (S1), and proposed models (PS2 & PS3) slightly better than the existing models (S2 & 

S3). 

Tables 6.7 to 6.9 show the optimized parameters of all rainfall-sediment yield models and 

rainfall-runoff models. The table also includes mean rainfall and runoff coefficient (C) of events. 

It can be seen from the table that the mean rainfall was not similar on all plots, largely because 

of water pressure in pipeline. However, it is observed that C increases with slope for all land 

uses, and parameters A & CN increase with slope for all models. The fallow land at 16% slope 

yielded the highest CN values (93, 96 and 93) in all model applications.  From Table 6.7, in case 

of existing sediment yield models, ‘A’ ranged from 1.28 to 2.79 kg; and in case of the proposed 

models, A varied from 0.74 to 2.29 kg. The decay coefficient (α) is seen to decrease with 

increasing slope for rainfall sediment yield model, and for rainfall-runoff model, it was zero. It 

can be observed from Tables 6.8 and 6.9, the optimized values of CN from the proposed and 

existing models were approximately same, largely because α-value being zero or very close to 

zero. Table 6.8 shows that decay coefficient is zero for model (R2), and 0.1 for model (PS2) for 

all plots. Λ-values lie between 0.17 and 0.68 for existing model (S3), and these lie between 0.25 

and 0.68 and for the proposed rainfall-sediment yield model (PS3), as shown in Table 6.9. It can 

also be seen that the value of λ increases with slope for rainfall-sediment yield model whereas it 

is zero for rainfall-runoff model. Similarly, for PS1, (α) is decreased with increasing slope in case 

of model PS3. Figs. 6.19 show a correlation between the CN-values optimized using existing and 

proposed rainfall-sediment yield models. It can be seen that R2 = 1 for model S3 and PS3 CNs, 

0.97 for CNs from models S1 and PS1, and 0.74 for CNs from models S2 and PS2. Notably, R2 

= 1 indicates that α = 0 and as α deviates from 0, the value of R2 decreases.  

Consistent with Mishra and Singh (2003), it is in order to investigate the variation of A/S ratio, 

as shown in Tables 6.7 to 6.9, which, according to Eq. 6.7, should be a constant value for a 

watershed. In these tables, A/S ratio ranged from 0.03-0.16 for model (S1) and 0.02-0.13 for 

model (PS1), from 0.04-0.21 for model (S2) and from 0.03-0.19 for model (PS2), from 1.82-5.19 

for model (S3) and from 1.09-5.19 for model (PS3). It can be seen from Tables 6.7 to 6.9 that 

A/S ratio generally increases with increasing slope or decreasing S or increasing A. Models S3 

and PS3 yielded higher values of A/S than the other respective models. The A/S ratio values from 

proposed modes were generally lower than those due to existing models. 

Figs. 6.20 shows the goodness-of-fit of the models PS1 and PR1 evaluated using NSE using 

artificial rainfall-runoff-sediment yield data observed in the year 2018. The results of sediment 

yield computations using Model PS1 and runoff computations using Model PR1 are shown in 
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Table 6.7 for all nine plots of different land use and slopes. The general closeness of data points 

to the line of perfect fit indicates a satisfactory model performance. In these figures, if the model 

computed results are the same as the observed ones, the data points will lie on the line of perfect 

fit. From Fig. 6.21, the model shows better goodness-of-fit in computation of runoff depth as 

compared to computation of sediment yield. Figures also indicate that the slope 12% plots yielded 

highest correlation for rainfall-sediment yield model and 8% slope for rainfall-runoff model. Fig. 

6.21 shows the wheat crop at 12% slope yields higher goodness of fit than the other land uses, 

and lentil at 16 % slope shows the poorest goodness of fit. From Tables 6.7 to 6.9, the sediment 

yield models can be ranked as PS3>PS2>PS1 in order of their performance. The runoff models 

PR3 and PR1 performed approximately similar and model PR2 performed poorer than any other 

proposed models. Table 6.10 shows the Linear [y = m (x - c/m)] fitting of sediment yield (kg) 

and runoff (mm) plots. Here, m is the slope and c is the constant and Ro (mm) = c/m represents 

the threshold runoff generating sediment yield. The results however do not exhibit consistency 

with the trends expected and it might be due to small size of plots, uniform rainfall, high slopes 

and resulting very less time of concentration providing no opportunity for eroded particles to 

settle within the watershed. Therefore, sediment yield will occur due to runoff only when it 

occurs after condition of initial abstraction is satisfied. 
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Table 6.3 Observed Runoff, Potential maximum retention (S) and Curve Number (CN) data for experimental plot (2016). 

Eve

nt 

No. 

Date 
Rainfall 

(mm) 

Runoff(Q) mm 
Potential maximum retention (S) 

(mm) 
Curve Number (CN) 

Slope 

(16%) 

Slope 

(12%) 

Slope 

(8%) 

Slope 

(16%) 

Slope 

(12%) 

Slope 

(8%) 

Slope 

(16%) 

Slope 

(12%) 

Slope 

(8%) 

Maize 

1 15-Jun-16 17 10.66 4.86 1.28 7.17 20.95 44.05 97.26 92.38 85.22 

2 16-Jun-16 46.5 35.50 27.10 22.24 10.98 22.92 32.14 95.85 91.72 88.77 

3 22-Jun-16 39.2 27.23 21.53 14.31 12.70 21.61 38.10 95.24 92.16 86.96 

4 7-Feb-16 35 26.75 18.41 17.72 8.24 20.81 22.16 96.86 92.43 91.98 

5 3-Jul-16 22.8 11.20 9.81 7.04 15.13 18.23 26.23 94.38 93.30 90.64 

6 6-Jul-16 13 8.27 8.41 4.28 5.29 5.09 14.06 97.96 98.04 94.75 

7 16-Jul-16 19.1 8.97 6.88 3.41 13.56 18.83 33.13 94.93 93.10 88.46 

8 22-Jul-16 65 49.43 45.82 40.61 15.59 20.15 27.62 94.22 92.65 90.19 

9 23-Jul-16 36 30.07 25.90 16.18 5.58 10.47 27.17 97.85 96.04 90.34 

10 25-Jul-16 23.8 18.28 15.50 11.06 5.49 9.16 17.16 97.88 96.52 93.67 

11 6-Aug-16 24 5.47 4.08 0.75 35.40 42.87 79.50 87.77 85.56 76.16 

12 8-Aug-16 20.8 11.64 6.36 3.16 11.09 24.15 39.58 95.82 91.32 86.52 

13 11-Aug-16 12.4 0.89 1.59 0.20 32.69 25.81 46.28 88.60 90.78 84.59 

14 14-Aug-16 22 15.49 14.10 9.93 6.85 8.81 16.50 97.37 96.65 93.90 

15 14-Aug-16 12 5.81 4.42 0.95 8.15 11.56 30.62 96.89 95.65 89.24 

16 29-Aug-16 46.5 31.27 25.02 16.13 16.49 26.61 47.73 93.90 90.52 84.18 

17 22-Sep-16 20 9.11 7.45 4.81 14.81 19.02 28.36 94.49 93.03 89.95 

Finger Millet 

1 15-Jun-16 17 9.86 9.27 5.35 8.46 9.50 19.22 96.78 96.40 92.97 

2 16-Jun-16 46.5 32.65 21.82 24.49 14.59 33.04 27.59 94.57 88.49 90.20 

3 22-Jun-16 39.2 24.03 19.87 15.70 17.38 24.78 34.29 93.60 91.11 88.11 

4 7-Feb-16 35 21.89 19.80 19.11 14.85 18.27 19.51 94.48 93.29 92.87 
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5 3-Jul-16 22.8 12.59 9.81 5.65 12.45 18.23 31.60 95.33 93.30 88.93 

6 6-Jul-16 13 7.23 8.62 7.06 7.00 4.78 7.32 97.32 98.15 97.20 

7 16-Jul-16 19.1 7.30 7.58 6.88 17.64 16.89 18.83 93.51 93.76 93.10 

8 22-Jul-16 65 51.62 47.66 40.61 13.02 17.77 27.62 95.12 93.46 90.19 

9 23-Jul-16 36 25.21 25.21 21.74 11.39 11.39 16.49 95.71 95.71 93.90 

10 25-Jul-16 23.8 20.78 13.83 12.45 2.76 11.79 14.30 98.92 95.56 94.67 

11 6-Aug-16 24 4.08 6.86 2.00 42.87 29.58 60.01 85.56 89.57 80.89 

12 8-Aug-16 20.8 12.19 5.66 2.19 10.13 26.72 47.32 96.16 90.48 84.30 

13 11-Aug-16 12.4 1.59 0.89 0.20 25.81 32.69 46.28 90.78 88.60 84.59 

14 14-Aug-16 22 10.63 11.32 9.93 14.98 13.57 16.50 94.43 94.93 93.90 

15 14-Aug-16 12 7.20 3.03 3.03 5.58 16.39 16.39 97.85 93.94 93.94 

16 29-Aug-16 46.5 28.77 28.49 27.79 20.21 20.65 21.77 92.63 92.48 92.11 

17 22-Sep-16 20 8.84 5.78 5.36 15.45 24.42 26.02 94.27 91.23 90.71 

Fellow Land 

1 15-Jun-16 17 11.77 7.88 2.68 5.56 12.29 31.73 97.86 95.38 88.90 

2 16-Jun-16 46.5 36.82 30.92 18.17 9.44 16.99 41.86 96.42 93.73 85.85 

3 22-Jun-16 39.2 31.67 20.98 16.26 7.25 22.64 32.86 97.23 91.82 88.54 

4 7-Feb-16 35 18.41 12.16 16.33 20.81 35.84 25.07 92.43 87.63 91.02 

5 3-Jul-16 22.8 9.81 11.20 5.65 18.23 15.13 31.60 93.30 94.38 88.93 

6 6-Jul-16 13 9.32 6.71 8.45 3.83 7.98 5.03 98.51 96.96 98.06 

7 16-Jul-16 19.1 4.80 6.88 6.61 26.18 18.83 19.66 90.66 93.10 92.82 

8 22-Jul-16 65 53.11 49.99 45.89 11.36 14.92 20.06 95.72 94.45 92.68 

9 23-Jul-16 36 27.29 17.57 24.51 8.74 24.13 12.34 96.68 91.32 95.37 

10 25-Jul-16 23.8 16.61 16.61 9.67 7.60 7.60 20.47 97.09 97.09 92.54 

11 6-Aug-16 24 5.47 2.69 1.30 35.40 53.10 69.14 87.77 82.71 78.60 

12 8-Aug-16 20.8 10.94 5.39 9.97 12.37 27.84 14.33 95.36 90.12 94.66 

13 11-Aug-16 12.4 2.97 0.89 0.89 17.62 32.69 32.69 93.51 88.60 88.60 

14 14-Aug-16 22 15.49 11.32 11.32 6.85 13.57 13.57 97.37 94.93 94.93 

15 14-Aug-16 12 5.81 3.03 1.64 8.15 16.39 24.16 96.89 93.94 91.32 

16 29-Aug-16 46.5 29.88 29.18 24.32 18.51 19.56 27.92 93.21 92.85 90.10 
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17 22-Sep-16 20 7.45 3.28 4.95 19.02 36.49 27.75 93.03 87.44 90.15 

 

Table 6.4 Observed Runoff, Potential maximum retention (S) and Curve Number (CN) data for experimental plot (2017). 

Event 

No. 
Date 

Rainfall 

(mm) 

Runoff(Q) mm 
Potential maximum retention (S) 

(mm) 
Curve Number (CN) 

Slope 

(16%) 

Slope 

(12%) 

Slope 

(8%) 

Slope 

(16%) 

Slope 

(12%) 

Slope 

(8%) 

Slope 

(16%) 

Slope 

(12%) 

Slope 

(8%) 

Maize 

1 19-Jun-17 44 34.29 27.12 14.21 9.57 19.28 48.50 96.37 92.95 83.97 

2 26-Jun-17 34.2 26.63 26.45 13.4 7.46 7.68 30.70 97.15 97.07 89.22 

3 29-Jun-17 17.7 10.99 10.56 6.39 7.63 8.32 17.41 97.08 96.83 93.58 

4 30-Jun-17 15 13.39 9.83 7.06 1.45 5.69 10.61 99.43 97.81 95.99 

5 6-Jul-17 36.4 29.01 28.68 19.12 7.18 7.55 21.70 97.25 97.11 92.13 

6 24-Jul-17 14 7.41 4.14 0.67 8.24 16.75 41.81 96.86 93.81 85.87 

7 2-Aug-17 79.5 51.73 42.51 33.2 30.68 45.97 66.06 89.22 84.67 79.36 

8 3-Aug-17 9.6 5.66 3.35 1.96 4.62 9.79 15.29 98.21 96.29 94.32 

9 7-Aug-17 27.4 25.51 20.94 18.86 1.65 6.45 9.11 99.35 97.52 96.54 

10 10-Aug-17 43.4 37.29 26.87 19.93 5.65 18.83 31.80 97.83 93.10 88.87 

11 19-Aug-17 22.3 12.61 9.19 2.94 11.65 18.84 45.72 95.61 93.10 84.75 

12 22-Aug-17 58.1 46.25 30.9 28.95 11.52 33.91 37.73 95.66 88.22 87.07 

13 23-Aug-17 15.5 8.64 2.54 2.32 8.32 28.29 29.75 96.83 89.98 89.51 

14 25-Aug-17 61.8 52.04 36.59 32.28 9.14 29.50 37.19 96.53 89.59 87.23 

15 1-Sep-17 44 36.24 20.53 14.98 7.37 31.52 46.03 97.18 88.96 84.66 

16 1-Sep-17 23 21.27 18.81 14.65 1.52 4.00 9.35 99.40 98.45 96.45 

17 2-Sep-17 61.1 32.9 33.22 26.27 34.90 34.31 48.92 87.92 88.10 83.85 

18 3-Sep-17 26 19.34 13.51 9.06 6.76 15.78 26.56 97.41 94.15 90.53 



  

120 
 

Finger Millet 

1 19-Jun-17 44 27.2 17.75 13.03 19.15 38.15 52.57 92.99 86.94 82.85 

2 26-Jun-17 34.2 26.17 15.06 11.59 8.01 26.54 35.94 96.94 90.54 87.60 

3 29-Jun-17 17.7 13.34 7.78 10.56 4.39 13.77 8.32 98.30 94.86 96.83 

4 30-Jun-17 15 12.33 9.14 6.78 2.54 6.74 11.24 99.01 97.42 95.76 

5 6-Jul-17 36.4 30.01 24.29 13.34 6.07 13.17 35.23 97.67 95.07 87.82 

6 24-Jul-17 14 2.75 2.75 2.75 22.88 22.88 22.88 91.74 91.74 91.74 

7 2-Aug-17 79.5 41.53 34.87 24.17 47.83 62.01 92.75 84.15 80.38 73.25 

8 3-Aug-17 9.6 6.13 4.74 0.57 3.88 6.32 26.93 98.50 97.57 90.41 

9 7-Aug-17 27.4 25.8 20.25 17.47 1.39 7.29 11.11 99.46 97.21 95.81 

10 10-Aug-17 43.4 33.12 26.18 22.01 10.27 19.93 27.41 96.11 92.73 90.26 

11 19-Aug-17 22.3 10.44 5.72 1.55 15.90 30.08 59.47 94.11 89.41 81.03 

12 22-Aug-17 58.1 35.06 25.34 16.31 26.65 45.66 72.74 90.50 84.76 77.74 

13 23-Aug-17 15.5 3.93 3.15 2.54 21.10 24.77 28.29 92.33 91.12 89.98 

14 25-Aug-17 61.8 50.47 38.67 28.42 10.83 26.18 45.19 95.91 90.66 84.90 

15 1-Sep-17 44 17.75 18.98 10.81 38.15 35.08 61.38 86.94 87.86 80.54 

16 1-Sep-17 23 16.73 16.04 12.56 6.46 7.36 12.82 97.52 97.18 95.20 

17 2-Sep-17 61.1 42.94 24.05 29.05 19.12 54.55 42.59 93.00 82.32 85.64 

18 3-Sep-17 26 20.45 9.34 6.56 5.44 25.72 35.53 97.90 90.81 87.73 

Fellow land 

1 19-Jun-17 44 29.56 20.39 12.31 15.64 31.83 55.25 94.20 88.86 82.13 

2 26-Jun-17 34.2 20.62 18.12 8.12 15.72 20.09 48.96 94.17 92.67 83.84 

3 29-Jun-17 17.7 14.72 13.34 5 2.81 4.39 22.04 98.90 98.30 92.02 

4 30-Jun-17 15 10.94 10.17 5.39 4.18 5.20 14.83 98.38 97.99 94.48 

5 6-Jul-17 36.4 32.29 26.07 17.79 3.72 10.75 24.35 98.56 95.94 91.25 

6 24-Jul-17 14 4.14 2.75 1.36 16.75 22.88 32.95 93.81 91.74 88.52 
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7 2-Aug-17 79.5 40.14 38.2 22.09 50.56 54.56 100.41 83.40 82.32 71.67 

8 3-Aug-17 9.6 5.71 3.35 0.57 4.54 9.79 26.93 98.24 96.29 90.41 

9 7-Aug-17 27.4 20.25 13.3 16 7.29 18.52 13.45 97.21 93.20 94.97 

10 10-Aug-17 43.4 34.65 19.93 20.07 8.49 31.80 31.49 96.77 88.87 88.97 

11 19-Aug-17 22.3 14.94 6.42 4.61 7.99 27.32 35.23 96.95 90.29 87.82 

12 22-Aug-17 58.1 35.9 33.67 23.26 25.32 28.96 50.84 90.94 89.77 83.32 

13 23-Aug-17 15.5 4.54 5.32 2.54 18.70 16.08 28.29 93.14 94.05 89.98 

14 25-Aug-17 61.8 45.61 31.45 38.67 16.53 38.81 26.18 93.89 86.75 90.66 

15 1-Sep-17 44 30.7 17.75 12.2 14.07 38.15 55.67 94.75 86.94 82.02 

16 1-Sep-17 23 20.9 13.81 14.65 1.87 10.66 9.35 99.27 95.97 96.45 

17 2-Sep-17 61.1 48.5 25.72 33.22 12.27 50.27 34.31 95.39 83.48 88.10 

18 3-Sep-17 26 19.06 10.68 13.51 7.11 22.05 15.78 97.28 92.01 94.15 
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Table 6.5 Results of existing (S1 & R1) and proposed (PS1 & PR1) models. 

Data observed in 2016 

Plot no. Land use Slope (%) 

S1 R1 PS1 PR1 

A 

(Kg) 
CN 

S 

(mm) 
NSE 

A/S 

(kg/mm) 
CN 

S 

(mm) 
NSE 

A 

(kg) 
α CN 

S 

(mm) 
NSE 

A/S 

(kg) 
α CN 

S 

(mm) 
NSE 

1 Maize 

8 

4.63 81 61 38 0.08 87 39 91 3.14 0.12 19 1100 71 0 0 85 45 91 

2 Finger Millet 3.68 80 62 34 0.06 86 40 87 2.61 0.12 17 1200 64 0 0.01 82 57 88 

3 Fallow land 5.36 75 84 40 0.06 83 52 90 12.29 0.04 19 1100 72 0.01 0.01 76 79 91 

4 Maize 

12 

10.14 79 66 29 0.15 90 29 92 8.67 0.09 19 1100 57 0.01 0 90 29 92 

5 Finger Millet 6.72 85 44 30 0.15 90 30 92 7.25 0.08 27 700 62 0.01 0 89 32 92 

6 Fallow land 7.44 85 45 21 0.17 89 30 91 8.61 0.09 20 1000 49 0.01 0.01 82 56 92 

7 Maize 

16 

13.93 92 23 24 0.61 94 17 93 44.55 0.04 30 600 79 0.07 0 94 17 93 

8 Finger Millet 17.08 90 29 25 0.59 93 20 92 50.69 0.04 34 500 74 0.1 0 92 22 92 

9 Fallow land 16.8 91 25 21 0.68 93 18 92 70.61 0.04 22 900 82 0.08 0.01 91 24 92 

Data observed in 2017 

1 Maize 

8 

25.42 45 310 22 0.08 80 62 83 22.86 0.05 5.97 4000 43 0.01 0 80 62 83 

2 Finger Millet 17.26 46 300 18 0.06 76 80 69 15.54 0.05 5.34 4500 38 0 0 76 80 69 

3 Fallow land 24.14 42 350 22 0.07 78 71 70 19.77 0.05 4.06 6000 40 0 0 78 70 70 

4 Maize 

12 

56.15 39 390 29 0.14 88 36 80 43.26 0.03 14.48 1500 41 0.03 0 87 36 80 

5 Finger Millet 44.29 50 250 24 0.18 84 50 76 39.81 0.02 24.1 800 31 0.05 0 83 50 76 

6 Fallow land 47.82 47 290 28 0.16 84 48 81 48.56 0.03 11.79 1900 43 0.03 0 84 48 81 

7 Maize 

16 

96.58 41 360 35 0.27 94 14 86 73.23 0.02 19.48 1050 47 0.07 0 94 15 86 

8 Finger Millet 94.34 41 370 32 0.25 92 22 79 70.03 0.02 22.01 900 41 0.08 0 92 22 79 

9 Fallow land 96.39 42 350 33 0.28 93 20 80 67.87 0.02 24.1 800 42 0.08 0 93 20 80 
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Table 6.6 Results of existing (S2 & R2) and proposed (PS2 & PR2) models. 

Data observed in 2016 

Plot no. Land use Slope (%) 

S2 R2 PS2 PR2 

A 

(kg) 
CN 

S 

(mm) 
NSE 

A/S 

(kg) 
CN 

S 

(mm) 
NSE 

A 

 (kg) 
α CN 

So 

(mm) 
NSE 

A/S 

(kg/mm) 
α CN 

So 

(mm) 
NSE 

1 Maize 

8 

21.51 76 82 51 0.26 93 19 91 2.98 0.14 19 1069 55 0 0 91 25 91 

2 Finger Millet 17.37 76 78 57 0.22 93 20 87 2.49 0.12 26 739 60 0 0 91 25 87 

3 Fallow land 21.33 75 83 43 0.26 93 20 90 5.86 0.02 68 121 47 0.05 0 89 31 90 

4 Maize 

12 

8.49 78 72 60 0.12 91 25 91 8.42 0.07 45 306 69 0.03 0 93 19 91 

5 Finger Millet 7.09 77 74 56 0.1 91 25 92 7.22 0.06 54 216 63 0.03 0 93 20 92 

6 Fallow land 9.68 75 83 66 0.12 89 31 91 8.22 0.07 41 365 69 0.02 0.01 91 24 92 

7 Maize 

16 

61.66 75 85 70 0.72 96 12 93 36.28 0.02 65 137 75 0.27 0 96 12 93 

8 Finger Millet 65.18 75 84 63 0.77 95 14 92 41.01 0.02 66 129 67 0.32 0 95 14 92 

9 Fallow land 76.52 74 88 63 0.87 95 13 92 46.54 0.02 62 153 69 0.3 0 95 14 92 

Data observed in 2017 

1 Maize 

8 

16.83 71 103 31 0.16 87 38 71 10.66 0.02 53 230 32 0.05 0 87 38 78 

2 Finger Millet 11.76 71 103 26 0.11 85 46 70 7.39 0.03 49 263 27 0.03 0 85 46 70 

3 Fallow land 13.32 72 97 31 0.14 86 42 76 8.88 0.02 60 171 32 0.05 0 86 42 76 

4 Maize 

12 

24.02 75 84 26 0.29 90 29 78 17.61 0.01 70 110 30 0.16 0 91 24 74 

5 Finger Millet 27.21 76 82 21 0.33 89 32 62 20.32 0.01 72 100 24 0.2 0 89 32 70 

6 Fallow land 27.85 74 88 25 0.32 89 30 63 19.83 0.01 67 123 27 0.16 0 89 30 76 

7 Maize 

16 

42.25 76 81 36 0.52 96 11 85 31.64 0.01 72 100 38 0.32 0 94 15 83 

8 Finger Millet 38.54 77 77 33 0.5 94 15 77 29.53 0.01 74 91 34 0.32 0 94 15 77 

9 Fallow land 40.42 77 76 33 0.53 95 14 79 30.83 0.01 74 91 34 0.34 0 95 14 79 

 



  

124 
 

Table 6.7 Results of existing (S3 & R3) and proposed (PS3 & PR3) models. 

Data observed in 2016 

Plot 

no. 
Land use Slope (%) 

S3 R3 PS3 PR3 

A 

(kg) 
λ CN 

S 

(mm) 
NSE 

A/S 

(mm) 
λ CN 

S 

(mm) 
NSE 

A  

(kg) 
λ α CN 

So 

(mm) 
NSE 

A/S 

(kg/mm) 
λ α CN 

So 

(mm) 
NSE 

1 Maize 

8 

7.79 0.23 73 95 60 0.08 0 90 29 91 3.12 0.07 0.14 14 1500 73 0 0.07 0 89 32 91 

2 
Finger 
Millet 

7.74 0.17 74 90 56 0.09 0 90 30 87 2.64 0.1 0.11 24 800 65 0 0 0.01 82 57 88 

3 Fallow land 11.1 0.16 72 100 67 0.11 0.23 93 19 91 11.63 0.06 0.02 42 350 73 0.03 0 0.01 76 79 91 

4 Maize 

12 

23.95 0.17 80 63 51 0.38 0.07 89 32 92 8.74 0.07 0.09 22 900 58 0.01 0 0 90 29 92 

5 
Finger 

Millet 
19.13 0.17 75 85 57 0.23 0.07 89 33 92 7.2 0.06 0.08 27 700 63 0.01 0 0 89 32 92 

6 Fallow land 24.36 0.16 72 100 43 0.24 0.12 87 37 91 8.76 0.08 0.08 24 800 50 0.01 0 0.01 82 56 92 

7 Maize 

16 

96.27 0.11 63 150 73 0.64 0.01 94 17 93 70.71 0.05 0.03 34 500 82 0.14 0 0 94 17 93 

8 
Finger 

Millet 
79.21 0.15 70 110 65 0.72 0 93 20 92 83.35 0.04 0.03 30 600 79 0.14 0 0 92 22 92 

9 Fallow land 96.93 0.14 68 120 65 0.81 0.16 95 13 92 98.7 0.03 0.03 24 800 85 0.12 0 0.01 91 24 92 

Data observed in 2017 

1 Maize 

8 

38.75 0.07 48 280 30 0.14 0 80 62 80 24.89 0.01 0.05 6 4000 44 0.01 0 0 80 62 80 

2 
Finger 
Millet 

27.96 0.07 47 290 24 0.1 0 76 80 76 16.62 0.01 0.05 5 4500 38 0 0 0 76 80 76 

3 Fallow land 28.54 0.07 50 250 28 0.11 0 78 70 81 19.77 0 0.05 4 6000 40 0 0 0 78 70 81 

4 Maize 

12 

43.69 0.08 57 190 33 0.23 0 87 36 83 43.26 0 0.03 14 1500 41 0.03 0 0 87 36 83 

5 
Finger 

Millet 
41.51 0.1 63 150 28 0.28 0 83 50 69 46.62 0.01 0.02 24 800 31 0.06 0 0 83 50 69 

6 Fallow land 55.99 0.08 54 220 34 0.25 0 84 48 70 48.93 0 0.03 12 1900 43 0.03 0 0 84 48 70 

7 Maize 

16 

88.66 0.07 54 220 40 0.4 0 94 15 86 75.1 0 0.02 19 1050 47 0.07 0 0 94 15 86 

8 
Finger 

Millet 
79.41 0.07 55 210 36 0.38 0 92 22 79 70.03 0 0.02 22 900 41 0.08 0 0 92 22 79 

9 Fallow land 70.95 0.08 60 170 36 0.42 0 93 20 80 67.87 0 0.02 24 800 42 0.08 0 0 93 20 80 
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Table 6.8 Linear [y = m (x - c/m)] fitting of sediment yield (kg) and runoff (mm) plots. Here, m is the slope and c is the constant and Ro (mm) = c/m 

represents the threshold runoff generating sediment yield.  

 

Slope 

(%) 
Land use 

2016 2017 

m  

(kg/mm) 

c  

(kg) 
Ro = c/m  

(mm) 

m  

(kg/mm) 

c  

(kg) 
 = c/m  

 (mm) 

8 

Maize 0.09 0.05 0.56 0.06 0.07 1.17 

Finger millet 0.06 0.18 3.00 0.03 0.22 7.33 

Fallow land 0.12 0.24 2.00 0.03 0.49 16.33 

12 

Maize 0.22 0.82 3.73 0.18 0.95 5.28 

Finger millet 0.16 0.23 1.44 0.16 0.55 3.44 

Fallow land 0.21 0.69 3.29 0.21 0.78 3.71 

16 

Maize 0.59 4.63 7.85 0.26 1.06 4.08 

Finger millet 0.68 4.81 7.07 0.22 0.62 2.82 

Fallow land 0.74 5.9 7.97 0.2 1.13 5.65 

Table 6.9 Results of existing (S1 & R1) and proposed (PS1 & PR1) models. 

Plot no. Land use Slope (%) 
Mean rainfall  

(mm) 
C 

Existing models Proposed models 

A  

(kg) 

S  

(mm) 
CN 

A/S 

(kg/mm) 
NSES1 NSER1 A (kg) αPS1 αPR1 

S 

(mm) 
CN 

A/S 

(kg/m
m) 

NSEPS1 NSEPR1 

1 Wheat 

8 

21.12 0.30 1.69 59 81 0.03 37 65 0.91 0.05 0 59 81 0.02 45 65 

2 Lentil 21.12 0.33 1.28 48 84 0.03 34 83 0.74 0.04 0 48 84 0.02 40 83 

3 Fallow land 21.12 0.39 1.79 37 87 0.05 40 86 1.22 0.03 0 37 87 0.03 46 86 

4 Wheat 

12 

22.08 0.36 2.09 44 83 0.05 39 65 1.33 0.04 0 44 85 0.03 46 65 

5 Lentil 22.08 0.36 2.05 45 85 0.05 36 62 1.30 0.04 0 45 85 0.03 43 62 

6 Fallow land 22.08 0.40 1.76 35 88 0.05 27 81 1.21 0.03 0 35 88 0.03 31 81 

7 Wheat 

16 

19.69 0.47 1.94 24 92 0.08 21 67 1.52 0.03 0 24 92 0.06 24 67 

8 Lentil 19.69 0.50 1.86 21 92 0.09 17 71 1.47 0.03 0 21 92 0.07 18 71 

9 Fallow land 19.69 0.54 2.79 18 93 0.16 19 73 2.29 0.02 0 18 93 0.13 21 73 
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Table 6.10 Results of existing (S2 & R2) and proposed (PS2 & PR2) models.  

Plot no. Land use Slope (%) 

Existing models Proposed models 

A (kg) S (mm) CN 
A/S 

(kg/mm) 
NSES1 NSER1 A αPS2 αPR2 So(mm) CN 

A/So 

(kg/mm) 
NSEPS1 NSEPR1 

1 Wheat 

8 

1.33 29 90 0.05 42 39 1.11 0.01 0 29 90 0.04 43 39 

2 Lentil 1.04 26 91 0.04 38 73 0.87 0.01 0 26 91 0.03 38 73 

3 Fallow land 1.50 21 92 0.07 43 82 1.30 0.01 0 21 92 0.06 43 82 

4 Wheat 

12 

1.70 24 87 0.07 43 54 1.46 0.01 0 24 91 0.06 43 54 

5 Lentil 1.67 24 91 0.07 40 44 1.43 0.01 0 24 91 0.06 41 44 

6 Fallow land 1.48 21 93 0.07 29 77 1.29 0.01 0 21 93 0.06 29 77 

7 Wheat 

16 

1.68 15 95 0.11 21 64 1.52 0.01 0 15 95 0.10 21 64 

8 Lentil 1.62 13 95 0.12 17 68 1.47 0.01 0 13 95 0.11 17 68 

9 Fallow land 2.47 12 96 0.21 19 70 2.27 0.01 0 12 96 0.19 19 70 

Table 6.11 Results of existing (S3 & R3) and proposed (PS3 & PR3) models. 

Plot no. 
Land  

use 

Slope  

(%) 

Existing models proposed models 

A (kg) λS3 λR3 S (mm) CN 
A/S  

(kg/mm) 
NSES1 NSER1 A (kg) αPS3 αPR3 λPS3 λPR3 So (mm) CN 

A/So 

(kg/mm) 
NSEPS1 NSEPR1 

1 Wheat 

8 

2.70 0.17 0.00 59 81 0.05 51 65 1.09 0.05 0 0.26 0 59 81 0.02 52 65 

2 Lentil 1.82 0.17 0.00 48 84 0.04 44 83 0.83 0.04 0 0.25 0 48 84 0.02 45 83 

3 Fallow land 2.93 0.29 0.00 37 87 0.08 63 86 2.26 0.01 0 0.32 0 37 87 0.06 63 86 

4 Wheat 

12 

3.63 0.27 0.00 44 85 0.08 64 65 2.86 0.01 0 0.29 0 44 85 0.07 64 65 

5 Lentil 3.62 0.27 0.00 45 85 0.08 60 62 2.77 0.01 0 0.30 0 45 85 0.06 61 62 

6 Fallow land 2.96 0.33 0.00 35 88 0.08 45 81 2.34 0.01 0 0.37 0 35 88 0.07 45 81 

7 Wheat 

16 

3.75 0.52 0.00 24 92 0.16 47 67 3.75 0.00 0 0.52 0 24 92 0.16 47 67 

8 Lentil 3.27 0.55 0.00 21 92 0.16 34 71 3.27 0.00 0 0.55 0 21 92 0.16 34 71 

9 Fallow land 5.19 0.68 0.00 18 93 0.29 46 73 5.19 0.00 0 0.68 0 18 93 0.29 46 73 
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Table 6.12 Linear [y = m (x - c/m)] fitting of sediment yield (kg) and runoff (mm) plots. Here, m is the slope and c is the constant and Ro (mm) = 

c/m represents the threshold runoff generating sediment yield. 

Slope (%) Land use m (kg/mm) c (kg) Ro = c/m (mm) 

8 

Wheat 0.08 0.11 1.38 

Lentil 0.05 0.01 0.20 

Fallow land 0.09 0.13 1.44 

12 

Wheat 0.1 0.14 1.40 

Lentil 0.12 0.29 2.42 

Fallow land 0.09 0.14 1.56 

16 

Wheat 0.14 0.52 3.71 

Lentil 0.14 0.54 3.86 

Fallow land 0.24 1.16 4.83 
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Figure 6.2. Sediment rating curve of different slope of maize. 

 

Figure 6.3. Sediment rating curve of different slope of finger millet. 
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Figure 6.4. Sediment rating curve of different slope of fallow land. 

 

Figure 6.5. Sediment rating curve of different land use on 8% slope. 
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Figure 6.6. Sediment rating curve of different land use on 12% slope. 

 

Figure 6.7. Sediment rating curve of different land use on 16% slope. 
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Figure 6.8 Nash Sutcliffe Efficiency of existing and proposed Rainfall-Sediment Yield models (S1 and PS1).

 

Figure 6.9 Nash Sutcliffe Efficiency of existing and proposed Rainfall-Sediment Yield models (S2 and PS2). 
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Figure 6.10 Nash Sutcliffe Efficiency of existing and proposed Rainfall-Sediment Yield models (S3 and PS3). 
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Figure 6.11 Relationship between CN values derived from rainfall-sediment yield and rainfall-runoff models (Model 1). 
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Figure 6.12 Relationship between CN values derived from rainfall-sediment yield and rainfall-runoff models (Model 2). 
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Figure 6.13 Relationship between CN values derived from rainfall-sediment yield and rainfall-runoff models (Model 3). 
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Figure 6.14 Performance of PS1 and PR1 models in application to 2016 data of different land 

uses/slopes. Sediment yield in kg and runoff in mm. (LPF = Line of perfect fit) 
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Figure 6.15 Performance of PS1 and PR1 models in application to 2017 data of different land 

uses/slopes. Sediment yield in kg and runoff in mm. (LPF = Line of perfect fit) 
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Figure 6.16. Sediment rating curve for different land uses on different slopes. 
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Figure 6.17. Sediment rating curve for different land uses on different slopes.  
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Figure 6.18 Nash Sutcliffe Efficiency of existing and proposed Rainfall-Sediment Yield models. 
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Figure 6.19 Relationship between CN values derived from existing and proposed rainfall-runoff models.
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Figure 6.20 Performance of PS1 and PR1 models in application to 2017 data observed using 

artificial rainfall of different land uses/slopes. Sediment yield in kg and runoff in mm. (LPF = Line 

of perfect fit) 
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6.7 SUMMARY AND CONCLUSIONS 

The present chapter investigated the applicability of USLE-based SCS-CN models for computing 

total sediment yield from a storm event using the rainfall-runoff-sediment yield data observed from 

09 experimental watersheds (plot size 12×3 m2) of different land uses, soils, and slopes. The 

sediment rating curves were drawn between the observed sediment and observed runoff for the plots 

of different slopes. The trend of increase in sediment yield (mass) with runoff and slope is same for 

all land uses, viz., maize, finger millet, and fallow land. The rate of increase in sediment yield with 

runoff is sharper for greater slope, and vice versa.  

In this chapter, the modified SCS-CN based models (considering S = S0 e
-αP), which removes the 

structural inconsistencies of the SCS-CN method, are examined with respect to the existing models 

for sediment yield estimation. Three models viz., PS1, PS2 and PS3 are proposed for different initial 

abstractions (Ia = 0, Ia = 0.2S, Ia = λS) and compared with the corresponding existing models i.e. S1, 

S2 and S3. All these models were tested with observed sediment data. Similarly, three proposed 

models (PR1, PR2 and PR3) and existing models (R1, R2 and R3) are tested against the observed 

runoff.  

For naturally occurring rainfall events, the coefficient of determination (R2) is higher in the year 2016 

than 2017.  For 2016, R2 values of maize for 8%, 12% and 16% slopes are 0.50, 0.45 and 0.77, 

respectively. Similarly, for 2017, these are 0.56, 0.34 and 0.24 for 8%, 12% and 16% slopes. In case of 

Finger millet, R2 are 0.32, 0.41, 0.77 (for year 2016) and 0.12, 0.12, 0.15 (for year 2017) respectively for 

slopes of 8%, 12% and 16%. Similarly, for Fallow land, R2 values are 0.78, 0.44 and 0.79 for year 2016 

and 0.061, 0.33, 0.15 for year 2017. 

From the artificial rainfall experiments, higher canopy crop (such as wheat) generated lower runoff and 

sediment yield, and vice versa. R2 values for maize crop on 8%, 12% and 16% slopes are 0.58, 0.67 and 

0.75, respectively; for lentil, these are 0.64, 0.66 and 0.59, respectively; and for fallow land, these are 

0.88, 0.58 and 0.77, respectively. 

The proposed models performed much better than the existing models for sediment yield estimation 

in both 2016 and 2017 data. In performance the sediment yield models are ranked as: PS3>PS1>PS2. 

Among the proposed runoff models, PR3 and PR1 performed approximately similar, whereas PR2 

performed poorly.  
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CHAPTER 7 

SCS-CN-BASED ENVIRONMENTAL FLOW MODELLING  

 

7.1 INTRODUCTION 

Human interventions such as dam construction, channelization and gravel extraction affects the 

physical and ecological processes in rivers from many years across the world (Gore, 1985; Gregory, 

2006). Today in the world of increasing water demand, the restoration of rivers has drawn the 

attention of researchers around the globe (Bates et al., 2008; Vörösmarty et al., 2010). Meier (1998) 

defines river restoration as, “an attempt to bring the river back to as high a level of ecological 

integrity as possible, taking into account the prevailing socio-economic, political, and technological 

constraints. In highly managed rivers, the objective should be to maintain a healthy ecosystem that 

is able to meet the societal needs in a sustainable manner.” Despite of lot of efforts and funds devoted 

for the river recovery, the rate of success for river restoration is not up to the mark (Bernhardt et al., 

2005; Roni et al., 2008). 

The dynamics of runoff are regulated by different mechanisms, which act on a range of spatial and 

temporal scale (Sivakumar et al., 2001). The health of river ecosystem can be determined by many 

factors such as flow, channel structure and riparian zone, quality of water, exploitation level and 

macrophyte cutting and dredging (Norris and Thoms, 1999). Initially, it was believed that all the 

problems related to health of the river are associated with low flows and that the river ecosystem 

will be conserved till a minimum flow is maintained in the river, but as time lapses people become 

more aware about importance of all the other elements of flow regimes such as floods, medium and 

low flows (Poff et al., 1997; Hill et al., 1991).  

The increasing demand of water around the globe draws the attention of researchers to ponder about 

the estimation of environmental flow requirement. A number of studies have been done in different 

parts of the world for the formulation, implementation and adaptation of various approaches for 

environmental flow assessment (EFA). The various methods of EFA have been often reviewed 

critically in several studies (Stalnaker and Arnette 1976; Jowett 1997; Arthington 2012; Linnansaari 

et al. 2012; Hatfield et al. 2013). The methods for environmental flow assessment were developed 

initially for the estimation of in-stream flow needs of fish residing below the irrigation and 
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hydroelectric dams over large rivers (Dunbar et al. 1998; Tharme and Smakhtin 2003; Kumar et al., 

2007; Amrit et al., 2019) with the objective of setting the flow requirement during low flow periods 

(Leathe and Nelson, 1986). There are large number of methods/approaches presently being used for 

the estimation of environmental flow requirement to sustain the river in good condition during 

different flow (low and high) periods (Tharme, 2003; Amrit et al., 2019).  The methods for estimation 

of environmental flow requirement are grouped as (a) hydrological, (b) hydraulic rating, (c) habitat 

simulation, and (d) holistic methods. 

The simplest hydrological methods for EF estimation require flow data of rivers. These methods 

assume a relationship between stream flow and certain biological parameters. Many hydrological 

methods are available for estimation of EF, however Tennant method is quite popular worldwide. 

Smakhtin and Masse (2000) proposed a method for the generation of time series of daily flow data 

using the observed daily precipitation in a catchment. The application of the suggested approach was 

demonstrated on the various catchments located in South Africa, and was very useful for the 

ungauged or poorly gauged sites. Gupta (2008) studied about the implication of environmental flow 

(EF) in management of river basin. The approaches for the assessment of environmental flow are 

evaluated in perspective of flow characteristics of river. The study revealed that EF can be integrated 

in the mainstream of operation of infrastructure (such as dams and pumps) to modulate the flow of 

water for the aquatic and other environment in the basins having regulated flows. Vaughan et al., 

(2009) integrated the ecology and hydromorphology for river management. The study indicated that 

the assessment of relations between ecology and physical habitat are serious problem in river 

research and management. 

Haghighi and Klove (2017) suggested release of EF in areas where irrigation demand is high. Mishra 

et al. (2019) correlated %AAF and SPI for the prediction of environmental flow condition during 

low flow season (October-June), using rainfall-runoff data of five catchments of Godavari basin. 

The analysis revealed that the EF condition of the studied catchments during low flow season could 

be ascertained through rainfall-based SPI (9-month scale).  

The Curve Number (CN) parameter of the SCS-CN methodology (SCS, 1956) describes the runoff 

potential of the watershed (Mishra and Singh, 2003), for it is based on the major runoff producing 

watershed characteristics, such as soil type, land use/ treatment, surface condition, and antecedent 

moisture conditions (AMCs).  
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EF assessment using Tennant method (hydrological method), assumes the existence of relationship 

between flow alteration and specific environmental responses. Generally, Tennant method is used 

to recommend instream flows and Curve Number (CN) is used to describe the runoff potential of 

catchment. In spite of the fact that both the ideas infer levels of water supply for natural ecosystems 

or anthropogenic activities, they manage the issue at various spatiotemporal scales in hydrology.  

As above, CN is used to describe the runoff potential of catchment from low to high based on 

catchment characteristics (i.e. soil type, land use/treatment, surface condition, and antecedent 

moisture conditions) whereas, Tennant method is utilized to represent the EF state of a stream from 

flushing flow to serious degradation depending on if the river has maximum flow or runs dry, based 

on percentage of AAF (%AAF) computed using the flow data. As the flow through the catchment 

depends on its characteristics and Tennant method is used to describe the EF condition based on 

flow data, so there might be a possibility of relationship between CN and Tennant method.   

The CN is directly related to precipitation and %AAF is related to flow, since both are equally 

dynamic parameter but the %AAF can only be used in gauged catchments for the prediction of 

environmental flow condition, while the relationship between CN and %AAF enables us to predict 

the environmental flow condition of the ungauged (where flow data is not available) catchments too 

which forms the primary objective of this chapter. 

The application of this study has been demonstrated on 17 catchments, a summary of their 

characteristics is given in Table 7.1. Some of the study catchments and data used in the analysis have 

been taken from the study entitled “Study of regional drought characteristics and environment” by 

Kumar Amrit (2018)
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Table 7.1 Summary characteristics of study catchments  

S. No. Catchment River Major 

River Basin 
Area 

(Km
2
) 

Data 

Length 
Latitude (N) Longitude (E) Elevation 

Range (m) 
Climatic 

region 

1 Ghatora Arpa Mahanadi 3035 1991-

2010 
22

0
 02’31” 82

0
 13’22” 246 Sub-humid 

2 Rampur Jonk Mahanadi 2920 1991-

2010 
21

0
 39’19”  82

0
 31’17”  231.88 Sub-humid 

3 Baronda Pairi Mahanadi 3225 1990-

2010 
20

0
 54’40”  81

0
 53’05”  289.37 Sub-humid 

4 Basantpur Mahanadi Mahanadi 57780 1990-

2010 
21

0
 43’19”  82

0
 47’22”  206 Sub-humid 

5 Chakaliya Anas Mahi 3121 1991-

2010 

230 03’16”  740 91’10”  215 Semi-arid 

6 Hivra Wardha Godavari 10240 1991-

2010 
20

0
 32’52”  78

0
 31’25”  230 Semi-arid 

7 Nandgaon Wunna Godavari 4580 1990-

2010 
20

0
 30’59”  78

0
 48’12”  198 Semi-arid 

8 Dhariawad Jakham Mahi 1510 1990-

2010 
24

0
 05’12”  74

0
 47’10”  203 arid 

9 Ashti  Wainganga Godavari 50990 1990-

2010 
19

0
 41’04”  79

0
 22’52”  141.42 Semi-arid 

10 Bamini wardha Godavari 46020 1990-

2010 
19

0
 48’47”  79

0
 22’52”  157.97 Semi-arid 

11 Bhatpalli Peddavagu Godavari 3100 1990-

2009 
19

0
 18’57”  79

0
 28’16”  156 Sub-humid 

12 Satrapur Kanhan Godavari 11100 1990-

2010 
21

0
 13’24”  79

0
 13’48”  263.30 Dry sub-

humid 
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13 Jagdalpur Indravathi Godavari 7380 1990-

2010 
19

0
 06’27”  82

0
 01’23”  543 Semi-arid 

14 Ramakona Kanhan Godavari 2500 1990-

2010 
21

0
 43’05”  78

0
 49’08”  336.38 Dry sub-

humid 

15 P.G. 

penganga 

Penganga  Godavari 18441 1990-

2008 
19

0
 48’57” 78

0
 34’29”  198 Semi-arid 

16 Jenepur Brahmni Brahmni-

Baitarni 

33955 1990-

2010 
20

0
 53’05”  86

0
 34’29”  13 Sub-humid 

17 Kogaon Kundi Narmada 3919 1990-

2010 
22

0
 06’10”  75

0
 41’53”  151 Semi-arid 
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7.2 METHODOLOGY 

7.2.1 Tennant method 

In this method, the various streamflow conditions are classified using Average Annual Flow 

(AAF). This method uses percentages for classification of conditions (Table 7.2). This method 

is a globally accepted for the assessment of environmental flow. Tennant Method relates AAF 

percentage on a seasonal basis to flows that uphold geomorphic function (flushing flows) and 

flows that preserve instream habitat condition. This approach also called as Montana method and 

was developed in USA considering the data from eleven streams comprising 38 different flows 

and 58 cross section (Mann, 2006).  The data related to different aspects over which both (warm 

and cold water) fish habitats depends, were collected for the study. The Some fraction of average 

flow is essential to maintain a good stream environment, is the basic assumption of this method. 

For temporary survival, the average velocity and depth of flow should not be less than 0.3m and 

0.25m/s, respectively. The flow depth of 0.45 to 0.6m and flow velocity of 0.45 to 0.6m/s were 

found optimum for the survival of fish. These situations corresponded to 10% and 30% of average 

annual flow (AAF), respectively, in various streams that were analysed. Different flow conditions 

described based on percentage of AAF for low (October-March) flow periods (Tennant, 1975) 

are given in Table 7.2. 

Table 7.2 Flow conditions based on percentage of AAF for low flow season (October-March) 

(Tennant, 1975) 

Flow Condition % of AAF 

Flushing flow 200 

Optimum range of flow 60-100 

Outstanding 40 

Excellent 30 

Good 20 

Fair or Degrading 10 

Poor or Minimum 10 

Severe Degradation Less than 10 

 

7.2.2 SCS-CN method 

The detailed description of SCS-CN method has been provided in Section 4.2. (Chapter 4). 
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7.3 ANALYSIS AND DISCUSSION OF RESULTS 

The analysis has been carried out using the data of different catchments for exploration of the 

existence of a relationship between %AAF, which describes EF condition in Tennant (1976) 

approach, and CN, which describes the runoff potential of the watershed for the non-monsoon 

season from October-June. The following two cases are considered: 

Case 1: Relationship derived between CN and %AAF is calibrated and validated for each of the 

seventeen catchments using split datasets.  

Case 2: A general relationship between CN and %AAF is derived using the calibration dataset 

of all the watersheds, and tested on the combined validation dataset of all watersheds. 

 

Case 1 

 Relationship derived between CN and %AAF is calibrated and validated for each of the 

eleven catchments using split datasets, as follows. 

Ghatora catchment: The data for rainfall-runoff pertaining to 1991-2008 were utilized. The 

mean flow of nine months i.e. from October to June for each year was calculated to determine 

AAF. Based on the %AAF, the various flow conditions of the catchment are described. Similarly, 

from the rainfall-runoff data, CN was also estimated for the same duration for each year. CN was 

optimized, considering λ to be zero, for each year. The rainfall-runoff data of non-monsoon 

season (October to June) were used for the optimization of CN.  A plot between %AAF and CN 

for the split data is shown in Fig. 7.1(a) for the period of 1991-2000. It is seen that, as CN 

increases, %AAF also increases, and vice versa. The value of R2 is 0.574, which shows a very 

good fit. Further, the remaining data of the same period (2001-2008) were used for validation of 

the derived relationship. The observed and computed %AAF of the corresponding CN values 

when plotted in Fig. 7.1(b) show the observed and computed %AAF values are generally close 

to the line of perfect fit (LPF), indicating a satisfactory fit.  
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Figure 7.1(a) %AAF versus CN values for 

Ghatora catchment 

Figure 7.1(b) Observed and computed %AAF 

for Ghatora catchment. 

 

Jagadalpur catchment: The data for rainfall-runoff pertaining to 1991-2009 were utilized. 

Following the similar procedure as above, the derived %AAF is plotted against the corresponding 

CN for Kurubhata catchment in Fig. 7.2 (a) with R2 = 0.607, showing a good agreement between 

%AAF and the corresponding CN. Thus, CN can be used to ascertain the EF condition over this 

catchment. Further, %AAF has been computed for the period 2001-2009 and plot of observed 

and computed %AAF is shown in Fig. 7.2(b), leading to similar inference as above. 

  

Figure 7.2(a) %AAF versus CN values for 

Jagadalpur catchment 

Figure 7.2(b) Observed and computed 

%AAF for Jagadalpur catchment 

P. G. Penganga Catchment: The data of 17 years (1991-2007) were used, and the requisite plot 

using the data of 10 years (1990-2000) is shown in Fig.7.3(a), again indicating a very good fit 
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(R2 = 0.596). The observed and computed values of %AAF for the period 2001-2007 are seen to 

be in good agreement (Fig. 7.3b). 

  

Figure 7.3(a) %AAF versus CN values for 

P. G. Penganga catchment 

Figure 7.3(b) Observed and computed %AAF 

for P. G. Penganga catchment 

 

Ramakona Catchment: The data for rainfall-runoff pertaining to 1990-2009 were utilized. The 

%AAF derived for 1990-2000 is plotted against the corresponding CN for Ramakona catchment 

in Fig. 7.4(a) with R2 = 0.547, exhibiting a very good %AAF - CN relationship. Thus, EF 

condition for this catchment can be ascertained using CN. The observed and computed %AAF 

(for the period 2001-2006) of the corresponding CN values were plotted in Fig. 7.4(b), which 

shows the observed and computed %AAF values are generally close to LPF. 

  

Figure 7.4(a) %AAF versus CN values for 

Ramakona catchment 

Figure 7.4(b) Observed and computed %AAF 

for Ramakona catchment 
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Rampur Catchment: The data of 19 years (1991-2008) were used, and the requisite plot using 

the data of 10 years (1991-2000) is shown in Fig. 7.5(a), again indicating a very good fit (R2 = 

0.5.11). Further, %AAF has been computed for the period 2001-2009 and plot between observed 

and computed %AAF is presented in Fig. 7.5(b), leading to similar inference as above. 

  

Figure 7.5(a) %AAF versus CN values for 

Rampur catchment 

Figure 7.5(b) Observed and computed %AAF 

for Rampur catchment. 

Hivra Catchment: The data for rainfall-runoff pertaining to 1991-2008 were utilized. The 

%AAF derived for 1991-2000 is plotted against the corresponding CN for Hivra catchment in 

Fig. 7.6(a) with R2 = 0.556, exhibiting a very good relationship. Thus, EF condition for this 

catchment can be ascertained using CN. The observed and computed %AAF (for the period 2001-

2008) of the corresponding CN values were plotted in Fig. 7.6(b), which shows the observed and 

computed %AAF values are generally close to LPF. 

  

Figure 7.6(a) %AAF versus CN values for 

Hivra catchment 

Figure 7.6(b) Observed and computed 

%AAF for Hivra catchment 
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Nandgaon Catchment: The data of 17 years (1991-2008) were used, and the requisite plot using 

the data of 9 years (1991-2000) is shown in Fig. 7.7(a) (R2 = 0.428). Further, %AAF has been 

computed for the period 2001-2009 and plot between observed and computed %AAF is presented 

in Fig. 7.7(b) leading to similar inference as above. 

 

 

Figure 7.7(a) %AAF versus CN values for 

Nandgaon catchment 

Figure 7.7(b) Observed and computed %AAF 

for Nandgaon catchment 

 

Chakaliya catchment: The data for rainfall-runoff pertaining to 1991-2009 were utilized. The 

mean flow of nine months i.e. from October to June for each year was calculated to determine 

AAF. Based on the %AAF, the various flow conditions of the catchment are described. Similarly, 

from the rainfall-runoff data, CN was also estimated for the same duration for each year.  A plot 

between %AAF and CN for the calibration data (1991-2000) is shown in Fig. 7.8(a). The value 

of R2 is 0.507 shows a very good fit. Further, the remaining data (2001-2009) were used for 

validation of the relationship. The observed and computed %AAF of the corresponding CN 

values when plotted in Fig. 7.8(b) show the observed and computed %AAF values to be generally 

close to LPF, indicating a satisfactory fit.  
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Figure 7.8(a) %AAF versus CN values for 

Chakaliya catchment 

Figure 7.8(b) Observed and computed %AAF 

for Chakaliya catchment 

 

Dhariawad catchment: The data for rainfall-runoff pertaining to 20 years i.e. 1990-2009 were 

utilized. A plot between the %AAF and CN for this catchment is shown in Fig. 7.9(a) for the 

period of 1990-1999 with R2= 0.899, exhibiting a good relationship between %AAF and CN. 

The observed and computed %AAF for 2000-2009 data plotted in Fig. 7.9(b) are generally close 

to LPF. 

 

 

Figure 7.9(a) %AAF versus CN values for 

Dhariawad catchment 

Figure 7.9(b) Observed and computed %AAF 

for Dhariawad catchment 

 

Koegon Catchment: The data of 20 years (1991 – 2010) were used, and the requisite calibration 

plot for the period of 1991-1999 is shown in Fig. 7.10(a), fitting with R2 = 0.624. The validation 

plot (Fig. 7.10b) from 2000-2009 imply similar inferences as above. 
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Figure 7.10(a) %AAF versus CN values 

for Koegon catchment 

Figure 7.10(b) Observed and computed 

%AAF for Koegon catchment 

 

Jenepur Catchment: Fig. 7.11(a) shows good (R2= 0.554) %AAF-CN relation from 1990-2009 

data. The observed and computed %AAF for 2000-2009 data points are close to LPF, as shown 

in Fig. 7.11 (b). 

  

Figure 7.11(a) %AAF versus CN values 

for Jenepur catchment 

Figure 7.11(b) Observed and computed 

%AAF for Jenepur catchment 
 

Ashti Catchment: The data of 21 years (1990-2010) were used, and the derived %AAF for the 

period of 1990-1999 is plotted against the corresponding CN in Fig 7.12(a) with R2= 0.516, 

which shows a good relationship between %AAF and CN. Further, the observed and computed 

%AAF for the period 2000-2009 data plotted in Fig. 7.12 (b) are close to line of perfect fit. 
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Figure 7.12(a) %AAF versus CN values for 

Ashti catchment 

Figure 7.12(b) Observed and computed 

%AAF for Ashti catchment 

 

Bamini Catchment: Fig. 7.13 (a) shows good (R2= 0.646) %AAF-CN relation for the period 

1990-1999. The observed and computed %AAF plotted (7.13 (b)) and found close to LPF. 

 

 

Figure 7.13(a) %AAF versus CN values 

for Bamini catchment 

Figure 7.13(b) Observed and computed 

%AAF for Bamini catchment 
 

Baronda Catchment: Following the similar procedure as above, the requisite %AAF-CN (R2= 

0.813) plot using the data of 10 years (1990-1999) is shown in Fig. 7.14 showing excellent 

relation. The validation plot shows the similar inference as above. 
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Figure 7.14(a) %AAF versus CN values for 

Baronda catchment 

Figure 7.14(b) Observed and computed 

%AAF for Baronda catchment 

 

Basantpur Catchment: Following the similar procedure as above, the requisite plot (7.15 (a)) 

with R2= 0.573 (1990-1999) shows good %AAF-CN relation. The observed and computed 

%AAF (7.15 (a)) for 2000-2009 are found to be close to line of perfect fit. 

  

Figure 7.15 (a) %AAF versus CN values 

for Basantpur catchment 

Figure 7.15 (b) Observed and computed 

%AAF for Basantpur catchment 
 

Bhatpalli Catchment: The data of 21 years (1990-2009) were used, the requisite calibration 

(R2= 0.657) and validation plot shown in Fig 7.16 (a) and Fig. 7.16 (b) respectively, showing the 

similar inference as above. 
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Figure 7.16 (a) %AAF versus CN values 

for Bhatpalli catchment 

Figure 7.16 (b) Observed and computed 

%AAF for Bhatpalli catchment 

 

Satrapur Catchment: The requisite calibration plot (Fig. 7.17 (a)) for 1990-1999 shows good 

%AAF-CN relation. The observed and computed %AAF plotted in Fig. 7.17 (b) shows the 

similar inference as above. 

 

 

Figure 7.17(a) %AAF versus CN values 

for Satrapur catchment 

Figure 7.17(b) Observed and computed %AAF 

for Satrapur catchment 
 

 

It can be seen from the above that %AAF of the non-monsoon season (from October-

June) is significantly related with CN computed from the corresponding rainfall and runoff data 
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The calibration datasets of each of eleven watersheds were taken together for deriving a 

general relationship between CN and %AAF, as shown in Fig. 7.18 (R2 = 0.6104), and then tested 

on the combined validation data of these watersheds. As shown in Fig. 7.19, the observed and 

computed %AAF values are generally close to LPF, implying that there exists a relationship 

between CN and %AAF, and CN can be used for derivation of %AAF for describing the EF 

condition of a watershed during low flow season (October-June) based on CN values, as shown 

in Table 6.6 derived from the results of Fig. 7.18. Here, it is worth emphasizing that the approach 

presented in this study includes all the shortcomings of the Tennant method. 

 

Figure 7.18 %AAF versus CN values for all the catchments used in the study 
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Figure 7.19 Observed and computed %AAF for all catchments used in the analysis.  

             

 

Table 7.3 Description of flow condition based on %AAF or CN during low flow season 

Flow Condition %AAF CN 

Optimum range of flow ≥ 60% ≥ 85 
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Poor or Minimum 10% or less < 13 
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EF and the catchment surface characteristics, which can be instrumental for the ungauged 

catchments.  

The investigation was executed using the rainfall-runoff data of seventeen catchments, viz., 

Ghatora, Rampur, Baronda, Basantpur of Mahanadi basin; Chakaliya, Hivra, Nandgaon, 

Dhariawad, Asthi, Bamini, Bhatapalli, Satrapur, Jagdalpur, Ramakona, P.G. Penganga of 

Godavari basin; Jenapur in Brahmani-Baitaini basin; and Kogaon of Narmada basin. For each of 

the catchments, the percentage of average annual flow (%AAF) and Curve Number were 

computed for low flow season. The conclusions of the study are as follows: 

1. The %AAF is observed to increase linearly with increasing CN and vice versa, for all the 

catchments. R2 greater than 0.55 for 13 (out of 17) catchments was found. The correlation 

between %AAF and CN is maximum for Dhariawad (R2 = 0.899) and Baronda (R2 = 

0.814) catchments. This reveals an excellent correlation between %AAF and CN. 

2. The excellent %AAF-CN relationship over all the catchments signifies that the EF 

conditions of the catchments may be estimated using CN (derivable from catchment 

characteristics) during low flow season. Moreover, this will also play a key role in 

monitoring the EF conditions over the ungauged catchments using the catchment 

characteristics only.  

3. Since the proposed approach inheres all limitations of the Tennant method, it is not 

applicable to catchments severely disturbed by anthropogenic activities.  
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CHAPTER 8 

SUMMARY AND CONCLUSIONS  

 

Water is regarded as a necessity for survival and existence of life on the planet the Earth. 

Furthermore, it is vital for growth and sustainability of the ecosystem. Amongst the climate 

changes, global population growth is perhaps the most compelling reason for concern, leading to 

the problems of water management that can be well addressed with the aid of watershed models. 

Attempts are being continuously made for improving the existing models and to develop new 

models to address these issues more effectively. These models are used to analyze the quantity 

and quality of streamflow, erosion and sediment yield, irrigation water use, water distribution 

systems, conjunctive use of surface water and groundwater, groundwater development, reservoir 

system operations, and a range of such water management activities.  

The rainfall passes through a number processes of hydrologic cycle in a watershed, such 

as interception, infiltration, percolation, interflow, overland flow,  evaporation and 

evapotranspiration, base flow etc., and it finally emerges as runoff at the outlet of watershed. 

These processes largely depend on climatic (rainfall intensity, frequency, amount and duration) 

and catchment (geology, drainage density, drainage pattern, land use/ vegetation cover, 

topography) characteristics which vary both spatially and temporally. Therefore, reliable 

predictions of runoff and sediment yield from land mass into streams and rivers are difficult, 

expensive and time consuming. The hydrological models used for the purpose should therefore 

be parametrically efficient and identifiable from the available data.  

There are a number of rainfall-runoff models to estimate the runoff from ungauged 

catchments from a given amount of rainfall. However, the Soil Conservation Service Curve 

Number (SCS-CN) method is one of the simplest and most widely used methods for 

accomplishing the aforementioned assignments. This technique is the consequence of 

comprehensive field examinations performed amid the late 1930s and 1940s and the 

modifications made by various researchers. The estimation of direct runoff for ungauged 

watersheds depends on soils, landuse, antecedent rainfall, duration of storm and rainfall amount 

associated, and average annual temperature and date of storm.  

The SCS-CN method has been used by a number of researchers for runoff estimation 

world over and, in turn, has attracted investigations into its formation, physical significance, 

applicability, extendibility, and rationality, etc. The SCS-CN method still inherits major 
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structural inconsistency associated with the potential maximum retention (S)- curve number (CN 

mapping) resulting into erroneous description of watershed behavior as complacent, standard, 

and violent and, in turn, the estimation of runoff from the existing SCS-CN method. It invoked 

the need for development of a revised S-CN mapping relationship employing sounder 

hydrological perception. The existing SCS-CN method is modified using the proposed S-CN 

mapping and improved SCS-CN methodology based on the revised proportional equality for 

variation of S with rainfall (P) as per first order linear hypothesis.   

Sediment yield represents the total sediment outflow reaching the outlet of a drainage 

basin in a specified period of time. Accurate estimation of soil erosion and sediment yield are 

essential for design of erosion control structures, reservoir sedimentation, water quality 

management, and design of future water resources management policies. Sediment yield depends 

on a number of complex factors such as flow, precipitation, topography and soil characteristics 

of the watershed.  

The popular approach for the assessment of soil erosion and sediment yield is the 

Universal Soil Loss Equation (USLE) or its extensions. Since sediment yield is a surface runoff-

dependent process, the erosion models are often coupled with the models capable of simulating 

the rainfall-runoff response of watershed. In this study, USLE coupled with SCS-CN method has 

been further improved and modified for sediment yield estimation.   

The demand for water is rising due to rapid population growth as well as industrialization. 

For the protection of the natural ecosystem, water must be preserved in the streams/rivers. More 

importantly, it should be clean so as to maintain healthy environmental conditions. The minimum 

threshold quantity of water needed for the survival of streams/rivers is called Environmental flow 

(EF), which is a key factor for a healthy ecosystem. There are more than 240 methods are 

available to describe the environmental flow condition based on flow data only. Tennant method 

is widely used hydrological method to describe the EF condition of river from severe degradation 

to flushing flow based on percentage of AAF (%AAF) using the flow data, whereas Curve 

number (CN) is used to describe the runoff potential of catchment from low to high based on 

catchment characteristics (i.e. soil type, land use/treatment, surface condition, and antecedent 

moisture conditions). As the flow through the catchment depends on its characteristics and 

Tennant method is used to describe the EF condition based on flow data. Since both the concepts 

imply levels of water supply for human activities or natural ecosystems so, an effort has been 

made to establish a relationship between these two which helps to describe the EF condition 

using Curve Number (based on catchment characteristics) during low flow season. 
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8.1 CONCLUSIONS 

The following conclusions can be derived from the study: 

1. The modified proportional equality of SCS-CN methodology describes the watershed 

behavior more rationally and realistically. It describes the increasing trend of runoff 

coefficient C with rainfall, consistent with reality. Furthermore, it has the efficacy to 

resolve the issue of CN decaying with increasing rainfall (P). 

2. CN represents the runoff potential for a watershed given amount of rainfall, which at 

present is considered as 10 inch (= 254 mm). Therefore, it should be modified as CNP for 

the actual amount of rainfall P in real-world applications. Such a modification also solves 

problematic description of watershed behavior, i.e. complacent, standard, and violent. It 

also supports the general notion that the runoff coefficient (C) (or CN) increases with 

increasing P and improves runoff prediction. 

3. The models based on CNP relationships performed well on all Strange and Tehri data. 

The proposed modification also showed an enhanced model performance based on NSE, 

RMSE and Bias error criteria. 

4. The proposed sediment yield models (PS1 and PS3) performed much better than the 

models based on existing SCS-CN concept (S1 and S3), and significantly better than S2 

with λ = 0.2 in both years 2016 and 2017 data.  

5. The higher slope plots generated higher sediment yield and runoff, and vice versa. In 

performance the sediment yield models are ranked as: PS3>PS1>PS2.  

6. The runoff models PR3 and PR1 performed approximately similar and model PR2 

performed poorer than any other proposed models.  

7. The existence of remarkable %AAF-CN relationship with R2 greater than 0.55 for 13 (out of 

17) catchments underlines the significance of the study, the EF condition of the studied 

catchments can be ascertained using Curve Number (i.e. catchment characteristics) during 

low flow season. 
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8.2 MAJOR RESEARCH CONTRIBUTIONS  

The major contributions of the study are as follows: 

1. The modification proposed to the proportional equality of SCS-CN methodology 

describes the realistic increasing trend of runoff coefficient C with rainfall and resolves 

the issue of CN decaying unrealistically with increasing rainfall (P). 

2. CN is presented as an index of describing runoff potential of a watershed for given 

amount of rainfall (it is 10 inch = 254 mm at present).  

3. The proposed variation of CN-with P in real world applications has the efficacy to 

describe watershed behaviour. It supports the fact that runoff coefficient (C) (or CN) 

increases with increasing P and improves runoff prediction. 

4. Proposed a modified USLE-based modified SCS-CN model for improved prediction of 

sediment yield.  

5. A CN based method for the prediction of environmental flow condition using the data of 

17 catchments located in different river basins, has been proposed for low flow season. 

8.3 LIMITATION OF THE STUDY 

1. The derivation involving S-CN mapping is based on the assumption that Ia = 0, which is 

possible only when the soil is initially moist and it contrasts the assumption of the initially 

dry soil. It needs to be explored further.  

2. The proposed model needs to be tested on a much wider data base. 

3. The approach suggested for the estimation of environmental flow based on catchment 

characteristics (i.e. CN) inheres all the limitations of the Tennant's method. The proposed 

method holds good for the watersheds having little or no human interventions. It might 

not be possible in the present modern world where human interventions are increasing 

rapidly.  

 

8.4 FUTURE SCOPE OF WORK 

1. This study makes use of the same dataset as used by Hawkins (1993) having one 

watershed of each kind. The relationships and models proposed in this study may be 

further explored for their versatility using a large set of rainfall-runoff data from the 

watersheds having different soil-vegetation-land use (SVL) complex. 

2. The models developed in this study may be further improved through their coupling with SMA 

procedure to address the issues of initial abstraction (in terms of threshold soil moisture) and 
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quantum jump in runoff estimation corresponding to change in antecedent moisture conditions; 

the continuous function for antecedent soil moisture obviates the sudden jumps in runoff 

estimations. 

3. Being simple in model formulation and its structure and attempting to describe an 

extremely complex process of rainfall-runoff modelling, the SCS-CN methodology has 

several myths, limitations, and structural inconsistencies yet to be resolved in future using 

a large data base.  

4. The proposed approach based on CN for the prediction of environmental flow can be 

further verified for applicability to hydro meteorologically homogeneous regions. Such a 

validation would enhance the suitability potential of the proposed approach to the 

environmental/ecological study of ungauged virgin watersheds unexplored for water 

resources development.  
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Appendix 

Soil addition  

 

 
 

Addition of sandy soil by manual power. 
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Grain size analysis of soil 

 

Soil sampling for grain size analysis of soil 

 

View of Sieve Analysis of Soil using Sieve Shaker 
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                                      Double ring infiltration test 
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Table A1: Computed values of Bulk Density, Particle Density and Porosity. (2016 to 2017) 

Plot 

No. 
Land use Slope 

Bulk Density 

(gm/cc) 

Particle Density 

(gm./cc) 
Porosity (%) 

2016 

1 Maize 12% 1.46 2.54 42.33 

2 Mandua 12% 1.35 2.55 46.89 

3 Fallow 12% 1.36 2.68 49.06 

4 Maize 8% 1.33 2.53 47.31 

5 Mandua 8% 1.48 2.59 43.03 

6 Fallow 8% 1.42 2.58 45.00 

7 Mandua 16% 1.40 2.61 46.38 

8 Maize 16% 1.44 2.59 44.40 

9 Fallow 16% 1.40 2.67 47.50 

2017 

1 Maize 12% 1.46 2.54 42.34 

2 Mandua 12% 1.35 2.55 46.90 

3 Fallow 12% 1.36 2.68 49.06 

4 Maize 8% 1.33 2.53 47.32 

5 Mandua 8% 1.48 2.59 43.03 

6 Fallow 8% 1.42 2.58 45.00 

7 Mandua 16% 1.40 2.61 46.39 

8 Maize 16% 1.44 2.59 44.41 

9 Fallow 16% 1.40 2.67 47.51 
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Table A2: Results of Sieve Analysis of Soil Samples from the different Plots (2017). 

S

.

N 

Sieve 

(mm) 

1st Plot(wt. 

retained) 

(Grams) 

2nd Plot(wt. 

retained(Gram

s) 

3rd  Plot (Weight 

retained) (Grams) 

4th Plot(wt. 

retained) 

(Grams) 

5th Plot(wt. 

retained) 

(Grams) 

6th Plot(wt. 

retained) 

(Grams) 

7th Plot(wt. 

retained) 

(Grams) 

8th Plot(wt. 

retained) 

(Grams) 

9th Plot(wt. 

retained) 

(Grams) 

2016 

1 0.6 20.12 12.21 11.95 19.42 13.21 14.24 18.46 7.6 13.03 

2 0.4 40.21 22.21 36.74 38.93 18.61 34.34 43.42 23.74 33.58 

3 0.3 19.82 55.12 34.51 22.32 53.32 30.02 17.84 49.18 33.51 

4 0.225 146.73 166.42 151.648 150.23 163.14 146.13 143.585 163.71 153.648 

5 0.15 351.21 276.31 322.025 348.94 280.34 300.45 351.02 289.03 320.025 

6 0.09 136.32 178.31 160.675 135.67 180.21 188.94 143.71 179.64 161.675 

7 0.075 7.68 8.36 5.55 8.92 8.31 6.55 5.72 4.98 5.35 

8 0.063 4.97 2.19 3.12 5.21 4.1 5.71 3.21 3.26 3.235 

9 pan 68.29 78.71 73.5 68.29 78.71 73.5 68.29 78.71 73.5 

2017 

1 0.6 2.5 27  3.2 5 3.5 3.42 2.7 4.7 

2 0.4 20.40 29.00  16.20 30.30 31.00 12.20 15.00 26.00 

3 0.3 4.50 32.20  13.93 34.40 53.40 0.00 12.20 1.00 

4 0.225 78.80 98.80  59.30 74.60 98.00 87.60 90.80 122.80 

5 0.15 216.19 122.00  239.00 117.00 138.20 164.63 143.30 130.80 

6 0.09 124.21 125.70  106.47 141.30 106.50 162.26 182.50 147.60 

7 0.075 3.43 6.60  1.96 7.60 3.00 4.61 2.50 5.10 

8 Pan 41.82 50.25  36.61 84.10 65.60 59.12 48.17 60.15 
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Table A3: Double ring infiltrometer test. 

Plot 2 (Date of test: 15/11/2016) Plot 5 (Date of test: 15/11/2016) Plot 8 (Date of test: 16/11/2016) 

Time 

interval(mi

n) 

Cumulativ

e 

time(min) 

Infiltratio

n 

depth(m

m) 

Infiltration 

Capacity(mm/h

r) 

Time 

interval(mi

n) 

Cumulati

ve 

time(min) 

Infiltratio

n 

depth(m

m) 

Infiltration 

Capacity(mm/h

r) 

Time 

interval(mi

n) 

Cumulati

ve 

time(min) 

Infiltratio

n 

depth(m

m) 

Infiltration 

Capacity(mm/h

r) 

start 0 0 0 start 0 0.0 0 start 0 0 0 

1 1 3 180 1 1 2 120 1 1 5 300 

1 2 2 120 1 2 2 120 1 2 3 180 

1 3 3 180 1 3 1 60 1 3 3 180 

1 4 2 120 1 4 1 60 1 4 2 120 

1 5 1 60 1 5 1 60 1 5 2 120 

1 6 1 60 1 6 1 60 1 6 2 120 

1 7 2 120 1 7 1 60 1 7 2 120 

1 8 1 30 1 8 1 60 1 8 1 60 

1 9 1 30 1 9 1 60 1 9 1 60 

1 10 1 60 1 10 1 60 1 10 1 60 

10 20 8 48 10 20 8 48 10 20 13 78 

10 30 6 36 10 30 6 36 10 30 9 54 

10 40 3 18 10 40 5 30 10 40 8 48 

30 70 10 20 30 70 16 32 30 70 25 50 

30 100 9 18 30 100 12 24 30 100 23 46 

30 130 8 16 30 130 11 22 30 130 21 42 

60 190 14 14 60 190 22 22 60 190 40 40 

60 250 15 15 60 250 24 24 60 250 39 39 

60 310 15 15 60 310 20 20 60 310 35 35 

60 370 15 15 60 370 20 20 60 370 34 34 

60 430 15 15 60 430 10 10       
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Plot 3 (Date of test: 15/11/2016) Plot 6 (Date of test: 16/11/2016) Plot 9 (Date of test: 16/11/2016) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

start 0 0 0 start 0 0 0 start 0 0 0 

2 2 10 300 1 1 3 180 2 2 8 240 

2 4 4 120 1 2 3 180 2 4 5 150 

2 6 4 120 1 3 2 120 2 6 3 90 

2 8 3 90 1 4 2 120 2 8 3 90 

2 10 4 120 1 5 1 60 2 10 2 60 

10 20 16 96 1 6 1 60 10 20 6 36 

10 30 14 84 1 7 1 60 10 30 5 30 

10 40 13 78 1 8 1 60 10 40 4 24 

30 70 35 70 1 9 1 60 30 70 13 26 

30 100 35 70 1 10 1 90 30 100 6 12 

30 130 33 66 10 20 11 63 30 130 5 10 

60 190 62 62 10 30 6 36 60 190 10 10 

60 250 58 58 10 40 6 36 60 250 7 7 

60 310 57 57 30 70 11 22 60 310 7 7 

60 370 51 51 30 100 10 20 60 370 7 7 

      30 130 9 18       

      60 190 15 15       

      60 250 15 15       
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      60 310 14 14       

      60 370 14 14       

 

 

Plot 1 (Date of test: 17/11/2016) Plot 4 (Date of test: 17/11/2016) Plot 7 (Date of test: 07/07/2016) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(m

m/hr) 

start 0 0.0 0 start 0 0 0 start 0 0.0 0 

1 1 1.2 72 2 2 15 450 1 1 5.0 300 

1 2 0.4 24 2 4 5 150 1 2 6.0 360 

1 3 0.4 24 2 6 4 120 1 3 2.0 120 

1 4 0.3 18 2 8 4 120 1 4 5.0 300 

1 5 0.3 18 2 10 3 90 1 5 4.0 240 

1 6 0.3 18 10 20 13 78 1 6 4.0 240 

1 7 0.3 18 10 30 11 66 1 7 2.0 120 

1 8 0.3 18 10 40 11 66 1 8 3.0 180 

1 9 0.2 12 30 70 27 54 1 9 2.0 120 

1 10 0.2 12 30 100 25 50 1 10 2.0 120 

10 20 2.2 13 30 130 21 42 10 20 24.0 144 

10 30 1.8 11 60 190 39 39 10 30 20.0 120 

10 40 1.8 11 60 250 35 35 10 40 19.0 114 

10 50 1.8 11 60 310 35 35 30 70 49.0 98 

20 70 3.2 10 60 370 33 33 30 100 40.0 80 

30 100 4.5 9       30 130 37.0 74 

30 130 4.1 8       60 190 67.0 67 

30 160 3.8 8       60 250 64.0 64 

30 190 3.7 7       60 310 64.0 64 

30 220 3.6 7       60 370 62.0 62 
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30 250 3.4 7             

30 280 3.2 6             

30 310 3.1 6             

30 340 3.1 6             

30 370 3.0 6             

 

Plot 1 (Date of test: 19/09/2017) Plot 2 (Date of test: 18/09/2017) Plot 3 (Date of test: 14/09/2017) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

start 0 0 0 start 0 0 0 start 0 0 0 

1 1 10 600 1 1 5 300 1 1 5.0 300.0 

1 2 5 300 1 2 9 510 1 2 9.0 540.0 

1 3 5 300 1 3 3 210 1 3 3.0 180.0 

1 4 5 300 1 4 4 240 1 4 4.0 240.0 

1 5 5 300 1 5 3 180 1 5 3.0 180.0 

1 6 5 300 1 6 3 180 1 6 4.0 240.0 

1 7 2 120 1 7 2 120 1 7 1.0 60.0 

1 8 3 180 1 8 2 120 1 8 2.0 120.0 

1 9 5 300 1 9 3 180 1 9 3.0 180.0 

1 10 3 180 1 10 2 120 1 10 2.0 120.0 

2 12 2 60 2 12 2 60 2 12 2.0 60.0 

2 14 4 120 2 14 3 90 2 14 3.0 90.0 

2 16 9 270 2 16 5 150 2 16 5.0 150.0 

2 18 3 90 2 18 2 60 2 18 2.0 60.0 

2 20 7 210 2 20 5 150 2 20 5.0 150.0 

10 30 17 102 10 30 10 60 10 30 10.0 60.0 

10 40 22 132 10 40 8 48 10 40 8.0 48.0 

10 50 18 108 10 50 4 24 10 50 4.0 24.0 

10 60 20 120 10 60 5 30 10 60 5.0 30.0 

30 90 45 90 30 90 5 10 30 90 5.0 10.0 

30 120 45 90 30 120 15 30 30 120 15.0 30.0 

30 150 40 80 30 150 13 26 30 150 25.0 50.0 
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30 180 40 80 30 180 11 22 30 180 10.0 20.0 

30 210 40 80 30 210 11 22 30 210 10.0 20.0 

30 240 40 80 30 240 11 22 30 240 10.0 20.0 

30 270 11 22 30 270 11 22 30 270 10.0 20.0 

30 300 11 22         

30 330 11 22         

 

Plot 4 (Date of test: 02/11/2017) Plot 5 (Date of test: 10/09/2017) Plot 6 (Date of test: 16/07/2017) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

start 0 0.0 0 start 0 0.0 0 start 0 0.0 0 

1 1 6.0 360 1 1 8.0 480 1 1 4.0 240 

1 2 3.0 180 1 2 3.0 180 1 2 3.0 180 

1 3 2.0 120 1 3 2.0 120 1 3 2.5 150 

1 4 1.0 60 1 4 1.0 60 1 4 2.0 120 

1 5 1.0 60 1 5 1.0 60 1 5 1.5 90 

1 6 2.0 120 1 6 2.0 120 1 6 1.0 60 

1 7 3.0 180 1 7 3.0 180 1 7 1.5 90 

1 8 2.0 120 1 8 0.5 30 1 8 1.1 66 

1 9 1.0 60 1 9 0.5 30 1 9 1.4 84 

1 10 1.0 60 1 10 1.0 60 1 10 1.0 60 

2 12 1.0 30 2 12 2.0 60 2 12 1.9 57 

2 14 1.0 30 2 14 1.0 30 2 14 0.9 27 

2 16 1.0 30 2 16 2.0 60 2 16 2.2 66 

2 18 2.0 60 2 18 2.0 60 2 18 1.5 45 

2 20 1.0 30 2 20 1.0 30 2 20 1.0 30 

10 30 9.0 54 10 30 4.0 24 10 30 4.5 27 

10 40 9.0 54 10 40 5.0 30 10 40 4.5 27 

10 50 10.0 60 10 50 4.0 24 10 50 4.5 27 

10 60 10.0 60 10 60 5.0 30 10 60 5.0 30 
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30 90 10.0 20 30 90 5.0 10 30 90 5.0 10 

30 120 27.0 54 30 120 12.0 24 30 120 22.0 44 

30 150 20.0 40 30 150 20.0 40 30 150 20.0 40 

30 180 30.0 60 30 180 13.0 26 30 180 20.0 40 

30 210 30.0 60 30 210 13.0 26 30 210 20.0 40 

30 240 30.0 60 30 240 13.0 26 30 240 20.0 40 

30 270 30.0 60 30 270 13.0 26 30 270 20.0 40 

 

Plot 7 (Date of test: 05/11/2017) Plot 8 (Date of test: 12/09/2017) Plot 9 (Date of test: 13/09/2017) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

Time 

interval(min) 

Cumulative 

time(min) 

Infiltration 

depth(mm) 

Infiltration 

Capacity(mm/hr) 

start 0 0 0 start 0 0.0 0 start 0 0 0 

1 1 10 600 1 1 5.0 300 1 1 10 600 

1 2 10 600 1 2 9.0 540 1 2 5 300 

1 3 10 600 1 3 3.0 180 1 3 5 300 

1 4 7 420 1 4 4.0 240 1 4 5 300 

1 5 13 780 1 5 3.0 180 1 5 5 300 

1 6 4 240 1 6 4.0 240 1 6 5 300 

1 7 3 180 1 7 1.0 60 1 7 2 120 

1 8 3 180 1 8 2.0 120 1 8 3 180 

1 9 7 420 1 9 3.0 180 1 9 2 120 

1 10 3 180 1 10 2.0 120 1 10 6 360 

2 12 3 90 2 12 2.0 60 2 12 2 60 

2 14 4 120 2 14 3.0 90 2 14 4 120 

2 16 6 180 2 16 5.0 150 2 16 9 270 

2 18 7 210 2 18 2.0 60 2 18 3 90 

2 20 8 240 2 20 5.0 150 2 20 4 120 

10 30 32 192 10 30 10.0 60 10 30 10 60 

10 40 50 300 10 40 8.0 48 10 40 10 60 

10 50 30 180 10 50 4.0 24 10 50 10 60 

10 60 20 120 10 60 5.0 30 10 60 10 60 
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30 90 80 160 30 90 5.0 10 30 90 10 20 

30 120 30 60 30 120 15.0 30 30 120 10 20 

30 150 30 60 30 150 25.0 50 30 150 20 40 

30 180 30 60 30 180 10.0 20 30 180 10 20 

30 210 10 20 30 210 10.0 20 30 210 14 28 

30 240 10 20 30 240 10.0 20 30 240 14 28 

30 270 10 20 30 270 10.0 20 30 270 14 28 

        30 300 14 28 

        30 330 14 28 
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Infiltration capacity curve of maize crops at different slope (Test was carried out in year 

of 2017) 

 

 

Infiltration capacity curve of finger millet crops at different slope (Test was carried out in 

year of 2017) 
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Infiltration capacity curve of Fellow land at different slope (Test was carried out in year 

of 2017) 
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Table A4: Observed rainfall and runoff data for experimental plots (2016). 

Event No. Date Rainfall (mm) 
Runoff (mm) 

plot 1 plot 2 plot 3 plot 4 plot 5 plot 6 plot 7 plot 8 plot 9 

1 15-Jun-16 17 10.66 4.86 1.28 9.86 9.27 5.35 11.77 7.88 2.68 

2 16-Jun-16 46.5 35.50 27.10 22.24 32.65 21.82 24.49 36.82 30.92 18.17 

3 22-Jun-16 39.2 27.23 21.53 14.31 24.03 19.87 15.70 31.67 20.98 16.26 

4 7-Feb-16 35 26.75 18.41 17.72 21.89 19.80 19.11 18.41 12.16 16.33 

5 3-Jul-16 22.8 11.20 9.81 7.04 12.59 9.81 5.65 9.81 11.20 5.65 

6 6-Jul-16 13 8.27 8.41 4.28 7.23 8.62 7.06 9.32 6.71 8.45 

7 16-Jul-16 19.1 8.97 6.88 3.41 7.30 7.58 6.88 4.80 6.88 6.61 

8 22-Jul-16 65 49.43 45.82 40.61 51.62 47.66 40.61 53.11 49.99 45.89 

9 23-Jul-16 36 30.07 25.90 16.18 25.21 25.21 21.74 27.29 17.57 24.51 

10 25-Jul-16 23.8 18.28 15.50 11.06 20.78 13.83 12.45 16.61 16.61 9.67 

11 6-Aug-16 24 5.47 4.08 0.75 4.08 6.86 2.00 5.47 2.69 1.30 

12 8-Aug-16 20.8 11.64 6.36 3.16 12.19 5.66 2.19 10.94 5.39 9.97 

13 11-Aug-16 12.4 0.89 1.59 0.20 1.59 0.89 0.20 2.97 0.89 0.89 

14 14-Aug-16 22 15.49 14.10 9.93 10.63 11.32 9.93 15.49 11.32 11.32 

15 14-Aug-16 12 5.81 4.42 0.95 7.20 3.03 3.03 5.81 3.03 1.64 

16 29-Aug-16 46.5 31.27 25.02 16.13 28.77 28.49 27.79 29.88 29.18 24.32 

17 22-Sep-16 20 9.11 7.45 4.81 8.84 5.78 5.36 7.45 3.28 4.95 
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Table A5: Observed rainfall, runoff and previous day soil moisture data for experimental plots (2017). 

Event  No. Date Rainfall (mm) 
Runoff(Q) mm Previous day soil moisture (%) 

Plot 1 Plot 2 Plot 3 Plot 1 Plot 2 Plot 3 

1 19-Jun-17 44.0 34.29 27.12 14.21 12.30 10.50 13.80 

2 26-Jun-17 34.2 26.63 26.45 13.40 25.47 25.87 28.50 

3 28-Jun-17 75.2 66.07 50.94 48.66 29.10 27.60 30.40 

4 29-Jun-17 17.7 10.99 10.56 6.39 29.80 29.50 30.40 

5 30-Jun-17 15.0 13.39 9.83 7.06 29.45 28.55 30.40 

6 6-Jul-17 36.4 29.01 28.68 19.12 23.00 18.00 20.00 

7 24-Jul-17 14.0 7.41 4.14 0.67 18.00 23.40 20.90 

8 2-Aug-17 79.5 51.73 42.51 33.20 17.80 24.00 15.90 

9 3-Aug-17 9.6 5.66 3.35 1.96 31.65 30.57 34.30 

10 7-Aug-17 27.4 25.51 20.94 18.86 25.70 23.40 31.80 

11 10-Aug-17 43.4 37.29 26.87 19.93 26.70 24.10 29.10 

12 19-Aug-17 22.3 12.61 9.19 2.94 NA NA NA 

13 22-Aug-17 58.1 46.25 30.90 28.95 24.00 24.00 25.70 

14 23-Aug-17 15.5 8.64 2.54 2.32 33.40 33.30 37.80 

15 25-Aug-17 61.8 52.04 36.59 32.28 27.70 26.40 31.00 

16 1-Sep-17 44.0 36.24 20.53 14.98 25.85 25.20 28.35 

17 1-Sep-17 23.0 21.27 18.81 14.65 32.60 32.87 33.85 

18 2-Sep-17 61.1 32.90 33.22 26.27 25.67 26.53 29.47 

19 3-Sep-17 26.0 19.34 13.51 9.06 30.25 28.45 32.60 
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Event  No. Date Rainfall (mm) 
Runoff(Q) mm Previous day soil moisture (%) 

Plot 4 Plot 5 Plot 6 Plot 4 Plot 5 Plot 6 

1 19-Jun-17 44.0 27.20 17.75 13.03 14.20 12.00 11.30 

2 26-Jun-17 34.2 26.17 15.06 11.59 26.87 25.53 30.53 

3 28-Jun-17 75.2 68.35 54.61 49.82 31.50 30.60 32.10 

4 29-Jun-17 17.7 13.34 7.78 10.56 34.30 35.10 37.60 

5 30-Jun-17 15.0 12.33 9.14 6.78 32.90 32.85 34.85 

6 6-Jul-17 36.4 30.01 24.29 13.34 21.00 21.00 20.20 

7 24-Jul-17 14.0 2.75 2.75 2.75 24.50 25.40 19.80 

8 2-Aug-17 79.5 41.53 34.87 24.17 23.70 21.50 22.00 

9 3-Aug-17 9.6 6.13 4.74 0.57 32.30 32.23 35.25 

10 7-Aug-17 27.4 25.80 20.25 17.47 26.20 25.90 24.50 

11 10-Aug-17 43.4 33.12 26.18 22.01 26.03 28.83 32.30 

12 19-Aug-17 22.3 10.44 5.72 1.55 NA NA NA 

13 22-Aug-17 58.1 35.06 25.34 16.31 23.00 26.20 29.00 

14 23-Aug-17 15.5 3.93 3.15 2.54 30.30 25.60 35.30 

15 25-Aug-17 61.8 50.47 38.67 28.42 25.60 28.90 28.00 

16 1-Sep-17 44.0 17.75 18.98 10.81 24.30 27.55 28.50 

17 1-Sep-17 23.0 16.73 16.04 12.56 35.05 33.07 33.55 

18 2-Sep-17 61.1 42.94 24.05 29.05 25.10 26.77 26.80 

19 3-Sep-17 26.0 20.45 9.34 6.56 32.05 31.60 29.33 
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Event  No. Date Rainfall (mm) 

Runoff(Q) mm Previous day soil moisture (%) 

Plot 7 Plot 8 Plot 9 Plot 7 Plot 8 Plot 9 

1 19-Jun-17 44.0 29.56 20.39 12.31 10.10 7.30 10.50 

2 26-Jun-17 34.2 20.62 18.12 8.12 26.13 23.90 30.87 

3 28-Jun-17 75.2 64.92 56.87 45.98 24.00 24.90 28.70 

4 29-Jun-17 17.7 14.72 13.34 5.00 39.00 30.70 37.00 

5 30-Jun-17 15.0 10.94 10.17 5.39 31.50 27.80 32.85 

6 6-Jul-17 36.4 32.29 26.07 17.79 16.00 19.00 22.00 

7 24-Jul-17 14.0 4.14 2.75 1.36 18.30 18.40 19.00 

8 2-Aug-17 79.5 40.14 38.20 22.09 17.00 24.50 20.50 

9 3-Aug-17 9.6 5.71 3.35 0.57 33.00 30.87 35.67 

10 7-Aug-17 27.4 20.25 13.30 16.00 25.40 29.00 30.20 

11 10-Aug-17 43.4 34.65 19.93 20.07 28.00 30.83 32.20 

12 19-Aug-17 22.3 14.94 6.42 4.61 NA NA NA 

13 22-Aug-17 58.1 35.90 33.67 23.26 22.50 29.20 31.20 

14 23-Aug-17 15.5 4.54 5.32 2.54 32.80 32.80 35.60 

15 25-Aug-17 61.8 45.61 31.45 38.67 24.40 28.10 26.20 

16 1-Sep-17 44.0 30.70 17.75 12.20 23.45 28.65 28.70 

17 1-Sep-17 23.0 20.90 13.81 14.65 31.90 34.63 34.83 

18 2-Sep-17 61.1 48.50 25.72 33.22 24.10 27.10 26.30 

19 3-Sep-17 26.0 19.06 10.68 13.51 27.40 32.10 31.23 
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Table A6: Strange data of total monsoon rainfall and estimated percent runoff coefficients. 

Total 

monsoon 

rainfall 

(in) 

Total 

monsoon 

rainfall 

(mm) 

Percent runoff coefficient Total 

monsoon 

rainfall 

(in) 

Total 

monsoon 

rainfall 

(mm) 

Percent runoff coefficient 

Good 

catchment 

Average 

catchment 

Bad 

catchment 

Good 

catchment 

Average 

catchment 

Bad 

catchment 

1.0 25.4 0.1 0.1 0.1 31.0 787.4 27.4 20.5 13.7 

2.0 50.8 0.2 0.2 0.1 32.0 812.8 28.5 21.3 14.2 

3.0 76.2 0.4 0.3 0.2 33.0 838.2 29.6 22.2 14.8 

4.0 101.6 0.7 0.5 0.3 34.0 863.6 30.8 23.1 15.4 

5.0 127.0 1.0 0.7 0.5 35.0 889.0 31.9 23.9 15.9 

6.0 152.4 1.5 1.1 0.7 36.0 914.4 33.0 24.7 16.5 

7.0 177.8 2.1 1.5 1.0 37.0 939.8 34.1 25.5 17.0 

8.0 203.2 2.8 2.1 1.4 38.0 965.2 35.3 26.4 17.6 

9.0 228.6 3.5 2.6 1.7 39.0 990.6 36.4 27.3 18.2 

10.0 254.0 4.3 3.2 2.1 40.0 1016.0 37.5 28.1 18.7 

11.0 279.4 5.2 3.9 2.6 41.0 1041.4 38.6 28.9 19.3 

12.0 304.8 6.2 4.6 3.1 42.0 1066.8 39.8 29.8 19.9 

13.0 330.2 7.2 5.4 3.6 43.0 1092.2 40.9 30.6 20.4 

14.0 355.6 8.3 6.2 4.1 44.0 1117.6 42.0 31.5 21.0 

15.0 381.0 9.4 7.0 4.7 45.0 1143.0 43.1 32.3 21.5 

16.0 406.4 10.5 7.8 5.2 46.0 1168.4 44.3 33.2 22.1 

17.0 431.8 11.6 8.7 5.8 47.0 1193.8 45.4 34.0 22.7 

18.0 457.2 12.8 9.6 6.4 48.0 1219.2 46.5 34.8 23.2 
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19.0 482.6 13.9 10.4 6.9 49.0 1244.6 47.6 35.7 23.8 

20.0 508.0 15.0 11.3 7.5 50.0 1270.0 48.8 36.6 24.4 

21.0 533.4 16.1 12.0 8.0 51.0 1295.4 49.9 37.4 24.9 

22.0 558.8 17.3 12.9 8.6 52.0 1320.8 51.0 38.2 25.5 

23.0 584.2 18.4 13.8 9.2 53.0 1346.2 52.1 39.0 26.0 

24.0 609.6 19.5 14.6 9.7 54.0 1371.6 53.3 39.9 26.6 

25.0 635.0 20.6 15.4 10.3 55.0 1397.0 54.4 40.8 27.2 

26.0 660.4 21.8 16.3 10.9 56.0 1422.4 55.5 41.6 27.7 

27.0 685.8 22.9 17.1 11.4 57.0 1447.8 56.6 42.4 28.3 

28.0 711.2 24.0 18.0 12.0 58.0 1473.2 57.8 43.3 28.9 

29.0 736.6 25.1 18.8 12.5 59.0 1498.6 58.9 44.4 29.4 

30.0 762.0 26.3 19.7 13.1 60.0 1524.0 60.0 45.0 30.0 
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