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ABSTRACT 





The Delhi fold belt (DFB) represents the Proterozoic Aravalli-Delhi orogeny, which lies as a 

prominent NE-SW trending transverse structural heterogeneity at the leading edge of the 

Indian peninsula. Precambrian orogenic belts help in understanding the evolution of 

continents and play an important role to study the tectonic history of the cratonic regions. 

These behave as structural heterogeneities on the underthrusting Indian plate and likely 

control the earthquake ruptures of the Himalayan front. 

The Proterozoic DFB in NW India shows a prominent NNE-SSW (~ 600 km) trending gravity 

high. Past studies are mainly carried out along the Nagaur-Jhalawar transect towards the south 

(~ 150 km) from the profile BB' of the study region. There is the abrupt absence of the Moho 

signature below the DFB in the seismic sections, which is although present below surrounding 

geological formations. Further, there is no detailed geophysical investigation addressing the 

DFB structure towards the north (beneath Delhi, Rajasthan and Haryana states). The 

interpretations in these studies are qualitative, and researchers have pointed lack of 

understanding in the crustal configuration of the DFB due to speculative results.  

In view of scanty geophysical studies, I have carried out a detailed analysis of gravity dataset 

of the region to understand the crustal structure below the DFB. The study addresses whether 

the structures modeled in the southern region of the DFB along the Nagaur-Jhalawar transect 

in past studies are extending towards the north in the study region. The Bouguer gravity 

anomaly of the study region is modeled using radially averaged power spectrum, wavelength 

filtering, 3D structural inversion, wavelet source edge detector (WSED) method and depth 

from extreme points (DEXP) method to constrain the crustal structure of the DFB.  

The radially averaged power spectrum of the Bouguer gravity anomaly is used to derive a 

priori model for an average depths of the layered interfaces, which are further used in 

modeling. The Bouguer gravity anomalies are separated based on the characteristics of the 

power spectrum to understand the deep and shallow structures. The 3D structural inversion is 

performed on the long-wavelength filtered gravity anomaly to derive the 3D lateral variations 

of the Moho interface. The derived Moho geometry is helpful in imaging the 2D density 

modeling. I have developed and propose a new methodology named WSED, which is efficient 

in deriving the source edge boundaries using gravity or magnetic data. The method uses 

wavelet theory to identify the directional properties of the edges. The method is found 
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advantageous in comparison to conventional techniques. The method is used to identify the 

geological boundaries in the DFB region. Among the multiscaling methods of source 

characterization, the DEXP method independently estimates the homogeneity degree and 

depth of the sources. The DEXP transformation is tested on the synthetic gravity and 

magnetic data generated due to isolated and extended sources. The method is further applied 

to the Bouguer gravity anomaly of the DFB region to delineate the shape and depth 

information of the sources. 

In the thesis, I propose a detailed 2D crustal density model for the first time in the study 

region. The 3D structural inversion results show that the long-wavelength behavior of the 

Bouguer gravity anomaly can largely be explained with a prominent upwarp in the Moho 

interface. The DEXP results also corroborate this regional structure in the form of a horizontal 

cylinder. The misfit in the anomalies is attributed to the existence of high-density mantle-

derived underplated material formed by extension during Proterozoic age. The lateral Moho 

variations indicate the absence of a northward extension of the DFB underneath the Indo-

Gangetic alluvium and deflection of the Moho towards NW direction along the Delhi-

Sargodha ridge axis. This likely indicates that the plume head got deflected westward 

sometime after indentation of the NW corner of the Indian plate and its counter-clockwise 

rotation after Eocene collision. 

 

 

  



 

iii 

 

LIST OF PUBLICATIONS 





Peer-reviewed Journal Publications: 

1. Dwivedi D., Chamoli A. and Pandey A.K. 2019. Crustal structure and lateral variations in 

Moho beneath the Delhi fold belt, NW India: Insight from Gravity data modeling and 

inversion. Physics of the Earth and Planetary Interiors (under review). 

2. Dwivedi D. and Chamoli A. 2019. Interpretation of gravity data of Delhi fold belt region 

using edge detection and Euler deconvolution techniques (to be submitted). 

3. Dwivedi D. and Chamoli A. 2019. Edge detection of potential field data using wavelet 

decomposition (to be submitted). 

Papers in Conferences/Abstract Volume: 

1. Chamoli A. and Dwivedi D. 2018.  Evidence of underplating below Delhi Fold Belt using 

gravity data. Abstract (T23B-0371), presented at 2018 AGU Fall Meeting, Washington, D.C., 

10-14 December. 

2. Chamoli A. and Dwivedi D. 2018. Edge enhancement of Potential field data using relative 

wavelet space entropy. Abstract (NS11A-0573), presented at 2018 AGU Fall Meeting, 

Washington, D.C., 10-14 December. 

3. Dwivedi D. and Chamoli A. 2018. Crustal configuration of Proterozoic Delhi fold belt 

using gravity data and its relation with the Himalayan seismicity. Abstract (SSS11-02), 

presented at 2018 Japan Geoscience Union Meeting, Makuhari Messe, Chiba, Japan, 20-24 

May. 

4. Dwivedi D. and Chamoli A. 2017. Estimation of source parameters using extreme points of 

the scaled potential field. 12
th

 Biennial International Conference and Exposition on “Energy 

Through Synergy”, Society of Petroleum Geophysicist, Jaipur, India, 17-19 November. 

5. Dwivedi D. and Chamoli A. 2016. Enhancement of Gravity signatures of the Delhi-

Haridwar ridge. Abstract (P6), presented at 1
st
 Triennial Congress of FIGA, 53rd Annual 

Convention of IGU and 34th Annual Convention of AHI on “GEOSCIENCES FOR 

SUSTAINABILITY”, IIT (ISM), Dhanbad, 8-10 November. 

6. Dwivedi D. and Chamoli A. 2016. Source depth estimation using extreme points of the 

scaled gravity field. Abstract (P116), presented at National Geo-Research Scholars Meet 

2016, WIHG, Dehradun, 1-4 June.  

 





 

v 

 

ACKNOWLEDGEMENTS 

 

Throughout the research, I was never short of words, but when I had to acknowledge the 

unrelenting and unconditional support of several people who contributed immensely to this 

research, I could not find the right words. I consider myself extremely lucky to have a 

wonderful bunch of people around me.  

I am indebted to my supervisor, Dr. Ashutosh Chamoli, Assistant Professor, Department of 

Earth Sciences, Indian Institute of Technology Roorkee, who is the pivotal force behind the 

research. I learned a lot from him while writing research papers under his guidance. He is 

very kind to lend a helping hand whenever in need. His humility and genuine concern for his 

students is highly appreciable.  

I must not forget to thank my research committee members, chairman of student research 

committee Prof. Sagarika Mukhopadhyay, Prof. Anand Joshi and Dr. Brijesh Kumar for their 

help and support from the beginning at different stages of my Ph..D work.   

I sincerely acknowledge Prof. Sunil Bajpai, Head of Department for his support and providing 

an excellent work environment in the department.  

I extend a special note of thank to Dr. Anand K. Pandey, Scientist, CSIR-NGRI, Hyderabad 

for giving his valuable time in scientific discussion on the geology of the region.  

I also thank all the staff of the department, especially Mr. Kameshwar Dayal Saini, Mr. Nayar 

(retd.) and Mr. Sarvesh Sharma who have helped me in all possible ways for the lab and 

official work.   

The financial support provided by the Ministry of Human Resources and Development 

(MHRD), New Delhi to complete the present study and IITR travel support to attend good 

international conferences are highly acknowledged. 

I thank my friends in IIT Roorkee for being my family away from home. A special thanks to 

my friends Sumit, Rahul, Rabin, Sarvesh, Prabhakar, Kumod, Rajiv, Sajal, Rishi, Kaushal, 

Avinash, Neeraj, Sanjeev and Rakesh for encouraging me, making my life happier and 

enjoyable every time.  

A special thanks to my elder brother Priyanshu Dwivedi, sister Priyanka Dwivedi and brother 

in law Dr. Diwaker Nath Shukla for their unconditional love and support. A thanks goes to 

little niece Divyanka for my source of happiness. Finally, heartfelt gratitude to my mother 

Kusum Dwivedi, father Ramesh Kumar Dwivedi. Words can never describe how happy and 

grateful I am to have you.  

 

 

Roorkee                                                                                                        (Divyanshu Dwivedi) 

August 05, 2019 





 

vii 

 

TABLE OF CONTENTS 

          

ABSTRACT                           i 

LIST OF PUBLICATIONS            iii 

ACKNOWLEDGEMENTS                        v 

TABLE OF CONTENTS           vii 

LIST OF FIGURES              ix 

LIST OF TABLES                                                                                                                   xiii 

LIST OF NOTATIONS                                                                                                            xv 

CHAPTER -1: INTRODUCTION…………………………………………………………...1 

1.1 Research background and problem………………………………………………………...1 

1.2 Objectives………………………………………………………………………………….4 

1.3 Approach of the problem…………………………………………………………………..4 

1.4 Overview of methodologies used………………………………………………………….5 

  1.4.1 Power spectrum analysis………………………………………………………....5 

 1.4.2 Source lateral edges detection by wavelet methodology………………………...5 

 1.4.3 Source characterization method………………………………………………….6 

1.5 Thesis layout…………………………………………………………………………….....7 

CHAPTER- 2: GEOLOGICAL SETTINGS OF THE REGION AND DATA USED…...9    

2.1 Regional geology and tectonics of the Delhi fold belt…………………………………......9 

2.2 Data used………………………………………………………………………………….12 

CHAPTER-3: SOURCE EDGE DETECTION USING WAVELET DECOMPOSITION                                                                                                                 

…………………………………………………………………………………………….....13                                                                                  

3.1 Introduction…………………………………………………………………………….....13 

3.2 Wavelet-based source edge detection………………………………………………….....17 

 3.2.1 Continuous wavelet transform……………………………………………….....17 

 3.2.2 Discrete wavelet transform……………………………………………………..17 

3.3 Multiresolution analysis using 2D DWT…………………………………………………17 

3.4 Wavelet source edge detector method…………………………………………………....18 

 3.4.1 2D DWT using Haar wavelet...............................................................................18 

 3.4.2 Row and column wise approximation and details................................................18 

 3.4.3 Haar wavelet for matrices....................................................................................19 

 3.4.4 Horizontal, vertical and diagonal edges using Haar wavelet...............................19 



 

viii 

 

3.5 Application of WSED to synthetic cases…………………………………………………23 

3.6 Comparision with conventional methods……………………………………………........33 

3.7 Addition of Gaussian noise……………………………………………………………....37 

3.8 Bishop model……………………………………………………………………………..39  

3.9 Results…………………………………………………………………………………….42 

CHAPTER-4: DEPTH FROM EXTREME POINTS METHOD AND ITS  

APPLICATION……………………………………………………………………………...43                                                                                          

4.1 Introduction……………………………………………………………………………….43 

4.2 Depth from extreme points method………………………………………………………44 

4.3 Synthetic cases……………………………………………………………………………49 

 4.3.1 Sphere…………………………………………………………………………..49 

 4.3.2 Elongated prism………………………………………………………………...51 

 4.3.3 Infinite horizontal cylinder……………………………………………………...53 

4.4 Results………………………………………………………………………………….....55 

CHAPTER-5: GRAVITY DATA ANALYSIS AND MODELING OF DELHI FOLD 

BELT…………………………………....................................................................................57                                                                                                                                                                     

5.1 Introduction.........................................................................................................................57 

5.2 Gravity data analysis……………………………………………………………………...59 

 5.2.1 Power spectrum and filtering of the gravity data……………………………….59 

 5.2.2 Gravity inversion and modeling………………………………………………...63 

  5.2.2.1 3D structural inversion………………………………………………..64 

5.3 Application of the WSED method………………………………………………………..69 

5.4 Application of the DEXP method………………………………………………………...72 

5.5 Crustal modeling (AA' and BB' profile)………………………………………………….74 

 5.6 Results…............................................................................................................................76 

CHAPTER 6: DISCUSSION AND CONCLUSION………………………………………79 

6.1 Discussion………………………………………………………………………………..79 

6.2 Conclusion………………………………………………………………..........................82 

6.3 Future work…………………………………………………………………………….....83 

A: MULTIRESOLUTION ANALYSIS USING DWT……………………………………85 

BIBLIOGRAPHY…………………………………………………………………………...87 

 



 

ix 

 

LIST OF FIGURES 





Figure No. Figure caption Page No. 

1.1 a) A simplified tectonic and geological map of NW India 

showing the Aravalli-Delhi fold belt (ADFB), the Great 

Boundary fault (GBF) along with the Mahendragarh-Dehradun 

subsurface fault (MDSSF) and the Moradabad fault (MF) as 

northward structures (after GSI, 2000; Roy and Jakhar, 2002). b) 

The Bouguer gravity anomaly (WGM-2012) in the study region. 

The contours of the basement depth below the Indo-Gangetic 

plain (after Karunakaran and Ranga Rao, 1976) and seismicity 

distribution are shown. The inset shows the study region with 

two gravity profiles AA' and BB,' CC'- Nagaur-Jhalawar 

transect. HFT- Himalayan Frontal Thrust, MBT- Main Boundary 

Thrust, MCT- Main Central Thrust, DFB- Delhi Fold Belt, SC- 

Sandmata Complex, DSR- Delhi-Sargodha Ridge. 

3 

2.1 Geological and tectonic map of the study region (after Roy and 

Jakhar, 2002). The figure shows prominent geological structures: 

Delhi fold belt, the axis of DSR, MDSSF, Great boundary fault, 

Kaliguman and Delwara lineaments. The two profiles AA' and 

BB' are used in gravity modeling. 

11 

3.1 Flow chart to derive “edge plot” in the WSED. 22 

3.2 a) 3D synthetic model (G1) consisting of six prisms (see table 

3.1 for source parameters), b) gravity anomaly due to model G1.  

26 

3.3 Wavelet decomposition of the gravity anomaly due to the 

synthetic model G1, a) wavelet approximation coefficients, b) 

wavelet horizontal detail coefficients, c) wavelet vertical detail 

coefficients, d) wavelet diagonal detail coefficients. Note the 

signatures in different wavelet coefficients corresponding to 

source boundaries shown by dotted lines. e) The source 

boundaries derived from horizontal, vertical and diagonal 

wavelet coefficients (represented by blue, red and green colors 

respectively) are compiled in the form of edge plot. 

27 



 

x 

 

      3.4 a) 3D synthetic model (M1) consisting of three prisms (see table 

3.1 for source parameters), b) total magnetic anomaly due to 

model M1.  

28 

3.5 Wavelet decomposition at level one of the magnetic anomaly due 

to the synthetic model M1, a) wavelet approximation 

coefficients, b) wavelet horizontal detail coefficients, c) wavelet 

vertical detail coefficients, d) wavelet diagonal detail 

coefficients. Note the signatures in different wavelet coefficients 

corresponding to source boundaries shown by dotted lines. e) 

The edge plot. 

29 

3.6 a) 3D synthetic model (M2) consisting of five prisms (see table 

3.1 for source parameters), b) total magnetic anomaly due to 

model M2.  

30 

3.7 Wavelet decomposition at level one of the magnetic anomaly due 

to the synthetic model M2, a) wavelet approximation 

coefficients, b) wavelet horizontal detail coefficients, c) wavelet 

vertical detail coefficients, d) wavelet diagonal detail 

coefficients. Note the signatures in different wavelet coefficients 

corresponding to source boundaries shown by dotted lines. e) 

The edge plot. 

31 

3.8 Comparison of different techniques to identify source edges for 

the Model M2. a) THDR, b) TDR, c) TDHR, d) ASA, e) ASB, f) 

TAHG, g) THVH, h) THETA. 

36 

3.9 a) The total magnetic anomaly with Gaussian noise of one 

percent of the maximum amplitude, b) wavelet approximation 

coefficients, c) wavelet horizontal detail coefficients, d) wavelet 

vertical detail coefficients, e) wavelet diagonal detail 

coefficients, f) the edge plot.  

38 

3.10 Bishop model, a) basement depth, b) basement magnetic 

susceptibility, c) total magnetic anomaly. 

40 

3.11 a) Wavelet approximation coefficients, b) wavelet horizontal 

detail coefficients, c) wavelet vertical detail coefficients, d) 

wavelet diagonal detail coefficients. Note the signatures in 

41 



 

xi 

 

different wavelet coefficients corresponding to source 

boundaries shown by dotted lines. e) The edge plot. 

4.1 The scaling function 1  for the potential field (n=1). 46 

4.2 a) Synthetic gravity anomaly due to a uniform sphere, b) the 

DEXP transformed scale field, c) the plot of the scaling function

( )  versus q. 

50 

4.3 a)  Synthetic gravity anomaly due to an elongated prism, b) the 

DEXP transformed scale field, c) the plot of the scaling function 

( )  versus q. 

52 

4.4 a) Synthetic gravity anomaly due to an infinite horizontal 

cylinder, b) the DEXP transformed scale field, c) the plot of the 

scaling function ( ) versus q. 

54 

5.1 Bouguer gravity anomaly projected over the geological and 

tectonic map of the study region (after Roy and Jakhar, 2002). 

The subregions marked by boxes (I, II, III) are used in the DEXP 

analysis and results (Fig. 5.9) are along the shown central blue 

line. The two profiles AA' and BB' are used in gravity modeling.  

58 

5.2 Radially averaged power spectrum of the gravity anomaly. 

Different linear segments give an average depth of the layered 

interfaces.  

60 

5.3 Long-wavelength filtered gravity anomaly (> 200 km) of the 

study region. The arrow indicates deflection of prominent long 

wavelength anomaly from SW-NE to NW-SE direction parallel 

to Delhi-Sargodha ridge axis. 

61 

5.4 Short-wavelength filtered gravity anomaly (< 200 km) of the 

study region. 

62 

5.5 The calculated Bouguer gravity anomaly due to Moho density 

interface in the 3D gravity structural inversion. 

66 

5.6 The gravity error derived from the 3D gravity structural 

inversion. 

67 

5.7 The depth variation of the Moho interface derived from 3D 

inversion of the low pass filtered Bouguer gravity anomaly (> 

68 



 

xii 

 

200 km). 

5.8 a) Wavelet approximation coefficients, b) wavelet horizontal 

detail coefficients, c) wavelet vertical detail coefficients, d) 

wavelet diagonal detail coefficients. Note the signatures in 

different wavelet coefficients corresponding to source 

boundaries shown by dotted lines. e) The edge plot.  

70 

5.9 The plots of (a), (b) and (c) show DEXP analysis of three 

subregions (I, II, III). The white marks represent extreme points 

of the DEXP transformed field. The plots of (d), (e) and (f) 

shows the variation of scaling function versus q(1/z) with 

structural index (intercept) 3.2, 2.7 and 3.2, which shows the 

sources as an infinite horizontal cylinder. 

73 

5.10 Gravity modeling across the Delhi fold belt incorporating 

constraints derived from power spectrum analysis, filtering, 3D 

inversion, WSED method, DEXP method. The Moho shows 

upwarp below DFB and Sandmata complex with the existence of 

underplated material constrained by DSS seismic model. a) along 

the profile AA': The depth model is an extension of Proterozoic 

DFB and Archean BGC towards the north with the underplated 

material at the Moho depth, b) along the profile BB'. The Great 

Boundary fault (GBF) divides the Vindhyan Basin in the east to 

the Hindoli Group of rocks in the west, c) The line drawing of 

the seismic section along the Nagaur- Jhalawar geotransect, 

which is located around 150 km towards south of our profile 

BBˈ. The section shows a thicker crust with a domal shaped 

body (D) in the lower crust and dipping reflections under the 

DFB and BGC. F1-F4 represents faults and R1, R2 and R3 are 

reflections (after Tewari et al., 1997).  

75 

 

 

 

 



 

xiii 

 

 

LIST OF TABLES 





Table No. Table caption Page No. 

2.1 The lithostratigraphic units with their characteristics rock 

type and density. 

12 

3.1 The parameters of the synthetic cases of gravity (G1) and 

magnetic (M1, M2) models. 

24 

3.2 Directional variation of wavelet detail coefficients (H, V, 

and D) in edge plots. 

32 

3.3 Edge identification using conventional methods for the 

model M2. 

35 

4.1 Sources and their scaling exponent (Fedi, 2007) 48 

5.1 Interpreted geological formation boundaries using WSED 

method. 

71 

5.2 The lithostratigraphic units with their characteristics rock 

type and density (kg/m
3
) along the profiles. 

77 

 

 

 

 

 

 

 

 

 

 



 

xv 

 

 

List of notation used 
 

 

 
Symbol Notation 

BGC Banded Gneissic Complex 

CWT Continuous Wavelet Transform 

DWT Discrete Wavelet Transform 

DFB Delhi Fold Belt 

DSR Delhi-Sargodha Ridge 

DSS Deep Seismic Sounding 

DEXP Depth From Extreme Points 

GBF Great Boundary Fault 

LWFA Long-wavelength filtered anomaly 

SWFA Short-wavelength filtered anomaly 

MB Marwar Basin 

MDSSF Mahendragarh-Dehradun Subsurface Fault 

MIS Malani Igneous Suite 

WSED Wavelet Source Edge Detector 



1 

 

CHAPTER -1: INTRODUCTION 

 

1.1 RESEARCH BACKGROUND AND PROBLEM 

The Delhi fold belt (DFB) represents the Proterozoic Aravalli-Delhi orogeny, which lies as a 

prominent SW-NE trending transverse structural heterogeneity at the leading edge of the 

Indian peninsula. The DFB consists of rocks that were intensely folded, deformed, 

metamorphosed and deposited over an Archaean gneissic basement in the region. The crustal 

evolution of the DFB is dominated by the interaction of different crustal blocks via Wilson 

cycles. The Delhi orogeny is an event that evolved around 1100 Ma.  The DFB is considered a 

zone of Proterozoic collision between Marwar craton and Bundelkhand craton (Sinha-Roy et 

al., 1995). The collision seems to be responsible for listric/major faults in the upper crust, 

which represents the boundaries of geological formations exposed in the study region. A 

major terrane boundary separating the region of the Marwar Basin (MB) and the DFB 

probably resulted during the Mesoproterozoic -Neoproterozoic collisional episode related to 

the Delhi orogeny (Rao et al., 2000). The Marwar terrane experienced widespread magmatic 

activity during the Neoproterozoic (around 750 Ma) forming the Malani igneous suite that 

represents the largest felsic magmatism in India (and the third-largest in the world). Thus, the 

crustal structure of the DFB is important in terms of tectonic activity. The leading edge of 

DFB exhibits a large and scattered distribution of smaller earthquake events. Figure 1.1 shows 

a simplified tectonic and geological map of north west Indian region and area of study. 

Past geophysical studies are mainly carried out along the Nagaur-Jhalawar transect (profile 

CC’, Fig.1.1b) towards the south of the study region ~ 150 km from our profile BB'. The deep 

seismic sounding (DSS) experiment results (Tewari et al., 1997; Prasad et al., 1998; Rao et 

al., 2000; Krishna and Rao, 2011; Mandal et al., 2013) and gravity modeling (Mishra et al., 

2000) give important information about the crustal structures and its complexities along the 

transect. The seismic sections reported the disturbing layered structure of the lower crust due 

to igneous intrusion (Tewari et al., 1997). The seismic section reported in poor reflectivity and 

showed an abrupt absence of the Moho signature below the DFB, which is although present in 

the surrounding region. Mishra et al. (2000) have modeled a thicker crust and high-density 

domal body (3040 kg/m
3
) in the lower crust using gravity data with seismic constraints 

(Tewari et al., 1997) to represent the complex geological setting below the DFB. Rao et al., 

(2000) suggested a high-velocity thick crust in the Proterozoic orogeny of the region using 
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seismic data. Krishna and Rao (2011) reprocessed and migrated near-offset reflection images, 

which mark several steeply dipping reflection on the western margin of south DFB interpreted 

as south Delhi thrust fault. Mandal et al. (2013) reprocessed the DSS profile dataset and 

reported the thick crust across the Proterozoic DFB. Their results show clear reflection at the 

Moho below Marwar basin and Sandmata complex, but no reflectivity is observed below the 

DFB, which they attribute to the low foldage and S/N ratio or the complex geological settings 

at the lower crust and Mantle boundary. There is no detailed geophysical investigation 

addressing the subsurface structure of the DFB towards the north (beneath Delhi, Rajasthan 

and Haryana states). The litho-tectonic units of the DFB are buried under the Quaternary 

sedimentary cover towards the north and are not expressed in the topography of the region 

(Fig. 1.1a). Selected studies also report the presence of a basement ridge structure as the 

Delhi-Haridwar ridge (DHR) below the outer Himalaya in the north and consider this as an 

extension of the DFB below the Indo-Gangetic plain. 

The presence of ridge structure below the Indo-Gangetic plain and the outer Himalaya is 

proposed using the gravity data (Godin and Harris, 2014), low magnitude seismicity (Arora et 

al., 2012), and major electric conductive structure derived from magnetotelluric data (Arora et 

al., 1982; Arora and Mahashabde, 1987). Perhaps, there is no significant signature of the DHR 

in the basement contours derived by the aeromagnetic datasets (Karunakaran and Ranga Rao, 

1976). The leading edge of DFB shows a large and scattered distribution of smaller 

earthquake events, which is being interpreted as related to Mahendragarh-Dehradun 

subsurface fault (MDSSF) buried under thick Gangetic alluvium (Shukla et al., 2007). Godin 

and Harris (2014) report the intriguing problem of understanding the depth extent of the 

structures due to lack of high-resolution geophysical datasets in the Indo-Gangetic plain, 

which conceals the peninsular structures. The seismicity is concentrated at the intersection of 

the MDSSF with the NW-SE trending Delhi-Sargodha ridge, which possibly represents the 

flexural bulge of the underthrusting Indian plate beneath the Himalaya (Molnar et al., 1973). 

The interpretations in these studies are qualitative and researchers have pointed lack of 

understanding in the crustal configuration of the DFB due to speculative inferences. The DFB 

shows a prominent NNE-SSW (~ 600 km) trending gravity high, but its northward structural 

extension lacks understanding (Fig. 1.1b). I study the gravity dataset of the region to address 

this problem by detail modeling of the crustal structure below the DFB. 
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Figure 1.1: a) A simplified tectonic and geological map of NW India showing the 

Aravalli-Delhi fold belt (ADFB), the Great Boundary fault (GBF) along with 

the Mahendragarh-Dehradun subsurface fault (MDSSF) and the Moradabad 

fault (MF) as northward structures (after GSI, 2000; Roy and Jakhar, 2002). b) 

The Bouguer gravity anomaly (WGM-2012) in the study region. The contours 

of the basement depth below the Indo-Gangetic plain (after Karunakaran and 

Ranga Rao, 1976) and seismicity distribution are shown. The inset shows the 

study region with two gravity profiles AA' and BB,' CC'- Nagaur-Jhalawar 

transect. HFT- Himalayan Frontal Thrust, MBT- Main Boundary Thrust, 

MCT- Main Central Thrust, DFB- Delhi Fold Belt, SC- Sandmata Complex, 

DSR- Delhi-Sargodha Ridge.  
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1.2 OBJECTIVES 

The thesis focuses on detail crustal density modeling of the Delhi fold belt region with 

structural constraints from the results of different techniques namely: i) Radially averaged 

power spectrum, ii) Wavelength filtering, iii) 3D structural inversion, iv) Source edge 

detection method, v) Depth from extreme points (DEXP) method. 

The main objectives of the research work are: 

1) Identification of lateral source boundaries using gravity data in the DFB 

region. Development of new efficient methodology for source edge detection.  

2) Source characterization of gravity anomaly using the DEXP method- a 

multiscaling approach to potential field dataset. 

3) Modeling and inversion of gravity data to delineate the crustal structure of the 

Delhi fold belt. 

The lateral edges of the sources have a key role in the interpretation of potential field data and 

help in constraining the subsurface models for understanding the structural settings. Wavelet 

transform has inherent properties to efficiently extract the information at different scales and 

thus, applied to delineate the source boundaries. A priori models based on source 

characterization methods of potential field data reduces the inherent ambiguity (Fedi and 

Rapolla, 1999; Chamoli et al., 2011). These provide information about the source geometry 

and depth, which can further be used to constrain detail models. The DEXP is a multiscale 

method which gives information about the sources without any priori information (Fedi, 

2007).  

 

1.3 APPROACH OF THE PROBLEM 

I analyzed the Bouguer gravity anomaly using different potential field techniques such as 

power spectrum, spectral filtering, edge detection, DEXP method and 3D-gravity structural 

inversion to constraint the crustal density structure of the DFB and surrounding regions of 

NW India. The approach is summarized as: 

a) 2D radially averaged power spectrum is used to derive a priori layered model 

for further modeling.  

b) The Bouguer gravity anomalies are separated based on the characteristics of 

the power spectrum to understand the deep and shallow structures.  
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c) The 3D structural inversion is performed on the long-wavelength filtered 

gravity anomaly to derive the 3D geometry of the Moho interface. The 

variation of the Moho is used in imaging the 2D density modeling.  

d) I developed a wavelet source edge detector method and applied to the short 

wavelength filtered anomaly to identify the locations of geological boundaries. 

e) I have written the MATLAB code of the DEXP method and applied to the 

Bouguer gravity anomaly of the region to understand the depth behavior and 

geometry of the sources. 

f) The analysis mentioned above is used as a priori information to constrain the 

density model using the gravity data.  

g) The forward modeling is carried out to understand the subsurface structures 

along two profiles AA' and BB'. 

 

1.4 OVERVIEW OF METHODOLOGIES USED 

I briefly give an account of the methodologies used in this study to constraint the gravity 

model. 

1.4.1 Power spectrum analysis 

Spector and Grant (1970) formulated the application of power spectrum analysis to 

aeromagnetic data. The method gives a useful way to estimate the average depths of the 

interfaces for a layered Earth model. As a matter of fact, it assumes a statistical distribution of 

homogenous sources (prism) under the hypothesis that the source parameters vary 

independently. The sources are randomly and uniformly distributed about their mean values. 

The power spectrum typically shows multisegmented linear curves, where each segment 

corresponds to the individual interface. The average depth to the interface can be obtained 

from the slope of log radially averaged power spectrum of gravity or magnetic dataset. The 

method has been applied in different applications of the gravity and magnetic dataset 

(Chakraborty and Agarwal, 1992; Chamoli et al., 2011; Kumar M.R. et al., 2013; Yadav et al., 

2018). 

1.4.2 Source lateral edge detection by wavelet methodology 

Wavelet methodologies have shown significant contribution in different fields of earth 

sciences such as gravity and magnetic source characterization (Moreau and Gilbert, 1999; 

Martelet et al., 2001; Chamoli et al., 2011; Goyal and Tiwari, 2013), regional residual 
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separation (Fedi and Quarta, 1998;), filtering applications (Ridsdill-Smith and Dentith, 1999; 

Leblanc and Morris, 2001), bathymetry data (Malamud and Turcotte, 2001), climatic signals 

(Yan and Jones 2008; Butler et al., 2013), tsunami warning (Telesca et al., 2004; Chamoli et 

al., 2010; Telesca et al., 2013, 2015) and image coding and compression (Mallat, 1989) etc. 

Wavelet transform decomposes the signal in time and frequency domain and provides the 

time-frequency localization of the signal. Wavelet analysis can be worked out in two modes: 

i) Continuous Wavelet Transform (CWT), ii) Discrete Wavelet Transform (DWT). The CWT 

is useful for analyzing the time-frequency behavior of the signal. The DWT is a special case 

of CWT, which is implemented in a multiresolution decomposition algorithm and give 

information on different frequency content at different levels of decomposition using a 

pyramidal algorithm.  

I use wavelet theory for edge identification and enhancement of the potential field sources. A 

new wavelet source edge detector (WSED) method is proposed to identify the edges of the 

sources using two-dimensional potential field dataset. The approach delineates the edges of 

the sources in individual wavelet coefficient sets (horizontal, vertical and diagonal) and 

automatically generates the source boundaries from these independent signatures. The method 

is tested on the magnetic anomaly of the well-known Bishop model. The wavelet 

representation can differentiate directional properties in the dataset. The method provides 

useful information for the edges of the sources in independent directions (horizontal, vertical 

and diagonal). The detail mathematical formulation is discussed in chapter 3.  

1.4.3 Source characterization method 

Different methods based on the scaling behavior of the potential field are useful to estimate 

the source structural index and depth information. Main methods among there are: i) Euler 

deconvolution, ii) CWT method, iii) DEXP method, iv) Multiridge analysis method. The 

monoscale behavior can be characterized by estimating the source position and structural 

index (SI) using Euler deconvolution algorithm (e.g., Thompson, 1982; Reid et al., 1990) at a 

single level and are based on solving a set of linear equations. Other methods such as: i) CWT 

method (Moreau et al., 1997), ii) DEXP (Fedi et al., 2007), iii) Multiridge analysis (Fedi et 

al., 2009; Florio and Fedi 2014) use multiscale behavior for source characterization. The 

DEXP method is used to derive the source geometry (shape) and depth from the gravity data 

of the Delhi fold belt.  

The DEXP characterizes the potential field sources using the multiscale properties of upward 

continuation field of any derivative order of the potential field data (Fedi, 2007). The scale is 
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equivalent to the altitude of continuation and the method uses extreme points of the scaled 

potential field to derive the mean depth and shape (structural index) of the sources. These 

parameters are important for understanding the geometry of the subsurface sources of the 

anomaly and found useful in building a priori models. The method is stable for anomalies 

with low S/N (Fedi, 2007). The mathematical formulation of the methodology is discussed in 

detail in chapter4. 

In the present study, the DEXP method is tested on the synthetically generated gravity and 

magnetic data due to isolated and extended sources and is further applied to the Bouguer 

gravity anomaly of the DFB region to delineate the source depth and shape. 

 

1.5 THESIS LAYOUT 

In the thesis, the crustal structure of the DFB is modeled using gravity anomaly.  

Chapter 1 introduces the research problem of the thesis in light of the past research work and 

the approach used throughout the research work. 

Chapter 2 describes the detailed geology and tectonics of the Delhi fold belt region and the 

geophysical dataset is used in the research work.  

Chapter 3 illustrates the theory and application of the wavelet-based method to characterize 

the source edges and its various applications to the complex synthetic sources and the Bishop 

model.  

Chapter 4 presents the theory and application of the depth from extreme points method.  

Chapter 5 describes the application of different methods such as power spectrum analysis, 

filtering, scaling characteristics, WSED method and 3D structural inversion of the Moho to 

the gravity anomaly of the DFB region.  

Chapter 6 presents the concluding remark and limitations of the research work.  
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CHAPTER- 2: GEOLOGICAL SETTINGS OF THE REGION AND 

DATA USED 

 

2.1 REGIONAL GEOLOGY AND TECTONICS OF THE DELHI FOLD BELT 

Proterozoic fold belts are the main depositories of information about early plate tectonic 

interactions and in attempting global correlations. Alluvial sediments of the Indo-Gangetic 

plain cover the northern portion of the region. The study region comprises parts of Rajasthan, 

Delhi and Haryana states of the India (Fig. 2.1). The main geological features in the region are 

i) DFB, ii) MDSSF, iii) Great Boundary Fault (GBF), iv) Delhi-Sargodha Ridge (DSR), v) 

Banded Gneissic Complexes (BGC), vi) Vindhyan Basin. The Late Archean to Proterozoic 

rocks in the region constitute of the metamorphic basement of Aravalli-Delhi supergroup 

overlain by Marwar and Vindhyan sedimentary sequence and Malani Igneous suite (MIS) 

[Fig. 2.1; Table 2.1].  

Past geological studies recognize (Roy, 1988; Sinha-Roy, 1988) four tectonic and magmatic 

events viz., Archean Banded Gneissic Complex (3000 Ma), Aravalli orogeny (1800 Ma), 

Delhi orogeny (1100 Ma) and post-Delhi magmatic event (850-750 Ma).  The BGC is divided 

into Sandmata, Mangalwar Complexes and Hindoli Group, which were metamorphosed in 

granulite facies during the Archean (Sinha-Roy, 1984; Sharma, 1988) and are tectonically 

separated by Delwara and Banas lineaments (Sinha-Roy et al. 1995, 1998). Synchanthavong 

and Desai (1977) proposed the eastward subduction of hypothetical Precambrian oceanic plate 

with the Aravalli and BGC as a proto-continent in the west, which resulted in the evolution of 

the DFB. Sharma (1995) suggested the formation of the Aravalli fold belt, the Delhi fold belt 

(both in a combination called Aravalli-Delhi fold belt) and magmatic activities due to crustal 

thickening by magma addition or underplating caused by decoupling of the mantle lithosphere 

and subduction. Earlier, Sharma (1988) and Sinha-Roy (1988) suggested two stages of 

ensialic rifting by ductile extension of hot sialic material, which led to the successive 

formation of the Aravalli and Delhi fold belts. The rift formation in the North Delhi fold belt 

was preceded by a Red Sea type rifting in the South Delhi fold belt. The North Delhi belt 

ended with the development of the Delhi basin into an oceanic trough by 1200 Ma. The Delhi 

supergroup was deposited over the BGC basement in a system of half grabens and horsts with 

10 km thick volcano-sedimentary sequences and are separated by Kaliguman lineament 
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(Sinha-Roy, 1988). The sediments in the Marwar basin were deposited synchronously with 

the Neoproterozoic Vindhyans across Aravalli-Delhi complex (Sinha-Roy et al., 1995).  The 

Great Boundary fault separates Hindoli Group from the Vindhyan sedimentary basin in the 

east. This is followed by generation of the magmatic basin, magmatic arc with the 

emplacement of Malani volcanic and Erinpura granite marking the termination of Aravalli-

Delhi orogeny during Neoproterozoic (850-750 Ma) with the former represents a bimodal 

(basic-felsic) volcanic, and the later a plutonic suite in island arc and trench after the closure 

of the trough. 

The modern seismicity records show that the intersection of the MDSSF and DSR is the most 

seismically active zone. A large and scattered distribution of smaller earthquake events in the 

DFB shows the occurrence of several lineaments buried under thick alluvium (Shukla et al., 

2007). The MDSSF has reactivated as thrust with minor strike-slip components. The 

seismicity of the region may be due to the bending of the lithosphere prior to the under 

thrusting below the Himalayas (Molnar et al., 1973).  

Some researchers have reported that the extension of the DFB behaves as structural 

heterogeneities on the underthrusting Indian plate and likely control the earthquake ruptures 

of the Himalayan front. The seismological studies relate these structures with the spatial 

variation of the seismicity in the region and presume their influence on the Himalayan 

seismicity by heterogeneous seismic coupling, which obstructs the incoming ruptures of the 

major earthquakes resulting in low seismicity above these structures (Arora et al., 2012). The 

seismicity of the Indo-Gangetic plain is low. Valdiya (1976) has first proposed the existence 

of the northward extension of different transverse structures including the DFB and arc 

normal convergence in the Himalaya. There are some studies by Oil and Natural Gas 

Corporation (ONGC), which give the depth of the basement using drilling (Sastri et al., 1971; 

Karunakar and Ranga Rao, 1976).  
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Figure 2.1: Geological and tectonic map of the study region (after Roy and Jakhar, 

2002). The figure shows prominent geological structures: Delhi fold belt, the 

axis of DSR, MDSSF, Great boundary fault, Kaliguman and Delwara 

lineaments. The two profiles AA' and BB' are used in gravity modeling.  
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2.2 DATA USED 

In the study region, the gravity datasets of the NW Indian region (long. 74° to 78°E and lat. 

26° to 30°N) are used. The Bouguer gravity anomaly of the region is extracted from the 

gravity map series of India-2006, which is a compilation of the gravity datasets acquired by 

different government organizations like Oil India Limited, Oil and Natural Gas Corporation, 

Geological Survey of India, Survey of India and National Geophysical Research Institute with 

an average spacing of ~ 5 km. The earthquake events of magnitude > 3.5 are extracted from 

the International Seismological Centre online bulletin catalog (2016) for the period from 1900 

to 2016 to correlate the seismicity of the region with the subsurface structures. The average 

density values of rock type in different formations are assigned from previous studies and 

presented in table 2.1 (Reddy and Ramakrishna, 1988; Ramakrishnan and Vaidyanadhan, 

2010). 

Table 2.1 

The lithostratigraphic units with their characteristics rock type and density 

 

Lithostratigraphic units with age 

(Ramakrishnan  and 

Vaidyanadhan, 2010) 

Rock type 

(Ramakrishnan  and 

Vaidyanadhan, 2010) 

Average density 

values (kg/m
3
)  

Marwar basin 

(Neoproterozoic: ~550-500 Ma) 

Clay,  Dolomite,  Evaporites, 

limestone, Sandstone 

2670* 

Malani Igneous Suite  

(Neoproterozoic: ~750-720 Ma) 

Granite, Rhyolite, Basalt, 

Gabbro 

2700* 

Delhi fold belt, 

( Mesoproterozoic: ~1600-900 Ma) 

Calc-schist, Marble, Granite, 

Gneiss, Marble, Quartzite 

2710* 

Vindhyan basin, 

(Mesoproterozoic: ~1600-650 Ma) 

Limestone, Shale, Sandstone, 2560** 

 

Hindoli group, 

(Paleoproterozoic: ~1850 Ma) 

Felsic and mafic volcanics 2830** 

Sandmata complex, 

(Paleoproterozoic: ~1800-1700 Ma) 

Charnockite bodies, 

Granulites, Migmatitic gneiss 

2850** 

Mangalwar complex, 

(Neoarchean: ~2900-2600 Ma) 

Granitic intrusions, Gneiss, 

Meta-volcanics, Schist 

2820** 

*The average density values assigned from Reddy and Ramakrishna (1988). 

 

**The average density values of the rock types in formations from Ramakrishnan and Vaidyanadhan 

(2010). 
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CHAPTER - 3: SOURCE EDGE DETECTION USING WAVELET 

DECOMPOSITION 

 

3.1 INTRODUCTION 

In the previous chapter, we have discussed the geology, tectonics and type of geophysical 

data used in this study. The identification of horizontal edges of the sources play a key role in 

the interpretation of gravity and magnetic data and are useful in constraining the subsurface 

models for understanding the geological boundaries of the structural settings. The edge 

detection methods estimate the boundaries of sources and are useful in mapping the source 

boundaries in different applications such as mineral exploration, engineering and 

environmental problems, oil exploration and crustal studies (Fairhead et al., 2011; Sun et al., 

2016). The gravity and magnetic anomalies are characterized by amplitude changes due to 

sources of different physical geometries, depths and density or magnetization properties. The 

present chapter explains a new method named wavelet source edge detector (WSED), which 

is proposed for identification of the edges of sources of the 2D potential field data using 

wavelet decomposition. The method is tested on synthetic gravity and magnetic datasets of 

complex source geometries and the well-known realistic Bishop magnetic model (Williams et 

al., 2002). The method is also applied to the gravity dataset of the DFB, which is discussed in 

chapter 5. The most interesting characteristics of the WSED is the directional information of 

the source boundaries, which are manifested in the automatically generated “edge plot.” We 

find this plot very useful for understanding the source boundaries. The identification of the 

horizontal boundaries of potential field sources is not simple because anomaly shape due to 

the shape of the source is not fully preserved (Fedi and Florio, 2001). Most common methods 

for source edge detection are based on derivative analysis, analytical signal, tilt angle and 

theta map. These methods are described in detail below: 

a) Derivative methods 

The derivative filter enhances short-wavelength anomalies produced by shallow and small 

sources. The vertical and horizontal derivatives of the dataset are used for edge detection to 

define the horizontal location of the source positions (Cordell and Grauch, 1985; Fedi and 

Florio, 2001; Srivastava et al., 2014; Arisoy and Dikmen, 2015; Dubey and Tiwari, 2016). 

Evjen (1936) has first proposed the use of vertical derivative to enhance the measured gravity 
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and magnetic data. The zero contour values of the second vertical derivative identify the 

source boundaries of gravity or magnetic data (Blakely, 1995). The limitations of the 

derivative filters are seen in the presence of noises, poor data quality or anomalies due to the 

interference of shallow and deep sources (Hidalgo-Gato and Barbosa, 2015). The different 

form of horizontal derivatives (total horizontal derivative, total horizontal gradient of the tilt 

angle, balanced total horizontal derivative) are briefly introduced here. 

i) Total horizontal derivative (THDR) 

The total horizontal derivative technique was developed by Cordell and Grauch (1985). The 

highest amplitude values of THDR identify the edges of the anomaly sources. It is given as: 

22
f f

THDR
x y

   
    
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                                                                                   (3.1) 

Where f is the gravity or magnetic anomaly. f

x




, 

f

y




 are the data gradients in the x and y

directions. The THDR has limitations in case of the deep structure due to low-density contrast 

and can not resolve the edge when structures are overlapped.  

The tilt angle (TDR) is estimated by normalizing the vertical derivative with respect to the 

total horizontal derivative (Miller and Singh, 1994). In this method, the peak of the data is 

positioned over body center and zero values over the edge.  It is defined as: 
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zTDR
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                                                                                          (3.2) 

Where f

z




 is the data gradient in the z-direction. The tilt values lie between / 2  to / 2  

and show a large range of amplitudes for anomalous sources at different depths. The sign of 

TDR value gives information about the positioning of the source.   

ii) The total horizontal gradient of the tilt angle (TDHR) 

Verduzco et al., (2004) introduced the total horizontal gradient of the tilt angle as: 

22
TDR TDR
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                                                                           (3.3) 
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The maxima values are used to identify the source edges. This method is theoretically 

independent of geomagnetic inclination for magnetic data.  

iii)  Analytical signal amplitude (ASA) 

The analytical signal amplitude is defined by the square root of the sum of squares of 

directional derivatives of the potential field data (Nabighian 1972; Roest et al., 1992; Hsu et 

al., 1996; Copper, 2009; Srivastava and Agarwal, 2010; Yao et al., 2016). It creates the bell-

shaped curve above the sources and maxima values represent the edges of the source 

(Nabighian, 1972).  The ASA for a potential field anomaly ( )f for the 3D case is given as: 

22 2
f f f

ASA
x y z

      
      

      
                                                                         (3.4) 

The ASA enhances the smaller amplitude anomalies but has a poor resolution in case of deep 

sources and the presence of noise (Arisoy and Dikmen, 2015).  

iv) The balanced analytical signal (ASB)  

The balanced analytical signal uses the orthogonal Hilbert transforms in x and y direction 

and given as (Cooper, 2009): 

2 2 2

| |

( (| |)) ( (| |)) | |x y

ASA
ASB

k H ASA H ASA ASA


    

                                         (3.5) 

Where
xH and

yH are the Hilbert transform of the analytical signal in both x and y direction 

respectively. The k  is a constant which controls the amount of amplitude balancing applied 

and generally taken as one.  

b) Tilt angle based methods 

 The tilt angle given by equation 3.2 is used to detect the presence of sources of potential field 

anomalies. The TDR determines the horizontal location for shallow sources, but overestimate 

the size in case of deep sources. The tilt filter is used to identify the presence of deep sources 

in comparison to derivative filters (Hidalgo-Gato and Barbosa, 2015). However, the tilt 

method has a limitation in the presence of low amplitude anomalies and high-level noises in 

the data (Santos et al., 2012). Different tilt angle based methods are suggested and briefly 

defined as: 
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i) The tilt angle of the horizontal gradient (TAHG) 

The tilt angle of the horizontal gradient is an edge detector method which is based on the tilt 

angle of the total horizontal gradient and is given by (Ferreira et al., 2013): 

1
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                                                             (3.6) 

ii) Tilt angle of the first order vertical derivative of the total horizontal gradient (THVH) 

The THVH is an edge detector method and is given as (Zhang et al., 2014): 

1
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Where  

THDR
THV

z


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The THVH uses the third order derivative of the total field and is sensitive to noises. 

c) Theta map (THETA) 

The theta map is a phase-based filter for edge detection of causative sources and is a ratio 

between the total horizontal derivative normalized and analytical signal amplitude (Wijns et 

al., 2005): 

1cos
THDR

THETA
ASA

  
  

 
                                                                                    (3.8) 

The THETA map detects edges independently to the amplitude and strike and is suggested for 

magnetic data at low latitudes. 
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3.2 WAVELET BASED SOURCE EDGE DETECTION 

Wavelet transform handles the information of different scales in the dataset in an optimum 

way and thus, can be used to extract the selective information at different scales. Wavelet 

analysis is generally carried out in two forms i) CWT, ii) DWT. 

3.2.1 Continuous wavelet transform 

The CWT of a function f(t) is given as: 

+

*

ψ/f

1 t - b
W (a,b)= ψ f(t)dt a, b R, a > 0

aa





 
 

 
                                                             (3.9) 

Where *ψ is the complex conjugate of analyzing wavelet ψ(t) known as kernel or mother 

wavelet, a is the dilation (scale) which is inversely proportional to frequency, b is the 

translation parameter and R is set of real numbers. The factor 1/ a  is used to normalize the 

energy of function at various scales (Daubechies, 1992). The wavelet function translates and 

dilates over the series continuously and thus cover different frequency components.  

3.2.2 Discrete wavelet transform 

The DWT is a special case of CWT which represents the discrete analysis. For DWT, the 

parameters a, b of equation 3.9 are given as (Daubechies, 1992): 

pa= α and pb= nβα , n,p Z 1,β > 0                                                                   (3.10) 

Where n and p control degree of dilation and translation respectively. If the signal is of length, 

jN=2 then (j + 1), wavelet levels can be shown. The multiscale nature of DWT is useful to 

understand the behavior of signal at different frequencies or scales and extract information 

from different frequency bands (Mallat, 1989).  

 

3.3 MULTIRESOLUTION ANALYSIS USING 2D DWT 

Wavelet multiresolution decomposition provides useful information content about 2D 

data/images by defining a wavelet representation which is calculated using the pyramidal 

algorithm. The two-dimensional dataset of potential field can be decomposed into 

approximation and detail coefficients at different levels using 2D discrete wavelet transform. 

The approximation coefficients correspond to low spatial frequencies, and the scale-
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dependent hierarchies of the detail coefficients correspond to high spatial frequencies (Mallat, 

1989). The discrete wavelet transform decomposes the data in approximation coefficients (W) 

and detail coefficients [Horizontal (H), Vertical (V) and Diagonal (D)] using scaling function 

( ) and wavelet function ( ) respectively. The mathematical approach of the multiresolution 

decomposition is explained in Appendix A. 

 

3.4 WAVELET SOURCE EDGE DETECTOR (WSED) METHOD 

The distinct edges of any source give signatures in wavelet approximation coefficients as well 

as the detail coefficients.  The horizontal, vertical and diagonal wavelet detail coefficients 

show high amplitudes corresponding to high spatial frequencies in y-axis, x-axis and both 

directions respectively. These coefficients are useful in identifying the source edges along 

these directions (Mallet, 1989).  

3.4.1 2D DWT using Haar wavelet 

In data processing, objects are best analyzed with matrices. If we are interested in M L

matrix c of the form { ( , ) :0 1;0 1}c c n m n M m L       . We generalize the 2D signal of 

the discrete along the rows and column of the signal. 

3.4.2 Row and column-wise approximation and details 

The generalization of the Haar wavelet to 2D signals shows separate application to the rows 

and columns of the signal. We have briefly summarized the mathematics of Haar wavelet 

along rows and columns here. The Row and column-wise- approximation and details theory 

can be seen in Walnut (2002).  

The row-wise approximation matrix of c, 
rowcH  to be of ( / 2)M L matrix is defined as: 

1 1
( )( , ) ( , 2 ) ( , 2 1)

2 2

rowc n m c n m c n m  H                                                                     (3.11) 

The row-wise detail matrix of c, 
rowcG  to be of ( / 2)M L matrix is defined as: 

1 1
( )( , ) ( , 2 ) ( , 2 1)

2 2

rowc n m c n m c n m  G                                                                     (3.12) 

rowcH and 
rowcG are the matrices obtained by multiplying each row of c by the matrices H 

and G respectively. 

The column-wise approximation matrix of c, 
colcH  to be of ( / 2)L M matrix is defined as: 
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1 1
( )( , ) (2 , ) (2 1, )

2 2

colc n m c n m c n m  H                                                                      (3.13) 

The column-wise detail matrix of c, 
colcG  to be of ( / 2)L M matrix is defined as: 

1 1
( )( , ) (2 , ) (2 1, )

2 2

colc n m c n m c n m  G                                                                      (3.14) 

colcH and 
colcG  are the matrices obtained by multiplying each column of c by the matrices H 

and G respectively. 

3.4.3 Haar wavelet for matrices 

The Haar wavelet for matrices is briefly summarized here. For simplicity, It is assumed that 

the matrices are in square form and number of rows and column of these matrices are the 

power of two means, c is always a 2 2N N matrix for some NN . The details can be seen in 

Walnut (2002). 

Given ,J NN with J N and a matrix 
2 1

0 , 0{ ( , )}
N

n mc c n m 

  for1 j J  , We define the 

2 2N j N j  matrices (1) (2), ,j j jc d d and (3)

jd as: (Walnut, 2002) 

 
1,

col row

j jc c  H H                                                                                                                (3.15) 

 1

1,

col row

j jd c  G H                                                                                                               (3.16) 

 2

1,

col row

j jd c  H G                                                                                                              (3.17) 

 3

1,

col row

j jd c  G G                                                                                                              (3.18) 

Where , , ,col col row row
H G H G are the 

2 12 2N j N j    matrices. The DHT of 0c is a collection of 

the matrices  

(1) (2) (3)

1{ , , } { }J

j j j j Jd d d c
.                                                                                                    (3.19) 

 

3.4.4 Horizontal, vertical and diagonal edges using Haar wavelet 

Each element in a 2D matrix data has eight other neighboring elements, two in the horizontal 

direction, two in the vertical direction and four in the diagonal direction. If at a given position, 

the variation of the element is small in the vertical direction but large in the horizontal 

direction, then the element is a vertical edge point of the data. Similarly, if the variation of the 

element is small in the horizontal direction but large in the vertical direction, then the element 



20 

 

is a horizontal edge point of the data. If the variation is large in both directions, then the 

element is a diagonal edge point of the data. 

Since the Haar wavelet for matrices comprises to compute the averages and differences of the 

adjacent element in various combinations, we can find the edges in a data using the Haar 

wavelet coefficients.  

If we consider a 
1 12 2N N   matrix  1

1d derived form a matrix 
2 1

0 , 0{ ( , )}
N

n mc c n m 

 for 

10 , 2Nn m    

As we know that
 1

1 02 2N N

row rowd c G H , then we have by (3.1.3) and (3.14) 

1

1 0 02 2

1 1
( , ) (2 , ) (2 1, )

2 2
N N

row rowd n m c n m c n m  H H   (Walnut, 2002) 

0 0 0 0

1 1
( (2 ,2 ) (2 ,2 1)) ( (2 1,2 ) (2 1,2 1))

2 2
c n m c n m c n m c n m         

0 0 0 0

1 1
( (2 ,2 ) (2 1,2 )) ( (2 ,2 1) (2 1,2 1))

2 2
c n m c n m c n m c n m                                      (3.20) 

The following results are drawn: 

a) If (2 , 2 )n m is a horizontal edge point of the data 0c , then the differences 

0 0(2 , 2 ) (2 1, 2 )c n m c n m  and 0 0(2 , 2 1) (2 1, 2 1)c n m c n m    will tend to be 

large value due to the large variation in the element in the vertical direction.  

b) If (2 , 2 )n m is a vertical edge point, then the same differences will tend close to 

zero. 

c) If (2 , 2 )n m is a diagonal edge point, then the element will tend to be similar in one 

of the diagonal directions or one of the differences tends to zero. 

Since the matrix jc can be thought of as containing the property of original matrix that is of a 

size 2 j
or larger, the matrices 

   1 2
,j jd d and 

 3

jd  are called horizontal, vertical and diagonal 

edges respectively at scale 2 j
. 

 

I propose a methodology to extract these directional patterns for identification of the edges of 

sources in the potential field.  

The methodology is summarized in the following steps: 
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1. 2D gravity or magnetic data is decomposed into approximation and detail coefficients 

(horizontal, vertical, diagonal) at level n (where n > 0) using the Haar wavelet. 

2. The approximation coefficients identify all edges of the sources, whereas the detail 

coefficients are useful in extracting the edges in the form of different directional components. 

3. The local maxima of the absolute values of the horizontal, vertical and diagonal detail 

coefficients are determined. Then, a threshold (~ 3%) on prominence of the local maxima is 

applied to identify different directional edges of the source. The prominence of a peak 

measures how much peak stands out due to its intrinsic height relative to other peaks. The 

magnitude of prominence is the property of a signal that is commonly used to filter extrema 

(Gilgen, 2006). 

4. The local maxima of vertical and horizontal coefficients are aligned along the source 

boundaries corresponding to the orthogonal directions, whereas the local maxima of the 

diagonal coefficients are distinct and represent the vertices of the sources. 

5. The algorithm compiles these edges of the sources and plots the integrated information in 

the form of the “edge plot” with directional information (horizontal, vertical and diagonal) by 

different colors (Blue, red and green).  

The flow chart of the algorithm is shown in figure 3.1. 
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FLOW CHART OF EDGE PLOT 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Flow chart to derive “edge plot” in the WSED. 
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The WSED method is applied to different synthetic and realistic cases. The wavelet horizontal 

detail coefficients (H) give high amplitude along y-axis (lateral edge) and low along x-axis, 

whereas the wavelet vertical detail coefficient (V) gives high amplitude along x-axis (lateral 

edge) and low along y-axis. The wavelet diagonal detail coefficients (D) give a high 

amplitude in both directions (diagonal edge) and thus determine the edges at the vertices. The 

magnitude of prominence is used to filter extrema. The different thresholding values are 

applied and checked based on the percentage of the maximum value of the prominence (P) to 

identify the edges of the sources. The threshold value (> 3% of P) is used in the study of 

synthetic, Bishop model and a real case of DFB.  The edge-plots show useful information in 

the form of lateral and vertices of the source boundaries. The signatures in wavelet detail 

coefficients show distinct patterns for isolated and extended sources, which is clearly seen in 

the following cases. The isolated sources are characterized by a high amplitude of all the 

wavelet detail coefficients, whereas extended sources show prominent wavelet detail 

coefficient in the respective direction of extension of source. 

 

3.5 APPLICATION OF WSED TO SYNTHETIC CASES 

The methodology is applied to gravity and magnetic anomalies due to 3D synthetic source 

models to evaluate its efficiency. Three synthetic cases (G1, M1, and M2) of different 

geometries are generated using prismatic bodies located at different depths. The dataset is 

generated on 100000 x 100000 m grid with a spacing of 1000 m for gravity model and 6000 x 

6000 m grid with a spacing of 15 m for the magnetic model both in x and y directions (Table 

3.1). The magnetic prismatic bodies are generated with magnetic inclination and declination 

at 90° and 0°.  
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Table 3.1 

The parameters of the synthetic cases of gravity (G1) and magnetic (M1, M2) models 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Model Prismatic 

source 

Z 

top(m) 

Length 

(m) 

Width 

(m) 

Extent 

(m) 

M 

(A/m) 

Density 

contrast 

(kg/m
3
) 

 

 

 

G1 

A1 1000 16000 10000 7000 - 300 

A2 5000 25000 9000 5000 - 300 

A3 3000 20000 10000 9000 - 300 

A4 8000 12000 33000 8000 - 300 

A5 4000 28000 10000 9000 - 300 

A6 12000 14000 29000 8000 - 300 

 

M1 

B1 100 3000 500 1000 1 - 

B2 200 3000 500 1000 1 - 

B3 300 3000 500 1000 1 - 

 

 

  M2 

P1 500 500 2500 700 0.4 - 

P2 500 2500 500 700 0.4 - 

P3 500 2200 2200 400 0.4 - 

P4 300 1000 1000 200 0.4 - 

P5 100 500 500 200 0.4 - 
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Figure 3.2 shows the 3D synthetic model (G1) consisting of six prisms (A1, A2, A3, A4, A5, 

A6) of the same dimensions at different depths and the corresponding gravity anomaly map. 

The dataset is decomposed into wavelet approximation and detail coefficients at first level 

using Haar wavelet (Fig. 3.3 a, b, c, d). I have calculated the wavelet approximation 

coefficients, which show prominent signatures of edges of all sources (Fig.3.3a). The 

calculated wavelet horizontal detail coefficients show the high amplitude of the coefficients in 

the vertical direction and zero amplitude in the horizontal direction, thus determine the lateral 

edges of the sources (Fig. 3.3b). The calculated wavelet vertical detail coefficients show high 

amplitude in the horizontal direction and zero amplitude in the vertical direction, thus 

determine the lateral edge of the sources (Fig. 3.3c). The calculated wavelet diagonal detail 

coefficients show high amplitude at the four vertices of the prisms (both directional edge 

points) and zero amplitude elsewhere, thus determine the diagonal edge of the sources (Fig. 

3.3d). The figure 3.3e shows the “edge plot” derived after applying thresholding based on the 

prominence of the local maxima of wavelet coefficients.  

Figure 3.4 shows 3D synthetic model (M1) consisting of three prisms (B1, B2, B3) of the 

same dimension at different depths and its total magnetic anomaly map. The dataset is 

decomposed into wavelet approximation and detail coefficients at first level (Fig. 3.5 a, b, c, 

d). The depth of the prisms increases in the order of B1, B2, and B3. The prominence of the 

local maxima of the wavelet coefficients and threshold gives “edge plot” of the synthetic 

prismatic sources (Fig. 3.5e).  

The third case represents complex sources using five prisms (P1, P2, P3, P4, P5) [Fig. 3.6a]. 

This model (M2) is generated analogous to complex geological settings with edges of 

different spatial dimensions and depth extent.  This example is used to test the methodology 

for the realistic conditions of interference of the total magnetic anomalies due to different 

sources (Fig. 3.6b). The calculated wavelet approximation and detail coefficients show 

directional characteristics as noted in the previous case (Fig. 3.7 a, b, c, d). The wavelet detail 

coefficients identify the interfering prism (P3, P4, and P5), which lies at different depths. The 

edge plot enhances the source edges (Fig. 3.7e). This case clearly shows the efficiency of the 

proposed method in complex scenarios of source boundaries. 

The directional behavior of the wavelet detail coefficients is given in table 3.2, which indicate 

the identified edges.  
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Figure 3.2: a) 3D synthetic model (G1) consisting of six prisms (see table 3.1 for source 

parameters), b) gravity anomaly due to model G1.  

 

 



27 

 

 

Figure 3.3: Wavelet decomposition of the gravity anomaly due to the synthetic model 

G1, a) wavelet approximation coefficients, b) wavelet horizontal detail 

coefficients, c) wavelet vertical detail coefficients, d) wavelet diagonal detail 

coefficients. Note the signatures in different wavelet coefficients 

corresponding to source boundaries shown by dotted lines. e) The source 

boundaries derived from horizontal, vertical and diagonal wavelet 

coefficients (represented by blue, red and green colors respectively) are 

compiled in the form of edge plot. 
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Figure 3.4: a) 3D synthetic model (M1) consisting of three prisms (see table 3.1 for 

source parameters), b) total magnetic anomaly due to model M1.  
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Figure 3.5: Wavelet decomposition at level one of the magnetic anomaly due to the 

synthetic model M1, a) wavelet approximation coefficients, b) wavelet 

horizontal detail coefficients, c) wavelet vertical detail coefficients, d) 

wavelet diagonal detail coefficients. Note the signatures in different wavelet 

coefficients corresponding to source boundaries shown by dotted lines. e) 

The edge plot. 
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Figure 3.6: a) 3D synthetic model (M2) consisting of five prisms (see table 3.1 for source 

parameters), b) total magnetic anomaly due to model M2.  
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Figure 3.7: Wavelet decomposition at level one of the magnetic anomaly due to the 

synthetic model M2, a) wavelet approximation coefficients, b) wavelet 

horizontal detail coefficients, c) wavelet vertical detail coefficients, d) 

wavelet diagonal detail coefficients. Note the signatures in different wavelet 

coefficients corresponding to source boundaries shown by dotted lines. e) 

The edge plot. 
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Table 3.2 

Directional variation of wavelet detail coefficients (H, V, and D) in edge plots 

Model Prismatic 

source 

Detail 

Coefficients 

                                Directional values 

x-axis 

(amplitude) 

y-axis 

(amplitude) 

vertices  

(amplitude) 

edge of the 

source 

 

 

 

 

 

 

 

 

 

G1 

A1 H Zero High Zero Lateral 

V High Zero Zero Lateral 

D Zero Zero High Diagonal 

 

A2 

H Zero High Zero Lateral 

V High Zero Zero Lateral 

D Zero Zero High Diagonal 

A3 H Zero High Zero Lateral 

V High Zero Zero Lateral 

D Zero Zero High Diagonal 

A4 H zero High Zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

A5 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

A6 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

 

 

 

 

 

M1 

B1 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

B2 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

B3 H zero High zero Lateral 

V High zero zero Lateral 
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3.6 COMPARISON WITH CONVENTIONAL METHODS 

The common methods (THDR, TDR, TDHR, ASA, ASB, TAHG, THVH, THETA) are tested 

for the magnetic anomaly due to model M2 (Fig. 3.6). The results are compared with the 

WSED method (Fig. 3.7). The results of the conventional methods are discussed here and 

summarized in table 3.3. 

a) The estimated total horizontal derivative (THDR) map of the magnetic anomaly is 

presented in figure 3.8a. The anomaly shows its maximum value at the source edge and the 

minimum value at the central part (P3, P4, P5). The actual edges due to source P1 and P2 are 

not clearly identified due to the decrease in the amplitude of the signal with increasing depth.  

b) The computed tilt angle (TDR) map of the magnetic anomaly is shown in figure 3.8b. As 

expected, the minimum of the anomaly is positioned over the edge of sources (P1, P2, P3, P5) 

and equalizes the signal amplitude. It is difficult to distinguish edges from superimposed 

source especially for the source P4.  

D zero zero High Diagonal 

 

 

 

 

 

 

 

 

M2 

 

P1 

H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

P2 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

P3 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

P4 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 

P5 H zero High zero Lateral 

V High zero zero Lateral 

D zero zero High Diagonal 
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c) The calculated total horizontal gradient of the tilt angle (TDHR) of the magnetic anomaly is 

displayed in figure 3.8c. Same as THDR, the amplitude of the signal decreases with 

increasing depth of sources. The edge of the sources is determined by a sharp peak (P1, P2, 

P5). The interfering sources (P3, P4) do not identify the edges. 

 d) The analyzed analytical signal amplitude (ASA) of the magnetic anomaly is presented in 

figure 3.8d. The amplitude of the signal decreases as the depth of sources increases. The 

deeper source edges (P1, P2, and P3) are not clearly identified.  

e) The balanced analytical signal (ASB) of the magnetic anomaly is shown in figure 3.8e. It is 

calculated with constant k=1. The ASB shows a better response in boundary identification of 

sources than THDR method. The ASB resolve source (P1, P2, P3, P4, P5) edges by 

determining the peak of the signal. 

f) The computed TAHG method of magnetic anomaly is presented in figure 3.8f. The 

maximum value of the signal directly characterizes the edges of both shallow (P4, P5) and 

deep sources (P1, P2). The edge due to source P3 does not coincide with an actual edge.   

g) The calculated THVH of the magnetic anomaly is displayed in figure 3.8g. The maximum 

value of the signal directly represents the edges of sources. The edge due to sources (P1, P2, 

P4, P5) is clearly identified except P3.  

h) The THETA map demarcates the source edges by maximum values. However, the results 

are poor for deeper sources (P1, P2, P3), where the identified edges are not overlapping with 

the assumed ones. 

ASB, TAHG and THVH are showing the exact mapping of the edges among all methods 

tested. 

The WSED method demonstrates the following advantages over the conventional source edge 

detector methods.  

a) It resolves the lateral and diagonal edges independently in the form of edge plot (Fig. 3.7e), 

whereas the conventional methods produce overall edges. 

b) It is noteworthy to see the edge identification in the WSED edge plots for both shallow and 

deep sources in case of complex geometries (model M2) for which most of the conventional 

methods (TDR, TDHR, ASA, Theta) fail. 



35 

 

c) The WSED enhances the edges to be more visible and sharp compared to the derivatives 

based techniques. 

 

 

 

 

Table 3.3 

Edge identification using conventional methods for the model M2 

 

 

Note: i) I- source edges are identified with the applied method, ii) NI- source edges are not 

identified, iii) C- identified edges are coinciding with assumed one, iv) NC- identified edges 

are not coinciding with assumed one. 

 

 

Model Method Amplitude 

of the 

anomaly 

P1 P2 P3 P4 P5 

 

 

 

M2 

THDR Max I,  NC I,  NC I,  C I,  C I,  C 

TDR Min I,  NC I,  NC I,  C NI I,  C 

TDHR Max I,  NC I,  NC NI NI I,  C 

ASA Max NI NI NI I,  C I,  C 

ASB Max I,  NC I,  NC I,  NC I,  NC I,  C 

TAHG Max I,  C I,  C I,  NC I,  C I,  C 

THVH Max I,  C I,  C I,  NC I,  C I,  C 

THETA Max I,  NC I,  NC I,  NC NI I,  C 
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Figure 3.8: Comparison of different techniques to identify source edges for the Model 

M2. a) THDR, b) TDR, c) TDHR, d) ASA, e) ASB, f) TAHG, g) THVH, h) 

THETA. 
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3.7 ADDITION OF GAUSSIAN NOISE 

The WSED method is tested on the total magnetic anomaly with the addition of one percent 

of the Gaussian noise to the maximum amplitude of model M2 (Fig. 3.6b). The corresponding 

total magnetic anomaly is presented in figure 3.9a. The calculated wavelet approximation 

coefficients are shown in figure 3.9b. The approximation coefficients identify all edges of the 

sources. The calculated wavelet horizontal and vertical detail coefficients identify the lateral 

edge of the source efficiently (Fig. 3.9c, d). The calculated diagonal detail coefficients show 

more virtual vertices than the actual one (Fig. 3.9e). The figure 3.9f shows the edge plot 

derived from horizontal, vertical and diagonal wavelet detail coefficients (blue, red and green) 

due to these prismatic sources. The WSED method is less susceptible to noise. It provides 

improved detail edges of separated and superimposed sources.  
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Figure 3.9: a) The total magnetic anomaly with Gaussian noise of one percent of the 

maximum amplitude, b) wavelet approximation coefficients, c) wavelet 

horizontal detail coefficients, d) wavelet vertical detail coefficients, e) 

wavelet diagonal detail coefficients, f) the edge plot.  
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3.8 BISHOP MODEL 

The Bishop model is a 3D basement model for a portion of the volcanic tablelands area 

situated north of Bishop, California, U.S.A (Williams, 2002). The model is derived from 

scaling and shifting of the topographic data in depth such that the structures are below the 

surface with depths of approximately 100–9300 m. The Bishop model has been used in the 

past to test different source edge detection methods methodologies (Salem et al., 2008; 

Gerovska et al., 2010; Li X., 2016). Several magnetic field datasets are available 

corresponding to different models of varying inclination and a total geomagnetic field of 

50,000 nT with the original spacing of the data 200 m in both directions. The Bishop 5x data 

set is used with the geomagnetic inclination of 90° and the base of the magnetic basement 

layer coinciding with the Moho discontinuity. The grid spacing is increased from 200 m to 

400 m to avoid the memory problem of the MATLAB. Figure 3.10 shows the variation of 

basement depth, magnetic susceptibility values and magnetic anomaly due to the Bishop 

model. The basement depth variations represent realistic variations in the structural pattern of 

the sources. The magnetic susceptibility contrast represents four isolated sources, two large 

offset faults striking along EW direction, an echelon array of smaller-scale fault striking along 

NS direction. The total magnetic anomaly due to the combination of these sources poses a 

realistic, complex geological setting.  

The WSED method is applied to the total magnetic anomaly (Fig. 3.10c) of the Bishop model 

and calculates the absolute values of approximation and detail coefficients (Fig. 3.11). The 

wavelet approximation coefficients show signatures of edges of all prominent sources. The 

wavelet detail coefficients identify different sources in different directions (x-axis, y-axis and 

diagonal). The sources can be easily separated between extended and isolated based on 

signatures in the three wavelet detail coefficients as discussed in the methodology. In the edge 

plot (Fig. 3.11e) of the Bishop model, the horizontal (blue dots) and vertical (red dots) 

wavelet detail coefficients identify the source boundary of the EW and NS trending structures. 

It is worth to note that the diagonal wavelet detail coefficients (green) also confirm these 

sources and further indicate the presence of two boundaries due to a) extended magnetic 

susceptibility contrast in EW direction and b) prominent basement structure in EW direction. 

The prominent signatures in the form of all the three wavelet detail coefficients confirm the 

presence of four isolated sources. The diagonal coefficients effectively mark the corners of 

these isolated sources. The clustering of the points in NW of the edge plot represent the 

signatures of the magnetic sources due to basement depth variations. 
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Figure 3.10: Bishop model, a) basement depth, b) basement magnetic susceptibility, c) 

total magnetic anomaly. 
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Figure 3.11: a) Wavelet approximation coefficients, b) wavelet horizontal detail 

coefficients, c) wavelet vertical detail coefficients, d) wavelet diagonal 

detail coefficients. Note the signatures in different wavelet coefficients 

corresponding to source boundaries shown by dotted lines. e) The edge 

plot. 
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3.9 RESULTS 

Wavelet source edge detector method is proposed to identify the source edge boundaries of 

the potential field data. The wavelet approximation coefficients show signatures of edges of 

all prominent sources. The wavelet horizontal and vertical detail coefficients identify the 

edges of the sources in two orthogonal directions independently. The WSED method 

demarcates the corners of the sources in addition to the edge boundaries, which is a distinctive 

feature in comparison to other source identification techniques. The edge plot gives 

comprehensive information on these isolated and extended sources. The method is thoroughly 

tested on the complex source geometries with different source parameters of prismatic bodies 

and applied to two real cases. The method is evaluated by comparison with other conventional 

edge detection methods using synthetic data (Model M2). The WSED method enhances the 

edges of superimposed sources. The method works in a more prominent way to delineate the 

edges of magnetic sources of the Bishop model. The wavelet detail coefficients identify the 

four isolated magnetic sources, two extended sources in EW direction and one NS striking 

fault structure. The method is further applied to identify the geological boundaries of the 

filtered Bouguer gravity anomaly of the DFB, which is discussed in chapter 5.  
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CHAPTER - 4: DEPTH FROM EXTREME POINTS METHOD AND ITS 

APPLICATION  

 

4.1 INTRODUCTION 

In the previous chapter, we have seen the methodology and application of the WSED method 

in source edge detection. In addition to the edges, the shape and depth of the sources are 

important parameters which can act as a priori information for constraining the subsurface 

models and thus, are useful in the interpretation of gravity and magnetic datasets. The scaling 

methods can be used for source characterization as introduced in chapter 1. The present 

chapter describes the application of the DEXP method in determination of the source shape 

and depth. The DEXP method is applied on synthetic gravity and magnetic data due to 

isolated and extended sources as well as for the realistic case of Bouguer gravity anomaly of 

the DFB.  

The Euler homogeneity relation can be written as (Thompson, 1982): 

0 0 0( ) / ( ) / ( ) / ( )x x f x y y f y z z f z n f b                                                  (4.1) 

Where f is a homogeneous function and n is the degree of homogeneity. The Euler 

deconvolution algorithms are based on solving the above equation for the unknown 

0 0 0, , ,x y z n and b for a set of observations ( , , )x y z , where
0 0 0( , , )x y z is the position of the 

source and b is the background effect.  

There are two categories to determine the source geometry: a) Monoscale methods, and b) 

multiscale methods.  

a) Monoscale methods are based on solving the Euler differential homogeneity equation 

with data at a single level of the measurements. In this category, the source depth and 

shape is estimated by Euler deconvolution algorithm. 

b) Multiscale methods such as CWT and DEXP uses the scaling behavior at different 

altitudes of the datasets.  
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The CWT method uses Poisson wavelet to derive the structural index and depth of sources. 

The DEXP method transforms the data using the upward continuation of any order derivative 

of the anomaly.  

4.2 DEPTH FROM EXTREME POINTS METHOD 

The depth from extreme points method uses the multiscale properties of the upward 

continuation field of any derivative order of the potential field data to characterize the 

potential field sources (Fedi, 2007). The method is useful in deriving the mean depth of the 

sources using extreme points of the scaled potential field. The method gives information 

about the shape of the causative sources by calculating the structural index (SI). 

The details of the theoretical development and methodology can be seen in Fedi (2007). 

However, I summarize the methodology briefly here.  

The Newtonian potential field for n
th

 order ( )nf  can be written in terms of altitude of 

continuation ( )z and depth of source
0( )z : 

 
1

0

1
n n

f
z z





                                                                                                           (4.2) 

The scaling function ( )n  depends on the n
th

 vertical derivative of potential field ( )f  and 

altitude ( )z as: 
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(4.3)                                                                                                                                    

By substituting equation 4.2 in equation 4.3: 
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At extreme points 0z z  , the scaling function ( )n is: 
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The scaling coefficient ( )n  is given as (Fedi, 2007): 

0.5( 1)n n n                                               (4.6) 

The DEXP transformed scale field is defined as (Fedi, 2007): 

n

n nW z f


                                                                                                                    (4.7) 

The scaling behavior of 
nW  gives information about source depth. The source parameters, 

structural index ( )nS  and scaling coefficient ( )n , measure the rate of fall of fields and given 

by: 

2n nS                                            (4.8) 

The structural index ( )nS is calculated from the intercept of the plot of 
n versus q  from the 

following equation, which is derived after substituting  1/z q  in the equation 4.4 

0

( 1)
( )

1
n

n
q

z q



 


                                          (4.9) 

The structural index ( )nS is estimated by:  

( 0) 2n n nq S                                                        (4.10) 

For 1 ( 1)n  , 

 1

0

2
( )

z
z

z z
  


                                                                         (4.11) 

 

In the above expression, substituting 0z z   

 

1( ) 1z                                                                            (4.12) 
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The scaling function is a dimensional function of the altitude, which characterizes the scaling 

behavior of the homogeneous field (Fedi, 2007). 

 

 

 

Figure 4.1: The scaling function 1  for the potential field (n=1) 

 

 

The behavior of scaling function 1( )z is shown in figure 4.1. It is drawn as a function of both 

altitude ( )z and depth of the source
0( )z , which determines the DEXP transformed scale field 

at 0z z   (source depth). From equation 4.9, the plot of 
n versus (1/ )q z determines the 

intercept along the y-axis. This intercept characterizes the structural index of the source. 
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I summarize the DEXP methodology in the following steps: 

1.  I create the 3D data volume of the potential field ( )f  using upward continuation to get 

the transformed scaled field ( )W using equation 4.7. 

2. The extreme points of the transformed scaled field are used in the estimation of the 

average depth of the sources. 

3. The structural index ( )nS is calculated from the intercept of the plot of scaling function

( )n versus q using equation 4.9. 

The high order DEXP transformation reduces the mutual interference effect of the sources and 

discriminates shallow and deep sources properly. It further gives useful information about the 

density contrasts of the sources. The high amplitude of the anomaly corresponding to the 

positive density contrast sources gives a high amplitude of DEXP transformed field. 

Similarly, the low amplitude of the anomaly corresponding to the negative density contrast 

sources gives the low amplitude of DEXP transformed field. The maxima (shown by white 

points) represents the average depth of the source. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



48 

 

 

 

Table 4.1 

Sources and their scaling exponent (Fedi, 2007) 

 

 

 

 

Note: 
n  and 

nS  are the scaling exponent and structural index respectively (see equation 4.8) 

 

 

 

 

 

 

 

 

Source Source  1n   2n   3n   n
th
    order n=1 n=2 n=3 

type   n  
n  

n  
n  

nS  
nS  

nS  

          

          

A Point  mass or 1 1.5 2 0.5( 1)n n    2 3 4 

 dipole, spheres        

         

B Lines or masses, 0.5 1 1.5 0.5n n   1 2 3 

 horizontal and        

 vertical cylinder        

         

C Semi-infinite 0 0.5 1 

0.5( 1)

1

n n

n

  


 

 

0 1 2 

 plane, thin dike        

         

D Semi-infinite -0.5 0 0.5 
0.5( 2)

2

n n

n

  


 -1 0 1 

 contact         
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4.3 SYNTHETIC CASES 

The DEXP method is tested on different synthetic gravity data. Although different source 

parameters are tested, three cases are presented here for clarity. 

4.3.1 Sphere 

The figure 4.2a illustrates the synthetically generated gravity anomaly due to a uniform sphere 

with density contrast 200 kg/m
3
, radius 5 km and center at (125, 125, 15) km. The spatial 

interval is 1 km in both horizontal directions. The DEXP transformed scale field is calculated 

on upward continued gravity data upto 25 km altitude at an interval of 1 km. The figure 4.2b 

shows the DEXP transformed scaled field
1( )W with respect to 0z  axis (i.e. along the vertical 

axis related to the depth of the source) with an extreme point at 0z z  . The extreme point 

(white mark) occurs at a depth 14.2 km, which gives an average depth of the sphere. I have 

calculated the structural index of the source, which is estimated by the plot of scaling function 

( )  versus (1/ )q z  (Fig. 4.2c). The intercept along y-axis occurs at 1.92 (~1.9), which 

represents the structural index of the sphere.   
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Figure 4.2: a) Synthetic gravity anomaly due to a uniform sphere, b) the DEXP 

transformed scale field, c) the plot of the scaling function ( ) versus q. 

 

 

 



51 

 

4.3.2 Elongated prism 

The synthetic gravity anomaly due to an elongated prism is shown in figure 4.3a. The 

assumed dimensions of the prism are (10×20×11 km
3
) with a 10 km depth to the top and 

density contrast 100 kg/m
3
.  The horizontal prism dimensions are (10×20 km

2
) and the profile 

is perpendicular to the longest side. The spatial interval is 1 km in both horizontal directions. 

The DEXP transformed scale field is calculated on upward continued gravity data upto 25 km 

altitude at an interval of 1km. The scaled field 
1( )W with an extreme point at 0z z  is shown 

in figure 4.3b. It has an extreme point (white mark) at depth 9.8 km, which gives an average 

depth of the elongated prism. Figure 4.3c shows the plot of scaling function ( )  versus (1/ )q z

.The intercept occurs at 1.05 (~1.1), which represents the structural index of the elongated 

prism.   
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Figure 4.3: a) Synthetic gravity anomaly due to an elongated prism, b) the DEXP 

transformed scale field, c) the plot of the scaling function ( ) versus q. 
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4.3.3 Infinite horizontal cylinder 

The synthetic gravity anomaly due to an infinite horizontal cylinder is shown in figure 4.4a. 

The cylinder has assumed a depth of 8 km, density contrast 200 kg/m
3
 and centered at 

position (0, 0, 8) km. The spatial interval is 1 km in both horizontal directions. The DEXP 

transformed scale field is calculated on upward continued gravity data upto 40 km altitude at 

an interval of 1 km. The scaled field 1( )gW with an extreme point at 0z z  is shown in figure 

4.4b. It has an extreme point (white mark) at depth 8.1 km, which gives an average depth of 

the horizontal cylinder. Figure 4.4c shows the plot of scaling function ( ) versus (1/ )q z . The 

intercept along y-axis occurs at 1.03 (~ 1.0), which represents the source as a horizontal 

cylinder.   
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Figure 4.4: a) Synthetic gravity anomaly due to an infinite horizontal cylinder, b) the 

DEXP transformed scale field, c) the plot of the scaling function ( ) versus 

q. 
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4.4 RESULTS 

The DEXP method has shown the following advantages: 

a) The DEXP method identifies the mean depth, structural index and density/magnetic 

susceptibility contrast of the isolated and extended sources. The information about the 

contrast in geophysical properties can be useful for real cases. 

b) The DEXP method is tested for synthetic cases (Sphere, elongated prism and 

horizontal cylinder) of different source parameter combinations. The testing shows the 

effectiveness of the methodology. 

 

The application of the DEXP method to the Bouguer gravity anomaly of the DFB region is 

discussed in chapter 5. 
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CHAPTER -5: GRAVITY DATA ANALYSIS AND MODELING OF 

DELHI FOLD BELT 

 

5.1 INTRODUCTION 

In previous chapters, the theory of the WSED and DEXP method is introduced for source 

edges detection and characterization. In this chapter, different techniques are used to constrain 

the crustal structure. The WSED method is used to delineate the geological boundaries of the 

study region. The DEXP method is applied to the Bouguer gravity anomaly of three 

subregions of the DFB region to understand the source structures and its extensions. Parker 

(1973) introduced the 3D structural inversion for estimation of the lateral depth variations of 

any interface using gravity anomaly. The lateral depth variations of the Moho are derived here 

using the 3D structural inversion. The Bouguer gravity anomaly projected over the geology 

and tectonic map of the region is shown in figure 5.1. The SW-NE trending gravity high 

attains the positive over the Delhi fold belt while the flanking lows occur over the Malani 

igneous suite, Marwar basin and Hindoli group of the region. The Bouguer gravity anomaly is 

modeled along two profiles AA' and BB' to understand the depth, shape, and extension of the 

DFB and adjoining litho-tectonic units. The gravity modeling is carried out iteratively 

incorporating the constraints from the results of different techniques (Spectral analysis, 3D 

structural inversion, WSED, DEXP) which helped in optimizing the model. I propose a 

crustal model from the gravity data and previous geological and geophysical information to 

address the northward extension of the DFB and its implications in the crustal configuration at 

the leading edge of the Indian Peninsula.  
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Figure 5.1: Bouguer gravity anomaly projected over the geological and tectonic map of 

the study region (after Roy and Jakhar, 2002). The subregions marked by 

boxes (I, II, III) are used in the DEXP analysis and results (Fig. 5.9) are 

along the shown central blue line. The two profiles AA' and BB' are used in 

gravity modeling.  
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5.2 GRAVITY DATA ANALYSIS 

The gravity data is analyzed in spectral-domain using: a) power spectrum method and b) 

spectral filtering. These methods are useful in constraining a priori depth information about 

the layered interfaces and separation of the gravity anomalies due to sources at different 

depths.  

5.2.1 Power spectrum and filtering of the gravity data 

The transformation of potential field data to some auxiliary space (such as Fourier domain) 

gives information about the causative sources. Power spectrum analysis (Bhattacharyya, 

1966; Dimri, 1992; Blakely, 1995) estimates the average depth of interfaces considering the 

log of power of the Bouguer gravity spectrum as a function of wavenumber/frequency 

assuming a random and uniform distribution of sources (Spector and Grant, 1970). The 

spectrum of gravity anomaly due to a layered source is separated into multiple segments in the 

frequency domain that can be interpreted in terms of the mean depth of interfaces.  

The Power spectrum ( )P k is related to the mean depth ( )d of interfaces as (Spector and Grant, 

1970):  

ln ( ) 2P k kd                                                                            (5.1) 

Where k is the wavenumber. In the case of 2D datasets, the radially averaged power spectrum 

versus wavenumber k  (where, 2 2 2

x yk k k  , xk and yk are wavenumbers in x and y directions) 

is used.  The layered model shows linear segments in the power spectrum and the average 

depth of the interfaces can be calculated from the slope of the segments. The radially 

averaged power spectrum of the Bouguer gravity anomaly is calculated, which shows three 

linear segments (Fig. 5.2).  The average depth of three interfaces are estimated as 35.3 km, 9.3 

km and 2.9 km. These depth corresponds to the Moho, upper-lower crust boundary and 

basement respectively. 
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Figure 5.2: Radially averaged power spectrum of the gravity anomaly. Different linear 

segments give an average depth of the layered interfaces.  

 

 

 

I separate the Bouguer gravity anomalies based on power spectrum characteristics using 

spectral filtering. I apply a low pass filter with a cut off wavelength of 200 km (equivalent to 

wavenumber 0.005 km
-1

) based on the maximum wavenumber of the Moho segment in the 

power spectrum (Fig. 5.2).  The filtering gives the long-wavelength filtered anomaly (LWFA; 

Fig. 5.3) and short-wavelength filtered anomaly (SWFA; Fig. 5.4). The LWSA shows a 

prominent SW-NE trending gravity high signature. This signature can be due to the large 

wavelength structures possible at Moho depth below the DFB and Sandmata complex (Fig. 

5.3). This trend abruptly terminates near Delhi and deflect to follow the NW high gravity 

anomaly pattern of the Delhi-Sargodha ridge axis. 

 



61 

 

 

 

 

 

Figure 5.3: Long wavelength filtered gravity anomaly (> 200 km) of the study region. 

The arrow indicates deflection of prominent long wavelength anomaly from 

SW-NE to NW-SE direction parallel to Delhi-Sargodha ridge axis. 
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The SWFA has a strong negative anomaly corresponding to the low-density MIS and positive 

anomaly due to the high-density DFB and Sandmata complex above the Moho (Fig. 5.4). The 

SW-NE trend of positive anomaly smears towards the north and terminates near Delhi. There 

is a feeble signature of bending of the pattern in a SE-NW direction parallel to the DSR axis.  

 

 

 

 

Figure 5.4: Short-wavelength filtered gravity anomaly (< 200 km) of the study region. 
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5.2.2 Gravity inversion and modeling 

The inversion and forward modeling are essential steps to constrain the subsurface structures 

and their density variations. These structures occur in the form of both shallow and deep 

sources. I have done the 2D gravity modeling of the profiles, which is appropriate for 

complex tectonic structures as present study region. The study region has been tectonically 

active in the geological past. The gravity model correlates with some tectonic episode of the 

DFB and the surrounding region and its extension towards the north. The gravity inversion 

and modeling are carried out to derive density variations and geometry of subsurface 

structures incorporating information from published geological and geophysical studies in the 

region. The forward modeling is carried out along two profiles AA' and BB' (Fig. 5.1) to 

understand the extension of the subsurface structures.  

I summarize the steps used for gravity inversion and modeling: 

1) Inversion of the Moho interface using 3D structural inversion based on Parker algorithm. 

2) A priori depth values in the models are based on the mean depth of different interfaces 

calculated by power spectrum analysis of the gravity data (Fig. 5.2), subsurface geometries 

from the past DSS study (Tewari et al., 1997), geological formations edge boundaries from 

WSED method, source information from the DEXP method and the Moho depth from the 

previous step. 

3) A priori density values used in the modeling of different formations are based on the 

average value of rock types, velocity to density conversion using Nafe-Drake equation and 

estimates of previous studies (Reddy and Ramakrishna, 1988; Ramakrishnan and 

Vaidyanadhan, 2010).  

4) Blockwise density inversion to invert a priori density values. Table 5.1 shows that the 

density values are a priori and assigned after inversion.  

5) Iterative modeling of the gravity anomaly for a better fit. 

These steps are further elaborated in the subsequent sections.  
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5.2.2.1 3D structural inversion: 

Mapping of the 3D variation of the Moho is an important task from the gravity anomaly in 

imaging the subsurface structure. In this case, we should invert the filtered gravity anomaly in 

terms of the geometry of the interface. Several authors have presented different algorithm to 

compute the geometry of density interface related to the known gravity anomaly (Cordell and 

Henderson, 1968; Dyrelius and Vogel 1972; Bhaskara Rao and Rameshbabu, 1991). Some 

other algorithm (Oldenburg, 1974) is based on the rearrangement of the forward algorithm of 

Parker (1973). The Parker algorithm is based on the Fourier transform of the powers of the 

surface, causing the anomaly. The Parker-Oldenburg algorithm is used by many others to 

invert the filtered anomaly (Salem et al., 2013; Pedrera et al., 2017).  Salem et al., (2013) 

inverted the regional gravity grid to map the depth of the Moho across the Red sea area and 

used in modeling of sedimentary thickness. Pedrera et al., (2017) constrained the geometry of 

high-density body located within the crust using 3D gravity inversion. I have done the 3D 

gravity structural inversion to study the effect of the Moho on the LWFA data using GMSYS-

3D in Oasis Montaj. The Moho depth further helps in imaging of the subsurface structures 

along the profile AA' and BB' in the forward modeling.  

Parker (1973) showed how a series of Fourier transforms can be used to compute the gravity 

anomaly due to uneven, non-uniform layer. The expression is defined as: 

1

0

1

[ ] 2 exp( ) [ ( )]
!

n
n

n

k
F g G kz F h x

n
 





                     (5.2) 

Where [ ]F g is the Fourier transform of the gravity anomaly. 

k is the wave number. 

 is the density across the interface. 

G is the gravitational constant. 

( )h x is depth to the interface (positive downward). 

0z is the mean depth of a horizontal interface. 

Oldenburg (1974) rearranged the above equation to compute the depth to the undulating 

interface form the gravity anomaly profile by an iterative process. The equation is given as: 
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The above expression 5.3 determines the topography of the interface density with an iterative 

inversion procedure. The process is convergent if 
0 0z  . 

The 3D structural inversion is performed on the LWFA (Fig. 5.3) to derive the 3D geometry 

of the Moho interface. The following steps are used to calculate the inverted Moho depth: 

1) I assumed a two-layered depth model with Moho interface at a priori constant depth of 40 

km, which is based on results from the DSS profile across the DFB (Tewari et al., 1997) and 

receiver function study (Rai et al., 2006). The bottom boundary of the model is kept at 70 km. 

The densities are considered as 2670 and 3430 kg/m
3 

for the two layers.  

2) The LWFA is inverted to derive the optimized depth variation of the Moho interface by 

minimizing the gravity error (misfit).  

3) The algorithm reached to convergence in 25 iterations.  

The calculated anomaly is shown in figure 5.5 which has the same pattern and anomaly values 

as that of observed LWFA. 
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Figure 5.5: The calculated Bouguer gravity anomaly due to Moho density interface in 

the 3D gravity structural inversion. 
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The difference between observed and calculated gravity is called “gravity error” which is 

shown in figure 5.6. The low values of gravity error (between -0.2 to +0.15 mGal) indicate the 

effectiveness of the applied inversion.  

 

 

 

 

Figure 5.6: The gravity error derived from the 3D gravity structural inversion. 
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The inverted depth values of the Moho vary from 39 to 46 km (Fig. 5.7). The depth variation 

of the inverted Moho surface derived from the 3D structural inversion shows a prominent 

relief feature in the form of ~ 2 km upwarp beneath the DFB. This perturbation in the Moho 

does not continue northeastward towards the Indo-Gangetic plain but shows widening and a 

clear northwestward deflection towards the Delhi-Sargodha ridge. The Moho progressively 

steepens beyond the Delhi with general WNW-ESE strike trend. The Moho depth variations 

derived from 3D structural inversion are further used in 2D gravity modeling. 

 

 

 

 

Figure 5.7: The depth variation of the Moho interface derived from 3D inversion of the 

low pass filtered Bouguer gravity anomaly (> 200 km). 
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5.3 APPLICATION OF THE WSED METHOD 

In chapter 3, I propose the WSED methodology, which identifies the source edge boundary of 

the potential field data. The wavelet approximation and detail coefficients are calculated for 

the SWFA (Fig. 5.8a, b, c, d). These coefficients show prominent signatures along the 

geological boundaries. The wavelet approximation coefficients give edge information of the 

geological boundaries in a comprehensive manner (Fig. 5.8a). The wavelet detail coefficients 

identify geological formation boundaries in different directions (x-axis, y-axis and diagonal). 

The wavelet horizontal detail coefficients show high amplitude corresponding to high spatial 

frequencies in the y-axis (Fig. 5.8b). The wavelet vertical detail coefficients show high 

amplitude corresponding to high spatial frequencies in the x-axis (Fig. 5.8c). The wavelet 

diagonal detail coefficients show high amplitude at the vertices of both directions (Fig. 5.8d). 

The calculated edge plot of the SWFA shows the edges corresponding to the boundaries of 

extended sources from SW to NE direction (Fig. 5.8e). These signatures are the boundary 

between Malani igneous suite and Delhi fold belt, the Kaliguman lineament, the Delwara 

lineament, and the Great boundary fault respectively from west to east in the edge plot map. 

The prominent diagonal coefficients in some of the boundaries (DSR edges) indicate that the 

edge behaves in a 2D manner, as observed in the Bishop model. The details of interpreted 

boundaries are presented in table 5.1.  The identified geological formation boundaries are 

further used to constrain the structures in gravity modeling. 
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Figure 5.8: a) Wavelet approximation coefficients, b) wavelet horizontal detail 

coefficients, c) wavelet vertical detail coefficients, d) wavelet diagonal 

detail coefficients. Note the signatures in different wavelet coefficients 

corresponding to source boundaries shown by dotted lines. e) The edge 

plot.  
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Table 5.1 

Interpreted geological formation boundaries using WSED method 

 

S. No. Identified boundary using 

WSED method 

Interpreted geological boundary 

1 L1 Between MIS and DFB boundary 

2 L2 Kaliguman lineament 

3 L3 Delwara lineament 

4 L4 GBF 

5 D1, D2 Edges of the DSR 
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5.4 APPLICATION OF THE DEPTH FROM EXTREME POINTS (DEXP) 

METHOD 

The DEXP method is applied to three subregions (I, II and III) to derive source information. 

The subregions are considered perpendicular to the strike direction of the DSR (I), DFB and 

Sandmata complex (II, III) for the DEXP analysis (Fig. 5.1). The DEXP transformed scaled 

potential field is analyzed at different derivative orders and finally selected the results for n = 

3 (second vertical derivative). The higher-order derivative reduces the mutual interference 

effect of both shallow and deep sources. The scaled field is calculated on upward continued 

data upto 40 km altitude at an interval of 1 km. The results of the DEXP analysis are: 

a) Subregion-I: The DEXP transformed field shows two maxima points that occur at 8 

km and 4 km (marked by white points in fig. 5.9a). The high positive contrasts 

around these points indicate the presence of two high-density sources.  

b) Subregion-II: The DEXP transformed field shows one maxima points that occur at 29 

km (marked by white points in fig. 5.9b). The high positive contrasts around the 

point indicate the presence of one high-density source.  

c) Subregion-III: The DEXP transformed field shows one maxima points that occur at 

31km (marked by white points in fig. 5.9c). The high positive contrasts around the 

point indicate the presence of one high-density source.  

The structural index is calculated (equation 4.9, chapter 3) to derive the shape of the sources 

for three subregions (Fig. 5.9d, e, f). The calculated structural indices of all the sources of 

three subregions are equivalent to the class B of S3 = 3 sources (Table 3.1; Fedi 2007), which 

represents the shape of sources as an infinite horizontal cylinder.  
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Figure 5.9: The plots of (a), (b) and (c) shows DEXP analysis of three subregions (I, II, 

III). The white marks represent extreme points of the DEXP transformed 

field. The plots of (d), (e) and (f) shows the variation of scaling function 

versus q(1/z) with structural index (intercept) 3.2, 2.7 and 3.2, which shows 

the sources as an infinite horizontal cylinder. 
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5.5 CRUSTAL MODELING (AA' and BB' profile) 

The Bouguer gravity anomaly along two profiles AA' and BB' across DFB is modeled to 

understand the subsurface structure and their extension towards the north (Fig. 5.10). A three-

layered crustal structure is considered based on the power spectrum analysis (Fig. 5.2). The 

depth of the Moho is based on the 3D structural inversion (Fig. 5.7). I estimated densities of 

different bodies based on conversions from seismic velocities and average rock density 

values. The details are presented in table 5.2. I have used the Nafe-Drake equation given by 

Brocher T.M. (2005), which were introduced graphically by Ludwig et al. (1970). This 

equation is useful for a wide variety of rock formations with P-wave velocities in between 1.5 

and 8.5 km/sec and thus, suitable for the rock formations present in the DFB region having a 

P-wave velocity range from 4.6 to 8.4 km/sec (Tewari et al., 1997).  

The results of different methods are used as constraints in the modeling step by step as 

discussed in section 5.2.2. I observe a significant amount of misfit between the gravity 

response of the upwarped Moho and the observed Bouguer gravity anomaly during modeling. 

This indicates the presence of a deeper high-density body, which is additionally modeled as 

mantle-derived underplated material (Fig. 5.10) and indicated in the previous seismic studies 

(Tewari et al., 1997; Fig. 5.10c). The underplated mafic layer with high density (~ 3100 

kg/m
3
) is the only possible source at such depth that can obscure the seismic wave 

propagation (Thybo and Nielsen, 2012) and can explain no seismic reflectivity observed at the 

Moho below DFB. The mafic body becomes narrower towards the north in AA' profile, which 

indicates the episode of underplating at the base of lower crust along the orogenic belt in 

geological past. 

The geological models of the Aravalli-Delhi fold belt (ADFB) suggest different litho-tectonic 

units are juxtaposed along west dipping intracrustal faults along which lower crustal rocks 

exhumed to the shallower depth during BGC and DFB orogeny (Sharma, 2009). These 

thrusts/faults are also observed in the seismic profile (Tewari et al., 1997) and the same is 

incorporated in the forward modeling with the high density (2880- 2900 kg/m
3
) lower crust in 

our model. The basement layer shows the high density (ρ = 2720 -2750 kg/m
3
) rocks with the 

presence of faults across the basement. The gravity anomaly is modeled by exposed rock body 

(ρ = 2670 kg/m
3
) in the SE side of the profile AA' (Fig. 5.10a). The top alluvial sedimentary 

layer (ρ = 2500 kg/m
3
) is observed along the AA' profile (Fig. 5.1) and incorporated in the 

gravity model. In general, the basement and surface rocks of different formations represent 

high gravity anomaly except for MIS and exposed DFB rocks towards the west of Hindoli 
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group BB' (Fig. 5.10b). The low density (2700 kg/m
3
) is assigned to the rocks of MIS due to 

the basic-felsic nature. Both models (AA' and BB') correlate with the prominent deep tectonic 

structure, which shows the continuity towards the north with reduced thickness. 

 

Figure 5.10: Gravity modeling across the Delhi fold belt incorporating constraints 

derived from power spectrum analysis, filtering, 3D inversion, WSED 

method, DEXP method. The Moho shows upwarp below DFB and 

Sandmata complex with the existence of underplated material constrained 

by DSS seismic model. a) along the profile AA': The depth model is an 

extension of Proterozoic DFB and Archean BGC towards the north with 

the underplated material at the Moho depth, b) along the profile BB'. The 

Great Boundary fault (GBF) divides the Vindhyan Basin in the east to the 

Hindoli Group of rocks in the west, c) The line drawing of the seismic 

section along the Nagaur- Jhalawar geotransect, which is located around 

150 km towards south of our profile BBˈ. The section shows a thicker crust 

with a domal shaped body (D) in the lower crust and dipping reflections 

under the DFB and BGC. F1-F4 represents faults and R1, R2 and R3 are 

reflections (after Tewari et al., 1997).  
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5.6 RESULTS 

The analysis of Bouguer gravity anomaly gives important constraints on the crustal structure 

of the DFB and its extensions. The LWFA indicate the signatures of deflection of the DFB 

towards NW-SE direction. The depth of the Moho derived from 3D structural inversion of 

gravity anomaly due to the Moho confirms the upwarping below DEB and Sandmata 

complex. The developed WSED method demarcates the geological formation boundaries. The 

application of the DEXP method highlights the distinct signature of a deep horizontal 

cylindrical source below the DFB and Sandmata complex. It also indicates two shallow 

horizontal cylindrical sources as the DSR constituents. The gravity modeling suggests the 

presence of a high-density domal underplated material below the DFB and Sandmata. This 

high-density material is likely related to the residual underplated mafic plume head, which is 

associated with some episode of the ADFB orogeny. These results are discussed in light of 

previous studies in chapter 6.  
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Table 5.2 

The lithostratigraphic units with their characteristics rock type and density (kg/m
3
) 

along the profiles 

 

*The average density values assigned from Reddy and Ramakrishna (1988). 

**The average density values of the rock types in formations from Ramakrishnan and Vaidyanadhan 

(2010). 

***The average density values converted from seismic velocities using the following Nafe-Drake 

equation (Brocher T.M., 2005). 
2 3 4 5

1.6612 0.4721 0.0671 0.0043 0.000106V V V V Vp p p p p       

where ρ, Vp are density (g/cm
3
) and primary wave velocity (km/sec). 

Lithostratigraphic units with age 

(NW-SE) 

(Ramakrishnan  and 

Vaidyanadhan, 2010) 

Rock type 

(Ramakrishnan  

and 

Vaidyanadhan, 

2010) 

Velocity 

(m/s) 

(Tewari et 

al., 1997) 

A priori 

density 

values 

(kg/m
3
) in 

inversion 

 

Inverted 

Density 

values 

(kg/m
3
) 

Indo-Gangetic plain 

(Quaternary: < ~2.5 Ma) 

Alluvium and 

wind-blown sand 

 2500 2500 

Marwar basin 

(Neoproterozoic: ~550-500 Ma) 

Clay,  Dolomite,  

Evaporites, 

limestone, 

Sandstone 

 2670* 2660 

Crystalline basement   2820 2820 

Malani Igneous Suite  

(Neoproterozoic: ~750-720 Ma) 

Granite, 

Rhyolite, Basalt, 

Gabbro 

 2700* 2700 

Delhi fold belt 

( Mesoproterozoic: ~1600-900 Ma) 

Calc-schist, 

Marble, Granite, 

Gneiss, Marble, 

Quartzite 

 2710* 2700 

Vindhyan basin 

(Mesoproterozoic: ~1600-650 Ma) 

Limestone, 

Shale, Sandstone, 

4600-5600 2480-2640*** 

2600 

(assigned) 

2620 

Crystalline basement  6600 2850*** 2850 

Hindoli group 

(Paleoproterozoic: ~1850 Ma) 

Felsic and mafic 

volcanics 

 2830** 2830 

Sandmata complex 

(Paleoproterozoic: ~1800-1700 

Ma) 

Charnockite 

bodies, 

Granulites, 

Migmatitic 

gneiss 

 2850** 2840 

Mangalwar complex 

(Neoarchean: ~2900-2600 Ma) 

Granitic 

intrusions, 

Gneiss, Meta-

volcanics, Schist 

 2820** 2820 

Domal shaped body  7300 3100*** 3100 

Lower crust   2900 2900 

Upper Mantle  8400 3440*** 3440 
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CHAPTER 6:  DISCUSSION AND CONCLUSION 

 

6.1 DISCUSSION 

The Mesoproterozoic DFB extends from Gujarat (Deri-Ambaji) in the south towards the Indo-

Gangetic alluvium in the north (Fig. 1.1a). The potential field methods (Fig. 1.1b) in 

conjunction with other geological and geophysical datasets provide a valuable tool to look 

into such complex tectonic setup (Mishra et al., 2000; Berrocal et al., 2004; Chamoli et al., 

2011; Tiwari et al., 2015). I have applied different methods to the Bouguer gravity anomaly 

for understanding the subsurface structures and their extension. The power spectrum analysis 

shows three interfaces with a mean depth of 35.3 km, 9.3 km and 2.9 km corresponding to the 

Moho, upper-lower crust boundary (Chakraborty and Agarwal 1992) and alluvial basement 

depth, respectively (Fig. 5.2). The spectral analysis provides estimates of average depth to the 

sources with uncertainty in the order of 10%, especially in the case of deep-seated sources 

(Mishra and Pedersen, 1982). The estimated depth of the Moho is in agreement with the depth 

estimates derived for Nagaur-Jhalawar profile in the south using power spectrum analysis by 

Bansal and Dimri (1999). The mean alluvial basement depth occurs at 2.9 km, which is 

consistent with the depth estimates by ONGC in the Indo-Gangetic plain (Fig. 1.1; Sastri et 

al., 1971; Karunakaran and Ranga Rao, 1976).  

The long-wavelength filtered anomaly shows a prominent SW-NE trending high gravity 

signature, which deflects towards the NW direction along the DSR axis (Fig. 5.3). The SW-

NE trending high gravity anomaly is due to upwarping of the Moho below the DFB and the 

Sandmata complex. The depth of Moho using 3D gravity structural inversion varies from 39 

km to 46 km (Fig. 5.7). The depth estimates are close to the inverted depth estimates using the 

receiver function studies at the stations NDA ~ 41 km, NPL ~ 41.5 km, DCE ~ 42 km, KUK ~ 

44 km in NE and BRT~ 41 km in the south (Julia et al., 2009; Borah et al., 2015; Fig. 1.1b). 

Past seismological studies suggest the average depth of the Moho ~ 41 ± 2 km using modeling 

of multimode surface wave group velocity dispersion and their inversion (Mitra et al., 2011; 

Kumar et al., 2017) and ~ 46 km using receiver function analysis (Caldwell et al., 2013) 

below Indo- Gangetic plain. Mandal et al. (2013) reprocessed the DSS profile dataset and 

reported the variation of the crustal thickness between 38 and 50 km across the Proterozoic 

ADFB using common reflection surface stack method (CRS). Although his results show clear 

reflection at the Moho below Marwar basin and Sandmata complex, but no reflectivity is 
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observed below the DFB probably due to low foldage and S/N ratio or the complex geological 

settings at the lower crust and Mantle boundary. It could also be due to the homogenization of 

the lower crust due to the igneous intrusion, which resulted in less acoustic impedance 

contrast at the Moho. 

The DEXP method estimates the structural geometry and density contrast between source and 

surroundings. The DEXP transformed field of the subregion (I) across the DSR axis (Fig. 

5.9a) show the presence of two structures (mean depths 8 and 4 km, infinite horizontal 

cylinder type) with positive density contrast, which infers as the Delhi-Sargodha ridge 

constituents. The DEXP transformed field of the subregions (II, III) across the DFB and 

Sandmata complex (Fig. 5.9b, c) confirms presence of a domal structure (mean depth ~ 30 

km) having positive density contrast (dark red color) and further modeled as underplated 

plume material below the DFB and Sandmata complex (Fig. 5.10b). The depth and shape of 

the source are similar to the domal structure below the DFB and Sandmata complex observed 

in the DSS sections (Tewari et al., 1997).   

The results of the 3D gravity structural inversion indicate a prominent upwarp (~ 2 km) at the 

Moho below the DFB and the Sandmata complex (Fig. 5.7, 5.10a, b), which is likely due to 

the past magmatic and underplating episodes. There is a lateral deflection in this upwarping 

pattern towards the Delhi-Sargodha ridge axis in NW-SE direction (Fig. 5.7). The gravity 

modeling along the two profiles (AA' and BB') suggests a high-density domal structure, which 

is likely derived from mantle during the Proterozoic age. The high amplitude of the gravity 

anomaly can only be modeled in the presence of high density underplated material, which is 

also observed in other tectonic settings such as tectonics of Mahanadi delta of eastern India 

(Behera et al., 2004), the Yellowstone-Snake river plain volcanic system (Denosaquo et al., 

2009) and the Basque-Cantabrian Basin (Pedrera et al., 2017). A similar structure was also 

reported by DSS and gravity study in the south (Tewari et al., 1997; Mishra et al., 2000) and 

thus, indicate the continuation of this domal structure further north. This underplated material 

is modeled in the form of addition of mafic magma to the lower crust and uppermost mantle 

around the Moho rather than the older assumptions of ponding of magma just below the Moho 

(Thybo and Artemieva, 2013). The crustal model along profile AA' shows that different 

structures exposed in the southern region are covered below the sediments of the Indo-

Gangetic plain in the north. It also shows that the prominent domal structure below the DFB 

in the south get depleted in the northern cross-section (AA'), which can be explained due to 

the large distance from the region of magmatic activity in the geological past. It is clear from 
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the results of the Moho inversion (Fig. 5.7) that this domal structure deflects laterally towards 

NW direction. There is no significant signature of the presence of the DFB along the axis in 

further north towards the foothill of the Himalaya. The tectonic elements like MF and the 

GBF west of the DFB show clear glance in the contour of the basement, whereas the contours 

are smooth along the main axis of the DFB (Fig. 1.1). This supports no prominent basement 

structure towards the north of the DFB below the Indo-Gangetic plain. The region is 

seismically active zone with shallow small magnitude earthquakes in recent years (inset of 

Fig. 1.1; Das et al., 2018). The seismic events in the region are mostly distributed near the 

DFB and clustered at the intersection of the MDSSF and DSR. Some researchers proposed 

that the Delhi-Haridwar ridge (an extension of the DFB) act as a barrier and explain the low 

magnitude of the earthquakes surrounding the Delhi region (Arora et al., 2012). In general, I 

have not observed any prominent extension of the domal structure at Moho towards north 

beneath the Indo-Gangetic plain based on the gravity data, seismicity distribution and depth 

contours of the basement (Fig.1).  

Based on the above observations, I conjecture that the NE trending DFB got deflected 

westward after NW corner indentation and anti-clockwise rotation of Indian plate post-Eocene 

collision (Voo et al., 1999). With continued convergence, the DFB structural element 

exhumed progressively to a shallower level through flexure buckling of Indian plate in the 

form of Delhi-Sargodha Ridge (DSR; Fig. 5.9), without producing any marked disruptive 

transverse signature (Fig. 5.4). This also explains the absence of any transverse ridge-like 

structure, north of DFB, beneath the Indo-Gangetic alluvium unlike other tectonic elements in 

the leading edge of central Indian peninsula to the east of DFB (Fig. 1.1). The clustering of 

shallow micro seismicity at the leading edge of DFB and DSR probably represent the edge 

effect of two orthogonal transverse structural elements. Further, if the above assertion is true 

then the theories related to the extension of DFB underneath Himalaya (Delhi-Haridwar ridge 

and MDSSF) and their related seismo-tectonic implications as a structural barrier (Arora et 

al., 2012) does not hold. The recent paleoseismic studies in the Himalayan front (Kumar et al., 

2006) mapped co-seismic surface rupture on either side of the supposed DFB trend in 

Himalaya, which also support the absence of any transverse structural barrier. 
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6.2 CONCLUSION 

The spectral and multiscaling behavior of the Bouguer gravity anomaly of the DFB region is 

examined to derive the source geometry, boundaries and depth information. The power 

spectrum analysis gives three interfaces with a mean depth of 35.3 km, 9.3 km and 2.9 km 

corresponding to the Moho, upper-lower crust boundary and alluvial basement depth 

respectively. The filtered Bouguer gravity anomalies indicate the prominent signatures of the 

DFB extension towards the north. I propose a new wavelet source edge detector (WSED) 

method, which shows promising results to identify the complete source boundaries in the 

form of the “edge plot”. The method uses the wavelet theory to identify the directional 

properties of the edges. The method is found valuable when compared with conventional 

techniques. The application of the DEXP method highlights the distinct signature of a deep 

horizontal cylindrical source at a mean depth of 30 km below the DFB and Sandmata 

complex. It also indicates two shallow horizontal cylindrical sources as the DSR constituents 

at the depths of 8 and 4 km respectively in the north side of the region. 

The trends of filtered gravity anomalies and the depth variations of the Moho from 3D 

inversion indicate deflection of the Moho towards NW direction along the DSR axis. The 

depth of Moho using 3D gravity structural inversion varies from 39 km to 46 km in the 

region. The geometry of the Moho confirms the upwarping (~ 2 km) and presence of a high 

density domal underplated material below the DFB and Sandmata complex. The deflection of 

the domal structure indicates the absence of a northward extension of the DFB underneath the 

Indo-Gangetic alluvium. A detail 2D crustal density model is proposed along two profiles AA' 

and BB' (Fig. 5.10) using the constraints from the results of different techniques applied on 

the Bouguer gravity anomaly. 

The model reveals that the mantle-derived underplated plume material got deflected westward 

sometime after indentation of the NW corner of the Indian plate and its counter-clockwise 

rotation after Eocene collision. With continued convergence, this Himalaya parallel DFB 

element got involved in crustal flexure producing the DSR. This assertion has far-reaching 

seismotectonic implication. 
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6.3 FUTURE WORK 

Some of the future scope of the thesis are: 

a) The developed WSED method gives the position of source boundaries at present. The 

depth determination of edge boundaries of the sources using wavelet approach can 

further be attempted.  

b) 3D gravity modeling can be carried out in the future. It is noteworthy that there is a 

need of high-resolution geophysical datasets in the study region for detail 

investigations.  
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APPENDIX A 

MULTIRESOLUTION ANALYSIS USING DWT 

The DWT uses multiresolution analysis to represent a signal in terms of its spatial frequency 

components (Mallat, 1989). It represents a signal using approximation ( )jV  and detail ( )jW   

spaces with different level of resolution. 

A sequence { }j j
V

z of the closed subspaces of Hilbert space 2 ( )L R is a multiresolution 

approximation if the following properties exist (Mallat, 1989): 

1. 2( , ) ( ) ( 2 )j

j jj n f t V f t n V     Z  

2. 1( ) ( / 2)j jj f t V f t V     Z  

3. 1j jj V V  Z  

4. lim {0}j j j z jV V    

5. 2lim ( )j j j z jV V  L R  

6. There exist 
0( )t V  such that ( )n zt n  is an orthonormal basis of 

0V  

For each integer j, the functions are an orthonormal basis for each jV . The wavelet spaces jW

are introduced from the orthogonal complements of jV in 1 1( , ).j j j jV V V W j     z  One 

can construct wavelet  such that the dilated and translated family is an orthogonal basis of 

2 ( )L R . 

In 2D wavelet transform, the scaling and wavelet function are two variable functions, denoted 

as ( , )x y  and ( , )x y . 

The scaled and wavelet basis functions expressions are given as (Mallat, 1989): 

   
0

/2

, , , 2 2 , 2j j j

j m n x y x m y n                                                                                      (A-1)                                                            

   /2

, , , 2 2 , 2 { , , }i j i j j

j m n x y x m y n i H V D                                                           (A-2) 

Where   2,x y R and   2,m n Z  

There are one scaling function and three wavelet functions for each level. If the wavelet 

function is separable, then, these functions can be rewritten as: 
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( , ) ( ) ( )x y x y                                                                                                          (A-3) 

( , ) ( ) ( )H x y x y                                                                                                           (A-4)                                                                                                          

( , ) ( ) ( )V x y x y                                                                                                             (A-5)

( , ) ( ) ( )D x y x y                                                                                                             (A-6) 

The wavelet family 2, , , , , , ,
{ , , }H V D

j m n j m n j m n m n
  

Z
is an orthonormal basis of 2

jW and 

3, , , , , , ( , , )
{ , , }H V D

j m n j m n j m n j m n
  

Z
is an orthonormal basis of

2 2( )L R .  

The wavelet approximation coefficients for function f(x, y) of size M L can be given as 

(Mallat, 1989): 

      
0

1 1

0 , ,

0 0

1
, , , ,

M L

j m n

x y

W j m n f x y x y
ML

 
 

 

                                                                     (A-7) 

where j0 is the scale of the coefficients and (m, n) are the parameters about the position. 

The horizontal ( HW
), vertical ( VW

) and diagonal ( DW
) wavelet detail coefficients can be 

written as (Mallat, 1989): 

     
1 1

, , 0

0 0

1
, , , ,

M L
H H

j m n

x y

W j m n f x y x y j j
ML

 
 

 

                                               (A-8) 

     
1 1

, , 0

0 0

1
, , , ,

M L
V V

j m n

x y

W j m n f x y x y j j
ML

 
 

 

                                                (A-9)                        

     
1 1

, , 0

0 0

1
, , , ,

M L
D D

j m n

x y

W j m n f x y x y j j
ML

 
 

 

                                             (A-10) 

This is the general form of the 2D discrete wavelet transform. If the scaling and wavelet 

functions are separable, the summation can be decomposed into two stages. The calculation is 

first done for the x-axis and followed by the y-axis.  
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