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ABSTRACT 

 

Energy efficient computation is vital for the success of the next generation very large scale 

integration (VLSI) applications. Operating circuits in sub/near-threshold voltage (NTV) regime 

is one of the techniques to design energy efficient circuits. However, NTV computing has 

created resiliency challenges, including increasing timing faults due to process, voltage and 

temperature (PVT) variations and data-retention failures due to radiation-induced soft errors in 

modern digital circuits. To address these issues resilient circuit techniques are used to mitigate 

the performance degradation and data failures resulting from PVT variations and external 

transient noise. The work in this thesis proposes a framework to handle timing errors and soft 

errors issues in the NTV regime employing a resilient approach.  First, we proposed a resilient 

latch that overcomes the timing errors issues in the NTV region. Moreover, a systematic 

methodology to resolve soft error issues, which are critical for memory elements 

(latches/SRAM) in the NTV is developed.  For the same, first, an accurate model to estimate 

the critical charge for a static D latch is derived. Using the proposed model, soft error 

susceptible latches/Flip-Flop’s can be identified at an initial design stage (pre-layout) and, 

subsequently, replaced by the radiation hardened latches. However, the reported radiation 

hardened latches are implemented with too large cost penalties in terms of delay, power, and 

area. To overcome the issue, we proposed low cost and highly reliable radiation hardened 

latches in the NTV regime. In this thesis we also proposed a cost effective radiation hardened 

SRAM cell since it is similar to a static latch.  

In this thesis, first we present an energy efficient and resilient circuit design approach using 

novel self correcting latches (SCL). The proposed SCL technique corrects the faults due to 

timing violation caused by variations in data-paths and sequential elements automatically, 

thereby lowering PVT variation induced performance degradation.  Our SCL technique 

employs inverse narrow width effect (INWE) in designing the self-correcting latches to reduce 

performance variability. The SCL technique can achieve higher performance when compared to 

reported resilient techniques with a much smaller area and power overhead. Consequently, 

most of the traditional design margins due to global and local PVT variations are eliminated 

which results in significant energy savings. 
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Further, we propose a physics based semi-analytical model to estimate the critical charge, 

which is a key to assessing the radiation-induced soft error susceptibility of static D-latch. To 

develop the model, first, we argue that the value of the critical charge increases with fan-out 

load of a latch. The proposed model is a function of design parameters such as transistor sizes, 

supply voltage and fan-out load. Consequently, it enables characterizing the spread of critical 

charge due to process-induced variations in these parameters. This can help circuit designers to 

estimate and optimize the critical charge and hence the SER at an initial design stage. The 

critical charge estimated by the model is in good agreement with SPECTRE simulations. 

Therefore, the proposed model can serve as a reliable alternative to time-intensive SPICE 

simulations for estimating the critical charge at design stage. 

In order to limit the radiation-induced soft errors further, we propose three novel highly reliable 

energy efficient radiation hardened latches. The proposed latches provide the soft error 

tolerance by using restorer circuits (RC) to hold the correct state and Muller C-element to block 

the fault. The RCs are based on pull-up and pull-down paths, controlled by different susceptible 

nodes, results in better radiation tolerance. Furthermore, to improve the D-Q and CLK-Q 

transmission delay, we use INWE at the layout level of the proposed latches. The proposed 

latches effectively, maintain their soft error tolerance in the presence of PVT variations. We 

also verify the soft error rubostness of the proposed latches in TCAD mixed mode simulations.  

Finally, we extend our analysis to SRAM cells. Scaling of CMOS SRAM have led to a denser 

packing, however, this makes SRAM cells more susceptible to a single event multiple-node 

upset (SEMNU). Therefore, to mitigate the effect of SEMNU in SRAM cells, we propose novel 

energy efficient radiation hardened memory cells in NTV regime. The proposed cells maintain 

its radiation-induced soft error tolerance in the presence of PVT variations. The TCAD mixed 

mode simulations show that our memory cells have a better performace as compared to the 

existing radiation hardened memory cells. Therefore, for NTV and aerospace applications our 

proposed memory cells would be a better choice.  
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1   CHAPTER 

Introduction 

 

Scaling of supply voltage (VDD) and CMOS device geometries significantly improves the 

energy efficiency of digital integrated circuits (IC’s). To design modern energy efficient CMOS 

circuits, one of the necessary criteria is to operate them in sub/near-threshold voltage (NTV) 

regime [1], [2]. However, the major concern with NTV operation is that it leads to growing 

challenges in system variability and reliability [3]-[5]. As VDD reduces, setup and hold times 

increases while, it degrades the data storing capability. Rising process, voltage, and temperature 

(PVT) variations in NTV regime increases the worst case timing margins, consequently 

creating more timing errors and data retention failures [6]-[11]. Due to the scaling of CMOS 

technology and NTV operation, circuit node capacitance also gets scaled as well [12], [13]. 

Consequently, the signal charge representing a logic state on a node is also reduced, which 

makes the CMOS circuit more vulnerable to external noise due to the alpha particles and high 

energy neutrons, which are originated from packaging materials and intergalactic cosmic rays, 

respectively [14]-[16]. Therefore, resilient circuit techniques/approaches are necessary in 

alleviating the performance degradation and data retention failures resulting from PVT 

variations and external transient noise. The advantage of these techniques is that they 

automatically detect and correct the errors which occur because of variations and external 

transient noise in sequential circuits [17]. In this thesis we discuss resilient circuit design 

techniques to improve the tolerance against PVT variations and external transient noise. In this 

chapter, we briefly explain the concept of NTV operation and the circuit reliability challenges 

associated with it. This chapter begins with discussing the benefits of NTV operation, focusing 

on the trade-offs of energy and propagation delay. Thereafter, a detailed discussion is presented 

on the sources of variations in modern CMOS technologies. Finally, we discuss the soft error 

issues in NTV operation. 

1.1 Sub/near-Threshold Voltage (NTV) Operation 

Today’s electronic gadgets require ultra-low power and energy efficient circuit operation. One 

of the most efficient methods to improve the energy efficiency is to reduce the VDD into the 

sub/near-threshold voltage regime [18]-[21]. With NTV operation, the VDD is reduced to just 
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below or near to the threshold voltage (VTH) of the transistors (n-MOSFET/ p-MOSFET). 

Circuits operating in the NTV regime yields an energy reduction on the order of ~10X at the 

cost of approximately ~10X reduction in operating frequency, as compares to a nominal supply 

voltage (super threshold regime) as seen in Fig 1.1 [19], [22]. 

 

Figure 1.1 Energy and delay in different operating regimes [19]. 

Sub/near-threshold voltage operation differs from super-threshold operation (nominal supply 

voltages) mainly because in NTV operation the ON current depends exponentially on VDD and 

VTH, while at nominal supply voltage this dependence is linear [23]. The variation of the ON 

current is given in [23].  

     

     

   
 
     
    

 
                                                 (1.1) 

Where VT is the thermal voltage, n is the sub-threshold slope factor (directly proportional to 

VDD), and standard deviation (σ) in the VTH is proportional to (W. L)-1/2. This leads to more 
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variations in sub/near threshold region is more adverse as compared to super-threshold region 

(nominal supply voltage) [24]-[27]. However, operating circuits at NTV regime is an 

auspicious technique to optimize the energy efficiency [28], [29]. The design techniques in 

NTV region would be distinct and challenging from that in the super-threshold region. For 

reliable operation distinct new circuits/architectures have been proposed at low supply voltages 

[30]-[36].  In the same direction, more research is required to improve the performance of 

circuits operating in the NTV regime.   

1.2 Near-Threshold Voltage Operation Barriers 

Although NTV operation provides excellent energy-delay tradeoffs, it brings its own set of 

complexities. The NTV operation faces the following major challenges that must be overcome 

for widespread use; performance variation and reliability issues due to soft errors. 

1.2.1 Performance Variations 

The first and foremost barrier in NTV operation is variations. In near threshold circuits mainly 

two types of variations are predominant, which are: Process and Environmental variations [37], 

[38] as shown in Fig. 1.2. Because of the exponential relationship between transistor current 

and threshold voltage variations, sub/near-threshold circuit designs are highly sensitive to 

variations [39]. 

 

Figure 1.2 Classification of variations. 

1.2.1.1 Process Variation 

Process variations are occurring due to the imperfect fabrication process. Process variations are 

spatially correlated and are common to transistors within the same area. This implies that 

process variations cannot only occur between the wafers, but also between areas within the 

same wafer. These variations are static in nature, i.e. process variations are fixed after the 
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fabrication. Random dopant fluctuations (RDF) [40], variations in gate oxide thickness (TOX) 

[41], and channel length variations [42] are the main sources of process variations that affect 

the transistor parameters  

Process variations are also classified as Die-to-Die (DID) and within-Die (WID) variations. 

Global or DID variation affects the physical parameter of all transistors equally with in a die. 

These parameters include layer thickness, channel length (L), channel width (W), body effect, 

and doping density [43]. Local or WID variation affects the physical parameter of each 

transistor with in a die differently. RDF is the main source of within-die variation and is caused 

by the mismatch in the amount of dopants in the channel. As a consequence, identically 

designed CMOS circuits may have different electrical characteristics. Global variations are 

only affecting the functionality of the chip but it cannot affect the yield. However, local 

variations only affect the yield without changing the output of the chip.  

The deviation in the physical parameters of the transistor due to variations leads to changes in 

the electrical characteristics such as the VTH of the transistor. The change in VTH alters the 

transistor current which leads to variation in the circuit performance and power consumption, 

due to its exponential dependence [38], [44], [45]. It is shown in [5], [6] that variations in 

physical parameters of the transistor cause a ~30% variation in the chip frequency and 

introduce 20 X variation in the chip leakage. Traditionally, analytical models have been used to 

study the effect of process variations on the circuit performance [46]-[48]. The effect of static 

process variations at the circuit level can be reduced by changing the threshold voltage of the 

transistors using body or substrate biasing. Circuit-level techniques such as multiple-VTH [49] 

and gate sizing [50] have been proposed to minimize the effect of process variations. 

1.2.1.2 Environmental Variations 

The NTV circuits are also affected by environmental variations, that include supply voltage and 

temperature variations. These variations are dynamic in nature.  

Supply voltage plays an important role in performance and power characteristics of digital 

circuits. Supply voltage variation is mainly due to IR drop and current derivative noise. Voltage 

drop or IR drop arises when the current flows on the parasitic resistance of the power grid 

network [51]. Current derivative noise is caused by time-varying current drawn by the parasitic 



 5 

inductance of the package leads. Differences in the requirement of active current and leakage 

current due to IR drop across the chip lead to voltage variations [37].  

As the chip density increases dramatically, temperature of the devices also increases and may 

affect performance dramatically. For every 100
0
 C increase in the temperature, failure rate 

approximately doubles [52] due to the increased interconnect resistance and reduced carrier 

mobility. An increase in temperature will increase the gate delay at nominal voltages. However, 

the inverse is observed at low supply voltages. This phenomenon is known as the inverse 

temperature dependence (ITD).  For ultra low voltage designs, an increment in temperature will 

increase the transistor switching speed. This is because a higher temperature will reduces 

carrier mobility and threshold voltage of the transistor. In low voltages, the effect of reduction 

in threshold voltage is dominant as compared to the reduction in carrier mobility. In sub/near-

threshold designs, circuit switching speed is directly proportional to temperature. A 

temperature variation on a die mainly depends on the thermal characteristics of materials, 

power consumption of blocks, cooling and packaging efficiency.  

Summarizing, in the NTV regime, the MOSFET current is exponentially dependent on 

threshold voltage, power supply, and operating temperature. Consequently, NTV circuit 

designs display a dramatic increase in performance uncertainty. 

1.2.2 Functional Failure due to Soft error 

NTV circuits are vulnerable to soft errors such as single node upset  (SNU) and single event 

multiple node upset (SEMNU) [53].The minimum charge required to flip the logic level is 

lesser in NTV circuits due to the smaller supply voltage (due to NTV operation) and smaller 

node capacitances (due to an implementation at lower technology node). Consequently, the 

minimum charge required at a circuit node to change the logic level is getting reduced [12], 

[13]. Consequently, noise sources, such as electromagnetic interference, radiation-induced 

voltage transients, chip and board level signal coupling, etc. can easily change the logic state. 

In a properly designed architecture, voltage transients due to radiations are the major threat to 

the logic state integrity.  

The radiation that influences the electronics architecture mainly consists of alpha particles and 

high energy neutrons, which are originated from chip packaging materials and intergalactic 

cosmic rays, respectively [54]. A soft error occurs when these energy particle strike on a 
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sensitive region of a transistor and generates charge carriers i.e., electron hole pairs (EHP’s) in 

the body [55], [56]. These charge carriers are collected by the drain/source diffusion of the 

reverse biased drain/source-body junction. This results in the generation of a voltage transient 

at the node. This transient is known as a single event transient (SET) or transient fault (TF). If 

the duration of SET is large enough, it can flip the data (from “1” to “0” or from “0” to “1”) at 

the node. When this corrupted logic state is processed by a sequential element (latch/ Flip-flop), 

it is known as a single event upset (SEU). Consequently, the transistor which is in OFF state 

starts conducting temporarily and changes the logic level of an affected node. A glitch at the 

node is thus produced, which results in TF and may result in a system failure or soft error [57]. 

Moreover, due to the reduction in the magnitude of node capacitance and inter node spacing, 

striking of a high energy particle may affect multiple nodes, which results in a multiple node 

upset (MNU) [58], [59]. 

1.2.2.1 Sources of Soft error                       

The three main sources of radiation induced soft error in electronics circuits are: i) alpha 

particles from chip packaging materials, ii) high energy neutrons from intergalactic cosmic 

rays, and  iii) the interaction of thermal neutrons from cosmic ray and 
10

B in electronic devices 

containing borophosphosilicate glass (BPSG) [54]. The third soft error source is only be of 

concern above 180nm technology. In lower process nodes the effect of BPSG has been 

eliminated during the fabrication process [54]. 

The first major source of soft error is the alpha particles originated from chip packaging 

materials. Nucleus of an alpha particle is formed by two protons and two neutrons, and is 

emitted by radioactive materials like Lead-210 (
210

Pb) in solder, Uranium-238 (
238

U), Thorium-

232 (
232

Th), in packaging. Alpha particles are mostly produced by energy less than 10MeV. 

Consequently, an alpha particle having energy = 1 MeV, can generate approximately 44.5 fC of 

charge, which is enough to flip the logic state of a memory element [60]. 

The second major source of radiation induced soft errors is high energy neutrons from cosmic 

rays. Cosmic rays produce a chain of nuclear interactions with the Earth’s atmosphere, and 

generating neutrons, muons, pions, and protons before reaching sea level. The cosmic neutron 

flux is directly dependent on neutron energy and the altitude. Consequently, intensity of cosmic 

rays is different in different cities of the world as shown in Figure 1.3 [61]. As a result, neutron 

induced soft error rate (SER) of the same electronic circuits will be different in different cities. 
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A cosmic neutron generates charge through indirect ionization by interacting with silicon 

nucleus. When a high energy neutron collides with the silicon, it can break the nucleus into 

multiple fragments, each of which generates charge. The resulting charge density per distance 

traveled (25-150 fC/μm) is significantly higher than that for alpha particles (16 fC/μm) [54].  

 

Figure 1.3 Cosmic ray intensity at different cities in the world [61]. 

1.2.2.2 Basic Mechanism of Soft Error  

 

                          (a)  (b)      (c)            (d) 

Figure 1.4 Charge generation and collection mechanism from [56]. 

The most charge sensitive part of the electronic circuits is reverse-biased junction, particularly 

when the junction is weakly driven or floating. As shown in Fig. 1.4 (a), when a high energy 

particle strike on the sensitive region of a transistor, a cylindrical charge column with a 

submicron radius and a high carrier (EHP’s) concentration is generated. The quantity of 

generated charge depends on the linear energy transfer (LET) of the particles, which is a 
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measure of loss of particle energy per unit length. The generated charge is quickly collected on 

reverse-biased junction. Due to the electric field EHPs are separated; the electrons (holes) move 

towards the drain in n-MOSFET (p-MOSFET) and holes (electrons) move towards the 

substrate of n-MOSFET (p-MOSFET) (please refer Fig. 1.4 (b)). A remarkable feature of this 

event is the distortion of the depletion region into a funnel shape [62]. This funnel greatly 

enhances the drift charge collection by extending the depletion region deeper into the substrate 

as shown in Fig. 1.4 (b). This drift charge collection phase is completed within few tens of 

picoseconds and is followed by slower diffusion charge collection phase (please refer Fig. 1.4 

(c)). Diffusion charge collection process continues until all extra charge carriers have been 

diffused away from the junction area. These generated and collected charge carriers results in a 

current pulse (please refer Fig. 1.4 (d)). This current pulse results a SET on the node voltage. 

The magnitude of the collected charge is depending on the duration and amplitude of the 

current pulse. If the collected charge is more than a minimum charge, the logic state in a 

memory element is flipped and SEU or soft error occurs. This minimum charge is called the 

critical charge (Qciritical). 

1.3 Motivation 

Due to the PVT variations and soft errors, NTV circuit designers are in a hard dilemma, while 

achieving reliable designs with maximum energy efficiency. Among different electronic 

components in every chip, sequential elements (latches/ Flip-Flop/ static random access 

memory (SRAM)) represent up to 50% of the chip area [63]. Sequential elements, highly affect 

the chip efficiency, performance and reliability. In addition, the power consumption of the 

clock network, in latches/Flip-Flop approximately more than half of the total chip power 

consumption [45]. Therefore, efficient implementation of latches and memory cells is of great 

importance for energy efficient and reliable integrated circuits design. Conventionally, large 

design margins are allocated for sub/near-threshold circuits to function in worst-case scenario. 

However, these worst-case margins severely degrade the performance and increase the power 

dissipation of a design [64]. Hence, adding these safety margins to handle PVT variations 

makes the design inefficient for low voltage applications. Several resilient techniques have 

been presented to address PVT variations [65]-[77]. The advantage of these techniques is to 

automatically detect and correct the errors that occur because of PVT variations in worst cases. 

However, these techniques detect error when data transition occurs after the edge of the clock 

signal, these techniques do not handle the setup time violations. 
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As discussed earlier, the minimum charge on the sensitive node is called the critical charge 

(Qciritical). This Qciritical exhibits an exponential relationship with the soft error rate. Several 

critical charge models have been presented to address this requirement [78]-[87]. However, 

these models are derived only for SRAM cells. In particular, modeling and analysis of soft 

errors due to SEU in sub/near-threshold latches is also vital. Therefore, an accurate model to 

estimate the Qcritical of a static D latches in sub/near-threshold regime is necessary. This Qcritical 

model will enable circuit designers to estimate and optimize the Qcritical and hence the SER at 

the schematic stage. Since the PVT variations can lead to variation in SER across the fabricated 

chip. This information can help the process designer to fine-tune the process in order to 

minimize the SER in fabricated chips. 

When a static D-latch or 6T SRAM cell is operating in near threshold voltage, it becomes more 

susceptible to SEUs because of reducing supply voltage, increasing densities, and decreasing 

critical charge. Therefore, if we want to design ultra-low power memory elements in reliability 

critical or space applications, techniques to tolerate SEU should be applied. Error Correction 

Code (ECC) is a traditional approach to solve this problem. However, when multi-bit upset due 

to SEU occurs, ECC may not be suitable solution because the cost of complicated coding and 

decoding technique for multi-bit correction is too high. It will bring high power consumption 

and large overhead, as well as degrade the performance of the circuit. To overcome SEMNU 

issues, radiation-hardened by-design (RHBD) techniques are explored in [88]-[114]. The 

advantage of these techniques is increased immunity against soft errors in worst cases. 

However, the cost in terms of power, speed and area for protecting SRAM cells from a SEU is 

significant. Therefore, energy efficient, low cost and radiation hardened memory element 

(latches/ SRAM cell) designs are indispensable in NTV regime.  

1.4 Objectives  

From the above discussion, it is imminent that innovative NTV sequential circuit design 

techniques that not only overcome timing errors but also handle soft error issues effectively are 

essential. These sequential circuit designs which have reasonable area overhead as compared to 

conventional approaches are in great demand. In this work, the impact of PVT variations and 

soft errors on sequential elements’ functionality/performance is discussed. The twin objectives 

of this research are to design PVT variation aware sub/near-threshold self correcting 



 10 

latches/SRAM and address the radiation-induced data retention failure issues. The main 

objectives of the thesis are:  

1. To develop a methodology that corrects the faults due to timing violation caused by 

variations in data-paths and sequential elements automatically, thereby lowering PVT variation 

induced performance degradation.  

2. To develop a physics-based variability aware methodology to estimate the critical charge of 

an NTV static D-latch without losing the accuracy for different fan-out loads, power supply 

voltages, and temperatures. Using this model, we devise a methodology to estimate the critical 

charge using a few DC simulations and a single transient simulation program with integrated 

circuit emphasis (SPICE) simulation for a given process design kit (PDK). This is an end to end 

method to include an accurate estimation of the critical charge for latches in NTV standard cell 

library characterization. 

3. Design a highly reliable, low cost and energy efficient radiation hardened latch design for 

low voltage applications.  

4. Design a novel energy efficient and higher single event multiple node upset tolerant SRAM 

cell designs for space applications.  

1.5 Organization of the Thesis 

This thesis is based on the objectives discussed above. The thesis consists of seven chapters. 

Each chapter begins with a brief introduction to the concerned problem and motivation behind 

the study. Subsequently, the simulation framework, analysis, and results are discussed in a 

lucid manner. A brief discussion of each chapter is presented below:  

Chapter 1 provides the overall philosophy of the thesis. It provides the motivation and outline 

behind this research and the agenda for choosing the objectives of the work. Problem statement, 

objectives of the thesis and the thesis organization is presented in this chapter. It also introduces 

the CMOS near threshold voltage regime operation which has been considered the operating 

region in this thesis.  

Chapter 2 provides a comprehensive literature review on NTV techniques to incorporate 

timing errors due to variations in CMOS circuits. Single Event Upset due to transient fault, 
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Double Node upset (DNU) and triple node upset (TNU) due to charge sharing, modelling of 

Qcritical of a conventional static D-latch are also discussed. Moreover, existing design 

methodologies to optimize circuit performance considering circuit level variations due to NTV 

are reviewed. 

Chapter 3 presents a novel energy efficient self-correcting latch (SCL). The proposed 

technique corrects the faults due to timing violation caused by variations in datapaths and 

sequential elements automatically, thereby lowering PVT variation induced performance 

degradation. Our technique employs Inverse Narrow Width Effect (INWE) in designing the 

self-correcting latches to reduce performance variability. We validate the proposed 

methodology on several ISCAS’89 benchmark circuits and 74X series circuits.  

Chapter 4 presents a physics based semi-analytical model to estimate the critical charge Qcritical 

of a static D-latch as a function of its fan-out load and supply voltage. The model describes the 

critical charge in terms of the supply voltage and transistor level parameters. The model can be 

used while considering PVT variations. We validate the proposed model on 

STMicroelectronics 65-nm CMOS technology node for different process corners. Based on this 

model, we propose a procedure to estimate the critical charge using a few DC simulations and a 

single transient simulation. This method results in an estimate of the latch’s critical charge for 

different values of fan-out load and supply voltages.  

Chapter 5 presents high performance energy efficient radiation hardened latch designs in NTV 

regime. In the case of a transient fault, the proposed latches, mask the fault by a clocked 

Muller- C and memory elements based restorer circuit. In the transparent mode data passes 

through a fast and efficient path. Inverse Narrow Width Effect (INWE) is used to further 

improve the performance of the proposed latches at the layout level. The proposed radiation 

hardened latches shows a higher performance and also a better robustness against soft error 

occurring due to transient faults, without power consumption overhead of the earlier 

techniques. We validate the better SEU tolerance and improved performance of the proposed 

latch in STMicroelectronics 65-nm and TCAD calibrated 32-nm CMOS technologies.  

Chapter 6 presents two novel energy efficient radiation hardened by design SRAM cell 

designs. We validate the proposed SRAM cells in STMicroelectronics 65-nm and TCAD 

calibrated 32-nm CMOS technologies. The proposed SEU hardened memory cell shows better 



 12 

performance (in terms of read and write access time) and also more robustness against SEU, 

without power consumption overhead of the earlier techniques.  

Chapter 7 concludes the thesis. The conclusions of the thesis are drawn based on the obtained 

results. The future scope of the work is also presented in this chapter. The thesis ends with a 

complete bibliography. 
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2 CHAPTER 

Literature Survey 

 

In the Introduction chapter, we discussed the main challenges in near threshold circuit design. 

This chapter presents a comprehensive literature survey of the present and past research work 

that is closely related with the work presented in this thesis. The problem statement of this 

thesis is mainly focused on addressing the timing and soft error issues in the near threshold 

voltage (NTV) circuit’s design, while maintaining their inherent energy-efficiency. Therefore, 

the works in this thesis can be classified into four parts: NTV error detection and correction 

(EDC) techniques (Section 2.1), critical charge modeling for static D-latch (Section 2.2), 

radiation hardened by design (RHBD) techniques for static D-latch (Section 2.3) and mitigation 

of soft error in static random access memory (SRAM) cells (Section 2.4). Finally, section 2.5 

summarizes the chapter by identifying the technical gaps that we addressed in this thesis. 

2.1 NTV Timing Error Detection and Correction (EDC) Techniques 

 

Figure 2.1 Conceptual timing diagrams in worst and nominal conditions [64]. 
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Timing error in combinational circuits leads to delayed responses on its output node. Figure 2.1 

shows that, within the presence of variations, the input data (D) arrive after the rising edge of 

the clock signal. Consequently, the sequential element will capture an incorrect data and a time 

failure error occurs. Traditionally, large design margins are allocated for NTV circuits so that 

the circuits can function in worst-case scenario. However, circuit designing with huge design 

margins results in sub-optimized designs. Therefore, the challenge to achieve a maximum yield 

without using large timing margins is daunting. 

To overcome this issue, error detection, correction and prevention techniques are used. 

Employing these techniques results in high performance, while the errors encountered due to 

variations in worst cases are automatically detected and corrected. Various timing error 

detection techniques have been presented in the open literature [65] – [77]. The advantage of 

these techniques is to automatically detect and correct the errors which occur because of 

variations in a data-path in worst cases. Most of the above methodologies cited in literature are 

aimed to generate a post-silicon warning when process voltage and temperature (PVT) 

variations cause timing violations. The ICs which generate these warnings need external 

intervention (such as increasing the supply voltage VDD).  

Razor I circuit [65] detects errors by using an error detecting latch (shadow latch) and corrects 

timing errors via architectural replay. However, in Razor I, if there is a setup time violation in 

the datapath, the error detection may not happen due to metastability of the Flip-Flop. Soft-

Edge Flip-Flop (SEF) is presented in [66]. The basic principle of the SEF is to delay the master 

latch’s clock signal so that a transparency window can be made instead of a hard boundary for 

sampling the data. By creating a transparency window, SEF increase the hold time. The SEF 

does not require any error correction operation, but it cannot instruct a controller to scale the 

voltage and frequency of the circuit. Consequently, it will have a very large window of 

transparency. In Razor II technique [67], a signal transition detector is used to make the Flip-

Flop detect timing errors and do corrections. In Bubble Razor technique [68], a cycle 

prolongation is done in both directions of data propagation in pipeline. The main principle of 

bubble razor is that when timing violations occur, it broadens the operating clock cycle. 

However, both Razor II and Bubble Razor techniques require a huge overhead of additional 

circuitry for changing the clock cycle time dynamically and also increase the circuit area and 

clock power dissipation.  
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In [69], a Transition Detector with Time Borrowing (TDTB) and Double Sampling with Time 

Borrowing (DSTB) methodologies are proposed which are based on the principle of time 

borrowing. DSTB has the same issues as in the Razor I technique. In TDTB the problem of 

meta-stability in the main data-path’s Flip-Flop was solved, however, meta-stability can occur 

in the error path’s Flip-Flop. In [70], an error masking technique based on generic monitoring 

is proposed. The main drawback of this is that it is incapable to capture design characteristics, 

consequently giving a large error in the measurements. Therefore, the delay estimation using 

generic monitors is less accurate. Variability has been handled by all existing warning circuit 

techniques by either changing cycle time dynamically or by increasing supply voltage. In [71], 

a variation aware Flip-Flop (VAFF) is proposed; the VAFF generate an error signal when its 

input and output logic levels are different after the rising edge of the clock signal. One of the 

major problems in VAFF is that in case of setup time violation the final output may be 

erroneously chosen while in case of no setup time violations huge hold time is required. In 

addition, its comparator results in delay and power consumption overhead. In error resilient 

Flip-Flop (ERFF) [72], a late detector detects input data transition causing timing violations. 

The late signal converts the Flip-Flop into a latch thereby increasing the timing window 

dynamically. One of the major problems in ERFF technique is the possibility of race around 

condition because of the conversion of the Flip-Flop into a latch whenever there is late signal 

generated by the late detector. In addition, ERFF cannot handle meta-stability issues resulting 

from setup time violations.  

In [73], an error detecting and correcting technique based on bit flipping concept is proposed. 

The technique gives the timing error tolerance by using two XOR gate and an additional 

memory element for timing error correction. Output of XOR gate is stored in a pulsed latch. An 

error is detected by comparing the input and output of the Flip-Flop, and the output is stored in 

a metastability detector. The bit flipping Flip-Flop incurs a huge overhead of additional 

circuitry and also increases the circuit area and power dissipation. The Time Dilation Flip-Flop 

(TDFF) is presented in [74]. The TDFF employs a XOR gate and a 2:1 multiplexer per system 

Flip-Flop to monitor the timing errors. In TDFF, the XOR gate compares input data and output 

data of the main Flip-Flop to generate an error signal. While the 2:1 MUX with the feedback 

loop forms a shadow latch that captures delayed correct data for error rectification. The large 

extra logic gates occupy high silicon area and create performance degradation. The main 
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drawback in TDFF technique is the possibility of system failure when the output signal of the 

Flip-Flop enters in a metastable state. 

In [75], Soft-Edge Error-Detecting (SEED) Flip-Flop is presented. The SEED Flip-Flop 

observes through monitoring the two floating nodes and generates an error signal when a 

violation occurs. The SEED Flip-Flop uses a variation tolerant logic, which delays the edge of 

the clock signal of master latch by a small amount relative to the clock signal of slave latch. 

This delay creates a transparency window. The SEED Flip-Flop require a huge overhead of 

additional circuitry for changing the clock cycle time and power supply dynamically and these 

also increase the circuit area and clock power dissipation. In [76] error masking flip-flop 

(EMFF) is presented. The EMFF consists of a traditional Flip-Flop with modified input 

inverter, a correction inverter and a controlling generation circuit. The modified input inverter 

is an inverter followed by a transmission gate. The controlling generation circuit works as the 

comparator to compare the input and output signals. Therefore, if the input and the output 

signals are not same, a timing failure error is generated. This generated error signal would 

activate the correction inverter to rectify the error. The main drawback of EMFF is the extra 

controlling signals, which makes the EMFF technique complicated. The iRazor technique is 

presented in [77] that only take a three transistor overhead as compared to a conventional D 

Flip-Flop. The iRazor technique utilizes a D-latch with asynchronous reset signal and an error 

detection circuit. There is a 3-transistor current detector in the error detection circuit, which 

indicates that after the rising edge of the clock signal the latch is drawing any transistor on-

current or not. Therefore, error detection circuit effectively detecting the signal switching at the 

input of the iRazor. The iRazor technique needed extra signals, such a control signal for the tail 

transistor and a reset signal for the latch circuitry, which complicates the iRazor technique. 

2.2 Critical charge models to predict the circuit SEU tolerance   

As mentioned earlier, if the total charge deposited by the striking of high energy particle at the 

sensitive node, is more than a minimum charge, the stored data is flipped in memory elements. 

This minimum charge on the sensitive node is called the critical charge (Qciritical), which can be 

used as a parameter to measure a latch’s susceptibility to SEU or soft errors [78]-[80]. Qciritical 

have an exponential relationship with the soft error rate (SER) [81]. To design a latch/Flip-

Flop’s Qciritical must be high enough to limit the SER. In particular, sub-threshold/ near-
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threshold latches/ Flip-Flop are susceptible to SEU as discussed earlier. Therefore, modeling 

and analysis of soft errors due to SEU in sub-threshold/ near-threshold latches is vital.  

Traditionally, Qciritical is estimated by injecting a noise current pulse at the susceptible node and 

then integrating the current that is able to flip the stored data. Several critical charge models 

have been presented to address this requirement [82]-[86]. However, these models are derived 

only for SRAM cells. All of these models express the same opinion in the qualitative definition 

of Qciritical, while, they have different opinion in the quantitative explanation. Authors in [83] 

proposed an analytical technique to estimate Qciritical in terms of transistor parameters and 

injected current’s pulse amplitude and duration. The most noteworthy characteristic of this 

model is that it considers the SRAM cell’s dynamic stability response when a particle strikes. 

However, the estimated value of Qciritical in this model shows 11% maximum error with SPICE 

simulations as reported in [83]. Authors in [84] proposed an analytical model to calculate the 

Qciritical for super-threshold SRAM cells. Despite the accuracy of this model in calculating the 

Qciritical, this analytical model mainly depends on SPICE simulations and can be used only for 

super threshold region.  Authors in [86] proposed an analytical model to estimate the Qciritical for 

sub-threshold SRAM cell, accounting for both local and global variations. This model is further 

approximated to give more design insights on the impact of PVT variations on the Qciritical. 

However, this model entails complex mathematical equations that restrict the utility for a 

circuit designer. However, most of the researchers employed Monte Carlo (MC) analysis to 

calculate the critical charge [87]. But MC analysis is not a convenient solution to calculate the 

critical charge because it is very time consuming and also not scalable with CMOS technology 

[86] and circuit size. For every new CMOS technology node MC analysis has to be carried out 

to calculate the Qciritical variability. In literature, models are derived for the estimation of Qciritical 

for SRAM cells only. To the best of our knowledge there is no model to estimate the critical 

charge of a static D-latch in sub/near-threshold regime. The presented models are not used in 

the estimation of Qciritical for static D-latch, because in the hold mode there is a transmission 

gate in the feedback path of a latch.  

Therefore, how to estimate the critical charge of a static D-latch in the near threshold regime 

without losing the accuracy for different fan-out loads, power supply voltages and temperatures 

?” is not properly addressed in literature. 
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2.3 Mitigation of Soft Errors in Static D-Latch 

Radiation-hardened-by-design techniques provide best solution to minimize the soft error rate 

(SER). In the last decade, researchers have mostly focused on the radiation hardening for Flip-

Flop’s [88] - [90], latches [91] – [114], memory cells [115] – [130], and CMOS RF integrated 

circuits like oscillators [131] – [134] using RHBD techniques like multiple-modular 

redundancy, temporal redundancy, and so on. Radiation hardened techniques for static D-latch 

can be classified into three categories: 

 (1) Single node upset tolerant technique 

 (2) Double node upset tolerant technique 

(3) Triple node upset tolerant technique 

In the following sub-section, we discuss radiation-hardened techniques for static D-latch. 

2.3.1 Single node upset tolerant technique 

The triple modular redundancy (TMR) latch is used in [91], [92]. One effective solution to 

enhance radiation tolerance at circuit level is to replace each latch of the system by a set of 

three latches i.e. TMR-latch. A TMR latch consists of three identical latches and a voting 

circuit. TMR-latch can tolerate the transient fault if SEU affect one of the three identical 

latches. Therefore, TMR latch provides complete transient fault immunity. Although this 

technique is highly reliable and widely used in space applications, but it always incurs huge 

area overhead and power dissipation. In [93] separated dual transistor (SDT) is proposed. The 

SDT latch consists of two Muller C-elements (MCE), which are connected by a transmission 

gate. A MCE is a state holding element and its function is same as an inverter, only if both of 

its inputs are at same logic level. The SDT latch having two data inputs namely, D1 and D2. 

Input data D2 is delayed version of input data D1. Input data D1 is not equal to D2 in the case 

of erroneous inputs causing MCE on output side to disconnect from the supply voltage. The 

pervious state of the output signal is stored at the output until the both inputs (D1 and D2) are 

equal. The SDT latch is vulnerable to SEU at the output node. In [94] two radiation hardened 

latches namely SIN-LC and SIN-HR are presented. In the error free operation of the SIN-LC 

latch, the data propagates from input node to output node through the MCE. A feedback from 

the output node to the intermediated nodes N1 and N2 is provided via the two inverters (in 

positive phase of clock signal). When a transient fault occurs at one of the susceptible nodes, 
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the output node does not flip; because the MCE retains its previous state. However, the major 

drawback of the SIN-LC latch is its incapability of tolerating the SEU which occurs at the 

output of the latch. There is another problem with SIN-LC latch is the electrical contention 

between the input node and the output node. To avoid electrical contention SIN-HR is design. 

However, the susceptibility to soft errors remains at the output node. 

In [95] Feedback redundant single event upset tolerant (FERST) latch is proposed. To 

overcome the SEU effects, FERST latch uses a redundant feedback path with MCE. When a 

transient fault occurs, both the inputs of the MCE’s are different; therefore, the outputs of the 

MCE’s remain unchanged. Consequently, the output of latch will not be erroneous. Soft error 

correction using a duplication technique is proposed in [96]. In this technique, two identical 

latches are used with MCE. In case of both the inputs have different logic values, the MCE 

retains the previous logic value at its output. These latches suffer from performance penalty and 

area overhead. In [97] Dual Interlocked Cell latch (DICE) is proposed. It is a well known latch 

because of its SEU tolerance ability. The DICE latch consists of two cross- coupled latches, 

which are used to inter-lock each other to a stable value. When an alpha particle strikes on any 

internal node, the node can easily be restored the original value by the state stored on the other 

three internal nodes. However, in DICE latch if the alpha particle energy is high enough, a SEU 

fault may happen [98]. The radiation hardened latch proposed in [99] consists of two cross-

coupled structures. These structures form negative feedback paths. During the transparent 

mode, feedback paths of the latch are cut off to improve the circuit performance in terms of 

speed. Negative feedback helps to recovers the flip state caused by transient fault, when the 

latch works in the hold mode. However, in the latch if the alpha particle energy is high enough, 

a SEU fault may happen. Moreover, the latch also suffers from area penalty. 

In [100] high performance SEU tolerant (HPST) latch is proposed. The HPST Latch consists of 

two MCE’s, and one clocked MCE. In the hold/latch mode clocked MCE blocks the soft error. 

The HPST latch uses multiple MCE and redundant feedback paths to masks the soft error 

issues. In [101] DICE latch with feedback transistors (DICE-FBT) latch is proposed. The 

DICE-FBT Latch improves the SEU tolerance by adding four feedback transistors in the 

feedback path of the DICE latch. These feedback transistors are enabled during the transparent 

mode of the latch and OFF during the hold mode. By using the feedback transistors in DICE-

FBT latch improves the soft error tolerance by increasing the feedback loop delay in the latch 

mode. In [102] SEU resilient and SET filterable robust (RFEL) latch is proposed. The RFEL 
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latch uses a triple mutual feedback CMOS structure to handle single node upset issues due to 

the high energy particle striking. The RFEL latch consists of the input-split Schmitt trigger, two 

MCE’s, two inverters and four transmission gates. The radiation hardened latch proposed in 

[103] consists of a static D-latch and an error detection circuit. The Latch in [103] is mitigating 

the effect of soft error through an error detection circuit. The error detection circuit can detect 

the corrupted state in the latch and corrects the faulty output state. These latches also suffer 

from performance penalty. The radiation hardened latch proposed in [104] consists of a static 

D-latch and multiple MCE’s. The latch presented in [104] utilize the 3-input clocked MCE at 

the out output stage to mitigate the soft errors due to transient fault. The latch also suffers from 

area overhead and power dissipation due to the use of multiple MCE’s. 

2.3.2 Double node upset tolerant technique 

The multiple node disruption tolerant (MNDT) latch is based on the use of redundant nodes 

[105]. MNDT latch comprises eight MCE’s and these MCE’s drives eight internal nodes. If 

both inputs of a MCE are corrupted due to soft error, the affected output is not propagated as 

input on any of the MCE’s that drives the corrupted nodes. In this way the corrupted nodes are 

restored, consequently, output of the affected MCE is also restored. However, this approach 

incurs large area overhead. The double node charge sharing (DNCS) latch [106] consists of a 

six stage feedback loop, which is composed of 2-input MCE. In this latch a 3-input MCE is 

used at the output stage to retain the data. If a TF occurs at any two nodes of the feedback loop, 

at least one of the inputs of the 3-input MCE remains uncorrupted. Consequently, output of the 

latch retains the correct state. DNCS latch effectively tolerates DNU but requires a large area 

and increases power dissipation. The circuit and layout combination technique (CLCT) latch is 

presented in [107]. The CLCT latch is based on the TMR latch. The CLCT latch consists of 

typical DICE latch and a conventional static D-latch. The output of both latches are connected 

to a 3-input MCE. Further, using the layout technique, the CLCT latch effectively tolerates 

DNU at the cost of area and power dissipation overhead. In [108] highly robust double node 

upset tolerant (HRDNUT) latch is presented. The HRDNUT is based on three cross connected 

memory cell loops connected to three MCEs. The HRDNUT latch can tolerate DNU but at the 

cost of performance penalty. The double node upset resilient latch (DNRUL) [109] consists of 

a set of three transmission gates and three interconnected SNU resilient cells (SRCEs). Each 

SRC consists of, two clock-gating (CG) based on 2-input MCE’s, a normal 2-input MCE, and 

two inverters. In a case when two nodes are affected by DNU, output will not be affected 
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because all the three SRCE are SNU resilient. The DNRUL latch incurs a huge area overhead 

and power dissipation due to SRCE. The dual input inverter radiation tolerant (DIRT) latch is 

proposed in [110]. The DIRT latch comprises twelve dual input inverters and 6 transmission 

gates are used to store the data in the latch. The DIRT latch improves DNU tolerance by using 

a dual-input inverter. The DIRT latch effectively mitigates the DNU but incurs large area due 

to the multiple dual-input inverters. In [111] Low-cost single event double-upset tolerant 

(LSEDUT) latch is presented. The LSEDUT latch consists of a set of five transmission gates, a 

3-input MCE, and a triple path dual interlocked based storage cell. The storage cell comprises 

of three CG-based 2-input MCEs pairs. In the case of a DNU, the storage cell holds a source of 

uncorrupted state that recovers the state at the affected node. The LSEDUT latch suffers from 

performance penalty and area overhead because of the storage elements. 

2.3.3 Triple node upset tolerant technique 

In [112] triple node upset hardened latch (TNUHL) is presented. TNUHL latch consists of five 

inverters, four 5-input MCEs, one 4-input MCE, two 3-input MCEs, and one 2-input MCE to 

construct interlocked feedback loops. The triple node upset tolerant latch is proposed in [113]. 

The latch consists of four DICE cells and 5-input clocked-MCE to provide single event double 

upset (SEDU) tolerance and single node triple upset (SNTU). The latch is based on the TMR 

configuration, its structure is divided into three parts. All DICEs in the latch are connected 

together as a circle. One node from each DICE cell is connected to 5-input clocked MCE. The 

basic principle of this latch is if any of the three DICE cells of the latch are affected due to soft 

error, in this case corrupted node is blocked by the 5-input clocked MCE because the logic state 

of forth DICE cell is not corrupted.  The Low Cost and triple node upset tolerant (LCTNUT) 

latch [114] consists of a storage module and three 2-input C-elements. The storage module of 

the latch consists of four transmission gates, CG based input-split inverters, and input-split 

inverters to maintain the correct data. These latches [112]-[114] effectively tolerate TNUs but 

at the high cost penalties in terms of power, performance and area due to the use of multiple 

input C-elements and DICE cells. 

In summary, to remedy SNU/DNU/TNU due to soft error in Latch/ Flip-Flop, researchers have 

proposed techniques with additional circuitry to hold the data. However, additional circuitry 

adds a huge overhead to the performance in terms of delay and power dissipation. To solve this 

problem, novel high performance energy efficient TNU tolerant latch in NTV region needs to 

be proposed. 
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2.4 Mitigation of Soft Errors in SRAM cell 

To mitigate radiation-induced soft errors in SRAM cells, several approaches have been 

proposed in literature.   

Radiation induced soft error tolerant SRAM cell, for space applications with delayed 

regenerative action by using Metal-insulator-Metal Capacitor (MIMCAP) is presented in [115]. 

Authors in [116] found that the total ionizing dose (TID) can be mitigated by using reverse 

body biasing and two edge transistors in the SRAM cell. But afterwards, authors in [117] 

advised that the guard rings and edge less transistors are not necessary for low voltage 

operation to enhance TID Hardness. In [118], the optimized methodology for radiation 

hardened library appreciated such as use of guard rings to reduce SET, minimization of 

feedback loop, and use of edge less transistors for leakage currents minimization. Robust 

layouts with respect to soft errors are selected by comparing the sensitivity maps is another 

interesting method for radiation hardening. In [119] proposed an optimization methodology to 

improve the SEU tolerance by introducing miller capacitance between the susceptible nodes of 

the memory cell. In [97], DICE SRAM cell is presented, which is highly reliable and widely 

used in space applications, however, at the cost of area overhead and power dissipation. The 

DICE memory cell has smaller (or negligible) ability to tolerate SEMNU. In [120], a Quatro-

10T SRAM cell is proposed to mitigate only a 1 to 0 flipping case by employing a negative 

feedback. Quatro-10T memory cell cannot tolerate SEMNU. In [121], two memory cells are 

proposed using a stacked structure (NS-10T and PS-10T), however, these SRAM cells only 

provide partial SEU tolerance. These memory cells cannot mitigate SEMNU. Radiation tolerant 

12T SRAM is proposed in [122], overcomes the need of separate well for PMOS transistor.  In 

[123], an RHBD-12T SRAM is proposed by making a tradeoff with increased area overhead 

employing the shallow trench isolation technique. This SRAM cell mitigates SEMNU at the 

cost of larger area. In [124] Low power radiation hardened 13T SRAM cell using a dual driven 

separated feedback is proposed. A 10T SRAM is presented in [125] improving the SEU 

tolerance at the cost of read and write access time. Moreover, 10T memory cell cannot recover 

from SEMNU. In [126], a circuit level RHBD 12T SRAM cell is proposed to improve the 

SEMNU tolerance. In [127] 12T radiation hardened SRAM cell (RHSC) is proposed. RHSC-

12T cell is based on Quatro10T uses two n-MOSFET to prevent logic “0” to logic “1” flipping 

at output nodes of the cell.  In [128] a 14T radiation-hardened with speed and power optimized 

for space application is proposed. RSP-14T SRAM cell improve the SEU tolerance by using 
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source isolation technique. These SRAM cells suffer from a performance penalty, area 

overhead and lower stability. 

Therefore, an RHBD CMOS SRAM cell with improved energy-efficiency, higher reliability, 

and area-efficient properties is necessary to offer appropriate design for reliability systems in 

the sub/near-threshold regime. 

2.5  Technical Gaps 

In the light of the literature survey, it is hence noted that circuit designing in NTV regime is 

recently gaining a high attention. However, NTV circuits have always been sensitive to PVT 

variations and susceptible to soft error as discussed earlier. To resolve these issues, several 

resilient circuit techniques have been reported in literature but they have some limitations. In 

this respect, following are some technical gaps required to be resolved: 

 In most of the timing error resilient techniques where error is found to occur, either 

authors decrease the operating frequency or increase the power supply voltage (VDD). 

Consequently, it results in either performance degradation or increase in power 

dissipation. There is no optimal solution for self-detection and correction at fixed 

voltage and operating frequency is available.  

 Soft error rate exhibits an exponential relation with critical charge of a static D-latch.  

An accurate model to estimate the critical charge of a static D latches in sub/near-

threshold regime is necessary. This critical charge model will enable circuit designers to 

estimate and optimize the critical charge and hence the soft error rate at the schematic 

stage. This model is an end to end method to include an accurate estimation of the 

critical charge for latches in NTV standard cell library characterization. This model 

provides information that can help the circuit designer to fine-tune the process in order 

to minimize the soft error rate in fabricated chips. 

 To remedy soft error issues in storage elements, researchers have proposed techniques 

with additional circuitry to hold the data. However, additional circuitry adds a huge 

overhead to the performance in terms of delay and power dissipation. It would be 

interesting to carry out work in the area of cost effective solution for radiation hardened 

recovery circuit. This circuit would be helpful in providing fault free outputs of latches 

in the radiation affected working environment. 
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 SRAM cells are also vulnerable to soft error due to their high packing density and the 

relative lack of transient masking mechanisms. A high energy particle strike directly 

affects a SRAM cell and often the neighbouring cells by changing the stored data in 

these cells. The changed values remain stored until the cells are rewritten. In literature 

several SRAM cells are presented those provided radiation hardness at the cost of area, 

delay and power dissipation overhead. Therefore, an energy-efficiency CMOS SRAM 

cell with higher reliability against radiation-induced soft error is necessary. Which offer 

an appropriate design for reliability systems in the sub/near-threshold regime. 

 

Through this thesis we will address above-mentioned technical gaps.
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3 CHAPTER 

Energy Efficienct Variation Aware Self Correcting latch 

3.1 Overview 

Power dissipation is a prime concern in sub-nanometer VLSI regime and, therefore, operation 

at sub/near-threshold regime has gained importance. However, though energy efficient, a 

system performance/functionality is at stake, because of the increase in the variability in near-

threshold (NTV) regime. Reduction in the power supply voltage in modern CMOS 

technologies, affect circuit’s noise margins and reliability [135]. Therefore, the challenge to 

achieve a maximum yield without using large timing margins is daunting. To overcome these 

issues, resilient circuit approaches are important in alleviating the performance degradation 

resulting from process, voltage, and temperature (PVT) variations. All reported techniques 

detect error when data transition occurs after the edge of the clock, these techniques do not 

handle the setup time violations. This chapter presents an energy efficient and resilient circuit 

design approach using a novel self correcting latch. The proposed technique corrects the faults 

due to timing violation caused by variations in data-paths and sequential elements 

automatically, thereby lowering PVT variation induced performance degradation. Our 

technique employs inverse narrow width effect (INWE) [136] in designing the self-correcting 

latches to reduce performance variability. In this technique INWE is used to realize devices 

which have equal gate capacitances and different current drives. We validate the proposed 

methodology on several ISCAS’89 benchmark circuits and 74X series circuits [137]. 

Simulation results show that by employing the proposed methodology, an average 

improvement of ~ 20%, 10%, and 4.85% in delay, power delay product, and layout area, 

respectively, over previous resilient methodologies can be achieved.  

The main contribution which is offered by the proposed technique is that it does not require a 

change in VDD or clock cycle time when timing violations occur. It dynamically changes the 

latch setup time by using layout techniques exploiting INWE. The technique predicts a setup 

time violation and dynamically reduces the data to output (D-Q) delay of the latch. This is 

different from the earlier techniques since they detect an arrival of Flip-Flop’s input data after 

its clock edge. 
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The chapter is organized as follows: Section 3.2 describes the proposed self correcting latch 

(SCL) technique. Section 3.3 discusses our simulation setup. The validation of our technique on 

several ISCAS’89 benchmark circuits is discussed in Section 3.4. Section 3.5 summaries the 

chapter. 

3.2 Proposed Self Correcting Latch 

3.2.1 Principle of the proposed Self Correcting Latch 

The block diagram, the schematic, and the layout of the proposed self correcting latch (SCL) 

technique are shown in Fig. 3.1, Fig. 3.2 and Fig. 3.3, respectively. The circuit consists of a 

conventional data launching latch, a datapath, a data receiving latch, including two 

transmission gates, and a self repair circuit (SRC). The proposed SCL technique is transparent 

in the positive phase of the clock cycle. As shown in Fig. 3.4, in the case of timing violations of 

the delayed signal D, the proposed latch can detect the violation and correct it. 

              

      Figure 3.1 Block diagram of proposed SCL technique consists of a conventional data launching latch, a 

datapath and a data receiving latch. 

The basic principle of the proposed SCL technique is as follows: Consider the case in which the 

total delay of a data launching latch and the following data-path violates the setup time of the 

data receiving latch (please refer to Fig. 3.2) due to PVT variations; in that case our SCL 

technique automatically corrects the error by using a delayed version of the input clock signal 

(i.e. CLK2e and CLK2eb). The advantage of our technique is that the effective clock to Q delay 

does not increase. 
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3.2.2 Operation of the proposed Self Correcting Latch 

 

Figure 3.2 Schematic diagram of proposed SCL technique. 

The proposed SCL technique is shown in Fig. 3.2, has two parts. The first part is composed 

of a D-type latch which is based on CMOS transmission gate (Latch 2). Its input inverter is 

thereby followed by two parallel transmission gates namely T1 and T2. The sizes (W and L) of 

T1 and T2 are equal; however, their layout implementations are different. A maximum possible 

number of fingers, while following minimum finger width constraint, are kept in the 

transmission gate T1 [136]. In any CMOS technology, there is a minimum finger width 

constraint that would determine maximum number of fingers for a transistor [138]. 

Consequently, the charging/discharging current of T1 is higher than that of T2 due to INWE. 

The layout of the proposed architecture is shown in Fig. 3.3. The layouts of T1 and T2, which 

have a different numbers of fingers, are highlighted in the Fig. 3.3. The proposed self-repair 

circuit (refer to Fig. 3.2), which is explained next, selects one of the transmission gate T1/T2 

based on the latch’s input arrival time. If data transitions occur in the high phase of clock signal 

and there is no setup time violation, then T2 is selected by controlling signals of transmission 

gate (i.e. CLK1e and CLK1eb). If data switches near the edge of clock signal (i.e. setup time 

violation) T1 is selected by controlling signals (i.e. CLK2e and CLK2eb). In Fig. 3.2, CLK and 

CLKB are the clock signal and inverted clock signal respectively. 
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Figure 3.3 Layout of proposed SCL technique. 

The second part of SCL is the self-repair circuit which consists of a dynamic NAND, NOR and 

XOR circuit. If the input data switches in the setup time window of the clock signal, then self-

repair signal (S) will not switch thus activating T1, which is faster because of the INWE. 

Therefore, our self repair circuit generates control signals CLK2e and CLK2eb (please refer to 

Fig. 3.4), which are the delayed versions of the input clock signal. Consequently, the data at 

node D gets extra time to reach the output node through T1 path (which is faster than T2) as 

illustrated in Fig. 3.2. 

From the second last stage of the data-path, an input namely X is taken which is then applied to 

the self repair circuit. For each data switching, the dynamic XOR-gate’s first pair of inputs i.e. 

signal X and X’ change their values immediately. Whereas the second pair of inputs i.e. 

delayed X and delayed X’ change their value after a short delay. This short delay should allow 

for the discharge of node Sb. A pulse is generated at the output node of the XOR gate (S), if the 

data switches during the high phase of the clock signal (i.e. CLK = 1). 

Two 2–input dynamic NOR gates and NAND gates are used in our methodology; these logic 

gates pass the self-repair signal as the control signal of the transmission gates T1 and T2. The 

following constraints must be met by appropriate transistor sizing in the self repair circuit: let 

the delay between the switching of node X and the control signals of transmission gate T1/T2 

be D1. D1 should be smaller than the delay between the switching of node X and input Y of 

transmission gate T1/T2. We used the method of logical effort to size our SRC [139]. In the 

dynamic gates in the SRC, we use minimum size transistor for the pre-charge transistors. The 

evaluation transistors are sized according to the method of logical effort [139]. This ensures a 

minimum possible delay through the self repair cicuit. 

T1 T2

Latch 2 Self Repair Circuit (SRC)
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The proposed SCL latch is transparent during the high phase of clock signal (CLK = 1), while 

non-transparent when CLK = 0. In transparent mode, when data arrives before the falling edge 

of the clock signal (means error free case) input data (D) is propagating to output (OUT) 

through transmission gate T2. In this case feedback path of the latch is in standby mode. During 

the low phase of the clock signal (CLK = 0) both transmission gate (T1 and T2) are get in 

standby mode while in this case feedback is activated. In this case the proposed latch retains the 

pervious data on output node of the proposed latch.  

 

Figure 3.4 Simulated timing diagram of the proposed methodology using S27 as a datapath. 

In our proposed SCL technique when timing violation occur the data (D) passes through T1 

transmission gate. Therefore, the internal setup time is with respect to CLK2e is Tsi. Let the 

delay between CLK2e and CLK be DCLK. Let the setup time of a conventional latch (i.e. Latch1 

in Fig. 3.2) be Ts. Then the limit of setup time violation allowed in our SCL technique is Ts-

(Tsi-DCLK), which is equal to inverter FO1 delay. The internal setup time of the proposed latch 

is with respect to CLK2e while the actual setup time is with respect to CLK signal. So, the 

negative setup time for our proposed latch is Ts-Tsi. 
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In our SCL technique, we employ INWE to optimize the performance; INWE occurs due to the 

shallow trench isolation (STI) which is the most popular isolation technique in deep sub-micron 

technologies. Due to the poly overhang over the isolation oxide, as the MOS transistors width 

reduces, the parasitic corner transistor adds a major portion in the transistor characteristic. 

Consequently, the threshold voltage (VTH) reduces for a narrow width transistor. This effect is 

also called INWE. Moreover, the drain current (Idsat) is exponentially dependent on VTH in 

near/sub threshold regime, which strengthens the impact of INWE [140], [141]. In NTV regime 

INWE increases the charging/discharging currents exponentially for the MOS transistor and 

improves the performance of the circuit. Figure 3.5 validates the same and shows that when the 

input passes through T1 (which is having a large number of fingers for a given total width i.e. a 

stronger INWE) it takes less time for charging /discharging as compared to T2 and hence 

improves the latch’s performance. 

 

Figure 3.5 In-Out delay (through transistor T1 and T2) vs VDD for S27 ISCAS circuit obtained using 

HSPICE 1000 MC Simulations. 

The reason for using slow and fast paths instead of a single fast path in latch 2 in the proposed 

technique is as follows: In NTV circuit design due to high variations large design margins are 

required for a high yield, resulting in a sub-optimal design. Using our technique, we can reduce 

the design margins without compromising the yield. Though the nominal path is slightly slow 

the reduced design margins in our SCL technique improves the overall performance. A data 

receiving latch (conventional latch) using only T1, would have higher failure rate due to large 

variations. We have done 1000 Monte Carlo (MC) simulations with only fast path (without 
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slow path and self repair circuit) in latch 2, and then we find 36% more failed simulation as 

comparison to our technique. 

3.3 Simulation Setup 

For a fair comparison with existing resilient Flip-Flop’s, we implement our self correcting latch 

technique as a Master Slave Flip-Flop (MSFF). We employed proposed self correcting latch 

technique as an MSFF on ISCAS’89 benchmark circuits (s27, s298 and s344) and 74X series 

circuits (74182 and 74283) from benchmark database. All the simulations are carried out on 

STMicroelectronics 65-nm CMOS process design kit (PDK). We verified the proposed SCL 

technique at a supply voltage VDD = 0.4V because, using HSPICE simulations, we determine 

the minimum energy point (MEP) to be at VDD = 0.4V. For calculating the MEP, we simulate 

an inverter chain shown in Fig. 3.6 (a). Fig. 3.6 (b) shows the simulated energy delay curve for 

the device under test (DUT) in the inverter chain. From Fig.3.6 (c) we observe that MEP is at 

VDD = 0.4V. 

 

                                                                       (a) 

 

       (b)                         (c) 

Figure 3.6 (a) Static CMOS inverters (b) Energy Delay curve, (c) Energy v/s power supply (VDD) curve for 

an inverter. 
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The transistor sizes in the proposed latch are as follows for the STMicroelectronics 65-nm 

CMOS technology: (a) For self repair circuit (SRC), sizing of XOR gate of NMOS (PMOS) 

transistors have W=1.4µm (1.06µm), while the sizing of NAND gate NMOS (PMOS) 

transistors have W= 1.06µm (1.06µm), and sizing of NOR gate NMOS (PMOS) transistors 

have W= 0.53µm (2.06µm), (b) For proposed latch the transmission gate (T1) PMOS and 

NMOS transistors have W=0.53µm, with maximum allowed number of fingers while T2 is 

single finger with size same as of T1. All others transistors have the smallest allowed W values 

for the given technologies. We have sized ERFF and VAFF in such a way that the comparison 

with our SCL technique is for an iso-input (D) load case. 

3.4 Simulation Results 

In this section, using MC HSPICE simulations, we verify that our SCL technique detects timing 

violations in data-paths efficiently. We also compare the SCL technique to recently reported 

ERFF technique [72] and VAFF technique [71]. The work in [71] and [72] is also based on the 

choice of sequential element through multiplexing in case of timing violation. Our verification 

flow is as follows: First, we consider each of the ISCAS’89 benchmark circuits (s27, s298, 

s344, 74182 and74283) in DATAPATH of Fig. 3.2.  We next perform 1000 MC simulations to 

evaluate the circuit performance under PVT variations. A 10% variation is given in transistor 

threshold (VTH) and power supply (VDD) voltages [75], [142] at three different temperatures (-

25°C, 25°C and 125°C). 

Figure 3.7 (a), Fig. 3.8 (a), and Fig. 3.9 (a) show the delays of S27 using the proposed SCL, 

ERFF and VAFF, respectively, at 25°C and VDD = 0.4V. We have also shown the mean and 

standard deviation of the delays of S27 in these figures. We observe that the proposed SCL 

technique gives 14.43% (16.62%) and 34.13% (50%) lesser standard deviation (i.e., variations) 

and mean (i.e., performance) of delay as compared to the ERFF (VAFF) technique at room 

temperature. This is also illustrated in Table 3.1. Similar results are also observed for S298, 

S344, 74182 and 74283 ISCAS’ 89 benchmark circuits as shown in Fig. 3.7, Fig. 3.8, and Fig. 

3.9, respectively. We explain these results as follows: Upon setup time violation, the voltage 

levels of the inputs of the “late detector” (self-repair circuit) of ERFF do not reach VDD/0 (“n1” 

and “n2” of Fig.2 of [72]). Whereas, in our approach, T1 reduces the delay by about 10% - 20% 

in the case of a setup time violations. 
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 3.7 Histogram of our SCL technique at 25
0
C for  (a) S27,  (b) S298,  (c) S344, (d) 74182 and, (d) 

74283. 
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 3.8 Histogram of ERFF technique at 25
0
C for  (a) S27,  (b) S298,  (c) S344, (d) 74182 and, (d) 

74283. 
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 3.9 Histogram of VAFF technique at 25
0
C for  (a) S27,  (b) S298,  (c) S344, (d) 74182 and, (d) 

74283. 
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Table 3.1 Comparison summary of various parameters of ERFF and VAFF to proposed SCL technique. 

Temperature 

ISCAS’89 

benchmark 

circuit 

Techniques 
Mean 

(μs) 

Sigma 

(ns) 

Maximum 

Delay(µs) 

Avg. 

Power 

(nW) 

Input 

Cap of X 

(fF) 

 

-25°C 

 

S27 

SCL Technique 0.21 12.4 0.252 43.10 0.11 

VAFF Technique [71] 0.41 15.01 0.428 48.33 0.23 

ERFF Technique [72] 0.31 13.2 0.350 41.51 0.18 

S298
 

SCL Technique 0.42 5.42 0.469 114.00 5.81 

VAFF Technique [71] 0.86 8.35 0.939 125.64 9.83 

ERFF Technique [72] 0.81 8.09 0.910 114.70 7.42 

S344 

SCL Technique 1.39 5.61 1.43 211.70 7.82 

VAFF Technique [71] 2.73 8.31 2.810 223.50 10.51 

ERFF Technique [72] 1.79 7.53 1.820 197.42 7.96 

74182 

SCL Technique 0.47 3.62 0.474 51.37 3.61 

VAFF Technique [71] 0.79 7.83 0.821 64.58 6.01 

ERFF Technique [72] 0.70 5.01 0.721 44.13 4.93 

74283 

SCL Technique 0.48 7.83 0.501 62.15 3.72 

VAFF Technique [71] 0.82 8.36 0.841 73.04 6.57 

ERFF Technique [72] 0.72 9.15 0.736 55.53 5.01 

 

 

 

 

25°C 

S27 

SCL Technique 0.19 4.21 0.214 47.00 0.68 

VAFF Technique [71] 0.38 5.13 0.401 59.14 0.92 

ERFF Technique [72] 0.29 4.91 0.326 45.78 0.72 

S298
 

SCL Technique 0.41 3.11 0.427 176.00 8.75 

VAFF Technique [71] 0.78 4.91 0.798 193.95 15.36 

ERFF Technique [72] 0.74 4.22 0.765 163.00 11.63 

S344 

SCL Technique 1.31 3.47 1.33 283.41 10.31 

VAFF Technique [71] 2.51 5.30 2.521 298.19 16.99 

ERFF Technique [72] 1.64 4.64 1.660 267.53 12.49 

74182 

SCL Technique 0.42 1.17 0.434 61.49 6.53 

VAFF Technique [71] 0.71 3.85 0.746 76.89 9.39 

ERFF Technique [72] 0.68 2.19 0.695 52.63 7.81 

74283 

SCL Technique 0.46 3.19 0.479 75.95 7.87 

VAFF Technique [71] 0.80 4.68 0.824 89.91 11.01 

ERFF Technique [72] 0.70 4.56 0.708 65.06 8.43 

125°C 

S27 

SCL Technique 0.15 1.20 0.158 255.00 2.52 

VAFF Technique [71] 0.24 1.68 0.246 256.37 5.41 

ERFF Technique [72] 0.18 1.53 0.191 228.70 4.37 

S298
 

SCL Technique 0.40 0.79 0.404 930.03 19.33 

VAFF Technique [71] 0.47 1.34 0.561 979.27 27.03 

ERFF Technique [72] 0.50 0.97 0.505 924.01 22.05 

S344 

SCL Technique 0.70 0.752 0.706 1154.03 21.45 

VAFF Technique [71] 1.47 1.89 1.492 1189.36 31.82 

ERFF Technique [72] 0.90 1.09 0.909 1147.81 27.83 

74182 

SCL Technique 0.41 0.29 0.417 317.20 17.12 

VAFF Technique [71] 0.51 1.02 0.539 388.49 24.88 

ERFF Technique [72] 0.52 0.42 0.530 311.2 20.71 

74283 

SCL Technique 0.45 0.59 0.458 423.71 19.03 

VAFF Technique [71] 0.61 2.45 0.636 447.86 26.32 

ERFF Technique [72] 0.70 0.74 0.699 388.10 21.66 
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Table 3.1 also compares the figures-of-merit (FOM) of the SCL technique to the ERFF and 

VAFF technique, when s27, s298 and s344 ISCAS’89 benchmark circuits and 74182 and 

74283 74X series circuits are used as DATAPATH (please refer to Fig. 3.2). Table 3.1 shows 

the maximum delay, which is the largest propagation delay obtained from the 1000 MC 

simulations, and is used as a pointer of robustness.  

“Input Cap” is the input capacitance seen by the data path warning/self repair signal generator 

input X; a large value of input cap increases the delay. Our SCL technique shows a smaller 

input capacitance as compared to technique in [71] and [72]. This is because we implement the 

self-repair through a dynamic circuit. Due to the same reason, the proposed circuit has less area 

overhead as compared to the [71] and [72].  

  

      (a)          (b)  

    

(c) 

Figure 3.10 Energy Delay Product of our SCL technique, ERFF technique and VAFF technique for ISCAS 

benchmark circuits (s27, s298, s344, 74182 and 74283) at (a) -25°C, (b) 25°C and (c) 125°C. 
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Figure 3.10 shows the maximum energy delay product (EDP) of the SCL, ERFF and VAFF 

technique at 0.4V power supply (please note that maximum propagation delay is taken for these 

EDP calculations). In Fig. 3.10, the percentage data represents the improvement over ERFF and 

VAFF technique when s27, s298, s344, 74182 and 74283 ISCAS’89 benchmark circuits are 

used as the DATAPATH (please refer to Fig. 3.2). Please note that the power consumption 

mentioned in Table 3.1 is for the entire circuit, which includes the benchmark datapath as well 

as the SCL/ERFF/VAFF technique. From Fig. 3.10, we observe that proposed SCL technique 

shows a significant improvement over design techniques discussed in [71] and [72] (Please 

note that in EDP calculations, the total power dissipation per cycle is used). From above 

analysis, we find that the SCL technique is robust in mitigating setup time violations due to 

PVT variations in near/sub threshold regime without changing the VDD and operating clock 

frequency. 

  

     (a)            (b) 

  

       (c)          (d) 

Figure 3. 11 Energy Delay Product of our SCL technique, ERFF technique and VAFF technique for ISCAS 

benchmark circuits (s27, s298, s344, 74182 and 74283) at power supply 0.4V at room temperature (a) FF 

corner, (b) FS corner, (c) SF corner, and (d) SS corner. 
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The comparison of EDP of the proposed SCL technique with ERFF and VAFF at four different 

process corners namely Fast Fast (FF), Fast Slow (FS), Slow Fast (SF), and Slow Slow (SS) in 

65nm CMOS technology is shown in Fig. 3.11 at supply voltage 0.4V at room temperature 

(25°C). In Fig. 3.11 percentage data represents the improvement over ERFF and VAFF 

technique when s27, s298, s344, 74182 and 74283 ISCAS’89 benchmark circuits are used as 

the DATAPATH (please refer to Fig. 3.2). In all process corners the proposed SCL technique 

shows less EDP as compare to the ERFF and VAFF technique. 

Post layout simulation results show that the SCL technique is robust with PVT variations as 

compared to the [71] and [72] techniques. Further, the SCL technique improves the 

performance over ERFF technique with nearly same power dissipation. For iso-input data load 

our proposed latch’s clock load is nearly 3.76fF, whereas, for the existing technique VAFF, and 

ERFF is 4.52fF and 4.31fF respectively. Please note that the clock load is lesser in our SCL 

case compared to ERFF and VAFF in the iso-input load case. 

In Table 3.2, we compare our SCL technique with the most cited Razor Flip-Flop technique 

[65] and recently reported soft edge error detecting (SEED) Flip-Flop [75] technique. Table 3.2 

shows that the percentage of failure rate employing our SCL technique is ~17% and 14% better 

than the Razor technique and SEED technique, respectively. In Table 3.2 percentage of failure 

rate means the percentage of failed simulations out of 1000 Monte Carlo simulations means 

those simulations have lager delay than the (mean + 3σ). We observe that our SCL technique 

has lesser number of failed simulations over the existing technique. Table 3.2 also shows the 

comparison of average power dissipation. The proposed SCL technique have less average 

power dissipation compare with the other two techniques. 

Table 3.2 Comparison of percentage of 3σ failure rate and Avg. power dissipation between Razor, SEED 

and our methodology. 

Benchmark 

circuits 

Failure rate percentage Avg. Power(nW) 

SCL 

Technique 

Razor 

Technique 

[65] 

SEED 

[75] 

SCL 

Technique 

Razor 

Technique 

[65] 

SEED 

[75] 

S27 2.8% 19.2% 15.7% 47.00 49.62 51.14 

S298 2.5% 15.3% 12.1% 176.00 195.87 196.95 

S344 2.9 % 16.7% 13.8% 283.41 314.64 317.06 

74283 3.2% 16.9% 14.0% 75.95 79.85 83.27 
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We also tested our SCL technique on a small datapath, which was also used in [69], with 

ERFF, VAFF and SEED. In this small datapath variation is more as compare to large datapath, 

in sub/near threshold region. Table 3.3 shows the comparison of our SCL technique with 

ERFF, VAFF and SEED in terms of delay and variance for this datapath. Our SCL technique 

shows better results as compare to existing technique. 

Table 3.3 Comparison summary of VAFF [71], ERFF [72], and SEED [75] to our methodology for the small 

datapath of [69]. 

Techniques Mean(nsec) Sigma(nsec) 

SCL Technique 0.26 1.05 

VAFF Technique [71] 0.38 1.57 

ERFF Technique [72]  0.33 1.46 

SEED Technique [75] 0.37 1.53 

3.5  Summary   

In this chapter, a low area timing error resilient circuit technique in NTV regime has been 

proposed. In the case of a timing violation, our technique automatically chooses an appropriate 

faster path in our novel latch, thereby reducing the setup time. This latch employs a 

transmission gate based multiplexer in a latch, with the transmission gates differing in their 

layout implementations. INWE is used to implement the faster path (transmission gate), which 

is activated in the case of timing violations. The proposed SCL technique shows a higher 

performance and better robustness against PVT variations without power consumption 

overhead over earlier resilient circuit techniques. We have shown that under PVT variations the 

SCL technique implementation on s27, s298, s344, 74182 and 74283 ISCAS’89 benchmark 

circuits improves the performance in terms of delay up-to 34%, 44%, 25%, 42% and 32% 

respectively at 0.4V power supply. We observed that our SCL technique is less variant 

compared to other existing approaches. For iso-delay the SCL technique shows up-to ~ 21% 

reduction in power dissipation compared to the ERFF technique for S27 ISCAS’89 benchmark 

circuit. Post-layout simulations show that our technique achieves 4.85%,  7.73% and 5.79% 

less area compared to the earlier proposed ERFF, VAFF and SEED techniques, respectively. 

We further  present  that over ERFF technique our SCL technique leads to a ~ 20% 

minimization in power delay product for several ISCAS’89 benchmark datapath circuits. 
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4 CHAPTER 

 A Physics based Variability Aware Methodology to Estimate 

Critical Charge for Near-Threshold Voltage Latches 

4.1 Overview 

Nowadays ultra-low power and energy efficient near threshold voltage (NTV) circuit 

techniques [4]-[6], [143] are emerging. However, due to the smaller circuit node capacitances 

(due to an implementation at lower technology node) and smaller supply voltage operation (due 

to NTV operation), NTV circuits are more prone to single event upsets (SEU) [53]. 

Consequently, the charge required at a circuit node to change the logic value is getting 

aggressively reduced [12]-[13]. This signifies that the logic level of a node becomes more 

easily upset by glitches resulting from radiations due to the high energy neutrons and alpha 

particles [13]. In memory and sequential elements (Latches/Flip-Flops), this perturbation can 

result in data flipping (“1” to “0” flip or “0” to “1” flip). An SEU in a latch/Flip-Flop may 

increase the propagation delay due to glitches and/or the data may be enter a metastable state. 

Soft errors are serious design issues in latches/Flip-Flops because of another reason: If a 

transient fault (TF) or a glitch occurs at the output of a latch/Flip-Flop, it may lead to a non-

critical path turning into a critical path. A conventional D-latch or Flip-Flop is very sensitive to 

SEU due to high energy particle strikes. During the low phase of the clock signal, an SEU may 

upset the logic level of the positive edge triggered Flip-Flop, the corrupt values are not 

corrected until a new value is stored in the Flip-Flop [144]. 

For memory elements such as Flip-Flops and latches, if the total charge deposited by the 

striking of a high energy particle at the sensitive node is more than a minimum charge, the node 

level is flipped and an SEU occurs. This minimum charge on the sensitive node is called the 

critical charge (Qciritical), which can be used as a parameter to measure a latch’s susceptibility to 

SEU or soft errors [78]-[80]. The Qciritical exhibits an exponential relationship with the soft error 

rate (SER) [81]. To design a latch/ Flip-Flop, Qciritical must be high enough to limit the SER. In 

particular, sub-threshold/near-threshold voltage latches/Flip-Flops are susceptible to SEU due 

to the reason discussed earlier. Therefore, there is a need of modeling and analysis of radiation-

induced soft error due to SEU in sub-threshold/ near-threshold voltage static latches. 
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Recently, researchers have shown interest to determine Qcritical on sensitive nodes of a memory 

and sequential circuits such as latches/ FF’s. Work has also been done to handle the impact of 

process-voltage-temperature (PVT) variations in the critical charge in super-threshold regime 

(nominal voltages). However, most of the researchers employed Monte Carlo (MC) analysis to 

calculate the critical charge [87]. But MC analysis is not a convenient solution to calculate the 

critical charge because it is very time consuming and also not scalable with CMOS technology 

[86] and circuit size. For every new design and process node, MC analysis has to be carried out 

to calculate the Qciritical variability.  

In this chapter, an accurate semi-analytical model to estimate the Qcritical for a static D-latch 

operating in the NTV regime is proposed. The proposed model is a function of design 

parameters such as transistor sizes, supply voltage and fan-out load. The main contribution of 

this chapter is: For the first time, a physics-based variability aware methodology to estimate the 

critical charge of an NTV static D-latch is proposed. The derived model can be used to estimate 

the critical charge as a function of latch’s fan-out loads and supply voltages. 

The chapter is organized as follows: Section 4.2 presents the proposed physics based semi-

analytical model of critical charge for a static D-latch. The validation of the proposed model 

using Cadence SPECTRE simulations in STMicroelectronics 65-nm process design kit (PDK) 

and for technology computer-aided design (TCAD) mixed-mode simulations, we use calibrated 

32-nm technology setup [145] is presented in section 4.3. Section 4.4 presents the impact of 

variability on the proposed model. Section 4.5 presents the methodology to estimate Qcritical. 

Section 4.6 summarizes the chapter. 

4.2 Critical Charge Model for Static D-latch 

Figure 4.1 depicts the conventional static D-latch circuit. It consist two paths: First is the main 

path which consists of an inverter and, second is the feedback path which consists of an 

inverter followed by a transmission gate. The static D-latch stores two complementary binary 

values (0 and 1) at intermediated nodes N1 and N2. This conventional latch is more prone to 

particle strike on intermediated nodes in hold mode (CLK = 0), because the intermediate nodes 

are disconnected from the input (IN) of the latch. The transmission gate T1 is not included in 

our analysis because both the transistors are in OFF state during the low phase of the clock 

signal. In the hold mode (when CLK = 0), let us assumed that node N1 stores logic “1” and N2 

stores logic “0”. Therefore, only Mn1, and Mp2 transistors and transmission gate T2 are ON. 
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Traditionally, a double exponential current source is used to emulate the injection of an SEU on 

internal nodes [146]. This current source represents the electrical impact of a high energy 

particle strike. 

 

Figure 4.1 The static D-latch, which is most commonly used, is susceptible to SEU due to transient fault at 

node N1 (equivalently, node N2) 

 

  

       (a)         (b) 

Figure 4.2 Simulated waveforms for Nodes N1 and N2 of the static D-latch for (a) non-flipping (< Qcritical) 

case, (b) flipping (> Qcritical) case due to SEU 

Figure 4.2 shows the simulated waveform of a static D-latch for SEU for both the cases, one, an 

output glitch and, two, data flipping. In the glitch case, the magnitude of the SEU current pulse 

is not high enough to change the logic level at node N1. Therefore, voltage level at node N1 

temporarily moves away from logic level 1 and finally returns to the same logic level (Fig. 4.2 

(a)). On the other hand, if the magnitude of the current pulse is large enough to change the logic 

level at node N1, flipping the latch output happens (Fig. 4.2(b)). In this work, a high 

energy/alpha particle strike is modeled as a double exponential current source (applied at node 
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N1 in Fig. 4.1) and given by [146] 

                           
 

     
       

           
  

                                          (4.1) 

Where, Q is the total charge deposited by the double exponential current source, τf  and τr are 

the falling time and the rising time constants, respectively [146]. Typically, for an alpha 

particle strike generated current pulse, the falling time constant is much larger than the rising 

time constant [78], [84]. The rising time is short (in the range of 0.1– 10ps) and the falling time 

is longer (in the range of 5–200ps) [105], [109]. In our simulation setup we use the exponential 

stimulus with parameters extrapolated for the technology we used i.e. 65nm (τr = 100fs and τf = 

5ps) from the values provided by relevant earlier research [105], [109]. Consequently, we 

approximate (1) as a single exponential current source: 

             
 

     
       

                                                     (4.2) 

 

Figure 4.3 Trip points of the static latch lie on the VTC of the feedback-path.  

V1 and V2 are voltages at node N1 and N2, respectively. Now we explain the phenomenon of 

flipping of logic states in the static latch due to SEU, both for externally unloaded and loaded 

cases. From DC simulations we got the voltage transfer characteristic (VTC) of both paths 

(main and feedback) of a static D-latch without external load (as shown in Fig. 4.3). Using 

transient simulations, we observe that the intersecting point of both the VTC’s gives the 

flipping node voltages of node N1 and N2, and this point is known as trip point of a latch. This 

is also consistent with SRAM cell results reported in [84]. However, in a latch this trip point 

changes with the change in the load capacitance. 

0.0 0.1 0.2 0.3 0.4

0.0

0.1

0.2

0.3

0.4

 VTC (Main path)

 VTC (Feedback path)

V
2

 (
V

)

V1 (V)

Without load  FO3 load

FO1 load       FO4 load

FO2 load       FO5 load

V2C

V1C



 45 

The trip point is calculated by applying the ISEU on node N1 with an appropriate magnitude 

which high enough to flip the logic levels on nodes N1 and N2. Suppose that the latch is in hold 

state with N1 at logic 1 and N2 at logic 0. When a smaller value of ISEU is applied at node N1, 

the current iMn1 is greater than iMp1 and in the feedback path iMp2 is greater than iMn2. Therefore, 

in this case there is no flipping of the output node, because the PMOS current (iMp2) of the 

feedback path recovers the voltage level at node N1 back to its pervious state (i.e. logic 1). 

However, if the magnitude of ISEU is increased, the current iMp1 increases the value of voltage at 

N2. This, in turn, increases (reduces) iMn2 (iMp2), which results in the voltage at node N1 not 

getting restored to logic 1. Consequently, the voltage at node N2 flips from its original state 

(from logic 0 to logic 1). As discussed earlier, at such a value of ISEU, the voltages V1 and V2 

fall on the VTC’s of the both paths (main and feedback). At this point output currents of the 

main path and the feedback path are zero (iMn1 = iMp1 and iMn2 = iMp2). Therefore, the potentials 

of node N1 and N2 don’t change any further, resulting in a metastable state at nodes N1 and 

N2. These tripping point voltages at nodes N1 and N2 are V1C and V2C, respectively. Figure 

4.4 shows the waveforms of V1 and V2 at the trip point with no external (FO = 0) load. At the 

trip point the output currents of the main and the feedback paths are ideally zero valued, which 

results in V1 and V2 being held at constant values V1C and V2C, respectively, for a long time.  

The value of ISEU at which voltage level of node N2 ideally remains at V2C is the ISEU,trip. In 

our simulations, to extract the value of ISEU,trip, we measure the smallest value of ISEU for which 

the latch flips from its original logic state. This is the reason for V1C (red rectangle in the inset 

of Fig. 4.3) being slightly smaller than its corresponding ideal metastable value.  

 

Figure 4.4 The solid (dotted) lines show the voltage transients at node N1 and N2 for a logic flipping for zero 

FO (FO2) case. 
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For a non-zero FO load, the logic states at nodes N1 and N2 flip for a larger value of ISEU. To 

extract the value of ISEU,trip, we follow a  procedure similar to that of the zero FO case, 

discussed earlier. Since V1and V2 are held in metastable state, at the value ISEU,trip the output 

current of the feedback path is zero. The output current of feedback path (I2-T2) is almost fully 

determined by the value of V2 during SEU. This is because of the low value of V1 due to SEU 

and the near/sub-threshold operation of the transistors.  Therefore, even for a larger FO, the 

value of V2 at the trip point remains V2C as in the zero external load case (dotted line in the 

inset of Fig. 4.4).  

From simulation we observe that the slope of voltage at node N2 (dV2/dt) is constant for 

different FO’s (as shown in Fig. 4.5) (reason is shown in Appendix A). Therefore, the output 

(charging) current of inverter I1 must increase linearly with the external load capacitance (FO). 

The value of minimum voltage at node N1 due to SEU would, therefore, reduce appropriately, 

as we discuss later in this section.  

Due to our procedure for extracting ISEU,trip, as the latch load increases the trip point moves 

slightly towards the left along the VTC of the feedback path. This is because, after V2 reaches 

a value V2C, to flip the state, a larger PMOS current (in I1) is required to charge the extra FO 

capacitance. Since the output current of the feedback path is zero, this new (slightly smaller) 

value of V1C also falls on the VTC of the feedback path. This is shown in Fig. 4.3, trip point 

moves toward left as fan-out increases.It is important to estimate the critical charge when the 

latch is in hold mode. We apply an ISEU as a double exponential current source on node N1 

(which is held at logic 1) to determine the minimum voltage value at node N1 at which node 

N2 flips from logic 0 to logic 1. This minimum voltage value of node N1 is termed as V1ebb. In 

the flipping case (when node N1 flips from 1-0), the PMOS transistor (Mp1) of inverter I1 

turns ON and changes the logic level of node N2.  

Our critical charge model is based on the fact that the node N2 is charged from 0 to V2C 

through the transistor Mp1 (current iMp1). The current through transistor Mn1 (IMn1) can be 

neglected because of its negative VGS. This is also supported by our simulation result where 

we find that the value of iMn1/ iMp1 = 0.22 at V1 = V1ebb. Because of the SEU charging of N1, 

VGS,p1 is nearly equal to VDD while VGS,n1 is nearly equal to 0. This is because the value of V1ebb 

varies between from 20mV to -49mV for 0 ≤ FO ≤ 8. Now, the KCL at node N2 due to SEU on 

node N1 is  
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                                                                                    (4.3) 

Where, CN2 is the total capacitance at node N2. In sub-threshold region, the sub-threshold 

current is modeled as [147]   

             
   

  
        

             

   
       

   

  
                                            (4.4) 

Where          
 

 
               . Here, the impact of VDS on iMp1 can be neglected, 

because VDS ≈ VDD when V1 = V1ebb.  

VT is thermal voltage (VT = 26mV) VDS is much larger than the VT at room temperature 

therefore, the term [1-exp (-VDS/VT)] ≈ 1. 
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                             (4.8) 

From (4.8), we observe that V1ebb has a logarithmic relation with FO’s of a static D-latch. As 

we defined earlier, V1ebb is the lowest voltage of node N1 when ISEU,trip is applied. As discussed 

earlier, dV2/dt is constant irrespective of FO load (Fig. 4.5). This implies that as the value of 

external load (FO) in Fig. 4.1 increases, the PMOS current (iMp1) increases linearly. Once 

voltage at node N1 is equal to V1ebb, the feedback path (inverter followed by transmission gate 

I2-T2) charges node N1 till V2 = V2C, when it stops charging N1. Therefore, the critical 

charge Qcritical is obtained as follows: 

                             (4.9) 

Where, CN1 is the total capacitance at node N1. Equations (4.8) and (4.9) constitute the 

proposed model that will be used to calculate Qcritical for a static D-latch. Now we discuss a 

method to calculate the value of Qcritical for different FOs when the latch is operated at a 

different VDD.  
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Figure 4.5 Slope (dV2/dt) vs time overlaps at trip point independent of fan-outs. 

Now we describe our model to estimate the values of dV2/dt, and thereby Qcritical, at different 

values of VDD. We used (4.8) to first estimate the value of parasitic capacitance (Cp) at node 

N2: 

            

   
   

              
   

   

  

                                                  (4.10) 

We observe that the value of Cp obtained from (4.10) is almost constant within a range of 

suplly volatges important in sub/near-threshold regime as shown in Fig. 4.6. 

 

Figure 4.6 Parasitic capacitance vs VDD curve independent of supply voltage at near threshold regime. 
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For CL=0, since the values of Cp are equal at VDD = 0.4V and at a different VDD, from (4.3) we 

obtain, 

 
   

  
 

   

 
        

        
  

   

  
 

   
                                               (4.11) 

The Main contribution of this section is the consideration of the change in the value of Qcritical 

with external load of the latch. In addition we drive and validate an expression relating Qcritical 

and the FO load which can be used to avoid tedious and repetitive transient simulations. We 

show applications of this in standard cell characterization and PVT variation aware design in 

the following sections. The derivation of the model has been made possible due to the 

following points discussed in this section:  

 The value of V1ebb reduces with increasing values of CL because of the increase in the 

time in charging the node N2 to the value V2C. 

 The values of dV2/dt remain unchanged with increasing values of CL. 

 The value Cp for an SEU flipping should be obtained using (4.10). This value is 

constant irrespective of VDD. 

The same procedure is followed when an SEU occur at node N2. In this case the load 

capacitance is fixed. A similar model for the value of Qcritical for the case of a 0-to-1 flip at node 

N1 can be developed. However, a 1-to-0 flip at node N1 is the most important SEU event for a 

static D-latch. This is because, as reported in [148], the value of Qcritical is determined only at 

that susceptible node which has the lowest value of Qcritical. Such node is referred to as the most 

susceptible node and can be determined by simulation [149]. The node N1 (please refer Fig. 

4.1) has lowest Qcritical during the hold mode as compared to the other intermediate nodes [150]. 

Using simulations, we also verified that for the static D-latch the lowest value of Qcritical is 

indeed at the node N1. It has been reported that node N1 is more vulnerable to soft errors in 

case of a 1-to-0 flip as compared to 0-to-1 flip case [148]. Using simulations, we observe that 

the Qcritical for a 0-to-1 flip is about 14 X larger than that for a 1-to-0 flip at node N1. This can 

be explained in the following manner: A high energy particle strike in the drain of a MOSFET 

creates and an extended depletion region (funnel). Due to the high energy of the particle 

electron hole pair (EHP) generates with in this funnel. Due to the electric field in the funnel 

EHPs are separated; the electrons (holes) move towards the drain in n-MOSFET (p-MOSFET). 

The hole transit (p-MOSFET) towards the drain within the funnel depletion region would be 

slower than that of the corresponding electron transit (n-MOSFET). This gives rise to a higher 
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recombination of generated holes and thus a smaller SEU charge in a p-MOSFET for a given 

amount of heavy ion charge strike. 

The following procedure is employed by us to obtain the critical charge data for the Static D-

latch, which is used to develop and validate our model: 

Step1: Find out the trip point of a latch when there is no external output load (CL = 0). The     

trip point is calculated by applying a double exponential current source (ISEU) on susceptible 

node N1. At the trip point we calculate the value of V1ebb. 

Step2: The next step is the determination of the slope (dV2/dt) at the output node (N2) when 

V1= V1ebb keeping when CL=0. 

Step3: Determine the inputs capacitance of inverters (capacitance/um), as done in [151]. 

Step4: Now we determine the parasitic capacitance at node N2. By using (4.8) we get the value 

of parasitic capacitance: 

                                                                                     (4.12) 

   
   

              
   

   

  

                                                             (4.13) 

Where, Cp is the parasitic capacitance and, Cg is the gate capacitance, for a given technology 

node the values of I0, Vthp, n, VT, are fixed and the value of slope (dV2/dt) is obtained in Step 2.  

Step5: Update the value of CL for FO1 load. Repeat Step 1-4. Now, by using (4.8) varying the 

FO’s of the static latch and calculating the corresponding value of V1ebb at VDD = 0.4V. 

Step6: Now using (4.9), we calculate the value of Qcritical. 

Step7: For evaluating V1ebb at other VDD’S. First we draw VTC by using DC simulation for 

both path (main and feedback) of the static D-latch without FO load at VDD=0.4V. The 

intersecting point of both VTC’s gives the value of V1C and V2C at VDD =0.4V. Same 

procedure is followed for another VDD for which we next calculate V1ebb. 

Step8: Now, from DC simulations calculate the value of Iout,VDD (= IMp1-IMn1) when V2 = V2C 

at node N2 for both the voltages.  

Step9: Next step is that of obtaining the slope (dV2/dt) using simulations for another VDD. 

Step10: Now repeat step 5 to 7 for calculating Qcritical at new value of VDD. 
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4.3 Critical Charge Model Validation 

In this section, the proposed critical charge model is validated using SPECTRE and TCAD 

mixed-mode simulations. For SPECTRE simulations STMicroelectronics 65-nm PDK is used. 

For TCAD simulations, we used calibrated simulation setup as discussed in our group’s earlier 

work [145].  

 

Figure 4.7 Test circuit to emulate soft error at node N1 in the Latch with a fan-out load. 

The test structure for validation is shown in Fig. 4.7. The procedure followed for determining 

for critical charge for different values of CL, VDD and temperatures. All DC and transient 

simulations are done using Cadence Virtuoso IC6.1.5-64b. The critical charge model is verified 

for appropriate ranges of power supply voltages (VDD), FO loads and temperatures. In 

simulations, for both the inverters (I1 and I2) Wp/Wn ratio is kept at 2, whereas, the channel 

lengths are kept at allowed minimum values. For the feedback transmission gate (T2), the 

values of WMn3 and WMp3 are kept equal to the WMn1 (please refer to Fig. 4.7), as discussed in 

[138]. First we simulate the test structure (please see Fig.4.7) and extracted critical charge at 

VDD=0.4V for different fan- outs. For this, we follow steps 1-5 describe in the simulation 

procedure in the previous section. We then estimate the value of dV2/dt at a different VDD 

using (4.11). Using (4.8) and (4.9), we calculate the values of Qcritical for different FOs at this 

new VDD. We also obtain the values of Qcritical at this new VDD following steps 6-10 in the 

simulation procedure described in section 4.2.  

Figure 4.8(a), Figure 4.8(b), Figure 4.8(c), and Figure 4.8(d) shows the comparison of 

calculated Qcritical values using our model and those obtained from simulations with different 

FOs at VDD = 0.35V, VDD = 0.40V, VDD = 0.45V, and VDD = 0.50V, respectively. The critical 
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charge is compared for different VDD with a FO range of 1 to 8, which is typical [152] in a 

critical path. In all the simulations results, the proposed model’s calculated values are 

represented using symbols and the simulated values (from SPECTRE/ TCAD) are shown with 

lines. Figure 4.8 shows that the critical charge estimated using our model matches well with the 

simulation results with a maximum error of 3.4%. The model is benchmarked against 

simulation results only because, to the best of our knowledge, there is no previous model 

addressing this problem.  

  

    (a)            (b) 

  

   (c)          (d) 

Figure 4.8 Validation of the proposed model with SPECTRE simulation for Qcritical calculation at (a) VDD 

= 0.35V, (b) VDD = 0.4V, (c) VDD = 0.45, and (d) VDD = 0.5V in STMicroelectronics 65-nm CMOS technology 

at 25
0
 Temperature . 

We also validate the proposed model for three important temperature values (-40°C, 25°C, and 

125°C) at VDD = 0.4V. In (4.8) we change the value of thermal voltage (VT) is accordingly 

updated. Figure 4.9 show that the critical charge estimated using our model matches well with 

simulations done for different temperatures (-40°C, 25°C, and 125°C) with a maximum error of 

1.5%. 
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Figure 4.9 Validation of the proposed model with SPECTRE simulation for Qcritical estimation at different 

temperatures (-40°C, 25°C, and 125°C) at VDD=0.4V in STMicroelectronics 65-nm CMOS technology. 

 

 

Figure 4.10 Validation of the proposed model with SPECTRE simulation for Qcritical estimation at 

different beta ratio (1, 1.5, 2, 2.5, and 3) at VDD=0.4V in STMicroelectronics 65-nm CMOS technology at 25
0
 

Temperature. 

We also validate the proposed model for different beta ratio values 1, 1.5, 2.5, and 3 for the 

evaluation of critical charge of the static D-latch. Figure 4.10 shows that the impact of beta 

ratio on critical charge of the static D-latch. It can be observed from Fig. 4.10 that the as beta 

ratio increases, critical charge also increases for a particular FO load. This is because, as the 

beta ratio increases gate capacitance at node N1 also increases. Consequently, critical charge of 

the D-latch increases. We can see from the Fig. 4.10 that the proposed model predicts the 

impact of beta ratio accurately. 
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   (a)              (b) 

  

   (c)               (d) 

Figure 4.11 Validation of the proposed model with SPECTRE simulation for different corners Qcritical 

calculation at  VDD = 0.40V in (a) FF, (b) FS, (c) SF, and (d) SS in STMicroelectronics 65-nm technology 

The comparison of Qcritical estimated by the proposed method with Qcritical measured from the 

simulation at four different process corners, namely, Fast Fast (FF), Fast Slow (FS), Slow Fast 

(SF), and Slow Slow (SS) in STMicroelectronics 65-nm CMOS technology node is shown in 

Fig. 4.11 at a supply voltage of 0.40V. For estimating Qcritical using our model, we first 

extracted the values of I0 and VTH,p in (4.8) using DC simulations at FF, FS, SF and SS corners. 

From this comparison, it is observed that for all the corners, the proposed model is in good 

agreement with the simulations with a maximum error 8.2% in FS and SF corners.  

We also validate the proposed Qcritical model in TACD calibrated 32-nm CMOS technology 

[145]. Figure 4.12 compare the I-V of MOSFETs simulated using our calibrated simulation 

setup to the experimental results [153]. Figure 4.13 show the comparison of calculated Qcritical 

values using the proposed model and measured using Sentaurus TCAD mixed mode 

simulations at different fan-outs at VDD = 0.30V, and VDD = 0.40V. The value of dV2/dt was 

extracted for VDD=0.4V in our model based approach using (4.11), as discussed in Section 4.2. 
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Figure 4.12 shows that the Qcritical calculated employing the proposed model matches well with 

simulation results with a maximum error of 7.50%. The Heavy-ion models are used in the 

TCAD mixed mode simulations. The Linear energy transfer (LET) value increases with the 

FO’s of the static D- latch. In our TCAD simulations, the heavy-ion strikes at the center of the 

drain of the affected transistor.  

 

Figure 4.12 Calibration of the TCAD models [145] with data form fabricated devices given in [153] for Lg = 

30 nm 

 

Figure 4.13 Validation of the proposed crtical charge  model with TCAD- Sentaurus mixed mode 

simulations for Qcritical calculation at VDD = 0.30V, and VDD = 0.40V at 25
0
 C Temperature in 32-nm 

CMOS technology node. 

The proposed model accurately estimates the value of Qcritical at different FOs; therefore, it 

validates the estimation of the Qcritical for latches in NTV standard cell library characterization. 

Using our model we also calculate the values of Qcritical at different VDDs, temperatures and 

process corners accurately. Therefore, our model can be used to determine Qcritical values PVT 

variations. We discuss this in the following section.  
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4.4 Variability Analysis of the Proposed Critical Charge Model 

In order to investigate the impact of process variations on the critical charge model, we vary 

supply voltage (VDD), threshold voltage (VTH), temperature, and fan-out load (CL) in SPECTRE 

and in the proposed model.  

  

      (a)             (b) 

  

  (c)             (d) 

Figure 4.14 Validation of the proposed model with SPECTRE simulation for Qcritical estimation at (a) VDD 

variations, (b) VTH variations, (c) Temperature variations, and (d) fan-out load variations. 

4.4.1 Supply Voltage Variation  

From (4.8) and (4.9) we observe that, the critical charge is proportional to the VDD of the static 

D-latch. Using this we conclude that, decrease in latch supply voltage linearly decreases 

Qcritical of the susceptible node of the static D-latch. For a given fan-out load Qcritical 

decreases with reduction in the supply voltage. From Fig. 4.14(a) we also verify our 

calculations based on (4.8) and (4.9) with simulations.  
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4.4.2 Threshold Voltage Variation 

From (4.8) we observe that, the minimum voltage of node N1 (V1ebb) is directly proportional 

to threshold voltage (VTH) of the PMOS transistor. As increasing the VTH from the nominal 

VTH, Qcritical on the susceptible node also increases. This is because a higher VTH of PMOS 

transistor implies a lower V1ebb, consequently, requires a larger value of Qcritical to upset the 

vulnerable node of the latch. Effects of VTH variation on Qcritical is shown in Fig. 4.14(b), where 

our calculation match with simulations. In this Figure, the 0% shows a point on the x axis 

corresponds to the nominal values of VTH. 

4.4.3 Temperature Variation 

Furthermore, the effect of the temperature on the Qcritical is obtained by using (4.8). In (4.8) 

thermal voltage (VT) changes according to the temperature. As temperature increases Qcritical of 

the vulnerable node is decreases. This is because as temperature increases thermal voltage also 

increases. From Fig. 4.14(c) we also see that for a given fan-out load Qcritical decreases with 

increment in temperature. 

4.4.4 Fan-out load Variation 

As fan-out of the gate increases the load capacitance of the driving gate also increases due to 

the gate capacitance of driven gates. From (4.8), we observe that V1ebb has a logarithmic 

relation with FO’s of a static D-latch. V1ebb is the lowest voltage of node N1 when ISEU,trip is 

applied. As discussed earlier, dV2/dt is constant irrespective of FO load. This implies that as 

the value of external load (FO) increases, the PMOS current (IMp1) increases linearly. As fan-

out load increases critical charge of the latch also increases, this is due to the logarithmic 

dependence of V1ebb on FO’s load. From Fig. 4.14 (d) we also see that for a given supply 

voltage Qcritical increases with the FO load. 

4.4.5 Statistical Variability 

Transistor parameters are affected due to process variations which results in Qcritical variation 

of the static D-latch. Random dopant fluctuations (RDF) and channel length variations are the 

main sources of process variations that affect the transistor parameters. RDF and channel length 

variations in MOSFET impact directly on transistor threshold voltage [154]. Therefore, to 
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validate our model against process variations we varied the threshold voltage of transistors in 

the static D-latch.  

To verify the statistical variability of the proposed model in NTV regime, we have done 5,000 

Monte Carlo (MC) simulations. To validate the variability, critical charge estimated by the 

proposed model is compared to the Monte Carlo simulations. In MC simulations 3σ VTH 

variation is used at 25°C temperature. From MC simulations, the value of the Qcritical is 

determined. Figure 4.15 shows the critical charge of the static D-latch with FO1 load for 5,000 

MC simulations obtained using HSPICE simulation and the proposed model. From Fig. 4.15, 

we observe that our model estimates the critical charge variation due to the process variability 

accurately. Therefore, the proposed model is quite accurate to estimate the critical charge 

variability with the statistical variations.  

 

Figure 4.15 Critical charge of static D-latch with FO1 load for 5,000 Monte simulations obtained using 

HSPICE simulations and the proposed model at VDD = 0.4V and Temperature=25
◦
C.  

4.5 Methodology to Estimate Critical Charge 

In this section, we proposed a methodology to determine critical charge for a static D-latch 

based on our models discussed in section 4.2. In this methodology the change in the values of 

critical charge due to PVT variations is also estimated. For a given PVT corner, the value of 

critical charge is determined form CL = FO0 to CL = FO8, which covers typical critical path 

loads. This methodology is discussed in algorithm 1 and the flow chart in Fig. 4.16. 
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Algorithm 1: Modeling and Analysis of estimating Qcritical 

 

Input: Model file, SCL_Netlsit.cir, Cgcalc.cir, ioutxcal (VDD), VDD range, load range,          

Temp. range 

Output: Qcritical variation with respect to Fan-Out Load, VDD, and Temp. 

Tools: Cadence Spectre for simulations, Python for scripting 

 

Procedure BEGIN:  

FOR each cell in SCL_Netlsit.cir  do 

Initial set VDD=0.4V and Cload=0, Temp= 25 

UNTIL state flips              Apply ISEU at N1 and Monitor logic state of N2 

IF state flips  then 

V1ebb               minimum voltage at V1 

                     Differentiate V2 to obtain  
   

  
  at time (V1ebb) 

                     Cg(/um)            Cgcal (Cgcalc.cir)  

                     Cp (/um)           from equation  

                        
  

              
   

   

  

    

             Iout0.4            ioutxcal(VDD = 0.40V) 

  end  if 

CALCULATE Qcritical for CL = 0 

FOR each Temp < max (Temp. range)  do 

FOR each VDD < max (VDD range)   do 

   FOR each FOs < max (load range)   do 

V1ebb              VDD-Vthp- nVT  ln((CL)*dV2/dt)/I0) 

                        Qcritical = (VDD-V1ebb).CN1 
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   end for 

   Update V1ebb, Qcritical Tables and VDD 

   Update Iout(VDD)           ioutxcal(VDD) 

           Update dV2/dt            (dV2/dt)=(Iout(VDD)/Iout(0.4))*(dV2/dt)_0.4 

end for 

end for 

end for 

PRINT V1ebb and Qcritical 

Procedure END 

 

Compute ioutxcal (VDD) 

First we draw VTC by using DC simulation for both the paths (main and feedback) of static D-

latch with CL = 0 for VDD = 0.40V and other VDD’s in the VDD range. The Intersection point of 

both the VTC’s gives the value of V1C and V2C. Using DC simulations, obtain the values of 

IMp1-IMn1 (Iout) when the voltage of the node N2 is V2C for a given VDD. Ioutxcal (VDD) = Iout. 

Set VDD = 0.4V and Cload = 0 

Compute Cgcalc.cir as done in [151]. 

The time Complexitiy of the proposed model is O(N
3
), where, N is number of inputs. 
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                                             Read Model File, SCL_Netlist.cir, Cgcalc.cir,                      

          ioutxcal (VDD), VDD range, load range, Temp. range 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

Figure 4.16  Flow chart of the proposed methodology for estimating Qcritical 
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4.6 Summary 

Susceptibility of sequential elements to soft errors due to single event upset is high in the 

near/sub-threshold voltage regime, due to their low operating voltage and smaller node 

capacitances. This chapter, presents a physics based semi-analytical model to estimate the 

critical charge of a static D-latch as a function of its fan-out load, supply voltage, temperature 

and the transistor level parameters. To develop this model, we first argue that the value of the 

critical charge is increases with fan-out load. Based on this model, we propose a procedure to 

estimate the critical charge using a few DC simulations and a single transient SPECTRE 

simulation for a given PDK. In this methodology, we calculate the critical charge for latches in 

an NTV standard cell library. This method results in an estimate of the latch’s critical charge 

for different values of fan-out load, supply voltages and temperature. The proposed 

methodology estimates the critical charge of a static D-latch with a maximum error of 3.4% at 

different power supply compared with SPECTRE simulations in STMicroelectronics 65nm 

PDK. The proposed model results in 7.5% error at 32 nm technology node which is verified 

using our calibrated TCAD simulation setup. Further, the model predicts the changes in the 

critical charge accurately for different process corners. This methodology also addresses the 

issue of critical charge due to PVT variations. 
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5 CHAPTER 

Energy Efficient Radiation Hardened Latch Designs 

5.1 Overview 

In order to overcome the extensive Monte-Carlo circuit simulations, an accurate semi-analytical 

model to estimate the critical charge for the static D-latch operating in the near-threshold 

voltage (NTV) regime is reported in the previous chapter. However, the static D-latch is more 

prone to soft errors because of its lesser critical charge due to technology scaling and NTV 

operation. Terrestrial soft errors occur in electronic circuits either from alpha particles 

originated from packaging or neutron particles from cosmic rays. Due to soft error a transistor 

which is in OFF state starts conducting temporarily and changes the logic level of an affected 

node. Moreover, due to the reduction in the magnitude of node capacitance and inter node 

spacing, striking of an energy particle may affect multiple nodes. Due to charge sharing, if two 

adjacent nodes are affected in a latch, then it is known as a double node upset (DNU). If three 

adjacent nodes are affected in a latch, then it is known as triple node upset (TNU). Radiation 

hardened by design (RHBD) techniques provides best solution to tolerate radiation-induced 

transient faults. From the last decade, vast research in the field of radiation hardened latches 

against multiple nodes upset (MNU) due to soft errors is carried out. To solve these problems 

first we have proposed an energy efficient single node upset (SNU) tolerant latch. The 

proposed SNU tolerant latch consist of a set of three transmission gates, a memory cell and a 

Muller C- element (MCE) to enhance SNU tolerance to achieve more robustness compared to 

the recently reported SNU hardened latches [91]-[104]. Further we have proposed an energy 

efficient DNU hardened latch that is based on our SNU tolerant latch. The proposed DNU 

tolerant latch improves the D-Q delay and area energy delay product (AEDP) as compared to 

other existing DNU hardened latches [105]-[111]. This is achieved by employing cross 

connected pull-up and pull-down memory and multiple MCEs. Finally we have proposed a 

TNU hardened latch. The proposed TNU hardened latch features a lower susceptibility against 

soft error, a smaller delay and area compare to the recently reported TNU hardened latches 

[112] and [114]. 

The working principle, implementation, and soft error robustness of the proposed SNU, DNU, 

and TNU hardened latches is presented in section 5.2. The simulation and comparison results in 
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STMicroelectronics 65-nm CMOS technology is presented in section 5.3. Sentaurus TCAD 

mixed mode simulations are carried out to validate the soft error robustness of the proposed 

latches in 32-nm CMOS technology is presented in section 5.4. Section 5.5 summarizes the 

chapter. 

5.2 Proposed Latch Designs 

5.2.1 Proposed Single Node Upset Tolerant Latch 

The schematic and the layout of the proposed SNU hardened latch are shown in Fig. 5.1 and 

Fig. 5.2, respectively. The circuit consists of a set of three transmission gates, a memory cell 

and a clocked Muller C-element (MCE). The proposed latch is transparent in the positive phase 

of the clock cycle. In the case of transient fault (TF), internal nodes of memory cell retain the 

correct data. Clocked MCE retains the state during high phase of clock signal. While in fault 

free case, input data propagates to output through transmission gate T3.  

 

Figure 5.1 Schematic of the proposed high performance, low area and SNU tolerant latch. 

The basic principle of SNU hardening of the proposed latch is as follows: Consider the soft 

error case (when CLK = 0) in which a transient fault occur at one of the intermediate node (n1, 

n2, or n3) of the latch. This transient fault never switches the output signal because the value on 

affected node can be restored by the states on the other two nodes. In the presence of single 
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event upset (SEU), our latch automatically corrects the error by using a memory element. The 

advantage of our technique is that it improves the performance and area of the latch also.  

 

Figure 5.2 Layout of the proposed high performance, low area and SNU tolerant latch 

 

Figure 5.3 Post-layout simulated waveforms of the proposed SNU hardened latch for a fault free case in the 

STMicroelectronics 65nm CMOS technology at 0.4 V supply voltage. 

The schematic of the proposed SEU tolerant latch is shown in Fig. 5.1. When clock is high 

(CLK = 1), transmission gate T1, T2, and T3 turn ON and the latch operates in transparent 

mode. The input data (D) is propagating to output (Q) through transmission gate T3. In this 

case memory cell stores the value of D and node n3 and output signal Q are electrically isolated 

by clocked MCE. When clock is high MCE is turned OFF to reduce propagation delay and 

power dissipation. When clock is low (CLK = 0), transmission gate T1, T2, and T3 are turned 

off and latch is working in hold mode. Clocked MCE turns ON, therefore, the latches are in 

holding state and the output of the MCE retains the same state. In this case the latch retains the 

pervious data on output node of the proposed latch. Figure 5.3 shows the simulated waveforms 

for the proposed radiation hardened latch considering a fault free case. 

Further, we discuss the proposed latch’s response to TF. Suppose that logic 1 is written at 
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n3. When a high energy particle destroys the state of one of the intermediate nodes, its state is 

restored because it is driven by the other two intermediate nodes. Suppose, a TF occurs on the 

node n1 while the node holds logic 1. This fault is not be propagated to the output node and n1 

is restored to logic 1, because the transistors Mp1 and Mn1 are kept ON by the voltages of n3 

and n2, respectively. Therefore, the output will not be corrupted by an SEU. Now, we consider 

a transient fault on node n2 while it holds logic 0. The fault cannot be propagated on output 

node because in this case Mp2 and Mn2 transistors are ON by logic stored on n2 and n3, 

respectively.  As a result, the correct logic 0 is restored on the internal node n2. Now, we 

consider an error on node n3. Suppose logic 1 is stored on node n3, in this case a transient fault 

occurs on node n3 and changes the state of the node to logic 0. This faulty state can be 

recovered by transistor Mp3 because logic state on node n1 is at logic 0 and turns on transistor 

Mp3. Consequently, state on node n3 retains its corrected value and hence the fault cannot be 

propagated to the output node. Figure 5.4 shows the post layout waveforms of the proposed 

latch when the particle strikes on nodes n1, n2 and n3 inside the memory cell at 1.78ns, 0.41ns 

and 3.35ns, respectively. Thus, the injected SEU cannot affect the output node Q of the 

proposed SNU hardened latch. 

 

Figure 5.4 Post-layout simulated waveforms of the proposed SNU hardened latch when a particle strikes on 

nodes n1, n2, and n3. 

5.2.2 Proposed Double Node Upset Tolerant Latch 

The schematic diagram and the layout of the proposed DNU hardened latch are shown in Fig. 

5.5 and Fig. 5.6, respectively. The proposed DNU hardened latch circuit consists of a set of 

four transmission gates, a memory element, a 3-input MCE and a 3-input clocked MCE. In the 

proposed DNU hardened latch, CLK is the clock signal, and CLKB is the inverted clock signal. 

When clock signal is high (CLK = 1), transmission gates T1, T2, T3, and T4 turn ON and the 

latch operates in transparent mode. The input data (D) propagates to output (Q) through T4. 
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The input nodes of the memory cell are driven by D through T1 and T2. In the transparent 

mode the value of D stores at nodes n1, n2, n3, n4 and n5. Node n4 and output signal Q are 

electrically isolated by 3-input clocked MCE. In this case 3-input clocked MCE is turned OFF 

to reduce propagation delay and power dissipation. 

 
Figure 5.5 Schematic of the proposed high performance, low area and DNU hardened latch.  

 

Figure 5.6 Layout of the proposed high performance, low area and DNU tolerant latch 

When the clock is low (CLK = 0 and CLKB = 1), transmission gate T1, T2, T3, and T4 are 

turned OFF and the latch is working in hold mode. The 3-input clocked MCE turns ON, 
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hardened latch. Figure 5.7 shows the post-layout simulated waveforms for the proposed DNU 

hardened latch in fault free case. 

 

Figure 5.7 Post-layout simulated waveforms of the proposed DNU hardened latch for a fault free case in the 

STMicroelectronics 65-nm CMOS technology at 0.4 V supply voltage. 
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state. The fault cannot be propagated on Q because in this case Mp2 and Mn2 transistors are 

ON due to the logic stored on node n1 and n4, respectively.  As a result, correct logic 0 is 

restored on the node n2. Furthermore, we consider an SEU on node n4. Suppose high logic 

state is set on node n4 and due to SEU state of node n4 changes to logic 0. This corrupted state 
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can be recovered by transistor Mp3 because voltage level of node n1 turns on transistor Mp3. 

Consequently, state on node n4 restores back to its original state. Therefore, the output will not 

be corrupted by an SEU in case 1(a). 

Case 1(b): Suppose that D = 1, node n3 is set to the high logic state in the hold mode while, 

node n5 is set at low logic state. In this case, an SEU occurred on the node n3 cannot be 

propagated to the output node Q, because voltages at node n1 and n2 turns OFF the transistor 

Mp6 and Mp5, respectively. Now, we consider an SNU at internal node n5, while the node 

holds logic 0. In this case, state of node n5 is restored back to its original state by the 

unaffected voltages at node n1, n2, and n3. Consequently, state on node n5 restores back to its 

original state. Therefore, the output will not be corrupted by an SEU in case 1(b). Figure 5.8 

shows the post layout parasitic extracted waveforms of the proposed DNU hardened latch when 

the particle strikes on nodes n1, n2, n3, n4, and n5. Thus, the injected SEU cannot affect the 

output node Q of the proposed DNU hardened latch. 

 

Figure 5.8 Post-layout simulated waveforms of proposed DNU hardened latch for SNU injection cases in 

STMicroelectronics 65-nm technology at 0.4V supply voltage 

Case 2(a): when two nodes are affected inside the memory cell: If node n1 and n2 are affected 

(i.e. nodes n1and n2 are flipped to logic 0), Mp3, Mp5, and Mp6 are turned ON while Mn3, 

Mn4, and Mn5 are turned OFF. In this case logic state of node n5 is not affected, because 

transistors Mp4 and Mn6 are OFF and ON, respectively. In this case soft error cannot be 

propagated to the output node Q because 3-input clocked MCE blocked the transient fault. 

Moreover, we consider node n1 and n4 are affected (i.e. node n1 is flipped to logic 0 and node 

n4 is flipped to logic 1), in this case transistors Mp3, Mp6 and Mn9 are turned ON while, Mn4 

and Mp7 are turned OFF. In this case also DNU is blocked by the 3-input clocked MCE 

because the logic state of node n5 is unaffected. Analysis is similar when the node pair n2 and 
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n4 is affected by an SEU. If n3 and n5 nodes are affected (i.e. n3 is flipped to logic 0 and n5 is 

flipped to logic 1), transistors Mp4 and Mn8 are turned ON while Mn6 and Mp8 are turned 

OFF. In this case fault is blocked is by the 3-input clocked MCE because the logic state of node 

n4 is unaffected. Therefore, the output of the latch will not be corrupted by DNU in case 2(a). 

Case 2(b): Now we consider when radiation affects a node in the 3-input MCE cell and a node 

in the memory cell. If node n1 and n3 are affected by an SEU (i.e. both are discharge to 0), 

transistor Mp2, Mp3, Mp4 and Mp6 are turned ON while Mn4 and Mn6 are turns OFF.  In this 

scenario node n1 is restored to high logic state by the uncorrupted node voltages of node n2 and 

n4. In this case soft error cannot be propagated to the node Q because 3-input MCE and 3-input 

clocked MCE blocked the fault. Analysis is similar when the node pair n2 and n3 is affected by 

an SEU. If n1 and n5 nodes are influenced due to DNU (i.e. n1 is flipped to logic 0 and n5 is 

flipped to logic 1), transistors Mp3, Mp6 and Mn8 are turned ON while, Mn4 and Mp8 are 

turned OFF. In this scenario node n1 self recovers its logic state by node voltages stored on n2 

and n4 nodes. Consequently node n5 also recovers its original state through transistor Mn4. 

Therefore, the output will not be corrupted by DNU. Analysis is similar when the node pair n2 

and n5 is affected by an SEU. If n3 and n4 nodes are affected (i.e. n3 is flipped to logic 0 and 

n4 is flipped to logic 1), transistors Mp4 and Mn9 are turned ON while Mn6 and Mp7 are 

turned OFF. In this scenario node n4 self recovers its logic state by node voltages stored on 

node n1 and n2. Consequently, the fault is blocked by the 3-input clocked MCE and the fault is 

not propagated to the output node Q. Furthermore, we consider a transient fault occurs on n4 

and n5 nodes (i.e. both are discharged to 0). In this case n4 and n5 nodes are restored back to 

the original state due to the unaffected states of n1, n2 and n3. Therefore, the output will not be 

corrupted by DNU in case 2(b). Figure 5.9, shows the simulated waveforms for the proposed 

DNU hardened latch when particle strikes on node pairs inside the latch. 

 

Figure 5.9 Post-layout simulated waveforms of the proposed DNU hardened latch for DNU injection cases 

in STMicroelectronics 65-nm technology at VDD =0.4V. 
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5.2.3 Proposed Triple Node Upset Hardened Latch 

The schematic and the layout of the proposed TNU tolerate latch are shown in Fig. 5.10 and 

Fig. 5.11, respectively. The proposed TNU hardened latch circuit consists of a set of five 

transmission gates, two restorer circuits (RCs), and a 3-input clocked MCE. 

 
Figure 5.10 Schematic of the proposed TNU hardened latch 

 
Figure 5.11 Layout of the proposed TNU hardened latch 
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D stored at the intermediate nodes n3 and n6 and its inverse is stored on nodes n1, n2, n4 and 

n5. The output nodes of the restorer circuits n3 and n6, are electrically isolated from the latch 

output node Q by a 3-input clocked MCE. In transparent mode 3-input clocked MCE is turned 

OFF to reduce propagation delay and power dissipation. In the hold mode (i.e. CLK = 0 and 

CLKB = 1), all transmission gates T1, T2, T3, T4 and T5 are turned OFF. The 3-input clocked 

MCE turns ON, therefore, the output of the clocked MCE retains the latch state. Subsequently, 

the logic states at the nodes n3 and n6 feedback to nodes n1, n2, n4, and n5. This way, the 

feedback loops are constructed in the RC to robustly hold the latch state. 

 

Figure 5.12 Post-layout simulated waveforms of proposed TNU hardened latch in fault free case in 

STMicroelectronics 65-nm technology at 0.4V supply voltage. 

The basic principle of soft error hardening of the proposed TNU hardened latch is explained as 
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Figure 5.13 Post-layout simulated waveforms of proposed TNU hardened latch for SNU injection cases in 

STMicroelectronics 65-nm technology at 0.4V supply voltage 

Case 1: Suppose, an SEU occurs on the node n1 while the node holds logic 1. This fault is not 

to be propagated to the output node. Node n1 is recovered to logic 1, because the transistors 
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will be at their initial states. Therefore, in this case soft error is blocked by the 3-input MCE 

because the logic state of node n6 is unaffected. The same analysis is done in node pairs {n1, 

n3} and {n2, n3}. If the nodes n4 and n5 are affected by DNU (i.e. both are discharged from 

logic 1 to logic 0), transistors Mp10 and Mn10 will turn ON and OFF, respectively. 

Consequently, the voltage level of node n6 will be charged to logic 1. However, the states of 

nodes n1, n2 and n3 would be maintained at their uncorrupted values. Therefore, in this case 

soft error is blocked is by the 3- input MCE because the data stored on node n3 is unaffected. 

The same analysis is done in node pairs {n4, n6} and {n5, n6}. 

Case 2(b): When the intermediated nodes n1 and n4 are flipped from logic 1 to logic 0 due to 

DNU, transistors Mp4, Mp5, Mp9, and Mp10 are temporarily turned ON while Mn3 and Mn8 

are temporarily turned OFF. However, the state of nodes n3 and n2 will be at their initial states 

(i.e. logic 0 and logic 1, respectively). Consequently, the transistors Mp1 and Mn1 will be 

always ON. Therefore, the state of node n1 will be recovered to its original state (i.e. logic 1). 

Similarly, node n4 is flipped to its initial state by the uncorrupted node voltages of nodes n5 

and n6. Therefore, nodes n1 and n4 can restore back to their initial state from the DNU through 

node voltages of (n2, n3) and (n5, n6), respectively. The same analysis is done when a DNU 

occurs on the node pairs {n2, n4}, {n1, n5}, and {n2, n5}. Further, we consider if node pair 

{n1, n6} is affected (i.e. n1 is flipped from logic 1 to logic 0 while n6 is flipped from logic 0 to 

logic 1), transistors Mp4, Mp5, Mn7, and Mn9 are temporarily turned ON while Mn3, Mp6, 

and Mp8 are temporarily turned OFF. However, the state of nodes n4 and n5 will be at their 

initial states (i.e. both are held at logic 1). Consequently, the transistors Mp10 and Mn10 will 

always be OFF and ON respectively. Therefore, the state of node n6 will be recovered to its 

original state (i.e. logic 0). In this case node n1 also self recover to its logic state by the 

unaffected node voltages of node n3 and n2. Similar analysis is done when a DNU occurs on 

the node pairs {n2, n6}, {n4, n3}, and {n5, n3}. Therefore, the node pairs {n1, n6}, {n2, n6}, 

{n4, n3}, and {n5, n3} are able to self-recover from DNU. Furthermore, we consider we 

consider if a TF occur on node pair {n3, n6}. In this scenario, transistors Mn2, Mn4, Mn7, and 

Mn9 are temporarily turned ON while Mp1, Mp3, Mp6, and Mp8 are temporarily turned OFF. 

However, the state of nodes n1, n2, n4, and n5 will be at their initial state (i.e. logic 1). 

Consequently, the transistors Mn5 and Mn10 will be always ON. Therefore, the state of both 

nodes n3 and n6 will be recovered to their original state (i.e. logic 0). In this case also the 

proposed TNU hadrened latch is able to self-recover from DNU.  Figure 5.14, shows the 

simulated waveforms for the proposed TNU hardened latch when particle strikes on node pairs 

inside the latch. 



 75 

 

Figure 5.14 Post-layout simulated waveforms of the proposed TNU hardened latch for DNU cases in 

STMicroelectronics 65-nm technology at 0.4V supply voltage. 

Case 3: Next we consider when triple nodes are affected by a TNU due to soft error. There are 

total 20 possible cases where triple nodes are affected and these are classified into three 

categories: (a) {n1, n2, n3}, {n4, n5, n6}; (b) {n1, n2, n4}, {n1, n2, n6}, {n1, n2, n5}, {n1, n3, 

n4}, {n1, n3, n6}, {n2, n3, n4}, {n2, n3, n5}, {n1, n3, n5}, {n2, n3, n6}; (c) {n1, n4, n5}, {n2, 

n4, n5}, {n3, n4, n5}, {n1, n4, n6}, {n2, n4, n6}, {n3, n4, n6}, {n2, n5, n6}, {n1, n5, n6}, {n3, 

n5, n6}.  

Case 3(a): If nodes n1, n2 and n3 are affected (i.e. n1 and n2 are discharged to 0 while n3 is 

charged to 1). In this case logic state of nodes n4, n5 and n6 are not affected. Therefore, in this 

scenario soft error is blocked by the 3-input MCE. Consequently, output node (Q) will remains 
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level of node n3 will be charged to logic 1. Therefore, nodes n1 and n2 are not capable to 

recover their initial states. However, the state of nodes n6 and n5 will be at their initial state 

(i.e. logic 0 and logic 1, respectively). Consequently, the transistors Mp6 and Mn6 will be 

always ON. In this case node n4 will be recovered to its original state (i.e. logic 1). Therefore, 

soft error is blocked by the 3-input MCE and Q remains at high logic state. The same analysis 
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n2 are discharged to 0 while n6 is charged to 1). In this case also nodes n1 and n2 are unable to 

self recover as explained above. However, the state of node n6 is recovered by the unaffected 

node voltages of nodes n4 and n5. In this case also TNU is blocked by the 3-input MCE 

because the logic state of node n6 is restored. The same analysis is done for {n1, n3, n6} and 

{n2, n3, n6} TNU combinations.  

Case 3(c): Now, we consider the case when SNU occurs simultaneously at nodes n1, n4, and n5 

(i.e. all affected nodes are flipped to logic 0). This is same as the case 3(b) discussed above. In 

this case, nodes n4 and n5 are not capable to recover its original state. However, node n1 will 

be recovered to its original state (i.e. logic 1). Therefore, soft error is blocked by the 3-input 

MCE and Q remains at high logic state. The same reason hold for other TNU combinations that 

fall under case 3. 

From the above discussion, the following conclusions can be drawn.  

 All the proposed radiation hardened latches are able to self-restore from any SNU, 

demonstrating that the memory cell/ restorer circuit are completely self-restorable with 

any flipping, even if any state (0 or 1) is stored 

 The proposed DNU and TNU hardened latches can provide complete hardness against 

DNU though the memory element/ restorer circuits and Muller C-element.  

 The proposed TNU hardened latch can completely tolerate any TNU though the restorer 

circuits and block the fault though Muller  C-element. 

 

Figure 5.15 Post-layout simulated waveforms of the proposed TNU hardened latch for TNU injection cases 

in STMicroelectronics 65-nm technology at 0.4V supply voltage 
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Now we discuss a layout method to improve the timing performance of our radiation hardened 

latch designs. In our techniques we employ inverse narrow width effect (INWE) in T3 

(proposed SNU hardened latch)/ T4 (proposed DNU hardened latch)/ T5 (proposed TNU 

hardened latch) to improve the performance. By using INWE (minimum allowed finger width 

in T4) in the proposed latch D-Q delay reduces by 12.19% when compared with the case where 

fingered layout is not used for T4 (at VDD = 0.4 in STMicroelectronics 65nm  technology).  

5.3 Simulation Results 

5.3.1 Simulation Setup 

Cadence Virtuoso, HSPICE and Synopsys Sentaurus TCAD are used for circuit performance 

analysis and validation. We have used Cadence Virtuoso for layout and parasitic extraction. 

Subsequently, HSPICE simulator is used for circuit simulation on the extracted net-list. In 

cadence and HSPICE simulations, we have used physical design kit (PDK) of 

STMicroelectronics 65-nm CMOS technology. For Sentaurus TCAD 2-D mixed mode 

simulations, we used calibrated [145] 32-nm CMOS technology. We verified all the proposed 

radiation hardened latches in the NTV regime. In this chapter, we verify the proposed latches at 

power supply (VDD) near to the threshold voltage (VTH) of transistors (PMOS/NMOS) i.e. NTV 

regime. The VTH of NMOS and PMOS transistors are 0.41 V and 0.5 V in STMicroelectronics 

65nm CMOS technology, respectively. However, the VTH of NMOS and PMOS transistors are 

0.25 V and 0.31 V for 32-nm CMOS technology, respectively. 

5.3.2 Performance, Power and Area Comparison 

A high soft error tolerance is realized in radiation hardened latches by using redundancy at the 

expense of area, power and performance. Therefore, in this section we compare the cost of the 

proposed latches to reported SNU, DNU and TNU tolerant latches [91]-[114].  

The results of this comparison in the STMicroelectronics 65nm technology are shown Table 

5.1. Table 5.1 shows that the proposed radiation hardened latches has lower power dissipation 

than the reported latches in [91]-[114]. The D-Q delay is the average of the time difference 

between from 50% of input (D) voltage to 50% of output (Q) voltage for input rise and fall 

transitions. Table 5.1 shows that the proposed radiation hardened latches takes less D-Q delay 

as compared to TMR, FERST, DICE, HPST, DICE-FBT, RFEL, Latch [103], CLCT, DNCS, 

DNURL, DIRT, LSEDUT, TNUHL, and LCTNUT latches. We explain these results as 

follows: When the proposed latch is transparent, the data is passes through faster and narrow 
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transmission gate T3 (proposed SNU hardened latch)/T4 (proposed DNU hardened latch)/ T5 

(proposed TNU hardened latch) due to INWE, while the other radiation hardened latches the 

input data passes through multiple MCEs, which increases the propagation delay. Due to the 

same reason, Table 5.1 indicates that our latch has a minimum clock to output (C-Q) delay than 

the TMR, FERST, DICE, HPST, DICE-FBT, RFEL, Latch [103], CLCT, DNCS, DNURL, 

DIRT, LSEDUT, TNUHL, and LCTNUT latches. Table 5.1 shows that the area of the proposed 

TNU hardened latch is 39.39%, 4.12%, 36.54%, and 20.54% less as compared to DNURL, 

LSEDUT, TNUHL, and LCTNUT, respectively. DICE, FERST, CLCT and DNCS latches have 

less area as compared to the proposed TNU hardened latch; however, DICE, FERST, CLCT 

and DNCS cannot handle TNU.  

Table 5.1 Cost comparison of post layout parasitic extracted performance of SNU, DNU and TNU hardened 

latches in STMicroelectronics 65-nm CMOS technology 

Latch 
SNU 

Tolerant 

DNU 

Tolerant 

TNU 

Tolerant 

D-Q 

Delay 

(ns) 

C-Q 

Delay 

(ns) 

Avg. 

Power 

(nW) 

Area 

(μM
2
) 

TMR √ × × 29.55 129.55 11.22 43.16 

FERST √ × × 26.21 126.21 8.66 33.20 

DICE √ × × 21.12 116.17 7.99 30.45 

HPST √ × × 21.32 121.31 9.79 39.38 

DICE-FBT √ × × 24.83 124.84 9.58 34.68 

RFEL √ × × 24.94 124.94 10.47 38.47 

Latch [103] √ × × 20.99 120.99 16.37 46.23 

CLCT √ √ × 23.65 123.65 8.37 42.01 

DNCS √ √ × 28.55 128.55 10.86 42.81 

DNURL √ √ × 23.98 123.98 15.64 70.90 

DIRT √ √ × 19.63 119.63 20.47 70.14 

LSEDUT √ √ × 22.59 122.59 9.65 44.82 

TNUHL √ √ √ 28.11 128.11 28.04 67.72 

LCTNUT √ √ √ 21.85 121.85 9.47 54.08 

Proposed SNU √ × × 18.95 118.95 6.17 29.75 

Proposed DNU √ √ × 15.04 115.04 8.13 41.51 

Proposed TNU √ √ √ 18.54 118.54 7.69 42.97 
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Figure 5.16 Comparison of area-energy-delay-product of the proposed radiation hardened latches with 

reported SNU/ DNU/ TNU hardened latches in STMicroelectronics 65-nm CMOS technology at VDD = 0.4V 

The comparison of area-energy-delay-product (AEDP) of the proposed SNU, DNU, and TNU 

hardened latches with existing radiation hardened latches [91] - [114] at 0.4V supply voltage in 

STMicroelectronics 65-nm CMOS technology is shown in Figure 5.16. In AEDP calculations 

D-Q propagation delay is taken. Figure 5.16 shows that the proposed SNU/DNU/TNU 

hardened latch have minimum AEDP among SNU/DNU/TNU hardened latches. Figure 5.16 

shows that the AEDP of the proposed TNU hardened latch is 88% and 42% less as compared to 

the recently reported TNUHL [112] and LCTNUT [114] latches. 

5.3.3 Variability Analysis 

 

Figure 5.17 Comparison of D-Q delay and average power consumption at different process corners of 

various latches for STMicroelectronics 65-nm CMOS technology at VDD = 0.4V. 

0

5

10

15

20

25

30

Temp.= 25
0
C

V
DD

=0.4V

Technology
STMicroelectronics 65nm CMOS

A
E

D
P

 (
p

J
*

n
s
*


m
2
)

 Proposed_SNU

 Proposed_DNU

 Proposed_TNU

 CLCT

 DNCS

 DNURL

 DIRT

 LSEDUT

 TNUHL

 LCTNUT

 TMR

 FERST

 DICE

 HPST

 RFEL

 DICE-FBT

 Latch [103]

5

10

15

20

25

30

35

40

D
-Q

 d
el

ay
 (

n
s)

A
v

g
. 

P
o

w
er

 C
o

n
su

m
p

ti
o

n
 (

n
W

)

DNU
Proposed

SNU
DIRTLatch[103]

DICE-FBT
RFEL

HPST

 
 FF

 FS

 SF

 SS

DNCS
LCTNUT

TNUHL
LSEDUTDNURLCLCT

DICE
FERST

TMR Proposed
TNU

Proposed

VDD=0.4V, Temp.= 25
0
C

STMicroelectronics 65-nm CMOS Technology

 

5

10

15

20

25

30

35

40



 80 

A circuit design must be validated in extreme cases of performance variation due to changes in 

process parameters. These extreme cases of performance variations are represented by “process 

corners”. Fast Fast (FF), Slow Slow (SS), Fast Slow (FS), and Slow Fast (SF) are these extreme 

case process corners for MOSFETs (NMOS/PMOS). The comparison of average power 

consumption and D-Q delay of the radiation hardened latches with reported radiation hardened 

latches [91]-[114] at FF, FS, SF, and SS is shown in Fig. 5.17 at VDD = 0.4V. From 

simulations, it is observed that at all process corners the proposed latches shows less D-Q delay 

and power consumption as compared to the existing radiation hardened latches [91]-[114]. 

Table 5.2 Standard Deviation (σ) for D-Q delay and Avg. Power dissipation of radiation hardened latches 

Latches D-Q delay (ns) Avg. Power (nW) 

TMR 1.47 0.87 

FERST 2.13 0.53 

DICE 1.33 0.39 

HPST 0.67 0.66 

DICE-FBT 1.21 0.41 

RFEL 2.62 0.68 

Latch [103] 1.87 0.71 

CLCT 1.25 0.41 

DNCS 1.46 1.09 

DNURL 0.97 1.08 

DIRT 1.14 1.01 

LSEDUT 1.18 0.48 

TNUHL 4.05 2.08 

LCTNUT 0.95 0.64 

Proposed SNU 0.51 0.47 

Proposed DNU 0.52 0.58 

Proposed TNU 0.80 0.48 

To verify the variability of the proposed radiation hardened latches in NTV regime we have 

done Monte-Carlo (MC) simulations. We have performed 10,000 MC simulations to evaluate 

performance of the proposed latch under PVT variations. In each of these MC simulations, a 
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20% variation in VDD and 3σ VTH variation is used at 25°C temperature. From Table 5.2, we 

can validate that the proposed latches have less sensitivity to the PVT variation for power and 

D-Q delay as compared to existing radiation hardened latches. The proposed TNU hardened 

latche shows less Standard deviation (σ) in D-Q delay because of high speed transmission gate 

(due to INWE) and minimum power consumption (due to less number of transistors) as 

compared to the existing TNU hardened latches in [112] and [114]. 

5.4 Soft Error Robustness Simulations using TCAD Tool 

For Synopsys Sentaurus technology computer-aided design (TCAD) mixed mode simulations, 

we used calibrated simulation setup as discussed in our group’s earlier work [145]. Figure 4.12 

compares the current voltage (I-V) characteristics of MOSFETs (NMOS and PMOS) simulated 

using our calibrated simulation setup to the experimental results [153]. The Sentaurus TCAD 

mixed mode simulations are performed using the velocity saturation, process induced 

mechanical stress, generation-recombination, high field mobility degradation, quantum effects 

and heavy ion models. 

   

       (a)           (b)           (c) 

Figure 5.18 Node voltages v/s time for TCAD mixed mode simulation using 32-nm CMOS technology with 

LET = 170 MeV-cm2/mg strike on (a) node n1, (b) node n2, and (c) node n3 of the proposed SNU hardened 

latch. 

 

  

(a) (b) 

0.00

0.05

0.10

0.15

0.20

0.25

0.30

V
o

lt
ag

e 
(V

)

 

strike on node n1

 n1

 n2

 n3

 n4

0.90.80.70.6
Time (ns)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

strike on node n2

V
o

la
tg

e 
(V

)  n1

 n2

 n3

 Q

0.550.500.450.40
Time (ns)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

strike on node n3

V
o

la
tg

e 
(V

)  n1

 n2

 n3

 Q

1.351.301.251.20
Time (ns)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

V
o

lt
ag

e 
(V

)  n1

 n2

 n3

 n4

 n5

 Q

n1-n2

strike on node pair 

1.00.950.900.85
Time (ns)

-0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30

V
o

la
tg

e 
(V

)

 n1

 n2

 n3

 n4

 n5

 Q

1.00.950.900.85
Time (ns)

n1-n3
strike on node pair 



 82 

  

(c) (d) 

Figure 5.19 Node voltages v/s time for TCAD mixed mode simulation using 32-nm  CMOS technology with 

LET = 170 MeV-cm2/mg strike at node pairs (a) n1-n2 , (b) n1-n3, (c) n3-n5, and (d) n4-n5 of the proposed 

DNU hardened latch. 

   

        (a)      (b)          (c) 

   

          (d)            (e)                (f) 

   

        (g)               (h)           (i) 

Figure 5.20 Node voltages v/s time for TCAD mixed mode simulation using 32-nm CMOS technology 

with LET = 170 MeV-cm2/mg strike on (a) node n1, (b) node n2, (c) node n3, (d) node pair n1-n2, (e) 

node pair n1-n4, (f) node pair  n2-n6, (g) node set {n4, n5, n6}, (h) node set {n1, n2, n4}, and (i) node 

set {n1, n3, n6} of the proposed TNU hardened latch. 
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Figure 5.18, Figure 5.19, and Figure 5.20 shows Sentaurus TCAD 2-D mixed-mode simulation 

results for the proposed radiation hardened latches, respectively. From Figure 5.18, Figure 5.19, 

and Figure 5.20, we can see that the proposed radiation hardened latches can effectively 

mitigate the impact of heavy ion strike with a linear energy transfer (LET) of 170 MeV-

cm2/mg at normal (90
0
) strike. Figure 5.18(a), Fig. 5.18(b), and Fig. 5.18(c) show the SNU 

cases by heavy ion strike at nodes n1, n2, and n3, respectively of the proposed SNU hardened 

latch. Figure 5.19(a), Fig. 5.19(b), Fig. 5.19(c) and Fig. 5.19(d) show the DNU cases due to 

heavy ion strikes at node pair {n1-n2}, {n1-n3}, {n3-n5} and {n4-n5}, respectively of the 

proposed DNU hardened latch . Figure 5.20 shows the heavy ion strikes on the proposed TNU 

hardened latch strikes. The Heavy-ion models are used in the Sentaurus TCAD mixed mode 

simulations. The radius and the length of the ion track are kept at 5nm and 10um, respectively, 

for all of our TCAD simulations. In our TCAD mixed mode simulations, the heavy-ion strikes 

at the center of the drain of the affected transistor.  

From Fig. 5.18, Fig. 5.19, and Fig. 5.20, we validated that the proposed radiation tolerant 

latches effectively mitigates the heavy ion strike on single node, double node and also triple 

node. It means that the proposed TNU tolerant latch can hold its original data after a heavy ion 

strike at LET = 170 MeV-cm2/mg. 

5.5 Summary   

In this chapter, three novel highly reliable energy efficient radiation hardened latches in the 

near-threshold voltage regime is presented. The proposed latches provide the soft error 

tolerance by using memory element/ restorer circuits (RC) to hold the correct state and Muller- 

C element. The memory element/ RC are based on pull-up and pull-down paths, controlled by 

different susceptible nodes, results in better radiation hardness. Furthermore, we use inverse 

narrow width effect at the layout level of the proposed latches to improve the D-Q and C-Q 

propagation delay. The proposed latches effectively, maintain its soft error tolerance in the 

presence of process voltage temperature (PVT) variations. Using post-layout simulations, we 

have shown that the proposed TNU hardened latch improves the performance in terms of D-Q 

delay (CLK-Q delay) up-to ~ 34% (7%), and 15% (3%) over recently reported TNU hardened 

latches TNUHL, and LCTNUT, respectively at VDD = 0.4V in an STMicroelectronics 65-nm 

technology. We also observed that the area-energy-delay-product (AEDP) of the proposed 

TNU hardened latch is 89% and 42% smaller than that of the TNUHL and LCTNUT latches 

respectively. Moreover, we also validated the proposed radiation hardened latches in Sentaurus 
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TCAD using 32-nm calibrated CMOS technology. From TCAD mixed mode simulation we 

have validated that our latches can provide soft error tolerance up to the value of linear energy 

transfer (LET) equals to 170 Mev-cm2/mg in 32-nm CMOS technology. Therefore, for NTV 

and space applications the proposed radiation hardened latches would be a better choice. 
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6 CHAPTER 

Energy Efficient Radiation-Induced Soft Error Tolerant SRAM 

cell Designs  

 

6.1 Overview 

In the previous chapters, we have proposed a critical charge model and resilient radiation 

hardened design techniques for latches in the near-threshold voltage (NTV) regime. 

Fundamentally, squentail/storage circuits elements are more or less similar. In particular all 

versions of static latch and static random access memory (SRAM) cells have a similar core of 

back to back connected inverter pair. Hence, the issues faced by static latches are similar to 

those of SRAM cells. Therefore, soft errors also a serious issues in SRAM cells [12]. A 

conventional 6T SRAM cell is very sensitive to single-event multiple-node upsets (SEMNU) 

because of high energy particle strikes. During the hold mode, a single event upset (SEU) may 

upset the stored data of the SRAM cell which would be corrected when a new data is written on 

the SRAM cell.  SEMNU occurs when a high energy particle strikes on a chip and affects 

multiple susceptible intermediate nodes and causes an upset even in an SEU tolerant SRAM 

cell. The CMOS SRAM cells are becoming more susceptible to an SEU/SEMNU related 

reliability challenge because of reducing supply voltage, increasing densities, and decreasing 

critical charges [3]. To solve these problems first we have proposed an energy efficient single 

node upset (SNU) tolerant 10T SRAM cell. The proposed 10T SRAM cell consists of six 

NMOS transistors and four PMOS transistors to enhance SNU tolerance to achieve more 

robustness compared to the recently reported SRAM cells [124]-[126]. Further we have 

proposed an energy efficient SEMNU tolerant 12T SRAM cell that is based on our SNU 

tolerant 10T SRAM cell. The proposed SEMNU tolerant 12T SRAM cell improves the read/ 

writes noise static margins (RSNM/WSNM), and read/ write access time (RAT/WAT) as 

compared to the recently reported radiation hardened SRAM cells [124]-[126].  

The chapter is organized as follows: Section 6.2 presents the working principle, 

implementation, and soft error robustness of the proposed 10T and 12T SRAM cells. The 

experimental and comparison results in STMicroelectronics 65-nm CMOS technology is 

presented in section 6.3. In section 6.4, we validate the soft error robustness of the proposed 
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SRAM cells in 32-nm CMOS technology using Sentaurus TCAD mixed mode simulations. 

Section 6.5 concludes the chapter. 

6.2 Proposed SRAM cell Designs  

6.2.1 Proposed Single Node Upset Tolerant 10T SRAM cell 

           

        (a)                     (b) 

Figure 6.1 (a) The schematic and (b) the layout of the proposed high performance, low area and SEU 

tolerant 10T SRAM cell 

The schematic and the layout of the proposed SEU hardened 10T SRAM cell is shown in Fig. 

6.1(a) and Fig. 6.1(b) respectively. The proposed 10T SRAM cell consists of four PMOS 

transistors (P1-P4) and six NMOS transistors (N1-N6). The access transistors, N3 and N5, are 

connected to the bit lines (BL and BLB) to the storage nodes Q and QB respectively. Transistor 

N3, N4, N5, and N6 are controlled by word line (WL). Therefore, when WL cell is in ON mode 

(WL = 1), these NMOS transistors (N3-N6) are turned ON and read/ write operations can be 

done. The intermediated nodes Q, QB, A, and B are responsible to maintain the stored data 

correctly in the proposed memory cell.  

In the hold mode, i.e., WL = 0 (namely GND), assuming Q = 1 and QB = 0, transistors P1, P3 

and N2, are turned ON, while the rest transistors are turned OFF, from which it is concluded 

that the proposed 10T SRAM cell maintain its state correctly. In the read operation of the 

proposed 10T SRAM cell, bit lines BL and BLB are pre-charged to VDD (logic 1), thereafter, as 

the WL signal is changed from 0 to 1, and then the access transistors N3 and N5 are turned ON 

immediately. The stored value on node Q and BL maintain its initial value 1, while the BLB is 

discharged to 0 through transistors N2 and N5. Read operation is completed when the 

difference between bit lines BL and BLB is identified by a sense amplifier, and the stored value 
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of the proposed 10T SRAM cell is output. For write operation, the bit lines BL and BLB are 

pre-charged to 0 and 1 respectively and initially assumed that output nodes Q and QB are at 1 

and 0 sate, respectively. When the WL signal is activated, the state stored on the bit lines BL 

and BLB will charge node QB to 1 and discharge node Q to 0, respectively. Figure 6.2 shows 

the waveforms for read and write operations in a fault free scenario. Therefore, these simulated 

waveforms validate the capability of achieving proper operation (write and read) by the 

proposed RHBD-10T SRAM cell. 

 

Figure 6.2 Post-layout simulated waveforms for proposed 10T SRAM cell for fault free case in 

STMicroelectronics 65-nm technology at VDD=0.4 V 

The basic principle of SEU hardening of the proposed 10T SRAM cell is as follows: Consider 

the transient fault (TF) case (when WL = 0) in which a SEU occur at one of the sensitive nodes 

(Q, QB, A, or B) of the RHBD-10T SRAM cell shown in Fig. 6.1(a). All the four nodes are 

driven by a PMOS and an NMOS transistor and gate of these transistors are connected to the 

two different nodes. Consequently, if a soft error/TF pulls up (down) the node voltage level of 

Q and QB, it can be restored by the ‘ON’ transistors (NMOS/PMOS) connected to the affected 

node and driven by an unaffected node. If the voltage level of nodes A and B is pulled down, it 

would be restored by the unaffected PMOS transistors P3 and P4 respectively. If the voltage 

level of either of the nodes A and B is pulled up, transistors P2 and P1 would be OFF and the 

voltage level of Q and QB would remain unaffected. Therefore, in the event of an SEU, our 

10T SRAM cell automatically corrects the error. Our technique also improves the performance 

of the memory cell. 

Now, we discuss the SEU recovery mechanism for the proposed 10T SRAM cell. We assume 

QB = 0, Q = 1, A = 1, B = 0 for the analysis.  
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1) If the output node ‘Q’ is discharge to 0 by an SEU, transistor N2 will be temporarily OFF. 

However, the voltage of node B will be in its initial state (logic 0). Consequently, the transistor 

P1 will be always ON. Finally, the voltage of node Q will be flipped to the initial voltage (logic 

1). 

2) When the sensitive node QB is flipped due to an SEU, transistor N1 will be temporarily be 

ON and then the voltage of node Q will be discharged to 0. Hence, transistor N2 will be 

temporarily turned OFF. Transistor P1 remains in ON state because the node B still holds its 

initial voltage level (logiv 0). Therefore, the node Q will be pulled up to logic level 1 and then 

transistor N2 will be turned ON again, and node QB will be pulled down to logic level 0. 

Consequently, the intermediate node will not be corrupted by SEU. 

3) Further, we consider a transient fault at node A while it holds logic 1. The fault can not 

affect the node QB because in this case transistor N2 remains in ON state due to the initial state 

stored on node Q. Also, the transistor P3 is in ON state due to the initial state stored on node B. 

As a result, the correct logic 1 is restored at the affected node A. 

4) Finally, we consider a transient fault which occurs at node B which changes the state of the 

node to logic 1. The fault cannot be affecting the output node Q because in this case transistor 

N1 remains in OFF state by logic stored on node QB. Therefore, the output nodes (Q and QB) 

will not be corrupted by transient fault due to SEU. Figure 6.3 shows the post layout parasitic 

extracted waveforms of the proposed 10T radiation hardened SRAM cell when the particle 

strikes on nodes Q, QB, A, and B. 

 

Figure 6.3 Simulated waveforms for proposed 10T SRAM when a particle strikes on nodes Q, QB, A, and B 

for a STMicroelectronics 65-nm technology at 0.4 V supply voltage. 
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6.2.2 Proposed Single Event Multiple Node Upset Hardened 12T SRAM cell 

          

                                 (a)                     (b) 

Figure 6.4 (a) The schematic and (b) the layout of the proposed high performance, low area and SEMNU 

tolerant 12T SRAM cell 

The schematic and the layout of the proposed SEMNU hardened 12T SRAM cell is shown in 

Fig. 6.4(a) and Fig. 6.4(b), respectively. The memory cell consists of eight NMOS transistors 

(Mn1-Mn8) and four PMOS transistors (Mp1-Mp4). The access transistors, Mn5 and Mn6, are 

connected to the bit lines (BL and BLB) and to the storage nodes Q and QB respectively. 

Transistors Mn5, Mn6, Mn7, and Mn8 are controlled by WL. Therefore, when WL cell is in 

ON mode (WL = 1), these transistors (Mn5-Mn8) are turned ON, and read/write operations can 

be done. The intermediate nodes Q, QB, A, and B are responsible to maintain the stored data 

correctly in the proposed memory cell. In the hold mode, i.e., WL = 0, assuming Q = 1, QB = 

0, A = 1, and B = 0 transistors Mp1, Mp4, Mn2, and Mn3 are turned ON, while the rest 

transistors are turned OFF. So, it can be concluded that the proposed 12T memory cell maintain 

its state correctly. In the read operation of the proposed 12T memory cell, bit lines BL and BLB 

are pre-charged to VDD (logic 1), thereafter, as the WL signal is changed from 0 to 1, and then 

the access transistors Mn5 and Mn6 are turned ON immediately. The stored value on node Q 

and BL maintain its initial value logic 1, while the BLB is discharged to 0 through transistors 

Mn2 and Mn6. Read operation is completed when the difference between bit lines BL and BLB 

is identified by a sense amplifier, and the stored value of the memory cell is output. For write 

operation, the bit lines BL and BLB are pre-charged to 0 and 1, respectively and initially 

assumed that output nodes Q and QB are at 1 and 0 sate, respectively. When the WL signal is 

activated, the state stored on the bit lines BL and BLB will charge node QB to 1 and discharge 

node Q to 0 respectively. Figure 6.5 shows the waveforms for read and write operations in a 

fault free scenario. Therefore, these simulated waveforms validate the capability of achieving a 

proper operation (write and read) by the proposed 12T memory cell. 
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Figure 6.5 Post-layout simulated waveforms of proposed 12T memory cell for fault free case in 

STMicroelectronics 65-nm technology at VDD=0.4V 

The basic principle of SEU hardening of the proposed RHD-12T memory cell is explained as 

follows: Consider the TF case (when WL = 0) in which an SEU occurs at one of the sensitive 

nodes (Q, QB, A, or B) of the proposed 12T SRAM cell shown in Fig. 6.4 (a). All the four 

nodes are driven by a PMOS and an NMOS transistor and gate of these transistors are 

connected to the two different nodes. Consequently, if a soft error/TF pulls up (down) the node 

voltage level of Q and QB, it can be restored by the ‘ON’ transistors (NMOS/PMOS) 

connected to the node and driven by an unaffected node. If the voltage level of node A (B) is 

pulled down, it would be restored by the unaffected transistor Mp4 (Mp3). If the voltage level 

of either of the nodes A (B) is pulled up, it would be restored by the unaffected transistor Mn4 

(Mn3). Therefore, in the event of an SEU, our memory cell automatically corrects the error. 

Now, we discuss the SEU and SEMNU recovery mechanism for the proposed memory cell. We 

assume Q = 1, QB = 0, A = 1, and B = 0 for the entire analysis. For the proposed 12T memory 

cell, according to the single event upset physical mechanism, the nodes A, B, Q, and QB are the 

susceptible nodes. 

1) If the node Q is discharged to 0 by an SEU, transistor Mn2 will be temporarily OFF. 

However, the voltage of node B will be in its initial state (logic “0”). Consequently, the 

transistor Mp1 will be always ON. Therefore, the state of node ‘Q’ will be flipped to its initial 

state (i.e. logic 1). 

2) When the intermediate node QB is flipped due to an SEU, transistors Mn1 and Mn4 will be 

temporarily ON and then the voltage of node Q will be discharged to 0. Hence, transistor Mn2 

will be temporarily turned OFF. However, the state of node A will be at its initial state, because 
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the size of transistor Mp4 is larger than that of Mn4 (1.7 X larger). Consequently, the state of 

node B is unchanged. Therefore, the output node Q and node A will be charged up to logic 

level 1, and then transistor Mn2 will be turned ON again, and node QB will be pulled down to 

logic level 0. Consequently, the intermediate nodes will not be corrupted by an SEU. 

3) Further, we consider an SEU at node A while it holds logic 1. The logic state at node A is 

recovered by the state stored at node B. The fault can not affect the node QB because in this 

case transistor Mn2 remains in ON state due to the initial state stored at node Q. Also, the 

transistor Mp4 is in ON state by the initial state stored at node B. Consequently, the correct 

logic 1 is restored at the affected node A.  

4) Furthermore, we consider a TF occurs at node B which changes the state of the node to logic 

1. The fault cannot affect the node Q because in this case transistor Mn1 remains in OFF state 

by logic stored on node QB. The logic state at node B is recovered by the state stored at node 

Q. Transistor Mn3 is in ON state by the initial state stored on node Q. 

5) Due to the charge sharing effect in an SRAM cell, multiple nodes may be affected by an 

SEU. Now, we consider that the node pair A-B is upset, transistor Mp1 and Mp3 will be 

temporarily turned OFF. In this case logic state at node B is recovered by transistor Mn3 which 

is in ON state by the initial state stored on node Q. Further, the discussion is similar as in the 

case 3. 

6) Now, we consider that the node pair Q-QB is affected by SEU. In this scenario, transistors 

Mn1 and Mn4 turned ON while Mn2 and Mn3 turns OFF. Output node Q is recovered to its 

initial state by Mp1 due to the unaffected state of node B. Consequently, the transistor Mn2 will 

be turned ON and the state of QB restored.  

7) When node pairs A–Q/QB or B–Q/QB is upset due to charge sharing effect by an SEU. In 

this case, the stored state cannot be restored. However, when the spacing of nodes A/B and 

node pair Q–QB is large enough, the probability of the charge sharing-induced multiple nodes 

upset can be minimized. Fig. 6.4(b) shows the layout of the proposed RHBD-12T memory cell 

in which the transistor–transistor spacing of node pairs A-Q/QB and B-Q/QB is greater than the 

effective range of charge sharing (about 1.5 μm [155], [156]). Therefore, in this work, we focus 

only on the Q-QB and A-B node pairs.  

Figure 6.6 shows the post layout parasitic extracted waveforms of the proposed 12T radiation 

hardened SRAM cell when the particle strikes on nodes Q, QB, A, and B. It can be concluded 
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that if a TF occurs due to SEU on susceptible nodes Q, QB, A, B or even node pairs Q-QB and 

A-B, our memory cell is able to hold its original state. 

 

Figure 6.6 Simulated waveforms for proposed 12T SARM cell when a particle strikes on nodes Q, QB, A, 

and B for an STMicroelectronics 65-nm technology at 0.4 V supply voltage. 

6.3 Simulation Results 

For performance comparison, we have borrowed same simulation set up as discussed in chapter 

5. A high SEU tolerance is realized in radiation hardened SRAM cells by using redundancy at 

the expense of performance, power and area overhead. Therefore, in this section we compare 

the performance overhead of the proposed memory cell to reported radiation hardened memory 

cells namely, 10T, NS10T, PS10T, Quatro10T, DICE, 12T and RHBD-12T cells.   

Table 6.1 compare the figures-of-merit (FOM) of power, area, read/write noise static margins 

(RSNM/WSNM), and read/write access time (RAT/WAT). The FOM’s of the parasitic 

extracted net-lists of the proposed memory cell with 10T, NS10T, PS10T, Quatro10T, DICE, 

12T and RHBD-12T cells, all implemented in the STMicroelectronics 65nm technology. Table 

6.1 shows that the area of the proposed memory cell is 20%, 3%, 22%, 42% and 16% less as 

compared to 10T, Quatro-10T, DICE, 12T and RHBD 12T, respectively. The 6T SRAM cell 

has less area as compared to the proposed memory cell; however, 6T SRAM cannot handle 

SEU/SEMNU. The proposed SRAM cell has lower power dissipation than PS10T, DICE, 12T 

and RHBD12T SRAM cells, and nearly the same power dissipation compared to Quatro-10T 

and NS10T. However, Quarto-10T and NS10T memory cells only provide partial soft error 

immunity (only mitigate 1-0 flip). RAT is calculated as the time difference between from the 

moment when the bit lines (BL/BLB) voltages discharged by 50mV from VDD to the word line 
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(WL) crossing 50% of VDD, which is done as in [122], [157]. In order to calculate a high fan-

out (FO), a 0.2 pF capacitance is connected to the BL/BLB, which is according to [122]. Table 

6.1 shows  that the proposed memory cell takes less time for completing read operation 

compared to 10T, NS10T, PS10T, Quatro10T, 12T and RHBD-12T cells. The proposed 

memory cells has nearly the same read access time as 6T SRAM cell, this is because both the 

memory cells have the same pull-down transistor and access transistor. Whereas, in other 

memory cells the capacitive load is increased due to an addition of the redundant transistors 

which degrades the performance.  

Table 6.1 Cost comparison of post layout parasitic extracted performance of proposed 10T SRAM and 12T 

SRAM cells in STMicroelectronics 65-nm CMOS technology 

         FOM      

SRAM cells 

WSNM 

(mV) 

RSNM 

(mV) 

WAT 

(pS) 

RAT 

(pS) 

Avg. 

Power 

(nW) 

area 
% of 

Failure 

6T 198 50 135.60 418.80 2.46 9.76 100% 

10T 102 24 145.30 465.90 2.93 18.34 85% 

NS-10T 217.62 74.95 139.92 499.04 3.07 14.52 100% 

PS-10T 240.01 43.65 142.48 492.73 3.35 15.36 100% 

Quatro-10T 239 58 147.48 495.73 3.26 14.99 96% 

DICE 210 37 129.40 263.20 4.50 18.73 100% 

12T 198 52 151.70 503.45 3.97 25.11 100% 

RHBD-12T 218 51.80 207.30 491.20 3.83 17.26 0% 

Proposed 10T 212.78 55 138 419.01 3.30 13.02 0% 

Proposed 12T 213.99 55.05 138.50 419.70 3.30 14.52 0% 

 

Table 6.1 also shows that the write access time of the proposed SRAM cell is 33.18% less as 

compared to RHBD-12T. The proposed memory cell requires less time for the write operation, 

because of the parallel paths from BL (BLB) to Mp1-Mn2 (Mp2-Mn1). Static noise margin 

metrics (SNM) are generally used as the benchmark of stability. In this chapter, we also 
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compare RSNM and WSNM of the proposed SRAM cell to the other memory cells. From 

Table 6.1 it can be seen that the RSNM of the proposed SRAM cells is larger than the 10T, 

PS10T, DICE, 12T, 6T and RHBD-12T memory cells, which shows that our SRAM cells has 

better read stability. In addition, Table 6.1 indicates that our SRAM cells has a larger WSNM 

than the 10T, 12T, and DICE memory cells. 

6.4 Soft Error Robustness Simulations using TCAD Tool 

For Synopsys Sentaurus technology computer-aided design (TCAD) mixed mode simulations, 

we have borrowed same simulation set up as discussed in chapter 5. Figure 6.7 shows 

Sentaurus TCAD mixed-mode simulation results for the SEU cases. Figure 6.7(a) show the 

NMOS-hit by heavy ion while Fig. 6.7 (b), (c), and (d) shows the PMOS-hit by heavy ion. The 

proposed memory cell can tolerate the impact of heavy ion strike with a linear energy transfer 

(LET) of 30 MeV-cm2/mg at normal (90◦) strike.  

  

(a) (b) 

  

(c) (d) 

Figure 6.7 Node voltages v/s time for TCAD mixed mode simulation using 32-nm  CMOS technology 

with LET = 30 MeV-cm2/mg strike on (a) node Q, (b) node QB, (c) node A, (d) node B for proposed 10T 

SRAM cell. 
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 6.8 Node voltages v/s time for TCAD mixed mode simulation using 32-nm  CMOS technology 

with LET = 30 MeV-cm2/mg strike on (a) node Q, (b) node QB, (c) node A, (d) node B, (e) node pair Q-

QB, and (f) nodepair A-B for proposed 12T SRAM cell. 

 

Figure 6.8 shows Sentaurus TCAD mixed-mode simulation results for the SEU/ SEMNU 

casesof the proposed 12T SRAM cell. From Fig. 6.8 we can see that the proposed memory cell 

can mitigate the impact of heavy ion strike with a linear energy transfer (LET) of 30 MeV-

cm2/mg for a normal (90◦) strike angle. Fig. 6.8(a) and (c) shows the NMOS-strike by heavy 

ion cases while Fig. 6.8(b) and (d) show the PMOS-strike by heavy ion cases.  
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Fig. 6.8 also shows the single event multiple-node upset cases due to the charge sharing effect. 

Fig. 6.8 (e) and (f) shows cases when SEMNU occurs at node pair Q-QB and A-B, 

respectively. From Fig. 6.8, we validate that the proposed 12T memory cell also mitigates the 

heavy ion strike on node pair Q-QB. It means that the proposed RHD-12T SRAM cell can 

tolerate the impact of heavy ion strike with a LET of 30 MeV-cm2/mg at normal (90◦) strike.  

Table 6.2 show the comparison of FOM’s of the proposed memory cells with 10T, NS10T, 

PS10T, Quatro10T, DICE, 12T and RHBD-12T cells, all memory cell are implemented in 

32nm technology mixed mode simulation using Synopsys TCAD tool. In 32nm technology the 

proposed memory cell shows higher performance (in terms of RAT and WAT) and also better 

robustness against SEU without a power consumption overhead. In the 32nm technology the 

proposed SRAM cell has lower power dissipation than the 10T, PS-10T, DICE, 12T and 

RHBD12T memory cells, and nearly the equal power dissipation compared to Quatro-10T and 

NS10T. However, Quarto-10T and NS10T memory cells only provide partial SEU immunity. 

Table 6.2 Cost comparison of performance of proposed 10T SRAM and 12T SRAM cells in 32-nm CMOS 

technology 

         FOM      

SRAM cells 

WSNM 

(mV) 

RSNM 

(mV) 

WAT 

(pS) 

RAT 

(pS) 

Avg. 

Power 

(nW) 

6T 96.41 32.96 44.25 31.59 7.41 

10T 86.88 16.17 54.90 36.36 8.73 

NS-10T 118.94 41.24 47.95 43.14 8.48 

PS-10T 125.81 30.06 51.84 38.74 8.88 

Quatro-10T 127.00 40.56 53.08 39.61 6.64 

DICE 112.00 25.13 23.54 17.59 8.97 

12T 108 34.08 52.77 34.94 10.05 

RHBD-12T 115.75 34.82 56.54 36.81 9.53 

Proposed 10T 124 36 25 33 8.18 

Proposed 12T 119.99 36.96 22.92 31.61 8.50 
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6.5 Summary   

In this chapter, two novel highly reliable energy efficient radiation hardened SRAM cells in the 

near-threshold voltage regime are presented. The proposed memory cells maintain their SEU 

tolerance in the presence of PVT variations. Using post-layout parasitic extraction, we have 

shown that the proposed memory cell improves the performance in terms of RAT/WAT 

(WSNM/RSNM) up-to 4%/10% (52%/56%), 17%/9% (7%/6%), and 14%/33% (-2%/6%) over 

recently reported 10T, 12T, and RHBD12T, respectively at 0.4V power supply in an 

STMicroelectronics 65nm technology. The proposed 10T SRAM cell is robust for SNU while 

the proposed 12T SRAM cell also mitigates the effect of SEMNU. We have also validated the 

proposed memory cell in 32nm CMOS technology calibrated with TCAD. In 32nm technology 

our memory cells can tolerate the impact of heavy ion strike with a linear energy transfer (LET) 

of 30 MeV-cm2/mg at normal (90◦) strike. TCAD mixed mode simulations show that our 

memory cells has better results as compared to the reported memory cells. 
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7 CHAPTER 

Conclusion & Future Scope 

7.1 Conclusion 

Energy and power-efficient designs have become attractive for today’s electronic systems. 

Today’s processors require a system that not only consumes less power, but also function at the 

desired performance [1]. Near-threshold voltage (NTV) operation of the circuit has become 

more important in internet of things (IoT), biomedical, wearable devices and sensor node 

applications. Operating circuits in NTV regime is one of the most efficient techniques to design 

power efficient systems [2]. However, though energy efficient, system 

performance/functionality is at stake, because of the increase in the variability and reliability 

issues in NTV regime. Process, voltage, and temperature (PVT) variations and radiation-

induced soft errors are the main causes of performance degradation and functional failures in 

NTV circuits. Traditionally, circuit designers used safety margins for a reliable circuit 

operation in the worst operating conditions. The use of safety margins ensures reliable circuit 

operations but these margins degrade the performance and increase the power dissipation. 

Therefore, resilient circuit approaches are necessary in alleviating the performance degradation 

and data retention failures resulting from PVT variations and radiation induced soft errors. The 

advantage of resilient techniques is that they self correct the errors which occur because of 

variations and external transient noise in sequential circuits [17]. 

In this thesis, a framework is proposed to handle timing errors and soft errors issues using 

resilient apporoches in the NTV regime. First we proposed a resilient latch to handle the timing 

errors due to PVT variations in the NTV region. In addition to this, since radiation-induced soft 

error are a major issue in the NTV regime, this work also explores these issues. We proposed a 

model to estimate the critical charge for a static D latches in NTV regime is proposed. Using 

the proposed model, the soft error susceptible latches/Flip-Flop’s can be easily identified and 

these latches/Flip- Flop’s can be replaced by reported radiation hardened latches at the desgin 

stage. However, the reported radiation hardened latches are implemented with too large cost 

penalties in terms of delay, power and area. To overcome this issue, we proposed low cost and 

highly reliable radiation hardened latches in the NTV regime. Conceptually, data storage cells, 

i.e., SRAM cells, and static D-latches are similar because both circuits have two stable 
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operating points. Hence, the radiation-induced soft error challages faced by static latches are 

similar to those of SRAM cells. Therefore, we have proposed radiation hardened SRAM cells 

in the final part of this work .  

To address the above-mentioned issues, first, we proposed a low area timing error resilient 

circuit technique in sub/near-threshold regime. In the case of timing violation due to PVT 

variations in the datapath, the proposed self-correcting latch (SCL) technique automatically 

chooses an appropriate faster path, thereby reducing the setup time. Our technique 

automatically corrects the set-up time error by generating an equivalently delayed version of 

the input clock signal. The advantage of our technique is that the effective clock to Q delay 

increases only marginally. The proposed SCL technique employs a transmission gate based 

multiplexer in a latch, with the transmission gates differing in their layout implementations. 

Inverse Narrow Width Effect (INWE) is used to implement the faster path (transmission gate), 

which is activated in the cases of timing violations. The proposed SCL technique shows a 

higher performance and better robustness against PVT variations without power consumption 

overhead over earlier resilient circuit techniques. We have shown that under PVT variations the 

SCL technique implementation on several ISCAS’89 benchmark circuits improves the 

performance in terms of delay approximately 30% as compared to existing methodologies. We 

also observed that our SCL technique is less variant compared to other existing approaches. 

Post-layout simulations show that our technique achieves 4.85% and 7.73% less area compared 

to the earlier proposed techniques.  

We presented a comprehensive physics based model to estimate the critical charge  for NTV 

latches for the first time. Which is a key to assessing the soft error susceptibility of static D-

latches. In literature, models are derived for the estimation of critical charge for SRAM cells 

only. The models for SRAM cells presented in the literature are time consuming iterative 

SPICE simulations for estimating the critical charge. Whereas, the proposed model is less time 

consuming than SPICE simulations. Accordingly, it will enable fast but accurate estimation of 

the soft error vulnerability of static D-latches at an initial design stage. To develop the proposed 

model, we first argue that the value of the critical charge increases with fan-out load. Based on 

this model, we devise a methodology to estimate the critical charge using a few DC simulations 

and a single transient SPECTRE simulation for a given process design kit (PDK). This is an 

end to end method to include an accurate estimation of the critical charge for latches in NTV 

standard cell library characterization. This method results in an estimate of the latch’s critical 

charge for different values of fan-out load, supply voltages and temperature. The proposed 
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methodology estimates the critical charge of a static D-latch with a maximum error of 3.4% at 

different power supply compared with SPECTRE simulations. Further, the model predicts the 

changes in the critical charge accurately for different process corners. This methodology also 

addresses the issue of critical charge due to PVT variations. 

The major drawback of most reported techniques is that their cost is too high and also they 

provide limited level of reliability. To address this issue, we proposed three low cost highly 

reliable energy efficient radiation hardened latches in the NTV regime. The proposed latches 

provide the soft error tolerance by using memory element/restorer circuits (RC) to hold the 

correct state and Muller C-elements. The memory element/ RC are based on pull-up and pull-

down paths, controlled by different susceptible nodes, results in better radiation-induced soft 

error tolerance. Furthermore, we use INWE at the layout level of the proposed latches to 

improve the D-Q and CLK-Q transmission delays. The proposed latches effectively, maintain 

its radiation-induced soft error tolerance in the presence of PVT variations. We also observed 

that the area energy delay product (AEDP) of our TNU hardened latch is 89% and 42% smaller 

than that of the recently reported TNUHL and LCTNUT latches. Moreover, we also validated 

the proposed radiation hardened latches in Sentaurus TCAD using 32nm calibrated CMOS 

technology. From TCAD mixed mode simulation we have validated that our latches can 

provide radiation tolerance up to the value of linear energy transfer (LET) equals to 170 Mev-

cm2/mg in 32nm technology. 

The final part of this work analyzes the impact of radiation-induced soft error in SRAM cells 

operating in the NTV regime. In sub/near-threshold region, existing radiation hardened SRAM 

cells are too expensive. Therefore, two highly reliable energy-efficient radiation hardened by 

design (RHBD) SRAM cells in the NTV regime have been proposed. The proposed cells 

maintain its radiation-induced soft error tolerance in the presence of PVT variations. Using 

post-layout parasitic extraction, we have shown that the proposed memory cells improve the 

performance in terms of RAT/WAT up-to 14%/6% over recently reported SRAM cells. TCAD 

mixed mode simulations show that our memory cells have better results as compared to the 

existing memory cells. Therefore, for NTV and aerospace applications our proposed memory 

cell would be a better a choice. 

7.2 Future Scope 

Based on the research work presented in this thesis, a number of directions for future work 

have been identified. 
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 A resilient circuit has been designed to handle hold time violation and metastability 

issues. Since hold time and metastability have become major concerns for low-power 

design, it will be necessary to have a hold time or metastability monitor to prevent 

such failure occurrence. 

 The proposed critical charge model for soft error rate (SER) estimation can be used to 

develop an automated SER prediction tool. A computer program in python or pearl 

could be used in this purpose. This tool will be able to estimate the change in the SER 

performance when the circuit under test is designed by varying different transistor 

parameters. The tool can be used to estimates the SER variation due to the process 

variability accurately, and thus it can be very useful for radiation hardened circuit 

designers. 

 The proposed critical charge estimation methodology for static D-latch can be 

extended to different type of latches/flip-flops can be developed. 

 It would be interesting to check the validity/applicability of the proposed techniques 

for circuit design methodologies using novel devices (FinFET, NCFET etc.). 
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APPENDIX A 

 

In this appendix we present the reason behind the slope of voltage at node N2 (dV2/dt) is 

constant for different fan-out load (FO) (assumption in chapter 4). 

Suppose a high energy/ alpha particle strike at node N1 of Fig. 4.7, KCL at node N2  

   
   

  
                                                                                                  

Where, CN2 is the total capacitance at node N2. In subthreshold region, the subthreshold current 

is modelled as [147]         

     

   

  
        

               

   
       

       

  
                

VDS (VDS ≈ VDD) is much larger than the VT (26mV) at room temperature therefore, the term in 

above equation [1-exp (-VDS/VT)] ≈ 1. 

                                    

V1 and V2 are the voltages at node N1 and N2, respectively. 

      
              

   
                   

   

  
 

The value of V1 adjusts (reduces) as CN2 changes (increases). Let us suppose CN2 increases by a 

factor of α.  

Let the time at which the energy particle strikes be t = 0  

For a given time t = tk, voltage at node N1 (V1(tk)) reduces by a small value ΔV1 because Mp1 

needs supply a larger charge for this case 

i.e., V1new = V1  - ΔV1 

where,   V1new = voltage at node N1 at time t = tk for α *CN2   

              V1 = voltage at node at time t = tk for CN2 

 ΔV1 = change in voltage at node N1 for increasing in load capacitance from CN2 to α 

*CN2   
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Suppose dV2/dt also changes,  

Suppose CN2 increases by a factor α, V1 changes by a factor ά (ά << α). 

   

       
             

    
 

   
        

  
  

 
             

   

  
    

   

  
  

       
              

   
     

   

   
        

  
  

 
             

   

  
    

   

  
          (A2) 

At time t = tk  

Suppose, voltage V2 changes (reduces) as CN2 changes (increase) with factor alpha. 

From (A2), we can see that the change in V1 voltage is very small, this because ΔV1 is comes 

under the exponential function.  

So, from above discussion/(A2) we can say that there is very small change in V1 voltage if V2 

changes (reduces) as CN2 changes (increase) 

Now we apply KCL at node N1, 

   

   

  
         

             

   
       

     

   
              

        
             

   
       

     

   
                

                                

                         

VDS,p is much larger than the VT at room temperature therefore, the term in above equation [1-

exp (-VDS,p/VT)] ≈ 1.  

VDS,n is very small therefore, the term [1+λVDS,n)] ≈ 1. 
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Suppose CN2 increases by a factor α and dV1/dt is also increases by a factor ά (<< α) 

     

   

  
         

             
    

 

   
                  

        
         

    
 

   
       

       

   
    

                                                   (A3)                                                                                                                                                      

At time t =  tk 

From (A3), we can see that the change in V2 voltage has a large impact on V1 voltage  

Both equation (A2) and (A3) are not inconsistent it means there is a very small change in V2 

this argument is fit for the validation/ consistent of both equations. 

All terms of ΔV2 are linear in (A2) while exponential in (A3), it implies that V2 remains almost 

constantly varying with time as CN2 (fan-out load) changes. 

We have also shown below the mathematical argument for the reason why dv2/dt is constant 

with FO’s load. 

Applying KCL at node N2 in Fig. 4.7 

         
    

   
                                                                                                                                                    

      
             

   
       

   

  
         

  
       

   

  
                                      (A5) 

VDS is much larger than the VT at room temperature therefore, the term [1-exp (-VDS/VT)] ≈ 1. 
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                                                                (A7) 

From above equation we see that the node voltage (V2) at N2 is not a function of CN2. The same 

values of V2 can be obtained for several values of CN2. However, V2 is a function of both V1 

and CN2.  

Let value of V2 at a time t = tn be Vn, 

Therefore, from above equation,  

     
                    

            
                          

          . 

          . 

          . 

                                                         
            

Above equations shows that V1(t) is an implicit function w.r.t. CN2. Therefore, from above 

discussion we can see that,                

It implies that 
      

  
 is also a function of    . 

       
      

  
 

the charging current on the node N1 due to the feedback path is a function of V1 and V2  

Let at time t = tK  

       

  
 
    

                      
                                                                   

                                            Function of CN2    

                                      V2(t) is either constant or a function of CN2  

From (E7), and (E8) we observe the for different values of CN2, V2(t) would have the same 

value (it means V1 changes according to CN2). It implies that 
   

  
 is constant with CN2 (fan-out 

load). 

From above discussion we can say that 
   

  
 is constant with fan-out load. 
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