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Abstract 

 

The potential of web service to automate machine to machine interaction has developed faith in 

using web service technology for building smart applications. It leads to increase in the interest 

of software developers to offer services in place of standalone software to the community of 

users. Multiple services offering identical functionality are available due to unabated uptake 

use of web service technology. In this situation, either the end user should manually select the 

web service or the system should have capability to identify the required web service satisfying 

the requirements of the user. The manual selection is not time efficient and does not results in 

the selection of optimal web service (low accuracy). In the other case, the selection process can 

be automated to identify the appropriate web service based on QoS or other parameters. With 

the enormous increase in number of web services offering identical functionality, the task of 

selection of web service itself become more difficult and challenging. 

The task of selection of appropriate web services for the case of composition becomes more 

challenging. The challenge is in terms of selection of desired web services by maintaining the 

system performance along with due consideration to the end-to-end QoS. The performance of 

web service selection mechanism has an effect on the performance of system built using web 

services. Poor performance of a web service selection mechanism may result into poor and 

inaccurate system performance. Also, mostThe majority of the existing approaches to web 

service selection consider all of the candidate web services for selection without any 

preprocessing or filtering. Thus, these existing approaches do unnecessary processing for those 

web services which are far below the expectations of the end user. The extra processing leads 

to poor selection results and degraded system performance. Further, web services run in a very 

dynamic environment and are prone to failure or run time change in service quality. On the 

occurrence of failure or unavailability of any component service, the reselection of services is 

required. In case of composite web service, the reselection process is more complex and time 

consuming. In this thesis, we have tried to handle these issues.  

We have studied the existing approaches to deal with above discussed issues and proposed 

improvements for selection of web services. A classification based approach for web service 

selection based on QoS parameters is presented. Initially, we evaluate the performance of 

eleven classification techniques for classifying web services. This analysis helped us to identify 
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top three classification techniques for achieving efficient classification of web services. 

Majority vote based classification model is developed by combining the output of top three 

classification techniques and is used to classify web services. The classification step is used to 

prefilter the candidate web services. An improved PROMETHEE method, we call it as 

PROMETHEE Plus, is presented and is applied to most eligible web services for selection of 

most suitable services. Maximizing Deviation Method based hybrid weight evaluation 

mechanism is adopted for weight evaluation of various QoS parameters.  

We explore the use of clustering to determine similarity among candidate web services on 

the basis of QoS information. To identify the potential clustering technique, a systematic 

analysis is done to evaluate the performance of six clustering techniques based on efficiency 

and quality of clustering consideration. The best performing clustering technique is applied on 

candidate web services. Pruning along with clustering act as prefilter for candidate web 

services and this step identifies most promising set of web services with capability to meet the 

end user expectations. On the most prominent set of web services, proposed Skyline Plus 

method is applied for selection. Further, this thesis presents an efficient solution for 

replaceability of web services. Service selection is performed using modified genetic algorithm. 

To deal with the problem of service failure at run time, the replacement services are 

determined. In the presented approach, a web service selection mechanism by taking into 

cognizance the replaceability of service as the basis of selection is used. At the time of 

selection, the replaceability of a web service is determined using the proposed PROMETHEE 

Plus method. Further, the replaceability evaluation is enhanced by including IOPE based web 

service matchmaking. The matchmaking process is enhanced by using determinant method. 

We have gone through the existing works and found two appropriate and highly popular 

labeled datasets in this area. One of the dataset is QWS dataset which is very popular QoS 

dataset measured on real-world web services with 364 labeled web services and 2507 

unlabelled web services. To the best of our knowledge, this is the only available dataset 

consisting of a labeled set of QoS information measured on real-world web services. This 

dataset is highly used for experimentation in the area of Web Services Selection. Another 

dataset is generated using synthetic data generator, which is highly popular and highly cited. 

We have performed experimentation on this dataset as well to validate our results. 
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Based on the findings of the works presented in the thesis, it is observed that the use of 

combination of classifiers improves the classification results as compared to using individual 

classifiers for classification of web services. The efficiency of the selection system is improved 

by the use of classification mechanism as a prefilter to the selection process. The results of 

experimentations and Tukey test showed that the inclusion of end user request during 

evaluation of services by PROMETHEE Plus method generates improved selection results with 

enhanced end user satisfaction. Further, it is revealed from the presented works that the quality 

of clustering and stability measurement of clustering techniques are important parameter to find 

the suitability of clustering techniques. The use of clustering technique to identify QoS based 

similarity among web services along with pruning act as an excellent prefilter for candidate 

web services. Use of pruning and clustering based Prefilter ensure that the final set of skyline 

services closely meet the end user expectations. The results from various experiments and 

Tukey test confirm that Skyline Plus gives improved selection results. It is further concluded 

that the selection of web services with consideration to replaceability improves the system 

availability and fault tolerance capability.  
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INTRODUCTION 

 

The web service technology enable

accessible over the Internet

boundaries [Hwang et al., 2015]

satisfies the properties such as loosely coupled, platform independence and able to operate and 

interact in heterogeneous environment. With the increasing use of web services in day to day 

interaction of user’s over Internet

to technological advancements and evolution of new technologies

service based softwares has been increasing continuously. A lot of web service pr

offering their business functionality as web service 

an exponential increase in the number of functionally similar web services with diverse service 

quality. Hence, the selection of desired web s

same functionality is a difficult and challenging task 

The cost of manual selection of required web service is higher than the automat

Further, the increase in the

the complexity of automated 

(QoS) parameters to select the required web service 

reducing the complexity of the selection process 

defined as "the totality of features and characteristics of a product or service that bears on its 

ability to satisfy stated or implied need" 

various qualities of web service and is a measure of how well 

request [Hoyle, 2001]. QoS parameters are used for describing the non

service i.e. the service quality offered by the 

specifies the expected quality from the 

with the quality offered by the 

 

The web service technology enables us to develop software components programmatically

Internet. Owing to this, it is possible to integrate software components 

[Hwang et al., 2015]. The web service based implementation of any system essentially 

satisfies the properties such as loosely coupled, platform independence and able to operate and 

interact in heterogeneous environment. With the increasing use of web services in day to day 

s over Internet, service providers are motivated to implement web service. Due 

to technological advancements and evolution of new technologies, the use of web service and web 

service based softwares has been increasing continuously. A lot of web service pr

offering their business functionality as web service [Gangadharan et al., 2016]

an exponential increase in the number of functionally similar web services with diverse service 

quality. Hence, the selection of desired web service from multiple competing services offering 

same functionality is a difficult and challenging task [Kumar and Mastorakis, 2010]

The cost of manual selection of required web service is higher than the automat

Further, the increase in the number of functionally identical web services raises the cost as well as 

the complexity of automated web service selection (WSS) system. The use of Quality of Service 

(QoS) parameters to select the required web service is one of the popular mechanisms tha

reducing the complexity of the selection process [Helal and Gamble, 2014]

the totality of features and characteristics of a product or service that bears on its 

ability to satisfy stated or implied need" [Hoyle, 2001]. Quality of web service is a combination of 

various qualities of web service and is a measure of how well the web service serve’s the user 

. QoS parameters are used for describing the non-functional features of web 

he service quality offered by the web service to the end user. The end user query 

specifies the expected quality from the web service. The WSS system matches the expected quality 

with the quality offered by the web service. In response to the end user quer

1 

us to develop software components programmatically 

software components without 

based implementation of any system essentially 

satisfies the properties such as loosely coupled, platform independence and able to operate and 

interact in heterogeneous environment. With the increasing use of web services in day to day 

to implement web service. Due 

, the use of web service and web 

service based softwares has been increasing continuously. A lot of web service providers are 

[Gangadharan et al., 2016]. This has resulted in 

an exponential increase in the number of functionally similar web services with diverse service 

ervice from multiple competing services offering 

[Kumar and Mastorakis, 2010].  

The cost of manual selection of required web service is higher than the automatic selection. 

number of functionally identical web services raises the cost as well as 

system. The use of Quality of Service 

is one of the popular mechanisms that help in 

[Helal and Gamble, 2014]. The quality can be 

the totality of features and characteristics of a product or service that bears on its 

. Quality of web service is a combination of 

web service serve’s the user 

functional features of web 

to the end user. The end user query 

system matches the expected quality 

. In response to the end user query, WSS system selects 
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the web service offering desired functionality for a task to be performed and satisfying the quality 

requirements. The performance of WSS

affect the quality of services offered and satisfaction level 

The solution to the problem of web service selection by using QoS parameters is a well 

accepted solution. The available techniques uses QoS parameters associated with the web service 

to either prioritize web services on the basis of QoS score or identify web services with high 

quality offerings. An important concern about these techniques is the selection of web services 

with reference to the end user request. As the end user always prefer and 

the service closely matching her requirements. Another aspect of concern is the use of preference 

of QoS (in terms of values of weights of QoS) during evaluation of web services to generate 

priority ordering. The values of weights

selected. Further, the conflicting nature of QoS parameters has a profound effect on the results of 

service selection.  

One of the popular solutions to the problem of 

Earlier web service selection systems used a wide range of learning techniques and clustering 

techniques to predict the service quality. The results of these studies showed the limited 

capabilities of learning technique. The prediction accurac

considerably lower in the range from 75% to 80% 

An important concern related to web service selection is the selection of suitable learning 

technique. Moreover, the use of clustering technique 

However, the choice of clustering technique to be used to achieve services clustering

concern. The results of studies made on web services clustering showed that the appropriate 

ground for choice made in selecting the clustering technique is absent. 

failure of selected web service further degrades the performance of web s

The selection of equivalent web service which can act as substitution for the failed web service 

without affecting the underlying expectations of the end user is important to be considered 

[Ezenwoke et al., 2017].  

The chapter is organized as follows. Section 1.1 

the need of QoS based WSS. Section 1.3 presents various available techniques

motivation behind the thesis work is presented in 

and important contribution of the thesis are elaborated in 
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offering desired functionality for a task to be performed and satisfying the quality 

WSS system is one of the majorly contributing factors which 

nd satisfaction level of the end user in using the web service.

The solution to the problem of web service selection by using QoS parameters is a well 

accepted solution. The available techniques uses QoS parameters associated with the web service 

prioritize web services on the basis of QoS score or identify web services with high 

quality offerings. An important concern about these techniques is the selection of web services 

with reference to the end user request. As the end user always prefer and feel comfortable in using 

the service closely matching her requirements. Another aspect of concern is the use of preference 

of QoS (in terms of values of weights of QoS) during evaluation of web services to generate 

priority ordering. The values of weights of QoS largely affect the quality of web services being 

selected. Further, the conflicting nature of QoS parameters has a profound effect on the results of 

to the problem of WSS is the use of classification 

Earlier web service selection systems used a wide range of learning techniques and clustering 

techniques to predict the service quality. The results of these studies showed the limited 

capabilities of learning technique. The prediction accuracy of these techniques found to be 

considerably lower in the range from 75% to 80% [Mohanty et al., 2010, Patro and Patra, 2015]

An important concern related to web service selection is the selection of suitable learning 

stering technique to improve the results of WSS is 

the choice of clustering technique to be used to achieve services clustering 

. The results of studies made on web services clustering showed that the appropriate 

ground for choice made in selecting the clustering technique is absent. Furthermore, the run time 

failure of selected web service further degrades the performance of web service based software’s. 

The selection of equivalent web service which can act as substitution for the failed web service 

without affecting the underlying expectations of the end user is important to be considered 

rganized as follows. Section 1.1 introduces web services. Section 1.2 elaborates 

. Section 1.3 presents various available techniques for 

motivation behind the thesis work is presented in Section 1.4. The objectives of the thesis work 

and important contribution of the thesis are elaborated in Section 1.5 and 1.6, respectively. The 

ntroduction 

offering desired functionality for a task to be performed and satisfying the quality 

system is one of the majorly contributing factors which 

in using the web service. 

The solution to the problem of web service selection by using QoS parameters is a well 

accepted solution. The available techniques uses QoS parameters associated with the web service 

prioritize web services on the basis of QoS score or identify web services with high 

quality offerings. An important concern about these techniques is the selection of web services 

feel comfortable in using 

the service closely matching her requirements. Another aspect of concern is the use of preference 

of QoS (in terms of values of weights of QoS) during evaluation of web services to generate 

of QoS largely affect the quality of web services being 

selected. Further, the conflicting nature of QoS parameters has a profound effect on the results of 

 techniques. 

Earlier web service selection systems used a wide range of learning techniques and clustering 

techniques to predict the service quality. The results of these studies showed the limited 

y of these techniques found to be 

Patro and Patra, 2015]. 

An important concern related to web service selection is the selection of suitable learning 

is also useful. 

 is of prime 

. The results of studies made on web services clustering showed that the appropriate 

, the run time 

ervice based software’s. 

The selection of equivalent web service which can act as substitution for the failed web service 

without affecting the underlying expectations of the end user is important to be considered 

Section 1.2 elaborates 

for WSS. The 

thesis work 

ection 1.5 and 1.6, respectively. The 
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organization of the thesis has been presented in 

from the chapter in Section 

1.1 WEB SERVICES

Web Service (WS) is a software component accessible over Internet by other software’s using 

XML standards (e.g. SOAP, WSDL). Web service technology enables two software components to 

interact with each other by allowing them to exist on different platform 

language. WS is a piece of code which shares data, processes and business logic via an interface 

[Alrifai et al., 2011]. The potential of WS technology to automate machine to machine interaction 

has developed faith in using WS tec

the interest of software developers to offer services in place of standalone software to the 

community of users. The offered services are consumed on pay per use basis. Overall, the end user 

is relieved from the burden of payment and maintenance of the whole software. Similarly, the 

service oriented model of software development is more useful for the service providers to 

promote their business quickly and in easy way. 

 

1.2 WEB SERVICE SELECTION

Web services allow machine to machine interaction and machine to user interaction over the Web 

[Ezenwoke et al., 2017, Tewari et al., 2012

other without any human intervention. This is true when WSs to p

already identified and known. Otherwise, the process of selection of WS(s) is to be performed. 

When the number of WSs is less, the task of selection is very trivial. However, with the increasing 

popularity of WSs and interest o

functionality are available over the Internet. 

This has increased the complexity of selection process. 

satisfying needs of the end user is a core and challenging task in

(SOA). The selection of desired WS from multiple competing services offering same functionality 

is difficult. The task of selection is usually performed in two steps. First, from the WS pool, 

services offering identical funct

planning based methods 
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organization of the thesis has been presented in Section 1.7 followed by various conclusions drawn 

Section 1.8.  

WEB SERVICES 

software component accessible over Internet by other software’s using 

XML standards (e.g. SOAP, WSDL). Web service technology enables two software components to 

interact with each other by allowing them to exist on different platform and written in any native 

WS is a piece of code which shares data, processes and business logic via an interface 

. The potential of WS technology to automate machine to machine interaction 

has developed faith in using WS technology for building smart applications. It leads to increase in 

the interest of software developers to offer services in place of standalone software to the 

community of users. The offered services are consumed on pay per use basis. Overall, the end user 

is relieved from the burden of payment and maintenance of the whole software. Similarly, the 

service oriented model of software development is more useful for the service providers to 

promote their business quickly and in easy way.  

WEB SERVICE SELECTION 

Web services allow machine to machine interaction and machine to user interaction over the Web 

Tewari et al., 2012a]. Using WS concept, machines can interact with each 

other without any human intervention. This is true when WSs to perform the intended task are 

already identified and known. Otherwise, the process of selection of WS(s) is to be performed. 

When the number of WSs is less, the task of selection is very trivial. However, with the increasing 

popularity of WSs and interest of the software developers, many WSs offering duplicate 

functionality are available over the Internet.  

This has increased the complexity of selection process. Selection 

satisfying needs of the end user is a core and challenging task in Service Oriented Architecture 

(SOA). The selection of desired WS from multiple competing services offering same functionality 

is difficult. The task of selection is usually performed in two steps. First, from the WS pool, 

services offering identical functionality are fetched. In this regard, existing solutions such as AI 

planning based methods [Hwang et al., 2015] or semantic based approaches 
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software component accessible over Internet by other software’s using 

XML standards (e.g. SOAP, WSDL). Web service technology enables two software components to 

and written in any native 

WS is a piece of code which shares data, processes and business logic via an interface 

. The potential of WS technology to automate machine to machine interaction 

hnology for building smart applications. It leads to increase in 

the interest of software developers to offer services in place of standalone software to the 

community of users. The offered services are consumed on pay per use basis. Overall, the end user 

is relieved from the burden of payment and maintenance of the whole software. Similarly, the 

service oriented model of software development is more useful for the service providers to 

Web services allow machine to machine interaction and machine to user interaction over the Web 

. Using WS concept, machines can interact with each 

erform the intended task are 

already identified and known. Otherwise, the process of selection of WS(s) is to be performed. 

When the number of WSs is less, the task of selection is very trivial. However, with the increasing 

f the software developers, many WSs offering duplicate 

Selection of most promising WS 

Service Oriented Architecture 

(SOA). The selection of desired WS from multiple competing services offering same functionality 

is difficult. The task of selection is usually performed in two steps. First, from the WS pool, 

ionality are fetched. In this regard, existing solutions such as AI 

or semantic based approaches [Kumar and 
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Mastorakis, 2010, Purohit and Kumar 2016a

the list of functionally similar WSs, a WS is to be selected. Usually, QoS parameters are used to 

differentiate among functionally equivalent WSs. The QoS parameters such as availability, 

response time, reliability, throughput, 

services, latency etc., are among the few

Shehu et al., 2014]. The QoS parameters collectively characterize the quality a service offers. 

QoS parameters such as availability, reliability, 

On the contrary, the QoS parameters such as l

services with same functionality may exhibit different quality. 

identified few services of weather and hotel domain from QWS dataset 

2007]. Weather service determines the current weather condition and hotel service offers the 

facility such as, hotel booking, the current booking status of hotel, etc. Based on 

response time, and availability QoS parameters, quality distribution of few services of hotel and 

weather domain is drawn and shown in Figure 1.1

the WSs are best in all three QoS parameter va

response time but have low availability and low throughput. Few of the WSs have moderate 

quality. From the figure, it is clear that the web services offer similar functionality, but differ in 

their QoS values. Therefore, QoS parameters can be regarded as a useful criterion by the 

system to discriminate two WSs. Further, the 

requirements of the end user are satisfied by the candidate WSs. This measure is used to rank the 

candidate services.  

Figure 1.1. Quality distribution of web services of hotel and weather domain from QWS

[Masri and Mahmoud, 2007
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Purohit and Kumar 2016a, Kumar and Mishra 2008a] are efficient. Next, from 

functionally similar WSs, a WS is to be selected. Usually, QoS parameters are used to 

differentiate among functionally equivalent WSs. The QoS parameters such as availability, 

throughput, documentation, successability, best practices for web 

etc., are among the few popular QoS parameters [Masri and Mahmoud, 2007

The QoS parameters collectively characterize the quality a service offers. 

QoS parameters such as availability, reliability, throughput, are considered better for high value. 

the QoS parameters such as latency, response time, cost are lower the better.

services with same functionality may exhibit different quality. To understand this idea, we have 

few services of weather and hotel domain from QWS dataset [Masri and Mahmoud, 

. Weather service determines the current weather condition and hotel service offers the 

facility such as, hotel booking, the current booking status of hotel, etc. Based on the throughput, 

response time, and availability QoS parameters, quality distribution of few services of hotel and 

weather domain is drawn and shown in Figure 1.1. It can be analyzed from the figure that few of 

the WSs are best in all three QoS parameter values, while few other services are having low 

response time but have low availability and low throughput. Few of the WSs have moderate 

quality. From the figure, it is clear that the web services offer similar functionality, but differ in 

Therefore, QoS parameters can be regarded as a useful criterion by the 

system to discriminate two WSs. Further, the WSS system also measures, how well the

requirements of the end user are satisfied by the candidate WSs. This measure is used to rank the 

 

Figure 1.1. Quality distribution of web services of hotel and weather domain from QWS

[Masri and Mahmoud, 2007, Masri and Mahmoud, 2009]. 
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are efficient. Next, from 

functionally similar WSs, a WS is to be selected. Usually, QoS parameters are used to 

differentiate among functionally equivalent WSs. The QoS parameters such as availability, 

tices for web 

[Masri and Mahmoud, 2007, 

The QoS parameters collectively characterize the quality a service offers. The 

throughput, are considered better for high value. 

lower the better. Web 

To understand this idea, we have 

[Masri and Mahmoud, 

. Weather service determines the current weather condition and hotel service offers the 

the throughput, 

response time, and availability QoS parameters, quality distribution of few services of hotel and 

It can be analyzed from the figure that few of 

lues, while few other services are having low 

response time but have low availability and low throughput. Few of the WSs have moderate 

quality. From the figure, it is clear that the web services offer similar functionality, but differ in 

Therefore, QoS parameters can be regarded as a useful criterion by the WSS 

system also measures, how well the QoS 

requirements of the end user are satisfied by the candidate WSs. This measure is used to rank the 

Figure 1.1. Quality distribution of web services of hotel and weather domain from QWS dataset 
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Research Problem: The set 

similar functionality and has some QoS offerings. 

functional characteristics, the WS is defined as,  

by the WS to process, ′�′ is the output(s) generated by the WS. The 

the functionality provided by the WS. 

and describe the non-functional characteristics of the WS. If 

the desired WS by the end user, the problem of 

In this work, it is assumed that the functionally similar WSs are available as a result from the 

execution of WS discovery operation based on 

problem of runtime failure or change in QoS values of selected WS, an equivalent WS is to be 

selected to substitute failed WS. 

 

1.3 COMMONLY USED TECHNIQUES FOR WEB SERVICE 

SELECTION 

The process of creating the relative 

the problem of decision making. The Multi Criteria Decision Making (MCDM) methods are 

suitable to solve such problems 

Organization METHod for Enri

used in past for WSS [Brans and Vincke

approaches for efficient WSS

2015], Skyline technique [Ouadah et al., 2015

Utility function based selection 

al., 2015, Cho et al., 2016]

filtering [Zheng et al., 2011

Zapata et al., 2015], Genetic Algorithm 

[Kumar and Mishra, 2008a]

Clustering approach [Xia et al., 2011]

QoS is being used as an important parameter to distinguish among functionally similar WSs. It 

is increasingly difficult and time consu
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The set � � 	 ���, ��, … . , ���� is the set of candidate web services offering 

similar functionality and has some QoS offerings. Based on the offered functionality and non

functional characteristics, the WS is defined as,  �� 	� ��, �, ��� where ‘I’

is the output(s) generated by the WS. The ′�′ and 

he functionality provided by the WS. ��� is the multiple QoS attributes associated with the WS 

functional characteristics of the WS. If � ′����� is the QoS specifications of 

the desired WS by the end user, the problem of WSS is to select ��  such that,

In this work, it is assumed that the functionally similar WSs are available as a result from the 

execution of WS discovery operation based on ′�����	′�′	parameters. Moreover, to deal with the 

problem of runtime failure or change in QoS values of selected WS, an equivalent WS is to be 

selected to substitute failed WS.  

COMMONLY USED TECHNIQUES FOR WEB SERVICE 

The process of creating the relative ranking of WSs based on QoS parameters can be reduced to 

the problem of decision making. The Multi Criteria Decision Making (MCDM) methods are 

suitable to solve such problems [Brans and Vincke, 1985]. The Preference Ranking and 

Organization METHod for Enrichment Evaluation (PROMETHEE-II) is a popular MCDM method 

[Brans and Vincke, 1985, Herssens et al., 2008]. There are other available 

WSS such as using the Probabilistic QoS based selection 

[Ouadah et al., 2015, Rhimi et al., 2015, Mobedpour and Ding

Utility function based selection [Alrifai et al., 2010], Mix Integer Programming (MIP) 

Cho et al., 2016], Case Based Reasoning (CBR) [Renzis et al

2011], service bundling [Alrifai et al., 2011, R.-

, Genetic Algorithm [Helal and Gamble, 2014], Semantic based approach 

2008a], classification approach [Wang et al., 2010, 

[Xia et al., 2011], among others. 

QoS is being used as an important parameter to distinguish among functionally similar WSs. It 

is increasingly difficult and time consuming task to obtain best WS due to conflicting QoS 
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is the set of candidate web services offering 

Based on the offered functionality and non-

‘I’ is the input(s) required 

and ′�′ together illustrates 

is the multiple QoS attributes associated with the WS 

is the QoS specifications of 

such that,	������ ≡ � ′�����. 

In this work, it is assumed that the functionally similar WSs are available as a result from the 

parameters. Moreover, to deal with the 

problem of runtime failure or change in QoS values of selected WS, an equivalent WS is to be 

COMMONLY USED TECHNIQUES FOR WEB SERVICE 

ranking of WSs based on QoS parameters can be reduced to 

the problem of decision making. The Multi Criteria Decision Making (MCDM) methods are 

. The Preference Ranking and 

II) is a popular MCDM method 

. There are other available 

such as using the Probabilistic QoS based selection [Hwang et al., 

Mobedpour and Ding, 2013], 

, Mix Integer Programming (MIP) [Saleem et 

[Renzis et al., 2016], Collaborative 

-Zapata et al., 2011, R-

, Semantic based approach 

 Yang and Zhou, 2015], 

QoS is being used as an important parameter to distinguish among functionally similar WSs. It 

ming task to obtain best WS due to conflicting QoS 
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parameters. An existing QoS based WSS

variables with probability mass functions 

by computing the utility function based on the probability of satisfying QoS constraints. A similar 

approach for WSS using utility function for sorting and selection of web services is available 

[Alrifai et al., 2011]. In this approach, the distance between the service cand

bound is obtained. Based on distance values, candidate WSs are sorted. Nevertheless, the approach 

does not consider the conflicting nature of QoS parameters during evaluation of the utility 

function, which we believe are very crucial fo

Service Relevancy Function (WsRF) can also be used for web service ranking and selection 

and Mahmoud, 2007]. Higher value of relevancy function indicates better service. Similar to our 

work, variety of solutions for QoS based 

not consider the conflicting nature and interdependency among QoS parameters.

An effective method for comparison of alternatives based on the conflicting QoS attributes is 

PROMETHEE-II [Brans and Vincke, 

PROMETHEE method for WSS is introduced by 

mapped to the actions and service providers are the alternatives. To define the criteri

choice of preference function is to be made. For qualitative criteria (performance, availability), 

usual/Gaussian type preference functions are suitable. Similarly, for quantitative criteria (cost, 

price, and power), V-shape/level/linear typ

1985]. The preference index of services needs to be evaluated by pair wise comparison of 

alternatives. The net outranking flow for each candidate WS is calculated, which results in a 

ranking of WSs [Karim et al., 2011]. The PROMETHEE method does not include any predefined 

weight calculation scheme. The weight calculation is kept flexible. 

WSs can be grouped together by performing classification task. Classification of WSs can be 

achieved by using information in WSDL 

QoS [Patro and Patra, 2015], and others. The available works on classification using WSDL and 

OWL-S performs classification at the time of service discovery. As it is performed at the time of

service discovery, so, they are increasing the efficiency of discovery process, generating a set of 

functionally similar WSs. To further reduce the set of functionally similar WSs, in one of the work, 

we have performed classification of WSs based on assoc

classification is applied in prefiltering step to reduce domain of search.
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WSS approach treats QoS parameters as discrete random 

variables with probability mass functions [Hwang et al., 2015]. The service selection is performed 

tility function based on the probability of satisfying QoS constraints. A similar 

using utility function for sorting and selection of web services is available 

. In this approach, the distance between the service candidate and the upper 

bound is obtained. Based on distance values, candidate WSs are sorted. Nevertheless, the approach 

does not consider the conflicting nature of QoS parameters during evaluation of the utility 

function, which we believe are very crucial for producing an accurate ranking of services. Web 

Service Relevancy Function (WsRF) can also be used for web service ranking and selection 

. Higher value of relevancy function indicates better service. Similar to our 

f solutions for QoS based WSS problem are available. However, these solutions do 

not consider the conflicting nature and interdependency among QoS parameters. 

An effective method for comparison of alternatives based on the conflicting QoS attributes is 

 1985]. It performs total ordering of alternatives. The 

PROMETHEE method for WSS is introduced by [Seo et al., 2005]. The QoS parameters are 

mapped to the actions and service providers are the alternatives. To define the criteria, appropriate 

choice of preference function is to be made. For qualitative criteria (performance, availability), 

usual/Gaussian type preference functions are suitable. Similarly, for quantitative criteria (cost, 

shape/level/linear type preference functions are suitable [Brans and Vincke

. The preference index of services needs to be evaluated by pair wise comparison of 

alternatives. The net outranking flow for each candidate WS is calculated, which results in a 

. The PROMETHEE method does not include any predefined 

weight calculation scheme. The weight calculation is kept flexible.  

WSs can be grouped together by performing classification task. Classification of WSs can be 

mation in WSDL [Yang and Zhou, 2015], OWL-S [Wang et al., 2010]

, and others. The available works on classification using WSDL and 

S performs classification at the time of service discovery. As it is performed at the time of

service discovery, so, they are increasing the efficiency of discovery process, generating a set of 

functionally similar WSs. To further reduce the set of functionally similar WSs, in one of the work, 

we have performed classification of WSs based on associated QoS information. Thus, 

classification is applied in prefiltering step to reduce domain of search. 

ntroduction 

approach treats QoS parameters as discrete random 

. The service selection is performed 

tility function based on the probability of satisfying QoS constraints. A similar 

using utility function for sorting and selection of web services is available 

idate and the upper 

bound is obtained. Based on distance values, candidate WSs are sorted. Nevertheless, the approach 

does not consider the conflicting nature of QoS parameters during evaluation of the utility 

r producing an accurate ranking of services. Web 

Service Relevancy Function (WsRF) can also be used for web service ranking and selection [Masri 

. Higher value of relevancy function indicates better service. Similar to our 

problem are available. However, these solutions do 

An effective method for comparison of alternatives based on the conflicting QoS attributes is 

. It performs total ordering of alternatives. The 

. The QoS parameters are 

a, appropriate 

choice of preference function is to be made. For qualitative criteria (performance, availability), 

usual/Gaussian type preference functions are suitable. Similarly, for quantitative criteria (cost, 

[Brans and Vincke, 

. The preference index of services needs to be evaluated by pair wise comparison of 

alternatives. The net outranking flow for each candidate WS is calculated, which results in a 

. The PROMETHEE method does not include any predefined 

WSs can be grouped together by performing classification task. Classification of WSs can be 

[Wang et al., 2010], 

, and others. The available works on classification using WSDL and 

S performs classification at the time of service discovery. As it is performed at the time of 

service discovery, so, they are increasing the efficiency of discovery process, generating a set of 

functionally similar WSs. To further reduce the set of functionally similar WSs, in one of the work, 

iated QoS information. Thus, 
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The Skyline based approach for 

weight preference. The Skyline service computation is done usin

the service. QoS data may be of different types such as independent, correlated, or anti

These types of data have an effect on the performance of the 

Skyline technique has its own issues 

services irrespective of the end user requirements. It causes the same set of services to be presented 

before different end users, independent of their QoS requirements. Therefore, i

ignoring the end users requirements, it also causes

of services [Wang et al., 2016]

existing MCDM based WSS

technique is also useful to select WS in the case of 

composition is represented using abstract WSs. For each of the abstract WS, a concrete WS is 

selected using the Skyline technique 

when the number of task in the system is very large. Also, the task of reselection of replaceable 

web service is not efficient. The existing approaches do not take into account the

behaviour of services during the evaluation of replaceable WS.

An approach to cluster WSs based on the end user expectations of QoS and past quality ratings 

of the service is available in 

detection of outliers for WSS

requires a large number of comparisons in order to select the desired WS from the long list of 

WSs. The concept of clustering of WSs is useful in 

of unavailability/failure of selected WS 

composite WS is considered. The clustering approach is useful to group the WSs on QoS 

parameters and perform search and selection operations in the group. For each of the abstract WSs, 

clusters of concrete WSs are formed. The Optics algorithm is used to cluster WSs based on QoS 

information. At run time, various WSs corresponding to the abstract WSs are sel

executed. If a run time failure/unavailability of service is experienced, a WS from the same class 

with the highest utility value is selected as an alternative service to replace the currently executing 

WS. 
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The Skyline based approach for WSS involves selection of best WS without considering any 

weight preference. The Skyline service computation is done using QoS parameters associated with 

the service. QoS data may be of different types such as independent, correlated, or anti

These types of data have an effect on the performance of the WSS methodology. 

wn issues [Rhimi et al., 2015]. The Skyline approach select

services irrespective of the end user requirements. It causes the same set of services to be presented 

before different end users, independent of their QoS requirements. Therefore, i

ignoring the end users requirements, it also causes problem of imbalance of load on a specific set 

[Wang et al., 2016]. The end users requirements during evaluation are also ignored in 

WSS models [Herssens et al., 2008, Ouadah et al., 2015]

technique is also useful to select WS in the case of composition. The number of tasks in the 

composition is represented using abstract WSs. For each of the abstract WS, a concrete WS is 

e technique [Alrifai et al., 2010]. The method is not suitable for the case 

when the number of task in the system is very large. Also, the task of reselection of replaceable 

web service is not efficient. The existing approaches do not take into account the

behaviour of services during the evaluation of replaceable WS. 

An approach to cluster WSs based on the end user expectations of QoS and past quality ratings 

of the service is available in [Zhang et al., 2013]. In this approach, K-means based cl

WSS to improve the QoS prediction is presented. However, the approach 

requires a large number of comparisons in order to select the desired WS from the long list of 

WSs. The concept of clustering of WSs is useful in selecting alternative services to handle the case 

of unavailability/failure of selected WS [Xia et al., 2011]. In this work, the selection of service for 

composite WS is considered. The clustering approach is useful to group the WSs on QoS 

erform search and selection operations in the group. For each of the abstract WSs, 

clusters of concrete WSs are formed. The Optics algorithm is used to cluster WSs based on QoS 

information. At run time, various WSs corresponding to the abstract WSs are sel

executed. If a run time failure/unavailability of service is experienced, a WS from the same class 

with the highest utility value is selected as an alternative service to replace the currently executing 
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involves selection of best WS without considering any 

g QoS parameters associated with 

the service. QoS data may be of different types such as independent, correlated, or anti-correlated. 

methodology. Nonetheless, the 

. The Skyline approach selects same list of 

services irrespective of the end user requirements. It causes the same set of services to be presented 

before different end users, independent of their QoS requirements. Therefore, in addition of 

problem of imbalance of load on a specific set 

. The end users requirements during evaluation are also ignored in 

Ouadah et al., 2015]. The Skyline 

composition. The number of tasks in the 

composition is represented using abstract WSs. For each of the abstract WS, a concrete WS is 

. The method is not suitable for the case 

when the number of task in the system is very large. Also, the task of reselection of replaceable 

web service is not efficient. The existing approaches do not take into account the functional 

An approach to cluster WSs based on the end user expectations of QoS and past quality ratings 

means based clustering with 

to improve the QoS prediction is presented. However, the approach 

requires a large number of comparisons in order to select the desired WS from the long list of 

selecting alternative services to handle the case 

. In this work, the selection of service for 

composite WS is considered. The clustering approach is useful to group the WSs on QoS 

erform search and selection operations in the group. For each of the abstract WSs, 

clusters of concrete WSs are formed. The Optics algorithm is used to cluster WSs based on QoS 

information. At run time, various WSs corresponding to the abstract WSs are selected and 

executed. If a run time failure/unavailability of service is experienced, a WS from the same class 

with the highest utility value is selected as an alternative service to replace the currently executing 
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1.4 MOTIVATION 

The growing demand for high performance and efficient web service based software systems 

results in the increased complexity of selection process 

impractical to ensure that the run time failure of web services will not occur or the values of Q

parameters will not change in the present operating environment. Thus, the service selection 

mechanism can be enhanced to perform 

to replace the failed/unavailable web service. This will help in na

reselect the web service upon occurrence of failure as well as ensure the end users satisfaction in 

using the web service. 

Numerous approaches have been presented to perform QoS based 

some critical issues associated with the web service selection process, which needs to be resolved 

before developing/using the web service based systems. One of the important issues is to consider 

the conflicting nature of QoS parameters during selection process. QoS para

availability, reliability, etc., are better for high values. On the contrary, QoS parameters such as 

cost, response time, etc., are better for lower values 

determine desired service by considering the conflicting nature of QoS parameters. 

Another issue associated with WSS 

selection and quality of web service being selected. The performance further deteriorates as more 

and more functionally equivalent web services are made available. Because, more efforts are 

required for selection of WS, hence, overall 

concern for WSS system is to perform selection of web services with due consideration to the end 

user requirements. Few WSS techniques such as Skyline approach select same list of services 

irrespective of the end user requirements. It causes the same set of services to be presented before 

different end users, independent of their QoS requirements. Therefore, in addition of ignoring the 

end users requirements, it also causes problem of imbalance of load on a s

[Wang et al., 2016].  

Further, it is found that the end users provide numerical values of weights to represent the QoS 

importance [Hwang et al., 2015, Kumar and Mastorakis, 2010

numerical value of weight is difficult to comprehend for a naïve user. The web service selection 

process uses weight values of QoS parameters to decide the ranking of web services and ultimately 
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performance and efficient web service based software systems 

results in the increased complexity of selection process [Renzis et al., 2016]. Meanwhile, it is 

impractical to ensure that the run time failure of web services will not occur or the values of Q

parameters will not change in the present operating environment. Thus, the service selection 

mechanism can be enhanced to perform WSS by considering the capability of other web services 

to replace the failed/unavailable web service. This will help in narrowing the efforts required to 

reselect the web service upon occurrence of failure as well as ensure the end users satisfaction in 

Numerous approaches have been presented to perform QoS based WSS. However, there are 

sues associated with the web service selection process, which needs to be resolved 

before developing/using the web service based systems. One of the important issues is to consider 

the conflicting nature of QoS parameters during selection process. QoS parameters such as 

availability, reliability, etc., are better for high values. On the contrary, QoS parameters such as 

cost, response time, etc., are better for lower values [Yang and Zhou, 2015]. It is often valuable to 

ng the conflicting nature of QoS parameters.  

 is the performance of WSS system in terms of time for 

selection and quality of web service being selected. The performance further deteriorates as more 

and more functionally equivalent web services are made available. Because, more efforts are 

required for selection of WS, hence, overall performance of WSS system degrades. An important 

system is to perform selection of web services with due consideration to the end 

techniques such as Skyline approach select same list of services 

e end user requirements. It causes the same set of services to be presented before 

different end users, independent of their QoS requirements. Therefore, in addition of ignoring the 

end users requirements, it also causes problem of imbalance of load on a specific set of services 

Further, it is found that the end users provide numerical values of weights to represent the QoS 

Kumar and Mastorakis, 2010, Helal and Gamble, 2014]

numerical value of weight is difficult to comprehend for a naïve user. The web service selection 

process uses weight values of QoS parameters to decide the ranking of web services and ultimately 

ntroduction 

performance and efficient web service based software systems 

. Meanwhile, it is 

impractical to ensure that the run time failure of web services will not occur or the values of QoS 

parameters will not change in the present operating environment. Thus, the service selection 

by considering the capability of other web services 

rrowing the efforts required to 

reselect the web service upon occurrence of failure as well as ensure the end users satisfaction in 

. However, there are 

sues associated with the web service selection process, which needs to be resolved 

before developing/using the web service based systems. One of the important issues is to consider 

meters such as 

availability, reliability, etc., are better for high values. On the contrary, QoS parameters such as 

. It is often valuable to 

in terms of time for 

selection and quality of web service being selected. The performance further deteriorates as more 

and more functionally equivalent web services are made available. Because, more efforts are 

system degrades. An important 

system is to perform selection of web services with due consideration to the end 

techniques such as Skyline approach select same list of services 

e end user requirements. It causes the same set of services to be presented before 

different end users, independent of their QoS requirements. Therefore, in addition of ignoring the 

pecific set of services 

Further, it is found that the end users provide numerical values of weights to represent the QoS 

Helal and Gamble, 2014]. The 

numerical value of weight is difficult to comprehend for a naïve user. The web service selection 

process uses weight values of QoS parameters to decide the ranking of web services and ultimately 
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lead to web service selection. Thus, the unrealistic va

quality of service being selected. Also, the use of techniques such as AHP, ANP 

2015], etc., for QoS weight evaluation, requires input from domain experts. It makes the 

system domain dependent and inflexible. 

The WSs are operating in highly dynamic environment. The quality offered by the WS depends 

on many external factors such as network condition, load on network and machine, capabilities of 

hardware on which WS is deployed, client environme

QoS of WS may change at run time. Similarly, the WSs are prone to failure due to some 

uncontrolled factors. If run time failure occurs, the system needs to recover from the failure by 

selecting a new WS. The pr

system. 

From these motivations, we have identified problems as listed below.

• Large number of functionally similar WSs are available to selection process.

• QoS parameters are conflicting in

• Non-consideration of end user requirement of QoS during WSS.

• Specifying the weight values of QoS parameters 

• The WSs are operating in a highly dynamic environment and may experience run time 
failure. 

These issues have encouraged us to undertake more investigations in the area of web service to 

explore the possibilities of improvements. 

we were motivated to work towards the following objectives discussed in the 

 

1.5 OBJECTIVES OF STUDY

The present research aims at developing the efficient web service selection system with capability 

of considering the end users request of QoS during selection and also deal with the case of web 

service failure / unavailability. This i

1. To perform the detailed study of QoS based service selection approaches and 

advantages and limitations

2. To conduct an empirical study of 
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lead to web service selection. Thus, the unrealistic values of weights have profound effect on the 

quality of service being selected. Also, the use of techniques such as AHP, ANP 

, etc., for QoS weight evaluation, requires input from domain experts. It makes the 

and inflexible.  

The WSs are operating in highly dynamic environment. The quality offered by the WS depends 

on many external factors such as network condition, load on network and machine, capabilities of 

hardware on which WS is deployed, client environment, etc. Thus, depending on these factors the 

QoS of WS may change at run time. Similarly, the WSs are prone to failure due to some 

uncontrolled factors. If run time failure occurs, the system needs to recover from the failure by 

selecting a new WS. The process of reselection further degrades the overall performance of 

From these motivations, we have identified problems as listed below. 

Large number of functionally similar WSs are available to selection process.

QoS parameters are conflicting in nature. 

deration of end user requirement of QoS during WSS. 

weight values of QoS parameters by a user is difficult.

The WSs are operating in a highly dynamic environment and may experience run time 

aged us to undertake more investigations in the area of web service to 

explore the possibilities of improvements. In view of the above mentioned open research issues, 

we were motivated to work towards the following objectives discussed in the 

OBJECTIVES OF STUDY 

The present research aims at developing the efficient web service selection system with capability 

of considering the end users request of QoS during selection and also deal with the case of web 

service failure / unavailability. This is accomplished through the following objectives

To perform the detailed study of QoS based service selection approaches and 

advantages and limitations. 

To conduct an empirical study of classification based learning models 
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lues of weights have profound effect on the 

quality of service being selected. Also, the use of techniques such as AHP, ANP [Ouadah et al., 

, etc., for QoS weight evaluation, requires input from domain experts. It makes the WSS 

The WSs are operating in highly dynamic environment. The quality offered by the WS depends 

on many external factors such as network condition, load on network and machine, capabilities of 

nt, etc. Thus, depending on these factors the 

QoS of WS may change at run time. Similarly, the WSs are prone to failure due to some 

uncontrolled factors. If run time failure occurs, the system needs to recover from the failure by 

ocess of reselection further degrades the overall performance of WSS 

Large number of functionally similar WSs are available to selection process. 

 

is difficult. 

The WSs are operating in a highly dynamic environment and may experience run time 

aged us to undertake more investigations in the area of web service to 

In view of the above mentioned open research issues, 

we were motivated to work towards the following objectives discussed in the Section 1.5. 

The present research aims at developing the efficient web service selection system with capability 

of considering the end users request of QoS during selection and also deal with the case of web 

s accomplished through the following objectives: 

To perform the detailed study of QoS based service selection approaches and analyze the 

learning models with reference to their 
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role in web service selection and 

the quality of classification of web services and web service selection.

3. To develop an approach for classification based 

4. To develop an approach for automated assignment of weights to various QoS parameters

5. To conduct an empirical study of various web services clustering techniques based on QoS 

and study the effect of QoS parameters selection on clustering results

6. To develop a clustering based selection 

users’ requirements of QoS. 

7. To analyze the effect of web service replaceability on web service selection

8. To develop a web service selection approach with consideration to web service 

replaceability to deal with the run time failure of selected web service. 
 

 

1.6 CONTRIBUTIONS OF THE WORK

The important contributions of the work are following:

The contributions of this research are as follows.

various QoS parameters used to perform web service selection and analyze the influence on the 

performance of selection process and quality of service selected. The 

the reported works related to QoS based web service selection by using various QoS parameters 

such as reliability, availability, response time, throughput, etc. 

availability of labelled dataset, known as QWS 

explore the available approaches to classify web services. The dataset also consist of non

set of QoS evaluated on real world web service. As part of determining the learning technique that 

has shown significant performance for web service classification, 

identified eleven most widely used WS classification techniques. These techniques are compared 

on various performance parameters and top six WSs 

order to further analyze the performance of WS classification techniques,

empirical study on various performance parameters. Six techniques investigated are Logistic 

Regression (LR), Multilayer Perceptron, Non
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 to analyze the effect of use of majority vote classifier on 

the quality of classification of web services and web service selection. 

classification based selection of web services.  

for automated assignment of weights to various QoS parameters

To conduct an empirical study of various web services clustering techniques based on QoS 

and study the effect of QoS parameters selection on clustering results.  

selection method for web services depending on

To analyze the effect of web service replaceability on web service selection. 

develop a web service selection approach with consideration to web service 

replaceability to deal with the run time failure of selected web service.  

OF THE WORK 

The important contributions of the work are following: 

this research are as follows. Firstly, we perform the study 

various QoS parameters used to perform web service selection and analyze the influence on the 

performance of selection process and quality of service selected. The study focuses on ana

the reported works related to QoS based web service selection by using various QoS parameters 

such as reliability, availability, response time, throughput, etc. [Alrifai et al., 2010]

availability of labelled dataset, known as QWS [Masri and Mahmoud, 2007] motivated us to 

explore the available approaches to classify web services. The dataset also consist of non

set of QoS evaluated on real world web service. As part of determining the learning technique that 

mance for web service classification, from literature survey, we have 

identified eleven most widely used WS classification techniques. These techniques are compared 

and top six WSs classification techniques are identifi

further analyze the performance of WS classification techniques, we have performed 

empirical study on various performance parameters. Six techniques investigated are Logistic 

Regression (LR), Multilayer Perceptron, Non-nested generalized exemplars (NNge), JRip, J48 

ntroduction 

to analyze the effect of use of majority vote classifier on 

for automated assignment of weights to various QoS parameters. 

To conduct an empirical study of various web services clustering techniques based on QoS 

depending on the end 

develop a web service selection approach with consideration to web service 

study to identify 

various QoS parameters used to perform web service selection and analyze the influence on the 

focuses on analyzing 

the reported works related to QoS based web service selection by using various QoS parameters 

[Alrifai et al., 2010]. The 

motivated us to 

explore the available approaches to classify web services. The dataset also consist of non-labelled 

set of QoS evaluated on real world web service. As part of determining the learning technique that 

from literature survey, we have 

identified eleven most widely used WS classification techniques. These techniques are compared 

identified. In 

we have performed 

empirical study on various performance parameters. Six techniques investigated are Logistic 

lars (NNge), JRip, J48 
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decision tree, and Random Forest (RF). From among these, top three techniques LR, NNge, and 

J48 are compared and evaluated against majority vote based classification. 

Secondly, we have developed a two layer web service selection 

classification. The first layer performs the job of prefiltering the web services by using the majority 

vote based learning model. The model is trained using labelled dataset (training dataset) and 

unlabelled dataset are classified. On the same ground, the end user request of QoS is also classified 

and the closest matching set of web services is determined. In this manner, we are able to reduce 

the number of candidate web services to be considered by selection process. Also,

promising set of web services are participating in the selection process to improve the overall 

quality of web service finally selected by the system. We have also explored the use of 

Maximizing Deviation Method (MDM) for evaluation of weights of

2016]. The weight information is utilized by the selection process. 

selection an improved PROMETHEE 

PROMETHEE Plus method is evolved by performing t

PROMETHEE method to improve the quality of selection and improve the user satisfaction. The 

experiments are performed by using QWS dataset and dataset generated using standard dataset 

generator [Borzsony et al., 2001]

are tested on four performance evaluation parameters.

Further, we observe that the availability of labelled QoS dataset for web service is very difficult. 

This motivated us to further explore the use of some tec

services with reference to the end user request. Therefore, in next set of experiment, the use of QoS 

based clustering of web services is studied in detail. An empirical study of six most popular web 

services clustering techniques is done. The performance of clustering techniques is compared by 

using measures such as quality and stability of clusters formed. The clustering techniques 

considered for empirical study are 

on Hierarchical clustering)

around medoids (PAM), and Self Organizing Tree Algorithm (SOTA). Also, the effect of features 

selection using principal component analysis (PCA) on quality and stability of clusters 

analyzed.  

Next, based on the results of 
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decision tree, and Random Forest (RF). From among these, top three techniques LR, NNge, and 

J48 are compared and evaluated against majority vote based classification. 

we have developed a two layer web service selection approach

. The first layer performs the job of prefiltering the web services by using the majority 

vote based learning model. The model is trained using labelled dataset (training dataset) and 

assified. On the same ground, the end user request of QoS is also classified 

and the closest matching set of web services is determined. In this manner, we are able to reduce 

the number of candidate web services to be considered by selection process. Also,

promising set of web services are participating in the selection process to improve the overall 

quality of web service finally selected by the system. We have also explored the use of 

Maximizing Deviation Method (MDM) for evaluation of weights of QoS parameters 

. The weight information is utilized by the selection process. To perform web service 

selection an improved PROMETHEE approach called as PROMETHEE 

PROMETHEE Plus method is evolved by performing three modi

PROMETHEE method to improve the quality of selection and improve the user satisfaction. The 

experiments are performed by using QWS dataset and dataset generated using standard dataset 

[Borzsony et al., 2001]. Three variations of the proposed method, MSS, HSS, and CSS 

are tested on four performance evaluation parameters. 

Further, we observe that the availability of labelled QoS dataset for web service is very difficult. 

This motivated us to further explore the use of some technique to identify most eligible set of web 

services with reference to the end user request. Therefore, in next set of experiment, the use of QoS 

based clustering of web services is studied in detail. An empirical study of six most popular web 

stering techniques is done. The performance of clustering techniques is compared by 

using measures such as quality and stability of clusters formed. The clustering techniques 

considered for empirical study are - Unweighted Pair Group Method with Arithmetic

clustering), K-Means, Diana, Clustering for the large data set (Clara), Partitioning 

around medoids (PAM), and Self Organizing Tree Algorithm (SOTA). Also, the effect of features 

selection using principal component analysis (PCA) on quality and stability of clusters 

results of empirical study, an approach consisting of two layers 
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decision tree, and Random Forest (RF). From among these, top three techniques LR, NNge, and 

J48 are compared and evaluated against majority vote based classification.  

approach based on the results of 

. The first layer performs the job of prefiltering the web services by using the majority 

vote based learning model. The model is trained using labelled dataset (training dataset) and 

assified. On the same ground, the end user request of QoS is also classified 

and the closest matching set of web services is determined. In this manner, we are able to reduce 

the number of candidate web services to be considered by selection process. Also, the most 

promising set of web services are participating in the selection process to improve the overall 

quality of web service finally selected by the system. We have also explored the use of 

QoS parameters [Yin et al., 

To perform web service 

PROMETHEE Plus is proposed. 

hree modifications in the basic 

PROMETHEE method to improve the quality of selection and improve the user satisfaction. The 

experiments are performed by using QWS dataset and dataset generated using standard dataset 

ns of the proposed method, MSS, HSS, and CSS 

Further, we observe that the availability of labelled QoS dataset for web service is very difficult. 

hnique to identify most eligible set of web 

services with reference to the end user request. Therefore, in next set of experiment, the use of QoS 

based clustering of web services is studied in detail. An empirical study of six most popular web 

stering techniques is done. The performance of clustering techniques is compared by 

using measures such as quality and stability of clusters formed. The clustering techniques 

Unweighted Pair Group Method with Arithmetic Mean (based 

Means, Diana, Clustering for the large data set (Clara), Partitioning 

around medoids (PAM), and Self Organizing Tree Algorithm (SOTA). Also, the effect of features 

selection using principal component analysis (PCA) on quality and stability of clusters formed is 

an approach consisting of two layers - Prefilter 
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and selection layer is proposed for web service selection. The task of prefiltering of web services is 

performed using pruning and clustering. The filtered set of web services represents those web 

services which have capability to closely meet the end user requirements of QoS. The filtered set 

of web services is passed to determine Skyline web services

of web services is done by the proposed

simple additive weight method to find top

replaceable web services in parallel to the task of selection of 

is compared with existing state-of-the-art on four evaluation parameters and found to be better.

We have further observed that the failure/unavailability of web service is more critical in 

composite web service [Jatoth et al., 2017]

service selection system with due consideration to replaceability. First, we have reviewed the 

literature to elicit the suitability of PROMETHEE method for prioritizing the web services. 

Subsequently, the findings are formalized and build a web service selection system with due 

consideration to replaceability. Further, the effect of Input, Output, Precondition, and Effect 

(IOPE) [Hu et al., 2017] on determining web service replaceability is critica

performing various experiments. The use of determinant method for IOPE based matchmaking is 

explored and its effect on the matchmaking process is observed.

compared with existing similar approaches and found to be b

precision. 

 

1.7 ORGANIZATION OF THESIS

The thesis has been divided into eight chapters.

Chapter 1 presents the brief description of web service selection. The chapter introduces the 

underlying fundamentals of the proposed work. Basics of web services, 

process, QoS based selection mechanisms, their effect on the selection process 

chapter also elaborates various objectives of this work and the organization of the chapters in the 

report. 

Chapter 2 presents the literature review of the works related to QoS based web service selection. 

We have reviewed the process of web service selection using QoS parameters and presented the 

achievements and improvements made in 
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and selection layer is proposed for web service selection. The task of prefiltering of web services is 

ng. The filtered set of web services represents those web 

services which have capability to closely meet the end user requirements of QoS. The filtered set 

of web services is passed to determine Skyline web services  [Borzsony et al., 2001]. The selection 

the proposed Skyline Plus. Skyline Plus uses MDM method along with

simple additive weight method to find top-k selection. Also, the system is enriched to determine 

replaceable web services in parallel to the task of selection of web service. The proposed approach 

art on four evaluation parameters and found to be better.

We have further observed that the failure/unavailability of web service is more critical in 

al., 2017]. To solve this problem, we have developed a web 

service selection system with due consideration to replaceability. First, we have reviewed the 

literature to elicit the suitability of PROMETHEE method for prioritizing the web services. 

tly, the findings are formalized and build a web service selection system with due 

consideration to replaceability. Further, the effect of Input, Output, Precondition, and Effect 

on determining web service replaceability is critically examined by 

performing various experiments. The use of determinant method for IOPE based matchmaking is 

explored and its effect on the matchmaking process is observed. The proposed approach is 

compared with existing similar approaches and found to be better in terms of efficiency and 

ORGANIZATION OF THESIS 

The thesis has been divided into eight chapters. 

presents the brief description of web service selection. The chapter introduces the 

underlying fundamentals of the proposed work. Basics of web services, web service selection

process, QoS based selection mechanisms, their effect on the selection process are discussed. The 

chapter also elaborates various objectives of this work and the organization of the chapters in the 

presents the literature review of the works related to QoS based web service selection. 

web service selection using QoS parameters and presented the 

achievements and improvements made in WSS. A detailed study of the existing approaches for 

ntroduction 

and selection layer is proposed for web service selection. The task of prefiltering of web services is 

ng. The filtered set of web services represents those web 

services which have capability to closely meet the end user requirements of QoS. The filtered set 

The selection 

Skyline Plus uses MDM method along with 

k selection. Also, the system is enriched to determine 

he proposed approach 

art on four evaluation parameters and found to be better. 

We have further observed that the failure/unavailability of web service is more critical in 

. To solve this problem, we have developed a web 

service selection system with due consideration to replaceability. First, we have reviewed the 

literature to elicit the suitability of PROMETHEE method for prioritizing the web services. 

tly, the findings are formalized and build a web service selection system with due 

consideration to replaceability. Further, the effect of Input, Output, Precondition, and Effect 

lly examined by 

performing various experiments. The use of determinant method for IOPE based matchmaking is 

The proposed approach is 

in terms of efficiency and 

presents the brief description of web service selection. The chapter introduces the 

web service selection 

are discussed. The 
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CHAPTER 2  

 

LITERATURE REVIEW 

 

The World Wide Web (WWW) is expanding at very fast rate. WWW is a place where 

information is published and accessed with the help of wide range of available tools [Singh et 

al., 2010]. Due to the popularity and widespread use of WWW, the web service technology 

based solutions quickly got acceptations. Web service selection is a very popular problem and 

has been studied in the past. When user makes a request for performing some task over 

Internet, for example - purchase book request, many online book sellers offers web service to 

enable the customer to purchase the book by placing the order. Since multiple book sellers are 

offering the web service to purchase the book, user has to make a choice of selecting the web 

service provider. At this point of time user may select any book seller randomly, but later on 

after placing the order user may face problem such as delay in order execution, receiving of 

item in bed condition due to poor handling etc. The chances of successful order execution by 

ensuring the on time delivery and other non-functional requirement can be increase by 

observing the ratings of service providers by past service consumers etc. This example shows 

that not only functional requirements but non-functional requirements for services are equally 

important from the view point of service consumer. Similarly, service providers also use QoS 

parameters to increase the web service consumption and thereby increasing the market 

business. Moreover, QoS based service selection facilitates the automation of web service 

selection task without the intervention of humans. Therefore, QoS based Web Service selection 

is an important topic for many researchers. 

In the previous chapter, we have discussed fundamentals of web service, QoS, and selection 

of WSs. Further, we have reviewed the existing techniques for selection of WSs. The 

motivation behind the work presented in this thesis and important contributions are also 

discussed. In this chapter, we first explore various dimensions of web service selection process 

and analyze their influence on selection process. Second, the QoS model is described in detail. 

Third, we analyze various reported works on the web service selection based on QoS. These 

works are classified into three categories: classification based service selection, clustering 

based service selection, and replaceability based service selection. Replaceability based WSS 
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work is further sub-classified as QoS based replaceability & selection and semantics based 

service replaceability & selection. In each category of discussion, important features of the 

work, various characteristics, gaps identified, and comparison with the work presented in this 

thesis are discussed. 

 

2.1    INTRODUCTION 

Figure 2.1 gives an overview of the web service architecture and the place of web service 

selection process [Newcomer, 2002]. The architecture diagram shows that in order to use the 

web service, nine steps (represented as number on the arrow) are to be followed. The service 

provider implements the WS and register into the WS registry (step 1,2). The WS consumer 

fetches the functionally similar WSs by requesting the registry (also termed as discovery 

process) (step 3). The registry returns the list of functionally similar WSs back to the requester 

(step 4). From among the list of functionally similar WSs, the process of selection is to be 

followed. Usually, the process of selection of WS involves prioritizing the WSs on some 

criteria such as QoS followed by selection of the best WS (step 5). Once the desired WS is 

selected, the WSDL of the WS is fetched (step 6, 7). The details required for using the WS are 

obtained from the WSDL and the WS is requested to get the desired business functionality 

(step 8, 9). It can be observed from the Figure 2.1, that the task of selection plays a very vital 

role in describing the performance of the WS based software.  

 

Figure 2.1: Architecture of web service 
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2.1.1 Quality of Service model for web service 

As per the definition from Software Quality Standards, the quality models are helpful in 

specifying requirements, establishing measures and conducting quality evaluations  [Oriol et 

al., 2014]. It can also be defined as a hierarchical decomposed set of quality attributes of 

software [Oskooei and Daud, 2014, Mishra et al., 2013]. Various general purpose Software 

Quality models are proposed such as ISO/IEC series of quality standards, specially in 9126 and 

its successor 25010, SQuaRE model  [Oriol et al., 2014] etc. These models for software 

systems and may not be completely suitable for web service domain. Therefore, various 

research proposals [Kritikos and Plexousakis, 2009, Oriol et al., 2014, Oskooei and Daud, 

2014, Antony et al., 2009, Ran,  2003] are available for QoS model. In general the QoS model 

for web service is represented as a hierarchy  [Oriol et al., 2014] as follows:  

  

QoS represents characteristics of web service quality in totality  [Oriol et al., 2014]. 

Quality Characteristics represents groups of quality attributes  [Oriol et al., 2014]. 

Quality Attributes are fine grained concepts which affects quality of a web service [Oskooei 

and Daud, 2014]. 

Quality metrics are quantitative measurements of quality attributes [Oskooei and Daud, 2014].  

They are the mathematical way of defining quality values of Quality Attributes. 

Example of few QoS Attributes and QoS metric are shown in Table 2.1. 

 

Table 2.1: Example of QoS attributes and QoS metric  [Oriol et al., 2014, Oskooei and Daud, 

2014, Ran,  2003, Singh et al., 2016] 

QoS Attribute QoS Metric 

Response time Execution time + Waiting Time + Transmission Time 

Reliability 1-failure rate (where failure rate = execution time / MTBF) 

Availability Uptime / (Uptime + Downtime)   {or  MTTF / MTTF + MTBF} 

Reputation 
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From the study of the research work [Kritikos and Plexousakis, 2009, Oriol et al., 2014, 

Oskooei and Daud, 2014, Antony et al., 2009, Ran,  2003], QoS model for web services can be 

defined by considering following six categories (Quality Characteristics) along with QoS 

attributes and QoS metric: 

(i) Business Specific QoS [Oskooei and Daud, 2014]: The foremost requirement of any web 

service is to fulfil the business requirements of the service consumer. Four business related 

QoS attributes are - Execution price, Transaction, Penalty rate, Compensation rate. 

(ii) Performance related QoS [Kritikos and Plexousakis, 2009]: This category of QoS refers to 

the performance of the web service based system under the stated condition. This refers to 

how efficiently users request can be served.  Four performance related QoS attributes are : 

Response time (Execution time + Waiting Time + Transmission Time), 

Throughput (Number of Completed requests for service  / Unit of time),  

Reliability (1-failure rate; where failure rate = No. of failure / Time Period),    

Availability(Uptime / (Uptime + Downtime) 

(iii) Requesters Response specific QoS & Trust [Oskooei and Daud, 2014, Antony et al., 2009]: 

The response specific QoS property is measured by feedback of service consumer. 

Reputation is one such QoS property. It is a measure of trustworthiness of web service. It 

represents the popularity of web service which depends on advertisement, financial and 

political interest and can be determined from the feedback of users and usage count of web 

service. 

Trust is feature that one entity rely on the other entity to execute some set of operations. 

The trust can be measured by trust graph model. 

(iv)  Security [Kritikos and Plexousakis, 2009]: Web services are resources available over 

Internet provided to be used by any other piece of software. Security Characteristics ensures 

the security attributes supported by web service. Various QoS attributes for security are - 

authentication, confidentiality, integrity, non-repudiation, authorization, traceability. 

(v) Dependability [Kritikos and Plexousakis, 2009, Ran,  2003] is the measure of capability of 

a computing system to deliver service that can justifiably is trusted. Attributes such as 

Accessibility, scalability, and Capacity can be used to specify dependability characteristic. 

(vi) Failure Semantics [Kritikos and Plexousakis, 2009, Ran,  2003] is the measure of 

specifications provided for the type of fault which may occur and how web service react to 

them. Failure masking, Operation semantics and Exception handling attributes may be used 

to represent Failure Semantics of web service.  
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2.2     CLASSIFICATION BASED WEB SERVICE SELECTION 

The process of classification refers to the process of identifying class/category of a new object 

based on the training set of object whose class/category is known. Using the objects with 

known class, a learning model is created. Later on, the learning model is used to identify the 

class of the new object. The classification model for WSs can be created using labelled set of 

QoS dataset. The classification when applied to the set of unlabelled WSs, determines the 

similarity among the WSs.  

In this section, most recent works on classification of WSs and QoS based selection of WSs 

are discussed. The problem of WS classification is studied in the past and is discussed in detail. 

Initially, we have performed an extensive study to find the relevant works on web service 

classification. Various learning models are used for web service classification. A comparative 

study of recent works on web service classification is presented in Table 2.2. We observed 

from the Table 2.2 that, majority of available works uses WSDL, OWL-S, and QoS information 

for classification. WSDL and OWL-S are used to describe functional features of web services 

and are mainly used during service discovery [Purohit et al., 2015, Kumar and Mishra, 2008b]. 

However, the QoS information is useful to perform the task of selection of web services. From 

among the available QoS parameters, few of the parameters are redundant and/or irrelevant in 

the presence of the strongly correlated QoS parameter(s). Therefore, the set of relevant QoS 

parameters should be identified. It can be performed by segregating these parameters using 

feature selection technique. Also, the feature selection process helps in reducing the training 

time, simplification of model, and handling the problem of data over fitting.  

A very few of the available works uses feature selection technique, however, they lacks in 

terms of stability and robustness of results. In addition, the existing work compares the 

performance of various classifiers using only efficiency parameter. Which sometime leads to 

unexpected classification. This is primarily because other performance parameters are 

neglected during evaluation of classifiers. Moreover, the classification model is build using 

single classifier. Nonetheless, the group decision for classification is observed to be more 

accurate than the decision from single classifier [Kittler et al., 1998]. The majority vote 

classifier can be useful to improve the classification decision by combining the output of 

multiple classifiers. Therefore, in this work we have studied web service classification based on 

QoS parameters along with feature selection. The empirical study is done by using several 

performance measurement parameters. The study is extended by performing a comparative 

study of majority vote classifier with top three best performing learning models. 
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QoS is being used as an important parameter to distinguish among functionally similar WSs. It 

is increasingly difficult and time consuming task to obtain best WS due to conflicting QoS 

parameters. An existing QoS based WSS approach treats QoS parameters as discrete random 

variables with probability mass functions [Hwang et al., 2015]. The service selection is 

performed by computing the utility function based on the probability of satisfying QoS 

constraints. A similar approach for WSS using utility function for sorting and selection of web 

services is available [Alrifai et al., 2011]. In this approach, the distance between the service 

candidate and the upper bound is obtained. Based on distance values, candidate WSs are sorted. 

Nevertheless, the approach does not consider the conflicting nature of QoS parameters during 

evaluation of the utility function, which we believe are very crucial for producing an accurate 

ranking of services. Web Service Relevancy Function (WsRF) can also be used for web service 

ranking and selection [Masri and Mahmoud, 2007]. Higher value of relevancy function 

indicates better service. A variety of solutions for QoS based WSS problem are available such 

as – WSS based on constraint rules using MIP [Saleem et al., 2015], similarity rules in CBR 

[Renzis et al., 2016], predictions based on collaborative filtering [Zheng et al., 2011], etc. 

However, these solutions do not consider the conflicting nature and interdependency among 

QoS parameters. 

Table 2.2:   Recent work on web service classification 

Work Criteria Learning models used Dataset 

used 

Tools 

Used 

F.S. 

[Patro and Patra, 2015] QoS  FNN, FRNN,FRONN QWS WEKA Y 

[Mohanty et al., 2010] QoS PNN, BPNN, J48, GMDH , 

TreeNet, CART, SVM  

QWS WEKA,  

PM 

Y 

[Wang et al., 2010] OWL-S  SVM OWLS-TC4 WordNet Y 

[Yang and Zhou, 2015] WSDL SVM, NB, C4.5, BPNN OWLS-TC4 WEKA N 

[Liu et al., 2016a] WSDL  SVM, LDA-SVM WS-DREAM WEKA N 

[Mohanty et al., 2012] QoS NB, Markov Blanket, Tabu 

Search 

QWS V1 WEKA N 

[Jie et al., 2012] WSDL NB, SVM, REPTree, 

AdaBoost 

Collected 

from Internet 

WEKA N 

[Vaadaala et al., 2013] QoS  J48 decision tree QWS WEKA N 

[Mustafa, and 

Kumaraswamy, 2014] 

QoS FURIA, kNN, RIDOR, 

SVM 

QWS N.M. N 

[Mustafa, and 

Kumaraswamy, 2015] 

QoS MLP-LM, MLP-BPP, MLP-

TS 

QWS  N. M. N 

[Qamar et al., 2015] WSDL NB, DT, SVM WSExpress WEKA Y 

[Own and Yahyaoui, 2015] QWS BPNN, J48, CART, PNN, 

GMDH, TreeNet, SVM, RS 

QWS V1 RSES Y 

Recent works on web service classification are summarized with details of classification model, dataset used, 

tools used, criteria for classification and whether feature selection (F.S.) is employed or not. NB=Naïve Bayes, 

LDA=Linear Discriminant Analysis, SVM=Support Vector Machine, DT=Decision Tree, BPNN=Back 

propagation Neural Network, PNN=Probabilistic Neural Network, GMDH=Group Method for decision 

handling, RS=Rough Set, kNN=k nearest neighbor, PM = Predictive modeller, N.M. = Not Mentioned. 
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WSs can be grouped together by performing classification task. The available works on 

classification using WSDL and OWL-S performs classification at the time of service discovery. 

As it is performed at the time of service discovery, so, they are increasing the efficiency of 

discovery process, generating a set of functionally similar WSs. To further reduce the set of 

functionally similar WSs, our work (discussed in detail in Chapter 3 and 4) is performing 

classification of WSs based on associated QoS information. Thus, classification is applied in 

prefiltering step to reduce domain of search. A similar approach based on bundling framework 

to reduce search domain is presented in [Alrifai et al., 2011, R.-Zapata et al., 2011, R.-Zapata et 

al., 2015]. The presented bundling framework uses complementarity indexes and user context 

to create service bundles. The customer and service providers interact with each other to 

identify the customers’ need. Upon clearly identifying the needs of the end user, service 

bundles are generated dynamically. The service clusters are created based on the services 

offering similar functional consequences (FCs) [Alrifai et al., 2011, R.-Zapata et al., 2011, R.-

Zapata et al., 2015]. This method achieves increased user satisfaction, social welfare and 

customer surplus. This method can be useful for efficient selection of WSs for composite 

service. 

An effective method for comparison of alternatives based on the conflicting QoS attributes 

is PROMETHEE-II [Brans and Vincke, 1985]. It performs total ordering of alternatives. The 

PROMETHEE method for WSS is introduced by [Seo et al., 2005]. The QoS parameters are 

mapped to the actions and service providers are the alternatives. To define the criteria, 

appropriate choice of preference function is to be made. For qualitative criteria (performance, 

availability), usual/Gaussian type preference functions are suitable. Similarly, for quantitative 

criteria (cost, price, and power), V-shape/level/linear type preference functions are suitable 

[Brans and Vincke, 1985]. The preference index of services needs to be evaluated by pair wise 

comparison of alternatives. The net outranking flow for each candidate WS is calculated, which 

results in a ranking of WSs [Karim et al., 2011]. The PROMETHEE method does not include 

any predefined weight calculation scheme. The weight calculation is kept flexible. The 

modified Simos procedure for calculation of QoS weights is one such method to specify the 

QoS weight externally [Herssens et al., 2008].  

The weight of the QoS parameter is one of the factors which guide the performance as well 

as output of WSS method, hence it cannot be ignored. In the literature, it is assumed that the 

end user has a clear idea about QoS preferences and is able to assign a scalar value to represent 

the QoS preferences [Alrifai et al., 2011, Masri and Mahmoud, 2007a, Rhimi et al., 2015, 
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Saleem et al., 2015, Lim et al., 2012, Stephen and Yin, 2011]. On the contrary, this is rather a 

big challenge for the end user to properly judge the QoS weight values and for WSS module to 

provide the best selection by incorporating the user judgment. In the available works, methods 

such as AHP [Herssens et al., 2008, Ouadah et al., 2015] and ANP [Karim et al., 2011] are used 

to represent the preference of the end user. However, the preference is determined by taking 

input from the domain experts. A more useful way to determine the linguistic weights of QoS 

parameters is based on a resolution process in which a group of participants’ preferences is 

considered [Wang, 2009]. A more natural way to give preference to the user desired QoS 

parameters is to include them in the calculation. The skyline based approach for WSS does not 

require QoS preference from the end user explicitly [Yu and Bouguettaya, 2012]. 

 

2.3     CLUSTERING BASED WEB SERVICE SELECTION 

The task of classification of WSs is very effective and efficient. However, the base requirement 

for generating QoS based WS classification model is the availability of labelled set of QoS 

dataset. The labelling of QoS dataset is very difficult and in real world scenario mostly the QoS 

dataset without any label is available. Thus, the grouping of WSs in such scenario is difficult. 

Clustering is an unsupervised learning technique designed to explore the natural structure of the 

data objects [Gajjar et al., 2017]. In other words, clustering is a mechanism to create groups of 

objects (WSs in our case) based on certain criteria. The relationship among the objects based on 

the object properties can be established. For the case of WSs, QoS information can be used to 

create WSs grouping. The clusters of WSs are formed by following the process of clustering 

based on QoS parameters. The clustering of WSs is a useful mechanism to explore the 

similarity among WSs.  

In this section, most recent works related to clustering of WSs are discussed. It is revealed 

from the study that the clustering on WSs can be applied to boost up the performance of 

discovery as well as selection process. It is learnt that in the past most of the works have 

applied clustering on WSs to enhance the performance of discovery process. However, in our 

work we have applied clustering to improve the efficiency of selection process. The process of 

clustering is followed by using some criteria to identify similarity among objects. The summary 

of few important works on WS clustering with reference to criteria used for clustering are 

summarized in Figure 2.2.  
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2.3.1    Web Service Description Language (WSDL)  

Service discovery phase identifies services with similar functionality. Employing service 

clustering during discovery phase enormously reduces service discovery time. The functional 

description of WSs based on three major components is available in WSDL file [Nisa and 

Qamar, 2015]. In place of choosing multiple features from WSDL file, relevant features based 

on observations are selected and cumulative score is used to group services. The maximum 

entropy algorithm is used for grouping services. Services falling in the same group are similar 

on the selected WSDL features. In [Ismaili, 2012], a similar hybrid approach to cluster WSs 

using semantic and syntactic information is presented. The Growing Hierarchical Self-

Organizing Map (GHSOM) is applied to generate self organizing maps of services. This 

reduces number of services to a reasonable number. The syntactic similarity using WSDL 

information of WSs is evaluated. With associated semantic information in OWL-S, semantic 

similarity is also calculated. The Euclidean distance between the query vector and cluster centre 

is obtained to evaluate the semantic similarity. Both the similarity scores are combined to 

formulate cumulative score. The cumulative score is utilized to search the desired WSs and the 

closest matching list of WSs is selected.  

Another simple idea to perform web services clustering based on the WSDL features, i.e., 

Message, Port, Type, Service Name and Content [Yu, and Gen, 2010, Wu et al., 2014]. Based 

on the similarity observations, clustering of WSs is obtained. However, the clustering only 

based on WSDL level features results in low recall of web service discovery mechanism [Wu et 

al., 2014]. Therefore, clustering based on WSDL features is combined with tag based clustering 

to improve overall performance of WS clustering and recall, precision of WSS system [Wu et 

 

Figure 2.2: Categorization of clustering criteria used for clustering WSs. 
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al., 2014]. Tag based information improves the functional identification of WSs. The WSDL 

based clustering can also be combined with OWL-S based clustering [Yu, and Gen, 2010]. In 

this approach, the syntactic and semantic similarity among WSs is evaluated and based on the 

hybrid score, clusters are created. An approach to cluster WSs using ontology is presented in 

[Liu et al., 2011]. Each WS have associated ontology which carries information such as input, 

output, precondition, effect and QoS. The matching score of WSs is obtained on the ontology 

information and accordingly service clusters are generated. The presented approach is useful 

for WSs clustering, however, the process of matching and score generation is not elaborated in 

detail.  

2.3.2    Semantic Information 

The WSDL offers an easy way to describe any WS on different parameters. However, WSDL 

based mechanism is very limited to fully explore the features of WS. Ontology provides a 

systematic mechanism to fully describe and determine the functionality offered by the WS 

[Michalewicz and Vadis, 2012]. Service ontology is useful to assist search for needed WS over 

Web [Masri and Mahmoud, 2009, Biot and Academy, 1977]. From the ontology, information 

such as interface similarity, service name, capability, QoS similarity, etc., can be used to form 

clusters of WSs. The work presented in [Michalewicz and Vadis, 2012] uses environment 

ontology to cluster WSs. Further, it is observed that the cognitive parameters are effective in 

service selection and should not be ignored [Kumar and Mishra 2008a]. A new model based on 

various cognitive parameters such as intension, trustworthiness, desire, reputation, capability, 

etc. is presented in [Kumar and Mishra 2008a]. Considering these parameters during service 

selection produces more reliable selection results. Using cognitive parameters, ontology is 

generated for each WS. The cognitive information is used by service selection process to select 

WSs for executing composite task.  

2.3.3    Tags 

Tag is a phrase which contains small descriptions to describe the property of object and make it 

more meaningful to the outside world. Capabilities of a WS can be described using tags with 

strong correlation [Zhao et al., 2014b]. Tagging of WS enables external world to understand the 

features along with functional and non-functional capabilities of WS. It leads to correct 

identification of WSs as desired by the service consumer. Tag information can be obtained by 

scanning WSDL file, from Internet [Zhao et al., 2014b], or from the user [Wu et al., 2014]. The 

WS page is accessed using URL of WS stored in the WSDL file of the service. To collect and 

extract tag information, the vector space model (VSM) based structure analysis is used in [Zhao 
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et al., 2014b]. Once the content extraction using VSM model is completed, the process of 

mining is started. The mining process combines the mining of service related tags with 

traditional WSDL based processing to boost the service characteristics presentation. In [Wu et 

al., 2014], a similar approach is presented for WS clustering by utilizing tag based information. 

The hybrid tag recommendation strategy WSTRec recommends tag by calculating semantic 

relevance. The similarity among services is evaluated using two similarity scores - tag level 

similarity and WSDL level similarity. The similarity values are utilized to cluster WSs.  

2.3.4     User similarity 

The performance of service discovery mechanism can be improved by performing service 

discovery on the basis of user similarity. The service recommendation system using user based 

clustering is another powerful idea to identify WSs of interest [Zhang et al., 2013]. In this 

approach, the past quality ratings of the service and QoS requirements of the end user forms the 

basis of clustering. The similarity among users is identified on the basis of interest of end user 

and service usage pattern. User similarity coefficient is calculated and user similarity is 

accessed.  

 

2.3.5     Quality of Service 

The QoS parameters based clustering is a handy mechanism to identify similarity among WSs 

on the basis of non-functional characteristics [Purohit and Kumar, 2016b] of services. QoS 

clustering approaches are then subsequently used to perform selection. A useful approach to 

cluster WSs is available in [Zheng et al., 2012a]. In this approach, the access situation of the 

user forms the basis of clustering. This work uses KMeans clustering. Once the clusters are 

formed, the services are matched against the end user request. Matching of services is done in 

two steps. At first, the service similarity is determined using basic service description. If the 

matching score is at par with the minimum threshold, then the QoS matching of the service is 

performed. By using this two step mechanism, the improvement in the precision of service 

discovery is observed. On the negative side, a large number of comparisons are required to 

discover the desired services. The clustering of WSs can be useful to identify substitutable 

WSs. The substitute WS is needed because the WS execution environment is very dynamic and 

sometime leads to runtime failure of WSs. In order to handle this situation of failure, available 

closely matching services can be helpful [Ismaili, 2012]. To implement this idea, clustering of 

WSs based on QoS is done and extended to the case of service composition. The clustering 

approach is useful to perform search and selection operations in the group. For the composite 
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WS, clusters of concrete WSs are formed for each of the abstract WSs. The Optics algorithm is 

employed to cluster WSs which allows clusters of any shapes. The task of abstract WSs is 

performed by concrete WSs. If any of the concrete service experience run time failure, other 

concrete WSs from the same cluster is chosen as a replacement. The choice of alternative WS is 

made based on the utility value of the service. Both these techniques improves the service 

selection efficiency, however, does not consider fuzzy based clustering. Collaborative filtering 

(CF) is an effective technique for QoS prediction. The prediction is performed on historical 

QoS data furnished by similar services and users. But, the CF suffers from the sample matrix 

data sparsity problem. Using QoS based clustering prior to applying CF improves the overall 

prediction accuracy [Chen et al., 2015]. The CF based QoS prediction technique does not 

consider the detection of unreliable data from untrustworthy users. The unreliable data 

significantly affects the performance of prediction system. To deal with unreliable QoS data, 

CAP approach is applied [Wu et al., 2015]. The K-Means based clustering of unreliable 

services is done using untrustworthy index calculation. In the next phase, the users are clustered 

based on their index. 

Clustering of WSs using QoS criteria is used in the past for QoS prediction [Zhang et al., 

2013]. In user request based clustering, the services able to serve the user requests are 

identified and logged [Zheng et al., 2012]. For a fresh user request, the similar user requests 

(using similarity coefficients) and the WSs used to serve these requests are identified from the 

log. Based on the identified WSs, the appropriate WSs for fresh user request are recommended. 

This improves the quality of service discovery process.  

For composite task, the service selection using clustering concept is useful to improve the 

performance of selection mechanism [Xia et al., 2011, Tripathy et al., 2014]. The clustering of 

web services using K-means [Tripathy et al., 2014, Tewari et al., 2012b] and Optics algorithm 

[Xia et al., 2011] for selection of WS for composite task is employed. In [Xia et al., 2011], the 

service clusters for each concrete service is obtained and based on best utility value, top most 

services are selected. This approach will lead to saving in composition time, however, the end 

user satisfaction is not achieved to its best level. In [Tripathy et al., 2014], the service cluster 

graph algorithm based on bellman ford’s algorithm is employed to select a best service 

composition. Due to clustering, the process of identification of concrete WS takes less time. 

However, the composition process will consume significant time due to the large number of 

composition possibilities [Xiang et al., 2015]. The clustering to reduce the search domain is a 

useful technique. 
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 When user is not in position to specify expected numerical values of QoS parameters, fuzzy 

values are useful to represent QoS expectations of the end user. In [Mobedpour and Ding, 

2013], the services are clustered into three clusters representing fuzzy values – poor, medium, 

and good. The symbolic clustering mechanism is used to perform task of clustering of WSs. 

The clustering is done based on the Euclidean distance of each candidate WS. Two levels of 

selection mechanism is adopted to obtain the closest matching WS. 

A comparative study of recent works on web services clustering for WS discovery/selection 

is shown in Table 2.3.  It can be observed from Table 2.3 and the available literature that the 

existing approaches performs clustering using functional features of web services such as 

WSDL, OWL-S, Tags, User preference based, etc. It is also noted that the existing web service 

clustering approaches are used during service discovery. Further, the existing state-of-the-art is 

not using feature selection to clustering WSs. 

2.4     REPLACEABILITY BASED WEB SERVICE SELECTION 

The WS replaceability is the ability of a WS to replace another WS without affecting the 

underlying expected functionality and the offered service quality. The functional and non-

functional characteristics of the WS form the basis of two criteria for obtaining service 

Table 2.3 Recent works on web service clustering 

 

Work Clustering 

Criteria 

Clustering 

Technique 

used 

F.S. Applied for 

Service Discovery 

(D) or Web 

Service Selection 

(S) 

WSS for 

atomic (A) or 

composite (C) 

service 

[Zheng et al., 2012] USC K-Means NU D N.M. 

[Yu, and Gen, 2010] OWL-S SOM NU D N.M. 

[Wu et al., 2014] WSDL K-Means NU D N.M. 

[Liu et al., 2011] Ontology NM NU D N.M. 

[Tripathy et al., 2014] Customer K-Means NU D C 

[Zhang et al., 2013] Customer 

usage 

K-Means NU S A 

[Xia et al., 2011] QoS Optics NU S C 

[Mobedpour and Ding, 

2013] 

Fuzzy 

values 

SCLUST NU S A 

Recent works on clustering of web services are summarized with details of criteria used for clustering, 

clustering technique applied, dataset used for clustering, clustering performed to select WSs for atomic or 

composite task and whether feature selection (F.S.) is employed or not. USC=User similarity coefficient,  

NU=Not Used, N.M. = Not Mentioned. 
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replaceability. The functional similarity among WSs is determined on the basis of IOPE 

matching. Similarly, the similarity on the basis of non-functional characteristics is obtained by 

using QoS matching among WSs. The similarity among WSs can be used to determine service 

replaceability. The replaceability of WSs is useful to deal with the case of run time failure of 

WS. The failed WS can be replaced with the closest matching WS. The problem of service 

failure is fundamentally linked to the service selection problem due to its effect on the 

efficiency of the process of selection. Thus, most recent works related to service substitution/ 

replacement are discussed in detail. 

 

2.4.1  QoS based Replaceability and Web Service Selection 

Web service composition is used frequently to offer value added services to the end user. The 

criteria used for composition include QoS parameters [Helal and Gamble, 2014, Xia et al., 

2011, Yin et al., 2009], Input/ output [Yin et al., 2009, Ernst et al., 2006], owl-s [Liu et al., 

2011, Wijesiriwardana et al., 2012], ontology [Yan et al., 2015, Bhuvaneswari and Karpagam, 

2012, Kumar, 2012], etc. The QoS based selection of services for composite task is a popular 

method [Helal and Gamble, 2014, Purohit et al., 2015]. The task of composition run on the top 

of predetermined composition plan. Petrinet model is useful to design composition plan [Singh 

and Rajput, 2018, Singh et al., 2014]. The Petrinet act as best tool for dependency 

representation. The dependency among WSs involved in composition can also be modelled 

using Petrinet. The QoS based replaceability using nearest neighbour is effective to handle the 

run time failure of WSs. The GA is applied for selection of WSs. In each iteration of GA, the 

fitness of population is evaluated by using penalty based fitness function. The replaceability of 

each plan is calculated and the plan with higher replaceability is selected for further 

consideration. However, the approach is time-inefficient due to nearest neighbour search in 

every iteration of GA. Further, the approach do not consider the service similarity during 

replaceability evaluation.  

To ensure that the end-to-end QoS requirements of the composite WS are satisfied, the GA 

based solution is preferred. In [Purohit et al., 2015], the GA is applied on the set of candidate 

WSs to select most optimal composition. In each iteration of GA, the population is evaluated 

using a fitness function. A closely related GA based approach for WSS is proposed in [Yan et 

al., 2015]. In this approach, the service selection for composition problem is modelled as Multi-

Constrained Optimal Path (MCOP) problem. The business rules between service providers are 

considered along with QoS parameters for carrying out the task of composition. Business rules 

with dependency, conflict and positive inference category are used to achieve service selection. 
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The proposed solution is optimal, however, business rules are difficult to establish in 

generalized form. The basic GA used for service selection has performed reasonably well. The 

global optimization is achieved using the randomization step. The population diversity handling 

can be achieved in more effective way by using simulated annealing and harmonic search to 

improve the mutation operation [Yilmaz and Karagoz, 2014, Parisi et al., 1999]. The above 

available methods of service selection for composition follow bottom-up approach by searching 

possible combinations of concrete WSs to determine optimal composition. A new way of 

achieving composition is to break the global QoS constraints into local constraints [Liu et al., 

2016b]. The number of candidate WSs are reduced by selecting top-k composition schemes and 

the candidate web services are obtained from the component services of the selected schemes. 

The main emphasis of available works as discussed above is on determining services involved 

in optimized composition. The run-time failure of any of the component WSs may lead to 

serious damage due to unavailability of services (and application).  

The application uptime (or availability) can be improved by determining a substitutable WS 

[Bhuvaneswari and Karpagam, 2012]. One of the ways to determine substitutability of a web 

service is to compare the inputs of one WS with the input of other [Yin et al., 2009, Ernst et al., 

2006]. Similarly, outputs of both the services are compared. If the maximum matching for 

input/output comparison is resulted, than one service can substitute other. In addition to 

input/output based service substitutability, QoS parameters based comparison is done to match 

the end user requirements of QoS [Yin et al., 2009]. However, this approach [Yin et al., 2009] 

for QoS based matching and substitution is based on directed acyclic graph and is slow and less 

useful for real time applications based on web services. A similar approach to obtain 

dependency among services is presented in [Wijesiriwardana et al., 2012]. This approach 

considers the pre and post condition to evaluate dependency among services. To rank the 

services, along with dependency, the correlation among the services is also taken into account. 

The failed service is replaced by the service with the next highest rank. Another work in 

[Kumar, 2012, Kumar and Mishra, 2008c] has explored the use of ontology to check the 

compatibility of WS. If any component WS fails during execution, the information in the 

ontology such as Task, Domain, QoS, etc., are used to determine service compatibility 

[Bhuvaneswari and Karpagam, 2012]. The process of search for compatible WS is repeated till 

a compatible WS is obtained. The method is useful to get a matching WS, however, it lacks in 

checking all possibilities of compatible WS and leads to locally optimized replaceable WS. 
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Clustering of web services is another useful criteria to identify similar structures among 

WSs [Xia et al., 2011, Liu et al., 2011, Tewari et al., 2012b]. In [Xia et al., 2011], the clustering 

of candidate WSs is done based on the QoS properties. The web services part of same clusters 

shares the QoS properties closely. On the contrary, the services in the different clusters differ 

on QoS parameters. Based on this property of clustering, it can be observed that the services in 

the same clusters can act as replacement for other services in the same cluster [Xia et al., 2011]. 

However, this approach fails to identify close or exact replacement of services, if available. 

This is due to the fact that the identification of replacement service is not done in close vicinity 

of failed service.  

The composite web service is more prone to failure. This is due to the fact that number of 

services is involved in composition. The successful execution of composite WS is dependent on 

successful execution of services involved in composition. If any of the service involved in 

composition fails, then whole composition is failed [Gupta and Bhanodia, 2012]. Thus, it is 

important to evaluate substitutable WS in advance. The recovery mechanism to overcome the 

failure situation is based on subset replacement. This model recovers from failure dynamically, 

but has low time efficiency. 

In the case of composite WS, the use of genetic algorithm (GA) is suitable to perform 

selection of WSs [Liu et al., 2016b, Helal and Gamble, 2014]. GA based WSS is one of the 

highly explored work and is performing better than other approaches [Purohit and Kumar, 

2018c, Jatoth et al., 2017, Garriga et al., 2015, Yilmaz and Karagoz, 2014, Fister et al., 2013, 

Fethallah, 2012]. In the work presented in Chapter 7, we have used replaceability of WS as the 

basis of selection of WSs when selection of WSs is done using genetic algorithm (GA). 

Therefore, the GA based selection of WSs is explored in detail to observe the possible places of 

improvement in GA to enhance the WSS quality. 

The task of WSS guided with replaceability factor is more useful to realize the real time 

system implemented using WS technology. In such critical systems, during the occurrence of 

run time failure of any component service, the replaceable WS is immediately made available. 

One such approach for selection of WSs based on replaceability factor is presented in [Helal 

and Gamble, 2014]. The genetic algorithm (GA) is used to perform WSS. During each iteration 

of GA, the fitness of each composition plan is evaluated based on replaceability factor. The 

replaceability factor is obtained by nearest neighbour in each iteration of GA for each 

composition plan in the population. Using this approach, the service with highest replaceability 

factor is preferred for selection. Along with the selection of WS, replaceable WSs are 
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determined which can be useful at run time. However, the approach is slow in convergence. 

Also, the method does not take into cognizance the conflicting nature of QoS parameters to 

determine replaceable WSs. 

GA serves as an efficient solution to the problem of WSS. The problem of WSS can be 

modelled as a single objective optimization problem (SOOP) [Michalewicz and Vadis, 2012, 

Yu, and Gen, 2010, Fethallah, 2012, Sharifara et al., 2014, Bandyopadhyay and Saha, 2013] as 

well as a multi-objective optimization problem (MOOP) [Sharifara et al., 2014, Wang and Hou, 

2008, Yao and Chen, 2009, Zhang and Ren, 2011, Sasikaladevi and Arockiam, 2012, Savic, D. 

A., 2002]. In single-objective optimization, the single objective function lumps all the 

objectives together, and a good solution (maximum/minimum) is to be obtained. On the other 

hand, in multi-objective optimization, the multiple objectives are to be achieved with due 

consideration to tradeoff among objectives. The compromised solution is obtained by 

combining different objectives together [Fister et al., 2013, Savic, D. A., 2002]. For the 

problem of selection of WS modelled as a single-objective optimization problem, solution such 

as calculus-based techniques, enumerative techniques, random techniques, etc., are suitable 

[Bandyopadhyay and Saha, 2013]. For multi-objective optimization modelling of a WSS 

problem, the multi-objective versions of the meta-heuristic techniques are developed 

[Bandyopadhyay and Saha, 2013]. A different way to achieve WSS is by decomposing end-to-

end constraints into local constraints and then using the local optimization technique to find an 

optimal concrete WS for each abstract WS [Liu et al., 2016b, Liu et al., 2013, Liu et al., 2015].  

Genetic Algorithms are the family of a computational model grounded in the natural 

evolution process of selection and genetics [Singh et al., 2012, Ganesh et al., 2005]. The basic 

steps of GA in solving the WSS problem are shown as flowchart in Figure 2.3 [Zhi-peng et al., 

2009, Yilmaz and Karagoz, 2014, Jaeger and Muhl, 2007, Ma and Zhang, 2008, Kher et al., 

2009]. Six major steps of GA for WSS identified from Figure 2.3 are – encoding scheme (ES), 

population initialization (IP), fitness function based evaluation (FF), selection operation (SO), 

crossover operation (CO), and mutation operation (MO). Simple GA start by randomly 

selecting MAX_POPULATION of valid composition plans represented using a data structure 

called chromosomes. Each gene on the chromosome represents a Concrete WS. For each 

composition plan (chromosome) in the population, fitness is calculated. Based on the goodness 

of composition plan, composition plans with higher fitness values are given preferences for 

reproduction in the subsequent iteration as compared to composition plan with weaker fitness 

value. The process is repeated till either MAX_ITERATION (MI) or termination condition is 
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achieved. After GA finishes the execution, the optimized composition plan is produced (Cbest) 

as an output.  

The use of GA to resolve the problem of WSS is introduced by [Canfora et al., 2005]. In this 

work, the proposed WSS approach is in line with the algorithm steps of flowchart shown in the 

Figure 2.3. GA uses different parameters such as mutation rate, crossover rate, maximum 

population in each iteration, the choice   of   fitness   function,   etc.   A   fine   tuning  of  these 

parameters in the context of application have a significant effect on the algorithm performance 

[Zhang et al., 2006b, Wang et al., 2007]. The GA is one of the well known technique for 

finding a solution to the optimization problem. User specified constraints are handled distinctly 

by GA. There are two major ways to handle constraints by GA [Ai and Tang, 2008a]. First, by 

applying penalty to the infeasible solutions at the time of fitness evaluation of chromosomes 

and this type of GA is known as Penalty GA (P-GA) [Ma and Zhang, 2008, Jian-hua et al., 

2008]. Second, by applying the repairing concept to the population such that it is always 

ensured that individual in the population is always feasible. This is achieved by applying 

domain specific knowledge on the infeasible solutions. This kind of GA is called repair GA (R-

GA) [Tan et al., 2014]. 

 

 

Figure 2.3:  Flowchart of Genetic Algorithm for WSS [Zhi-peng et al., 2009, Yilmaz and 

Karagoz, 2014, Jaeger and Muhl, 2007, Ma and Zhang, 2008]. 
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Based on six important steps identified in Figure 2.3, we have grouped the available works on 

GA based WSS around these six steps. Forthcoming subsections discusses the available works 

grouped based on these six steps. The grouping of the available works on GA based WSS is 

done with reference to their contribution in any of the six steps of GA. So, if a work possesses 

its major contribution at a step, then it is categorized into corresponding group. In few of the 

papers, significant contribution in the multiple steps of GA is observed. A total of sixty three 

papers were found that discusses GA based WSS. Figure 2.4 represents the bar-chart indicating 

research work held on improvements in identified six steps of GA and other improvements held 

for efficient WSS.  

Total forty seven out of sixty three research papers has suggested improvements in one or more 

steps of the algorithm. Remaining sixteen papers are on the application of GA in WSS and 

composition. It can be observed from Figure 2.4 that maximum of these works emphasize 

improvements in fitness function. It is to be noted that 65.52% research works use penalty 

based fitness function and   remaining 34.48% works have employed GA for WSS without 

using penalty based fitness functions. 

2.4.1.1    Encoding of chromosomes for efficient selection of WS 

In this section, we have discussed the work on GA based WSS which have major contribution 

in encoding scheme. Twenty  one papers have significant contribution in encoding scheme step. 

As mentioned earlier, one of the important factors affecting the functioning of GA is encoding 

scheme used to represent WS composition plan. Four most promising encoding schemes are - 

binary [Zhang and Ma, 2009a], value, permutation, and tree encodings [Arockiam and 

Sasikaladev, 2012]. A simple strategy for encoding is based on arrays of pointers [Canfora et 

al., 2005]. Each element of array points to another array of size equal to the number of concrete 

WS for that service class. Another simple idea is to use an integer array to represent the WSC 

[Tang and Ai, 2010, Lin et al., 2012, Wang et al., 2013, Buqing et al., 2013, Seghir and 

 

Figure 2.4:  Distribution of works based upon improvements in different steps of GA for 
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Khababa, 2018]. Each element of integer array stores the index of concrete WS of that service 

group. At any instance, the values in the integer array represent a sequence of concrete WS 

involved in composition. However, the encoding is not able to represent all models of 

composition flows. To handle this, a new chromosome encoding known as a relation matrix 

coding scheme (CoDiGA) with a population diversity handling mechanism can be used [Zhang 

and Ma, 2009a, Zhang et al., 2007, Jaeger and Muhl, 2007, Ma and Zhang, 2008, Wang et al., 

2007, Chen et al., 2009, Zhang et al., 2006b, Zhang and Lin, 2009]. The relation matrix stores 

the information about concrete WS and how they are associated with other concrete WS. This 

encoding scheme also keeps track of all the feasible paths representing service composition. 

With this coding scheme, an improved and optimized composition plan of WSs is obtained.  A 

similar relation matrix coding scheme, known as a triangular relation matrix coding, is used to 

represent multifold information in a single matrix [Jian-hua et al., 2008]. The coding scheme is 

suitable to be used with pseudo-parallel genetic algorithm (PGA), which explores valid 

composition paths in parallel. A special tree traversal sequence (TTS) coding scheme is able to 

represent all composition flows in much simpler ways and is comparable to the relation matrix 

coding scheme in the representation of information [Shuang et al., 2009]. The post-order 

traversal is used to encode/decode concrete WS in chromosomes. Other important encoding 

schemes include Differential Evolution (DE) based encoding for complex search spaces [Pop et 

al., 2011], an auxiliary encoding scheme [Tan et al., 2014] with variable length of 

chromosomes to represent the forward and backward path, etc. A two dimensional encoding 

scheme and collaborative learning based learning operator is devised for GA with Cultural 

Algorithm (CGA) [Liu et al., 2015]. One dimension specifies the service class (representing 

abstract WS) and the other dimension specifies quality levels. Table-2.6 summarizes these 

works along with their contributions and research gaps. 

2.4.1.2     Effect of the initial population generation scheme on Web Service Selection 

In this section, we have discussed the works on GA based WSS which have major contributions 

in initialization step. Out of total reviewed paper, ten papers have significant contribution in 

initialization step. Initial population generated in GA based WSS system represents a set of 

different choices of concrete WS forming different executable compositions. The choice of 

initial population has a pervasive effect on GA to determine optimized concrete WS satisfying 

global end to end constraints. The random choice of the initial population usually exhibits 

substantial variation in running time and convergence time [Canfora et al., 2005, Zhang and 

Ma, 2009b, Tang and Ai, 2010, Ai and Tang, 2008a, Su et al., 2007]. The convergence time to 
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find an optimal WS depends on the fitness level of the initial population [Wang et al., 2007]. 

One of the ways to improve the fitness level of the initial population is to use ant colony 

optimization (ACO) to select initial population representing WSC [Liu et al., 2010]. ACO 

performs learning through feedback mechanism that leads to the better global optimization 

[Dasgupta et al., 2016]. On the selected plans, GA is applied to obtain the optimized composite 

WSs. The use of ACO in the initial stage improves the overall convergence time of GA. 

Similarly, the QoS of candidate WSs of each service class can be adaptively divided into a 

different quality collection known as quality scale [Yuan et al., 2013]. The choice of initial 

population is made based on the quality scale meeting the global end-to-end QoS constraints. 

The initial population chosen in this manner results in better fitness of the population and 

ultimately quick divergence [Yuan et al., 2013]. In order to improve the search capability of 

GA, WSs from different composition sequences can be chosen to generate an initial population 

[Wang et al., 2007]. Further, to mitigate the possibility of arriving to local optimality, the 

Enhance Initial Population Policy (EIPP) probability concept is suitable [Tan et al., 2014]. This 

eventually leads to the recovery plans with a higher probability of success. The convergence of 

GA for WSS can be improved by selecting one fifth of the initial population by using skyline 

and randomly choosing the remaining four fifth populations [Tan et al., 2014]. However, major 

challenge with this approach is to enumerate skyline services due to the cost involved in 

computation and problem in threshold selection. The local optimization approach for initial 

population selection is promising approach to ensure quality results [Seghir and Khababa, 

2018]. Local optimizer works in two steps. In first step, the local score is calculated and in the 

next step, tournament selection is used to ensure that the best individual is selected as part of 

initial population. Table-2.6 summarizes these works along with their contributions and 

research gaps. 

2.4.1.3     Evaluate population using fitness function  

In this section, we have discussed the work on GA based WSS which have major contribution 

in fitness evaluation of each composition plan in the population using fitness function. Out of 

the total reviewed papers, twenty nine papers have significant contribution in fitness function 

step. The fitness function in GA based WSS algorithm measures the goodness of WSC to 

satisfy end-to-end QoS constraints. The idea of the fitness function in a system for WSS is to 

filter out unfit executable WSC (chromosomes). Usually QoS parameters are used to 

characterize the fitness function, so it indirectly represents the QoS requirements of the end 

user. A fitness function with dynamic penalty factor is more effective and useful for efficiently 
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solving the WSS problem [Helal and Gamble, 2014, Fethallah, 2012, Ma and Zhang, 2008, 

Zhang et al., 2006a, Shuang et al., 2009, Su et al., 2007, Mardukhia et al., 2013]. The penalty 

based evaluation imposes penalty on fitness of the infeasible solution whose fitness is below 

the threshold. For WSS problem represented as multi-objective optimization, multi-objective 

genetic algorithm (MOGA) with multiple fitness functions is required [Wang and Hou, 2008]. 

The cumulative result of multiple fitness functions represents fitness of composition plan. To 

deal with QoS constraints based on dependency and conflicts between WSs, the repair genetic 

algorithm (R-GA) is suitable [Ai and Tang, 2008b, Tan et al., 2014, Ai and Tang, 2008a]. The 

repair GA does not use an explicit fitness function. A repair operator is used to recursively 

repair the infeasible solution. The repair process is based on the hill-climbing concept.  

In [Chen et al., 2009], the dynamic evaluation of the population using relative and absolute 

fitness function is used to improve the convergence as well as diversity handling of the 

population for effective WSS. The Relative and Absolute Penalty Technology (RAPT) with the 

calculation of 'α' factor is suitable to decide the type of penalty to impose. The fitness of a 

chromosome can be obtained by calculating the variance of fitness value [Lin et al., 2012]. In 

this case, two fitness values are obtained, E(Fitness) representing the average value of fitness of 

the individual plans in the population and D(Fitness) representing the variance of individual 

plans in the population. To deal with WS failure at run time, the replaceability factor can be 

evaluated for each chromosome and can be used as one of the parameters for fitness evaluation 

[Helal and Gamble, 2014].  

A number of different fitness functions are presented in the different research works to 

improve the performance of GA for efficient selection of WSs. A summary of various fitness 

functions used to improve selection of WSs in different ways is shown in Table 2.4. The fitness 

functions listed in Table 2.4 can be grouped into four categories. First category (Cat1) includes 

fitness functions at serial number 1, 3, 5, 6, 12 and 14. Second category of fitness function 

(Cat2) incorporate fitness functions defined at serial number 4, 9, 11, 15 and 17. Category 3 

(Cat3) encompasses the fitness functions at serial number 2, 7, 10, 13 and fitness functions at 

serial number 8, 16 are in category 4 (Cat4). The fitness functions in Cat1 are similar on 

treating the QoS parameters as either increasing type or decreasing type. The increasing 

parameters are kept in numerator and decreasing parameters are kept in denominator to 

maximize the fitness function score. On the contrary, the Cat2 fitness functions do not treat the 

QoS parameters differently. But, they are similar to Cat1 in imposing penalty by reducing the 

fitness values of individual web services involved in the composition. Fitness functions of Cat3 
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involve the computation of fitness values by including factors apart from QoS values such as 

current iteration, number of competing services and/or path information, etc. For fitness 

functions of Cat4, the fitness values for favourable solutions are given incentives and 

unfavourable solutions are penalized. This ensures the proper distance between two solutions 

(favourable/unfavourable). 

2.4.1.4     Effective Selection operator and selection schemes for efficient Web Service 

Selection 

In this section, we have discussed the works on GA based WSS which have major contribution 

in selection schemes. Out of total reviewed papers, fourteen papers have significant 

contribution in selection step. The selection operation regulates the advancement of 

chromosomes to the next level. The goodness / ability of superior potential of reproduction of 

each executable composition plans is tested and the premier set of executable composition 

plans is promoted for consideration in subsequent iterations. During the operation of selection 

of most prominent executable composition plan, the selection is based on the common strategy 

such as tournament selection [Wang et al., 2013, Claro et al., 2005] and a probabilistic selection 

such as  roulette wheel selection [Beran et al., 2012], proportionate selection, ranking selection 

[Palanikkumar and Kousalya, 2012], etc. One improvement favourable for improving the 

quality of the population is to use an elitism strategy [Zhang and Ma, 2009a, Wang et al., 2013, 

Seghir and Khababa, 2018, Ai and Tang, 2008a, Ludwig and Schoene, 2011],. Elitist strategy 

has also been improved further by combining the population of the previous iteration and 

population generated by crossover operator. For this, sorting of population is done and top 

ʹMax Populationʹ executable composition plans are selected as the population for further 

consideration [Buqing et al., 2013, Gupta et al., 2015]. While merging two populations, the 

replacement of old population with new population using SA improves the convergence and 

prevent locally optimized WSs to get selected [Jaeger and Muhl, 2007]. One refinement in GA 

is proposed by incorporating memetic algorithm (MA) in each iteration of GA for performing 

local search of best composition plans. Local search with MA improves overall fitness of all 

composition plans obtained at the end of every iteration of GA [Ludwig, 2011]. If fittest 

composite WS instances are selected multiple times, the produced executable sequence of 

concrete WS will also have higher aggregate QoS value. Based on this observation, a new 

selection strategy with probability associated with each group is also presented [Arockiam and 

Sasikaladev, 2012]. The variable probability of selection of WSC relative to the other plans has 

improved chances of optimal selection of WS [Yuan et al., 2013]. Summary of these works 

along with their contributions and gaps are shown in Table 2.6.
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Table 2.4: Summary of Fitness functions 

    S. 

No

. 

Study Fitness Function Parameter description Penal

ty 

1 [Helal and 

Gamble, 2014] 
Fitness (Wj) =

ѡ�∗����������	
�	���		ѡ�∗		�����������	�	���		ѡ�∗		��������������	�	��		ѡ�∗		���		�	���		ѡ�∗		�� �!" �#�$�	�	�� 	− &�	W(� 
W( is the WSC.	ѡ), 	ѡ+, 	ѡ,, 	ѡ-, 	ѡ. are weights of 

QoS. P(W() is penalty function.        

Yes 

2 [Fethallah, 

2012] 
P(C) = -t * ∑ 	(12)+	(C)�25)  , Where, 12	(C) = 	 7 0																													if	Q′k(C) ≥ cons(k)BQ′k(C) − cons(k)B			otherwise																			H 

‘t’ is current iteration, Q’k(C) is k	I	QoS attribute 

of composite service	c.	P is penalty function. 

Yes 

3 [Sharifara et al., 

2014, Jin et al., 

2008] 

L = 	ѡ) ∗ 	MNOPQORPQPST	+	ѡ+ ∗ 	VWQPORPQPST
ѡ, ∗ 	XYZS +	 	ѡ- ∗ 	VWZ[Y\ZW	]P^W  

F is fitness function, 	ѡ), 	ѡ+, 	ѡ,, and 	ѡ- are user 

supplied weights of QoS attriutes. 

No 

4 [Liu et al., 

2016b, Liu et 

al., 2013, Liu et 

al., 2015] 

F(X)  = _ F�QLC�(�"(5b   QLC�( is P	I quality level combination for service 

class Z�( .    

No 

5 [Canfora et al., 

2005, Jian-hua 

et al., 2008] 

L(cW\, c) = ѡ�	d! �(e)�		ѡ�	�� �!" �	#�$�(e)	ѡ�	fg����������(e)	�	ѡh	�����������(e) +	 	ѡ.	1(c) ∗ 	 e�"$�ie�" ‘F’ is fitness function of gene ‘g’ with ‘gen’ 

generation, penalty D(g), and 	ѡ), 	ѡ+, 	ѡ,, 	ѡ-, 	ѡ. 

are weights of fitness factors. 

Yes 

 

6 

 

[Jaeger and 

Muhl, 2007] 

 

f fitness(s) = 
 
    

P(S) is penalty factor. avail, reputation, cost and 

time are QoS parameters. 

Yes 

7 [Zhang et al., 

2006a, Ma and 

Zhang, 2008, 

Chen et al., 

2009, Su et al., 

2007, Shuang et 

al., 2009] 

 

Fit = f - λ ∑ 	"(5)                                              

 

 

RjMin and  RjMax are min.and max.value of j�kQoS 

attribute,  λ is factor to adjust penalty value, f is a 

objective function and P( 	PZ	sum of  j�k QoS.  

Yes 

8 [Ai and Tang, 

2008a, Ai and 

Tang, 2008b, 

Tang and Ai, 

2010, Lin et al., 

Fitness(X) =  

 

X is individual in the population, F(X) is total QoS 

of CWS, V(X) is no. of constraints that X is not in 

accord with, Vn�iis total no. of constraints. 

Yes 
0.5 + 0.5 * F(X) ,      if  V(X) = 

0 , 
 

0.5 * F(X) -  
o(p)oqrs ,   Otherwise 

Pj - RjMax ,    if Pj > RjMax  

0,                if RjMin ≤ Pj ≤ RjMax  

RjMin - Pj,     if Pj < RjMin, 

 

, where, Δ	P(  2 	 Δ	P(R(n�i −	R(n�"

k P(s) ∗ 	ONOPQ(Z) ∗ 	vW[wSOSPY\(Z)xYZS(Z) ∗ SP^W(Z)  
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2012] 

9 [Yuan et al., 

2013] 
F =   _ y� ∗ 	&� ∗ z�#{�5)  &� is context matrix  and z�# is context attribute 

weight coefficient of service class y�. No 

10 [Wang et al., 

2007] 
L(z) = |z −	X$�"	,							z	 > 	X$�" 		0,																																~SℎWvZ H L(z) = 	 ))	�	��� ,  c≥ 0, c-W ≥ 0 

X$�" is minimum evaluation of ‘W’ and ‘c’ is the 

limit value of conservative evaluation. 

No 

11 [Wang et al., 

2013] F(CS) = � ���rs� �	� ���	����rs� �	����� 	�
+
25) ∗ 	W2 

Q$�i2  and 	Q$�"2  are summation of maximum and 

minimum values of ��k QoS among all possible 

solutions, 	W2 is weight of ��k QoS parameter. 

Yes 

12 [Pop et al., 

2011] 
F(y) = ѡ) * R + ѡ+ * A +

ѡ��  + 
ѡh�  ѡ),ѡ+,ѡ,,ѡ-	are weights of QoS attributes 

Reliability (R), Availability (A), Time (T) and cost 

(c), respectively. 

No 

13 [Mier et al., 

2010] LPS\WZZ = �) ∗ 	�∑ �|�����||����|� |����| +	 |������ 	∩		����||����| �	+	ѡ+ . 
){�"���k  + ѡ, . 

)#��!$���{!��   
~!�(  are the expected outputs, 1~� is the distance 

of the individual to the P�k required output, �{!!�"  

are the necessary inputs of the root node, 	�!�( are 

the inputs provided to solve the composition, 

runPath is the execution time of the composite 

service, #atomicProcess is the number of atomic 

processes in the tree, and �2 are weight values of 

each criterion. 

No 

14 [Mardukhia et 

al., 2013] 
Penalty (G,P) = (∑ z� 	 P¡ × N £, P¡{�5) )  + 

���rs 

Fitness (G,P) = |L(£),																																													£	PZ	¤WOZPRQW				L(£) − 	&W\OQST	(£, &),										£	PZ	P\¤WOZPRQWH 
F(G) is objective function for individual 

G,	z�	 P¡is importance of constraint i, v[G,i] is 1 or 

0, respectively, if the constraint is violated by G or 

not, p and &$�i 	is the current and maximum 

number of generations, respectively.    

Yes 

15 [Wang et al., 

2015a] 
f (CS) = ∑ ∝�		∗	!�5) 	¦�(Xy)	  ζ is normalized QoS and ∝ is user priority. No 

16 [Ding et al., 

2015] 

f(x)   = =  F(x) is QoS value, η is an incentive factor, 

parameter ρ is a penalty-factor, and flag is a 

transactional label. 

Yes 

17 [Yan et al., 

2015] L��"�  = 	λ{ ∗ 	λ� ∗§¨� ∗ 	¤��©{� , ªe� �$
�5)  

λ{ , λ� are penalty factors, ¨� is weight assigned to 

each QoS, and ¤��©{� , ªe� � indicate whether 

aggregate QoS value of the plan ªe�  satisfies the 

requirement ©{�  in the P�k dimension. 

Yes 

η F(x) + ρ,          if flag = True 

η F(x),           if flag = False 
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2.4.1.5    Impact of crossover operator on Web Service Selection 

In this section, we have discussed the works on GA based WSS which have major contribution 

in crossover operation step. Out of total reviewed papers, thirteen papers have significant 

contribution in crossover operation step. Once the encoding of the chromosome is done, new 

individuals in the population are generated by applying the crossover operator. The crossover 

operator uses two chromosomes for mating operation [Zhang and Ma, 2009a, Wang et al., 

2013]. The crossover operation determines the goodness of newly generated WSC. It is also 

responsible for the global search capability of GA to search globally optimized concrete WS. 

The crossover operation is in general either single point crossover [Zhang and Ma, 2009b, 

Wang et al., 2013] or multi point crossover [Yilmaz and Karagoz, 2014, Buqing et al., 2013]. 

Generally, the crossover point is randomly selected, however, the chaotic sequence can also be 

used to generate sequence for selecting crossover points [Zhang and Ma, 2009b, Zhang and 

Lin, 2009]. The chaotic sequence improves the convergence capability of GA for selection of 

WSs. This idea is carried forward in the work [Shuang et al., 2009, Zhang and Ren, 2011], and 

an adaptive crossover strategy is implemented in AdGA [Zhang, 2011] and adaptive genetic 

algorithm (AGA) [Zhang and Ren, 2011]. The adaptive capability enables the algorithm to use 

variable crossover probability. The probability factor can be adjusted according to the diversity 

of the population and fitness of individuals in the current population [Yuan et al., 2013, Zhang, 

2011]. It results in improved search capability and optimized composition plan. A knowledge 

based crossover operator is useful to improve the search capability and convergence [Tang and 

Ai, 2010, Lin et al., 2012]. The knowledge based crossover operation is also performed based 

on the prior information such as priorities of mating parents [Tang and Ai, 2010], the 

importance of abstract WS [Lin et al., 2012], etc. In [Fethallah, 2012], a dynamic, time varying 

crossover operator is introduced, which keeps on changing with iterations. The time varying 

operator is useful to handle population diversity [Fethallah, 2012]. Table 2.6 summarizes these 

works along with their contributions and research gaps. 

2.4.1.6     Mutation operator and various mutation schemes for effective Web Service 

Selection 

In this section, the works on GA based WSS having major contributions in mutation operation 

are discussed. Thirteen papers have significant contribution in mutation operation. Randomness 

improves the ability of GA to ensure that the global optimization is achieved [Canfora et al., 

2005, Mardukhia et al., 2013]. This randomness is introduced by the mutation operation. 

Randomly a chromosome from the population is selected and with mutation probability, the 
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gene representing concrete WS in the chromosome is inverted [Canfora et al., 2005, Zhang et 

al., 2007, Tang and Ai, 2010]. Due to mutation operation, a new sequence of WSs representing 

executable composition plan is generated. The old execution sequence is replaced with the 

mutated sequence of WSs [Canfora et al., 2005, Zhang et al., 2006b]. The classical mutation 

operation does not check whether the mutated composition plan has higher fitness than the 

original composition plan. It results in either slow convergence of the algorithm or the overall 

fitness of the solution decrease. A modified mutation policy is proposed in the work [Zhang et 

al., 2007], in which after applying a mutation operation, two executable composition plans, 

mother and mutated, are compared. The plan with higher fitness value is considered and other 

one is discarded [Zhang et al., 2007].  

The mutation operation can be controlled using SA. The SA ensures that the fitness of 

composition plan resulted after applying the mutation operation is improved [Yilmaz and 

Karagoz, 2014]. Further, harmonic search (HS) has also been used as a replacement for 

mutation operation. The HS results in better fitness of composition plans as compared to the 

composition plans obtained after applying a classical mutation operation [Yilmaz and Karagoz, 

2014]. A dynamically varying mutation probability based on the fitness of an individual [Lin et 

al., 2012, Yuan et al., 2013], and with iteration [Fethallah, 2012] has been presented that shows 

a positive impact on the efficiency of WSS. The work in [Zhang and Ma, 2009b, Zhang and 

Lin, 2009] shows that the randomness in the selection of a gene for replacement can be avoided 

by using chaotic law. It improves the convergence of GA for effective selection of WS. The 

local selection strategy is also helpful in the quick convergence of GA. The selection of 

concrete WS from the pool can be done in two ways, either based on utility value [Wang et al., 

2013] or based on the probability to create different paths from the mutated path [Chang, 

2012]. Summary of these works along with their contributions and gaps are shown in Table 2.6.  

2.4.1.7     Miscellaneous works on Web Service Selection 

In this section, the miscellaneous works (eighteen papers out of total reviewed papers) on GA 

based WSS are discussed, which uses other algorithms along with GA to improve the 

performance of selection mechanism. The algorithms compared with simple GA and important 

outcomes of these works are summarized in Table 2.5. In [Ai and Tang, 2008b], the repair 

based GA that uses minimum-conflict hill-climbing (MCHC) as repairing operator is 

introduced. However, MCHC operator takes extra time to repair, but improves efficiency of 

WSS. Further, a work in [Jin et al., 2008] has presented a new genetic based ant algorithm 

(GBAA) approach to solve WSS problem by first generating sub-optimal solutions using GA 
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and then using a sub-optimal solution to initialize the pheromone in max-min ant system 

(MMAS) [Jin et al., 2008]. In majority of work the WSS problem is modelled as single 

objective optimization problem. In papers [Claro et al., 2005, Yao and Chen, 2009], the WSC 

problem is modelled as MOOP and a modified non-dominated sorting based GA (NSGA-II) is 

employed. The NSGA-II algorithm ranks and sorts each competing individual based on non-

domination level. In addition to NSGA-II algorithm, a new crowded comparison operator is 

applied in [Yao and Chen, 2009]. The crowded comparison operator creates a new pool of 

offspring and to calculate the crowded distance of each member in the pool. This results in 

increased population fitness and improved quality of services are selected. 

Apart from QoS parameters, two parameters - transactional properties [Ding et al., 2015a], 

Quality of Experience (QoE) [Zhi-peng et al., 2009], can act as parameter for optimal selection 

and composition of WSs. Using the transactional properties and transaction composition rules, 

a GA based transactional QoS aware service selection algorithm, known as TQoS [Ding et al., 

Table 2.5: Summary of comparison between GA and other suggested techniques 

Study Techniques 

compared with GA 

Important outcomes of the research 

[Zhang and Ma, 

2009b, Zhang 

and Lin, 2009] 

Chaotic GA with 

relation matrix 

coding 

Optimal selection of WSs, however, performance 

degradation in the GA is observed. 

[Su et al., 2007, 

Arockiam and 

Sasikaladev, 

2012]  

Simulated Annealing The time complexity of GA is less than SA. SA has 

better search capability than GA. A Hybrid approach 

consists of GA and SA can be followed for WSC and is 

useful. 
[Canfora et al., 

2005, Wang et 

al., 2013] 

Integer Programming IP is fast for small number of AbWS, however, not 

scalable. GA is scalable, but slow in convergence. 

[Yilmaz and 

Karagoz, 2014] 
GA-SA & GA-HS GA-SA and GA-HS has better convergence time than 

simple GA, however, complex in nature. 
[Ma and Zhang, 

2008] 
GA with population 

diversity handling 
Population diversity handling mechanism improves the 

convergence of the algorithm. 
[Ai and Tang, 

2008a] 
GA with penalty 

based fitness function 
Experimental results demonstrate that penalty-based 

GA is more effective and scalable. 
[Beran et al., 

2012] 
Random walk, 

blackboard algorithm 

and GA with 

blackboard algorithm 

Blackboard algorithm produces slightly better quality 

results for small number of deployment and is more 

scalable than GA. However, it takes more time to 

converge. 
[Mardukhia et al., 

2013] 
GA-quality constraint 

decomposition 

(QCD) and ILP 

GA-QCD outperforms ILP to decompose global QoS 

constraints to local constraints. 

[Ding et al., 

2015] 
TQoS using GA and 

exhaustive search 
TQoS using GA shows improvements in the time taken 

to find CnWS, as compared to exhaustive search and 

ACO. 
[Palanikkumar and 

Kousalya, 2012] 
PSO PSO converges faster than GA for single and multiuser 

service selections. 
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2015a] and TGA [Ding et al., 2015b] can also be employed. In [Zhi-peng et al., 2009], 

customer expectation and environment is used as one of the parameters for acceptability of 

composition. In this paper [Zhi-peng et al., 2009], a new parameter called as Quality of 

Experience (QoE) ameliorates GA by combining learning capability of SA with GA. 

Furthermore, the work also deals with the problem of pre-mature convergences of GA. The 

single and multiuser WSS problem can be envisaged as an optimization problem.  

In few of the work [Palanikkumar and Kousalya, 2012, Yu et al., 2015, Arockiam and 

Sasikaladev, 2012] the hybrid solution based on GA and other algorithms is proposed to solve 

WSS problem. It is reported that a hybrid solution using GA and particle swarm optimization 

(PSO) [Palanikkumar and Kousalya, 2012], GA with ACO [Chifu et al., 2014, Yu et al., 2015] 

and also by using a hybrid of SA and GA [Arockiam and Sasikaladev, 2012] performs better 

than pure GA for WSS. In hybrid solutions, the advantages of all participating algorithms is 

combined which covers disadvantages/limitations of all participating algorithms. This helps in 

enhancing the capability of GA and improves the performance of WSS algorithm. On the 

contrary, hybrid solutions are complex and need to be designed carefully to leverage full 

advantage of all participating algorithms.  

Performance of GA for selection of desired WS largely depends on initial population 

generated [Beran et al., 2012]. Population with higher fitness leads to best quality optimal 

solution at the end of GA iterations. Therefore, the multiple composition plans generated as a 

result of the random walk with exhaustive search act as a useful starting point for GA based 

WSS and the blackboard algorithm based WSS. The blackboard methodology uses two 

concepts useful for efficient selection of WS. First, a knowledge base to guide the search in a 

systematic manner [Beran et al., 2012]. Second, a decision tree based on cost estimation of 

visited paths [Beran et al., 2012]. Similarly, the initial WSC can be generated automatically 

with the help of Genetic Programming (GP) due to its benefit of using a tree structure to 

represent individuals [Mier et al., 2010, Xiao et al., 2012, Ma et al., 2015, Silva et al., 2016, 

Zhao and Li, 2014].  

All the WSS algorithms studies so far, solve the service selection problem by considering 

end-to-end QoS requirements. This enforces the selection algorithm to check whether end-to-

end QoS are being satisfied by combining QoS of all the participating services. A different way 

to solve the WSS problem is proposed in [Liu et al., 2015] by decomposing end-to-end QoS 

requirements using cultural algorithm with GA (known as CGA). After decomposing end-to-

end QoS, local search techniques can be used to find WSs satisfying local constraints. 
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2.4.1.8     Research Gaps and Observations  

With the changing business requirements and development of new technologies, the 

improvement in GA for efficient WSS is reviewed in the last section. Contribution of the works 

presented in last sections and research gaps are also identified and presented in Table 2.6. 

Based on the study of various works on GA based WSS, few important observations are drawn 

as specified below:  

• Simple GA is capable of searching globally optimal solution for selection of WS. Simple 

GA performs better than Tabu search, branch and bound, bottom-up method and Global 

method. However, it is observed to be slow in searching the solution. Moreover, simple GA 

is stable and more scalable as compared to IP [Zhang et al., 2006a, Claro et al., 2005]. 

• Encoding scheme used to represent optimal selection of WSs has profound effect on 

efficiency of selection. Use of encoding schemes such as CoDiGA, tree based scheme, etc., 

improves the convergence and precision of WSS [Zhang et al., 2007, Zhang and Ma, 2009a, 

Jaeger and Muhl, 2007, Ma and Zhang, 2008, Wang et al., 2007] .  

• The use of penalty based fitness function produces better average fitness of population as 

compared to GA with non-penalty based fitness function. Due to penalty based fitness 

evaluation, distance between optimal and non optimal solution becomes larger. This helps 

in producing better quality results leading to higher fitness of population. Though there is a 

risk that few of the solutions are not feasible. Dynamic penalty based fitness function is 

more effective than static fitness function [Canfora et al., 2005, Jian-hua et al., 2008]. 

• Use of local search technique such as SA, MA, HS, etc. improves the search precision in 

WSS. This is due to the fact that the local search operates in every iteration of GA. So, the 

quality of search results are improved. Moreover, local search strategy helps in avoiding 

premature convergence of GA [Arockiam and Sasikaladev, 2012, Yilmaz and Karagoz, 

2014, Wang et al., 2013]. 

• Using GA along with other evolutionary techniques, for instance, PSO, fruit-fly 

optimization, MMAS, ACO, etc., produces high fitness of the solution and improved 

population divergence handling [Liu et al., 2010, Ludwig, 2011, Seghir and Khababa, 

2018]. However, the resulting method is more complex and sometime not scalable. Further, 

in such cases it is difficult to handle run-time failure of WSs. Use of MCDA methods with 

GA iterations improves the utility score and hence quality of selected WSs [Jian et al., 

2016].



 

45 

 

Table 2.6:  Summary of GA based Web Service Selection approaches 

Study Basis of approach for WSS Contribution Tools / 

Langu

age 

Research Gaps / limitations Improvem

ent in GA 

step 

[Zhang et 

al., 2006b] 

CoDiGA + population diversity 

handling. 

Improved average fitness and convergence over 

traditional GA. 

Java Complex Encoding scheme. Less adaptive 

capability. 

ES 

[Tan et al., 

2014] 

R-GA + EIPP In case of failure, recovery is possible without 

starting from scratch (Enhanced reliability compared 

to standard GA approach) 

Apach

e ODE 

Penalty based fitness evaluation may result 

more fruitful results. 

ES, IP, 

FF 

[Wang et al., 

2007] 

CoDiGA + population diversity 

handling. 

Improved average fitness and convergence. Java Complex Encoding scheme. Less adaptive 

capability. 

ES, IP, 

FF 

[Tang and 

Ai, 2010] 

GA + knowledge-based crossover 

operator.  

The average fitness of the population is improved. MS 

VC# 

2005 

Unstable performance, deteriorate with an 

increase in the number of constraints. Higher 

convergence time as compared to standard GA 

based WSS. 

ES, IP, 

FF, CO, 

MO 

[Canfora et 

al., 2005]  

GA + Dynamic fitness function.  Scalable as compared to IP. Java 

and 

lpsolve 

Not suitable for re-planning, fail to meet global 

QoS constraints in few cases. Slower than IP. 

ES, IP, 

FF, MO 

[Seghir and 

Khababa, 

2018] 

GA and fruit-fly optimization High fitness value of the solution, improved 

convergence rate. 

MATL

AB 

As number of abstract services increases, 

execution time also increases. 

ES, IP, 

SO 

[Zhang and 

Ma, 2009a] 

Multi-choice, Multi-dimension 

genetic algorithm (MMGA) 

Pareto Optimal solution within a certain generation.  Undefi

ned 

Not generalized. Not suitable for large number 

of WSs. 

ES, IP, 

SO, CO 

[Liu et al., 

2015] 

CGA + improved case-based 

reasoning (CBR). 

Enhanced reliability of Composite WS. C++ Prediction accuracy is low over traditional GA 

due to possibility of reuse of poor quality cases. 

ES, FF 

[Ma and 

Zhang, 

2008] 

GA + population diversity 

handling mechanism. 

Improved and stable fitness value. Prematurity 

problem is removed. 

Java Lack of adaptive capability feature. ES, FF 

[Chen et al., 

2009] 

Dynamic GA + relation matrix 

coding scheme + RAPT. 

Effective handling of diversity, fast convergence. Java Comparative analysis of the multidimensional 

encoding scheme with other evolutionary 

techniques can be done. 

ES, FF 
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Study Basis of approach for WSS Contribution Tools/La

nguage 

Research Gaps / limitations Improvem

ent in GA 

step 

[Pop et al., 

2011] 

GA + LongDE Constant behavior w.r.t. variation in problem 

complexity & change in evolutionary parameters. 

Ecj 

tool 

Not tested with real world WS data. The 

objective function can be improved. 

ES, FF 

[Jian-hua et 

al., 2008] 

PGA + triangular relation matrix 

coding mode. 

Improved performance, dynamic fitness function. Undefi

ned 

PGA Adaptive parameter adjustment is not 

done. 

ES, FF  

[Jaeger and 

Muhl, 2007] 

DiGA + SA  Improved Convergence and premature convergence 

are avoided.  

Java Not able to handle the WS failure situation. 

Self adaptation is absent. 

ES, FF, 

SO 

[Wang et al., 

2013] 

GA + local selection strategy  Scalable and effective than Integer Linear 

Programming (ILP) and random selection approach. 

lpsolve Needs to be compared with other variants of 

GA and evolutionary techniques. 

ES, FF, 

SO, CO, 

MO 

[Shuang et 

al., 2009] 

GA + TTS coding scheme + Tree 

Composite Pattern (TCP). 

Simple encoding scheme, better optimal choice of 

WSs. 

Undefi

ned 

Space complexity is high for a large number of  

CnWS.  

ES, FF, 

CO 

[Lin et al., 

2012] 

GA + adaptive crossover and 

mutation strategy. 

Termination by computing variance value of fitness. Undefi

ned 

Poor performance. Only sequential workflow is 

considered. 

ES, FF, 

CO, 

MO 

[Arockiam 

and 

Sasikaladev, 

2012] 

SA + GA  As the number of groups increases, SA performance 

for WSS also improves over standard GA based 

selection. 

C++, 

MS 

VC++ 

Conflicting QoS parameters need to be 

considered. 

ES, SO 

[Buqing et 

al., 2013] 

Catacly-smic mutation 

trustworthy service composition 

method (CHC-TSCM) + GA 

Higher service composition success rate, smaller 

decline trend of the service composition success-rate, 

and enhanced stability 

Java Complex algorithm, less adaptive.  ES, SO, 

CO 

[Zhang et al, 

2009, Zhang 

et al., 2009] 

GA + chaotic time series + 

relation matrix coding. 

As compared to standard GA based selection 

enhanced precision of optimal WSS. 

Undefi

ned 

Reduced time efficiency compared to tradtional 

GA.. 

ES, CO, 

MO 

[Zhang et 

al., 2007] 

GA + relation matrix encoding 

scheme. 

Enhance convergence of GA and can get more 

excellent composite service plan.  

Java Self adaptation of GA may be achieved. ES, MO 

[Liu et al., 

2010] 

GA + ACO. The average fitness is higher and better convergence 

than WSS using ACO. 

Undefi

ned 

Not implemented for real world WSs. Not 

suitable to handle WS failure. 

IP 

[Su et al., 

2007] 

GA + SA Better fitness evaluation than standard GA for WSS. Undefi

ned 

Not tested with real world WS.  IP, FF 
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Study Basis of approach for WSS Contribution Tools / 

Langu

age 

Research Gaps / limitations Improvem

ent in GA 

step 

[Ai and 

Tang, 

2008a] 

GA + Penalty based fitness 

function. 

GA with penalty based fitness function is more 

effective, scalable, extensible and efficient compared 

to standard GA.  

MS-

visual 

studio 

.Net 

No comparison with other evolutionary 

techniques and GA alternatives is done. 

IP, FF, 

SO 

[Yuan et al., 

2013] 

GA + Service co-relation matrix. Improved Optimal selection of WS and user 

satisfaction as compared to standard GA based 

approach for service selection. 

Undefi

ned 

Interdependency among WSs may be 

considered for achieving optimal WSS. 

IP, FF, 

SO, CO, 

MO 

[Helal and 

Gamble, 

2014] 

GA with Replaceability. Calculation of fault tolerant plan considering 

Replaceability. 

Undefi

ned 

Replaceability is calculated using only 

availability and cost as QoS. 

FF 

[Sharifara et 

al., 2014] 

GA, Fuzzy Logic and NSGA Improved processing speed when large number of 

services are available over NSGA-II. 

Java Optimal solution generation within certain 

generations only. Mapping of service 

composition to multi objective problem is not 

clearly mentioned.  

FF 

[Liu et al., 

2016b,  Liu 

et al., 2013] 

CGA + CBR Improved composite service reliability over 

CMMAS.  

C++ Recovery from failure is difficult and time 

consuming compared to rGA. 

FF 

[Wang and 

Hou, 2008] 

MOGA + dominance relation. Design of fitness function is simplified.  Undefi

ned 

Inconsistency in the dimension of the 

attributes. 

FF 

[Ai and Tang, 

2008b] 

Repair GA + MCHC  Improved GA scalability and effectiveness over GA 

without reparing.  

MS 

VC#  

Slow convergence as compared to standard 

GA. 

FF 

[Jin et al., 

2008] 

GBAA + MMAS+ divide and 

composite + and rank sort. 

GBAA can find the optimal WSS with less number 

of iterations (fast convergence).  

Java Not suitable for multipath and large number of 

WSs. 

FF 

[Mier et al., 

2010] 

GP Fast convergence compared to ILP based approach, 

automatic generation of WSC plans. 

Java Dependency on context free grammar (CFG), 

higher space complexity. 

FF 

[Wang et al., 

2015a] 

GA +  skyline technique Improved optimality and computation time over 

exhaustive search, random selection and standard 

GA. 

Java High computation cost, problem in threshold 

selection. Skyline set for each service to be 

maintained by brokers. 

FF 

[Ding et al., 

2015a] 

TQoS + GA Improved and effective selection of services 

compared to transactional service slection algorithm. 

Java Slow convergence in comparison with  

traditional GA. 

FF 
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Study Basis of approach for WSS Contribution Tools / 

Langu

age 

Research Gaps / limitations Improvem

ent in GA 

step 

[Fethallah, 

2012] 

Penalty based GA. In comparison with integer linear programming 

algorithm, penalty based GA has improved average 

population fitness, Adaptive Penalty function . 

Undefi

ned 

Comparison with other approaches is not done. 

MOOP in place of SOOP. 

FF, CO, 

MO 

[Zhang et 

al., 2006a] 

GA GA based WSS outperforms other heuristic 

techniques - branch and bound, bottom-up method 

and Global method.  

SENE

CA 

No implementation for real world WSs is 

available. 

FF, MO 

[Mardukhia 

et al., 2013] 

GA + quality constraints 

decomposition (QCD). 

Running time is comparable with TGA and better 

than mixed integer program. Less complex. 

Micros

oft 

Visual 

C# 

.NET 

Running time is slightly on the higher side 

when the number of AbWS increases. 

FF, MO 

[Beran et al., 

2012] 

GA+ random walk +  Blackboard 

algorithm  

Improved WSS quality over sequential GA. Python, 

Google 

App 

Engine 

Comparative study with existing approaches 

not done.  

SO 

[Gupta et al., 

2015] 

GA with population sorting Improved fitness of population over traditional GA.  Undefi

ned 

Higher execution time and premature 

convergence. 

SO 

[Ludwig, 

2011] 

Munkres algorithm + GA + MA + 

Random Search 

Improved time efficiency, good selection scalability 

over traditional GA, random selection and MA 

approach for selection of WS. 

Java Comparative study only. Less efficient with 

increasing P-C pair. 

SO 

[Palanikkum

ar and 

Kousalya, 

2012] 

GA + PSO  Few parameters to adjust, easier to implement. MS 

Visual 

C++, 

BPEL4

WS 

Domain specific Implementation, user 

preference is not considered. GA produces 

better result than PSO. Particle velocity is not 

controlled. 

SO 

[Claro et al., 

2005] 

NSGA-II + crowded comparison 

operator. 

Simplified fitness function, multiple feasible 

solutions. 

Java Slow convergence, generation of optimal 

solution within certain generation only. 

SO 

[Zhang and 

Ren, 2011] 

AGA AGA model can be used to achieve MultiObjective 

Optimization. 

Undefi

ned 

Complex, Performance degradation with 

increase in number of QoS. 

CO 
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Study Basis of approach for WSS Contribution Tools / 

Langu

age 

Research Gaps / limitations Improvem

ent in GA 

step 

[Zhang, 

2011] 

AdGA + population diversity 

tracking + adaptive crossover. 

Achieves better search ability and faster convergence 

speed. 

Undefi

ned 

Comparative study with other evolutionary 

techniques is missing. Internal structure of 

WSC is not considered. 

CO 

[Yilmaz and 

Karagoz, 

2014] 

GA + SA + HS. Improved search precision compared to traditional 

GA and GA+ACO approach.  

BPEL4

WS 

Higher convergence time as compared to 

standard WSS. 

CO, 

MO 

[Chang, 

2012] 

GA Stable and optimal degree of above 90%. Undefi

ned 

Slow Convergence, less scalable compared to 

PSO and ACO based selection. 

MO 

[Purohit et 

al., 2015] 

GA + Ontology Improved WSS compared to QoS based selection 

using traditional GA. 

Java Suffer from time complexity due to ontology 

processing compared to non-ontology based 

approaches. 

App 

[Yao and 

Chen, 2009] 

NSGA-II + crowded comparison 

operator. 

Simplified fitness function, multiple feasible 

solutions. 

Java Slow convergence, generation of optimal 

solution within certain generation only. 

App 

[Sasikaladev

i and 

Arockiam, 

2012] 

GA with MOOP + Population 

Based Service Selection 

Algorithm (PBSSA). 

Stable optimality results for PBSSA are obtained. C++, 

MS 

VC++ 

. 

Performance is not tested with other conflicting 

parameters. 

App 

[Zhi-peng et 

al., 2009] 

QoE/QoS driven SA based GA 

(QQDSGA) 

Better than GA and SA for WSS in terms of average 

fitness of population. More satisfactory results with 

feedback (QoE).  

C++, 

MATL

AB 

More fruitful results can be obtained by QoE 

quantification. 

App 

[Ding et al., 

2015b] 

GA using transactional property Study of effect of transactional property on QoS. 

Selection efficiency and accuracy is enhanced. 

Java Transactional properties are difficult to 

measure. Higher cost.  

App 

[Jian et al., 

2016] 

GA and MCDA The fitness of the solution and utility score is high as 

compared to brute force approach (called EEP).  

MATL

AB 

Time complexity is high over standard GA.  App 

[Liu and 

Weng, 2012] 

GA and workflow Optimal selection of workflow based composition.  Undefi

ned 

With the increase in number of subtasks, fitness 

and hit rate is reduced. 

App 

[Amiri et al., 

2013] 

GA Simple algorithm. Improved computation time than 

Tabu search. 

Java Unstable results are obtained. Real time 

requirements are difficult to handle. 

App 

ES→ Encoding Scheme,  IP→ Initialize population, FF→ Fitness function, SO→ Selection operation, CO→ Crossover operation, MO→ Mutation operation, App→ The papers 

have application of GA for WSS. 
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2.4.2    IOPE based replaceability and Web Service Selection 

The functional description of WS can be specified by the Input, Output, Precondition, and 

Effect (IOPE). The Input specifies the details of input required by the WS. The inputs are 

processed by the WS to generate desired output. The expected output from the WS after 

execution is specified by the Output parameter. The Precondition parameter states the condition 

to be fulfilled by the WS before start of the execution. The effect parameter describes the after 

effects when WS execution is completed. The IOPE matching among WSs determines the 

ability of one WS to match the functionality offered by the other WS. The IOPE based 

matchmaking of WS is introduced by [Paolucci et al., 2002] and studied in the past. Many 

solutions for web service discovery and selection based on IOPE information are available 

[Bellur and Vadodaria, 2008, Guo et al., 2011]. 

The idea of capability matching of WSs is not sufficient and does not produce accurate 

results. The matchmaking based on Input/Output (IO) parameters is observed as an 

improvement over capability matching [Paolucci et al., 2002, Paolucci et al., 2002]. The 

matchmaking is performed between Input parameters of required WS with input parameters of 

advertised WS. Similarly, the matchmaking of output parameters is done. The matchmaking 

process involves semantic matching between parameters. Depending on the result of 

matchmaking, a matching score is assigned. The matchmaking algorithm in this work [Paolucci 

et al., 2002] is based on greedy strategy and suffer from the problem of generating incorrect 

outcome. To overcome this problem, a new matchmaking algorithm based on Hungarian 

method isproposed [Bellur and Kulkarni, 2007]. The work [Bellur and Vadodaria, 2008] 

reported that the input/output based matchmaking results can be further improved by including 

precondition and effect (PE) parameters along with input/output parameters. By including 

precondition based matchmaking, the precondition requirements specified at the service 

providers end are fulfilled before service execution. Similarly, on the client end, effect is 

needed. The IOPE based matchmaking methods enforces end user to specify the IOPE 

requirements having context similar to that of the IOPE information available in owl-s. The end 

user may not have exact domain knowledge and therefore, the exact WSs may not appear in the 

output. Therefore, wordnet based matchmaking is available [Paulraj et al., 2011]. 

The use of parameters other than IOPE is essential to determine service compatibility. 

Sometime, location constraints are essential to be considered for finding service compatibility 

[Hu et al., 2017]. Without considering the location constrain on WSs the correct and desired 
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output from composite WS is difficult to achieve. Therefore, along with IO matchmaking, the 

location constraint matchmaking is a useful solution. In order to acquire the location constraints 

of WSs, the tags are collected. Based on the tags classification in the Location category, the 

location constraints are determined. The use of similarity/dissimilarity measure further 

improves the matchmaking results [Shirazi, H., 2018].  

The core idea of IOPE matchmaking rests on the bipartite graph matching. The bipartite 

graph matching determines the similarity level. The bipartite matching problem can be solved 

using brute force approach [Bellur and Kulkarni, 2007], Ford-Fulkerson algorithm [Paulraj et 

al., 2011], Hungarian method [Bellur and Vadodaria, 2008, Bellur and Kulkarni, 2007], the 

determinant method using recursive algorithm [Mucha and Sankowski, 2004]. In the work 

[Bellur and Kulkarni, 2007], the problem of matchmaking is represented as a bipartite graph 

matching problem and Hungarian method is used to evaluate the matching score. A modified 

Hungarian method is proposed in [Khanam et al., 2013]. The summary of the comparison of 

brute force approach/Ford-Fulkerson algorithm/Hungarian algorithm/determinant method is 

presented in Table 2.7. 'n' is number of parameters to be compared. 

Table 2.7: Comparison of Matchmaking techniques 

Method Used Time 

complexity 

Brute force Approach  O(n
n
) 

Ford-Fulkerson algorithm [Paulraj et al., 2011] O(n
3
) 

Hungarian method  [Bellur and Vadodaria, 2008, Bellur and 

Kulkarni, 2007] 

O(n
4
) 

The determinant method using recursive algorithm [Mucha and 

Sankowski, 2004] 

O(n!) 

The determinant method using Gaussian elimination method [Ivan 

et al., 2011] 

O(n
ѡ
) 

 

The weighted path based semantic service similarity is presented in [Pukkasenung et al., 2010]. 

The work considers the semantic similarity evaluation based on Input, Output, Precondition and 

Effect (IOPE). Two vectors having IOPE information for advertised and required web services 

are formed. The cosine of the angle between the two vectors is evaluated which gives a 

semantic similarity measure between advertised and required web service. 
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The work related to IOPE matching for WSs, mostly uses Hungarian method. However, the 

Hungarian method has its own limitations in terms of time complexity. As the number of IOPE 

parameters increases, Hungarian method takes large time. 

 

2.5    WEB SERVICES DATASETS  

The dataset which represents functional and non-functional (QoS) properties of web services 

are used to perform experimentations related to web service selection. The functional 

description of WSs are useful to identify functionally similar WSs. Whereas, the non-functional 

details are useful to differentiate among functionally similar WSs.  

The functionality offered by the web services essentially includes description from the 

service provider about offered service, type and number of parameters, output generated by the 

service, any pre-requisites for smooth service execution, changes made by the service after 

completion of execution, etc. The functional properties of web services are usually presented as 

either using ontology or as owl-s descriptions. 

2.5.1    QoS dataset  

A dataset of 2507 WSs (also known as QWS dataset) is most popular QoS dataset [Masri and 

Mahmoud, 2009]. It consists of records of 2507 WSs with nine QoS parameters namely, 

Response Time (Rt), Reliability (Rl), Availability (Av), Compliance (Co), Throughput (Th), 

Successability (Su), Documentation (Do), Best Practices (Bp), and Latency (La) are used. Table 

2.8 provides an introductory definition of each of the QoS parameters. Table 2.8 also details the 

unit of each QoS parameter, min value, max value, mean, standard deviation and type of QoS 

parameter. For the QoS parameter having the higher value as better is known as increasing type 

and the QoS parameter with lower value as better is termed as decreasing type QoS parameter.  

The currently available version of the QWS includes a set of 2,507 web services with QoS 

measurement of each parameter. The dataset is generated by using the web service broker 

framework [Masri and Mahmoud, 2007]. The dataset of 2507 web services is available in a file 

with 2507 rows and 11 column entry each separated by commas. Each of the row corresponds 

to the QoS parameter value of the individual candidate web service. Some of the example 

entries from QWS dataset are as shown in the Table 2.9. 
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Table 2.8: Web Service QoS parameters definition [Masri and Mahmoud, 2009] 

QoS 

parameter 

Definition Unit Min 

Value 

Max 

Value 

Type Mean Std. 

Deviati

on 

Response 

Time 

The amount of time a WS takes to 

serve the user request. Usually, it is 

calculated by finding the difference 

between the time of receiving the 

response from the WS and the time at 

which the request is issued to the WS. 

ms 37 4989.6

7 

Decreasin

g 

383.866 564.472 

Reliabilit

y [Singh 

et al., 

2016] 

For the given duration of time, the 

probability of WS to respond to the 

request of user without any error.  

% 33 89 Increasing 69.782 8.577 

Availabil

ity 

At any instant of time, the probability 

of a web service to respond to the 

given request. 

% 7 100 Increasing 81.142 18.704 

Complia

nce 

The percentage of the extent to which 

the WSDL documents associated with 

the WS follows the specifications of 

WSDL. 

% 33 100 Increasing 88.438 10.026 

Through

put 

A measure of the number of WS 

invocations occurs in a given time 

period. 

Req/

min 

0.1 43.1 Increasing 9.036 7.732 

Successa

bility 

The ratio of the total number of 

response sent by a WS with the 

number of request messages received 

by the WS. 

% 8 100 Increasing 83.885 19.906 

Docume

ntation 

The measure of the number of 

description tags in the WSDL 

document of the WS. 

% 1 97 Increasing 31.32 31.516 

Best 

Practices 

It is the measure of the extent to which 

the non-proprietary specifications are 

followed by the WS. 

% 50 95 Increasing 79.307 7.818 

Latency The amount of time taken to process 

the request for the WS by the server on 

which the WS is deployed. 

ms 0.25 4140.35 Decreasing 56.61

4 

191.72

9 

 

Table 2.9: Sample entries for QWS dataset [Masri and Mahmoud, 2009] 

Rt Av Th Su Rl Co Bp La Do Service Name URL of WSDL 

56 97 9 99 73 78 84 1 35 BookInfoService http://edi.btol.com/bookinfoser

vice/bookinfoport.asm?wsdl 

459 98 9.5 100 73 89 80 3 36 LDAPService http://www.epfl.ch/ws/ldap.wsd

l 

469 98 13.1 100 67 78 77 0.67 93 XigniteArchive http://www.xignite.com/xArchi

ve.asmx?wsdl 

516.67 63 7.2 63 83 89 91 10.67 33 sms http://www.info-me-

sms.it/ws.php?wsdl 
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The first nine values in the table are the QoS measurement of each of the nine QoS parameters. 

Next column represents the name of the service. The value in the last column is the URL of the 

WSDL of the web service.  

The first nine values in the table are the QoS measurement of each of the nine QoS parameters. 

Next column represents the name of the service. The value in the last column is the URL of the 

WSDL of the web service.  

Another QoS dataset (we call it as Dataset-2) consists of QoS measures of 10000 web services 

generated using [Borzsony et al., 2001]. The details of nine QoS parameters used for evaluation 

of WSS methods are presented in Table 2.10. The type field represents whether the parameter is 

of increasing or decreasing type. Increasing type of QoS parameter represents ‘higher the 

better’ trend, such as, throughput, and decreasing type indicates the ‘lower the better’ trend 

such as cost. 

 

2.5.2    OWL-S dataset of Web Services 

The OWL-S dataset for WSs is available from [Sem, 2016]. The OWLS-TC4 dataset contains 

1083 OWL-S files to describe the functional capabilities of WSs. The dataset also contains 42 

queries with their relevance services sets. Both of the OWL-S files and queries are well 

annotated by 38 domain ontologies. The major categories along with number of OWL-S files in 

each major categories are summarized in Table 2.11. The owl-s file contains semantic 

descriptions of WSs in terms of Input, Output, Precondition and Effect (IOPE). These owl-s 

files are written in XML and can be read by owl-s XML parser. The owl-s description is useful 

to determine the functional characteristics of any WS. Further, the IOPE based matchmaking 

Table 2.10 Details of dataset of 10000 web services generated using dataset 

generator 
 

Parame

ter 
Rt Av Th Su Rl Co Bp La Do 

Type D I I I I I I D I 

Sample 

Values 

492 84 10 84 72 61 89 11.72 64 

Rtm =  response time,  Ava=availability,  Thr =throughput,  Suc =successability,  Rel =reliability,  

Com =compliance (to WSDL description),  Bpr =best practice (by following WS-I),   

Lat =latency,  Doc =documentation, I=Increasing, D=Decreasing.                                                      
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among WSs can be performed. Matchmaking process is helpful in determining semantic 

similarity and/or semantic composability among WSs [Bhuvaneswari and Karpagam, 2012]. 

  

2.6   PERFORMANCE EVALUATION MEASURES 

Four performance parameters are used to evaluate proposed and existing approaches. The 

hardness level, satisfaction level, Euclidean distance, and Time for selection of WSs parameters 

are used for evaluation purpose and defined in the following section. We have selected these 

parameters because these parameters are widely used in the existing similar works for the 

evaluation of WSS approaches [Cho et al., 2016, Seo et al., 2005, Lim et al., 2012, Stephen and 

Yin, 2011]. 

 

Table 2.11: Nine major domains and details of number of WSs in each major domain. 

S. 

No. 

Domain Sub-domains Number 

of WSs 

1. Communication Media, video, film, etc. 58 

2. Economy Vehicle price, Book price, Electronic item price, 

eadable item price, etc. 

359 

3. Education Book/journal search, publication search, university 

professor in academia, geographical region, company 

profession, etc. 

286 

4. Food Food store, drug stores, grocery store, food service, etc. 34 

5. Geography Get distance between location, google map, get traffic 

information, mile-to-kilometre conversion,  traffic 

information, zip code, location, etc. 

60 

6. Medical Check cost and healing plans, hospital, medical flights, 

medical records of patients, etc. 

73 

7. Simulation Door lock/unlock, switch on/off, light, mess module 

on/off, etc. 

16 

8. Travel Weather, hotel, geographical, Sports, surfing, etc. 165 

9. Weapon Weapons information (lending range, financing range, 

funding agency service, etc. 

40 
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Hardness: The hardness of a QoS constraint is the ratio of the required QoS to the maximum 

value of the corresponding QoS parameter for the available web services. In order to determine 

hardness of a web service, the hardness of associated QoS parameters can be used. The average 

value of hardness of all QoS parameters forms the hardness of a web service and defined using 

equation 2.1 [Purohit and Kumar, 2018]. 

y�k�{«"�  =	 1\	§S�{QoS(}k�{«"�  "
(5) 																																																																														(2.1) 

Where, S�{QoS(}k�{«"�  =	y{©Yy(()}$�i −	S�{QoS(}y{©Yy(()}$�i ∗ 100																																																	(2.2) 
 

Here, y{©Yy(()}$�i signify the maximum value of the j
th

 QoS parameter among all candidate 

WSs and S�{QoS(} is the j
th

 QoS parameter of i
th

 web service	y�. 
  

Satisfaction: The service satisfaction is defined as a measure of how well the QoS of service 

meets the users’ concerned QoS requirements. The service satisfaction can be obtained from 

satisfaction score of individual QoS parameter of the service using equation 2.3 and 2.4 

[Stephen and Yin, 2011]. 

yOS�,( = ±0.5 ∗ (2 ∗ ©Yy�,( − 	1))�³� + 	0.5, P¤	©Yy�,( > 0.50.5 ∗ (−2 ∗ ©Yy�,( + 1)	)�³� + 	0.5, 				P¤	©Yy�,( ≤ 0.5 																												H (2.3) 
yOS�¶�	 	= 		§�³�� ∗ yOS�,("

(5) 																																																																																													(2.4) 
Where, yOS�,( 	is the satisfaction score for j

th
 QoS parameter of i

th
 WS, yOS�¶�	is the satisfaction 

score of i
th

 WS and �³�� is the weight of j
th

 QoS parameter. 

 

Euclidean distance: The Euclidean distance (ED) between two web services is the ordinary 

distance between WSs defined in Euclidean space. The ED between web service y� and any 

service y2 is defined using equation 2.5 [Mobedpour and Ding, 2013]. 

¸1 = 	¹§�³�� ∗ (By2,( −	y�,(B)+$
(5) 																																																																																	(2.5) 

Where, �³�� is the weight of j
th

 QoS parameter, m is number of QoS parameters, y2,( is j
th

 QoS 

parameter of k
th

 WS, and 1 ≤ i ≤ n. 
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Time for selection of WS: The time required to perform task of selection of web services by 

following a systematic procedure such that the set of selected services meet the requirements 

specified by the end user. The service selection time is calculated after the services are 

discovered.  

 

2.7   OBSERVATIONS DRAWN FROM THE CHAPTER 

Web service selection is an active area of research. The WSs finds their applications in each of 

the upcoming new technologies [Gajjar et al., 2016]. For many of these technologies, WSs act 

as backbone to offer value added services. The practical significance of WSs has attracted huge 

amount of research in the area of SOA. The efficiency requirements of the new applications 

being developed using WSs has inspired researchers to introduce the application of area such as 

MCDM approaches, skyline technique, machine learning techniques, semantic based 

techniques, etc. for selection of WSs and draw general conclusions [Phartiyal et al., 2018]. 

However, the insufficient methodological details are provided by the large part of earlier 

reported studies. Thus, makes it difficult to understand the process of web service selection and 

adopt the existing solutions to handle the challenges offered by new upcoming technologies. 

We observe that the end user requirements are not taken into consideration while making the 

service selection decision. Moreover, the scalability issue with the existing WSS approaches is 

observed i.e. with the large increase in the number of candidate WSs, the performance of WSS 

process is reduced largely.  

The more practical approaches of WSS should find the mechanism to consider only an 

appropriate set of WSs to be considered by selection process.  We have further analyzed that 

the weight of QoS parameter plays a vital role in selection process. Before developing a WSS 

system, we need to pay attention on three important concerns. First, due to the upcoming 

demands from new technologies, more and more WSs are made available over Internet and are 

increasing continuously. The system should have capability to deal with the increasing number 

of services. One need to apply some pre-processing technique to identify the useful set of WSs 

with reference to the end user requirements. Secondly, the end user finds difficulty in 

expressing the values of weights of QoS parameters. The system should have capability to 

evaluate values of weights by observing the quality of services offered by WSs available from 

various service providers. Moreover, the system should also deal with the partial weight values 

specified by the end user. The existing approaches for WSS fail in addressing this issue. 

Thirdly, the run time failure of the web service has a deep impact on the efficiency of the WSS 
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system. The problem has bigger impact on the performance of WSS system in case of 

composite WS. 

2.8     CONCLUSIONS  

This chapter briefly discusses the process of Web Service Selection and introduces the quality 

models for Web Service. We have reviewed the existing available work on QoS based Web 

Service Selection. The important observations and research gaps are highlighted. The identified 

research gaps are further used to design the objectives undertaken in this thesis work. Based on 

the literature review conducted, it is observed that the candidate Web Services can be processed 

in two steps – firstly by applying prefiltering on candidate Web Services with reference to the 

end user requirements and in the second step prioritization followed by selection can be 

performed. The classification and clustering are useful to achieve Web Services prefiltering. 

We have initially performed empirical study of various classification approaches. The results of 

the empirical study are further used to develop the classification based Web Service Selection 

approach. Similarly, the empirical study of various clustering techniques is conducted. The 

results of the empirical study are used to develop clustering based Web Service Selection 

approach as discussed in the forthcoming chapters of the thesis. It is observed that 

replaceability plays a very important role in Web Service Selection. To handle the Web Service 

failure, a new approach based upon replaceability is discussed in the thesis. The works handling 

other research gaps are presented in the forthcoming chapters. The work presented in this 

chapter has been published as [Purohit and Kumar, 2018c]. 
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CHAPTER 3  

 

EMPIRICAL STUDY OF WEB SERVICES CLASSIFICATION 

TECHNIQUES 

3  

The review work presented in the previous chapter showed that to deal with large number of 

candidate WSs, existing approaches are not efficient. Further, it is observed that the 

classification technique is a very good candidate for prefiltering WSs. Therefore, in this chapter 

we have presented an empirical study to determine  best performing classification model to 

classify WSs. There are many important parameters such as error rates, F-measure, kappa 

statistics, and other performance measures which are considered for comparing and evaluation 

of various classification models. Further, the majority vote technique is used to perform WS 

classification. The objective of this chapter is to perform empirical study of various learning 

models namely logistic regression, multi layer perceptron, NNge, JRip, J48, and random forest. 

The top three learning models with best performance are compared with majority vote based 

learning model.  

The problem of WS classification is introduced in Section 3.1. The choice of learning 

models to perform empirical study and their details are discussed in Section 3.2 and 3.3, 

respectively. Section 3.4 presents a detailed analysis on the performance of various learning 

models and important observations drawn. Various threats to the validity of the presented 

approach appears in Section 3.5 followed by conclusions drawn from the chapter in Section 

3.6. 

 

3.1     INTRODUCTION 

The web service offering smart services to realize Cloud computing, smart city applications, 

IoT concept, etc. has attracted many service providers. As a result, a lot of functionally similar 

web services are available to perform the desired task. In order to ensure the efficiency of 

applications developed using web services, the task of web service selection must be efficient. 

QoS information can be used to compare, prioritize, and select web services. Moreover, when 

number of functionally similar web services is significantly large in number, the task of 
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selection of desired web service based on QoS also become difficult and time consuming. This 

lead to defeat the purpose of applications developed using web services to offer value added 

services in real time [Crowley et al., 2016]. Therefore, the web service classification can be 

employed for efficient selection of web service. To efficiently perform the classification of 

WSs, a learning model is to be selected from among the available popular learning models. To 

achive this, the empirical study of learning models is conducted. The empirical analysis help in 

choosing the best learing model for WS classification, as presented in forthcoming chapter. In 

order to realize this, a dataset of real world web services with associated QoS information is 

desired. One such standard dataset which can be useful to realize the web service based 

applications is available [Masri and Mahmoud, 2009]. The dataset contains QoS information 

for the real world web services. Few of the web services available in the dataset are, service for 

obtaining current temperature (TemperatureService), service for weather information 

(ForecastServiceImplService), service to book hotel (K4THotelAvailWS), service to make 

payment (SmartPayments), etc.  

In this chapter, we address the problem of web service classification. The empirical study of 

various classifiers is performed. Following are the important contributions of the chapter: 

i) Study of available labeled QoS dataset useful to generate learning model for WS 

classification. 

ii) An empirical study of learning models is conducted on the basis of error rate and other 

performance parameters.  

iii) Comparative analysis of best three web service learning models with majority vote 

classifier is done. 

 

3.2   CHOOSING THE CLASSIFICATION TECHNIQUES 

Based on the past study and the reported performance analysis, eleven learning models are 

selected. The learning models considered are, Logistic Regression (LR), Multilayer Perceptron 

(MLP), Non-nested generalized exemplars (NNge), PART, Decision Table (DT), JRip, J48 

decision tree, Random Forest (RF), Decision Stump (DS), CART, and Support Vector Machine 

(SVM) [Kundu et al., 2011]. We have conducted a performance based analysis of these eleven 

learning models. 10-fold cross validation based training and testing of each of the learning 

model is performed using QWS dataset. The web service classification models are compared on 

various parameters such as - accuracy, average absolute error (AAE), average relative error 
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(ARE) along with kappa statistics and visual analysis using model performance chart, etc., as 

shown in Table 3.1. The best performance parameter values are shown in bold. Based upon the 

observation, top two performing models  from each of the categories, i.e., function based, rule 

based and tree based classifiers are selected. The six learning models considered for further 

analysis are - LR, MLP, NNge, JRip, J48, and RF. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3   WEB SERVICE CLASSIFICATION MODELS 

In this subsection we have discussed six learning models used for classification of web 

services. 
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3.3.1 Tree based learning model   

The decision tree based learning model generates decision tree based on the attributes. 

Attributes are considered in the priority order one after the other. In this category two learning 

models are considered for study – J48 decision tree classifier and Random Forest. 

3.3.1.1   J48 decision tree 

 The decision tree generated using J48 based learning model is used to take decision about 

classifying unknown inputs. The decision tree formed must be as balanced as possible. For a 

training set S and an item X ∈ S, the number of bits needed to decide whether X is positive or 

negative is estimated using entropy. If ����	and ����	are percentages of positive and negative 

examples, respectively, in S, then entropy on training set can be defined using equation 3.1 

[Mohanty et al., 2010, Goh and Singh, 2015]. 

H(S) =  - ρ���	log�	ρ���	- ρ���	log�	ρ���	bits                                                                           (3.1) 

The gain is measured by obtaining the difference between entropy before the split and after the 

split. The expected drop in the entropy is obtained using equation 3.2 [Mohanty et al., 2010].  

Gain(S,T) = H(S) – ∑ |��|
|�| 	H�S���	∈�����	����                                                                            (3.2) 

Where, v is all possible value of T and ��	is the subset for which ��	= v. During decision 

tree generation, attributes are considered in the order of gain in the entropy, i.e., the attribute 

with the highest gain is given priority over other. 

3.3.1.2   Random Forest (RF) 

Random forest model starts by taking randomly chosen subset ��,	of training data and 

randomly chosen subset, d, of attributes. The information gain is evaluated on �� instead of full 

training set. A new data point D is classified using each of the trees �!, �", ......., �#and 

majority vote is applied to take the consensus decision [Schapire, 2001, Darbar and Samanta, 

2015].  

3.3.2   Function based learning model   

The function based learning model has a utility function associated with them. The function 

needs to be optimized for taking decision with high precision and accuracy. Two popular 

function based learning models are logistic regression and multi-layer Perceptron model.  
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3.3.2.1     Logistic regression (LR) 

Logistic regression is a technique to establish relationship between a dependent variable Y and 

one or more independent variables. For a given x the expected value of Y is represented as 

E(Y|x). The conditional mean of Y given x is $�%�. The logistic regression model used to 

determine the conditional mean is represented using equation 3.3 [Hosmer and Lemeshow, 

2000]. 

π�x� = 	 (
(��)α                                                                                                                            (3.3) 

Where, * is a vector representing the weighted combination of independent variables. A 

logistic regression model is of two types [Hosmer and Lemeshow, 2000]. (i) Univariate 

regression model has one independent variable to determine dependent variable. (ii) Multiple 

regression model, also known as multivariate regression model, has more than one independent 

variables to determine dependent variable. For web service classification, we have used 

multiple regression model. 

3.3.2.2     Multi Layer Perceptron (MLP)  

This classifier is a neural network (NN) model based on supervised learning method called 

back-propagation algorithm. The neural network model has input layer, hidden layer and output 

layer. Each of the neuron in the hidden layer transforms weighted input +,  from previous layer 

using equation 3.4 [Jie et al., 2012]. 

- = 	 +( ∗ /( + +� ∗ /� + 	 … … . . +	+3 ∗ /3																																																																																					�3.4� 

For an unknown input 6, the predicted output 7 is a function of input (6	8 ), weight (98), and 

threshold (:;), i.e., 7̅ = g(6,8 	98, :;	�, where the weight vector 98  is initialized randomly, and 

adjusted iteratively using error (E) prediction using equation 3.5 [Mustafa, and Kumaraswamy, 

2015]. 

= = |- − 	7|																																																																																																																																													�3.5� 

The weights are adjusted as per the equation 3.6 [Mustafa, and Kumaraswamy, 2015]. 

9, = 	 9, + 	= ∗ @ ∗ 	 6,																																																																																																																									�3.6� 

Where, @ being the learning rate of the neural network. 

3.3.3   Rule base learning model  

Rule based classifiers are based on a list of rules of the form IF B( AND B�	AND  BC	AND 

……. THEN class X [Mustafa, and Kumaraswamy, 2015]. The rules are ordered based on the 
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rules quality or based on class. Rule based classifiers uses the optimized set of rules to take 

classification decision. Two rule based models considered for study are Non-nested generalized 

exemplars and JRip. 

 

3.3.3.1     Non-nested generalized exemplars (NNge) 

NNge is a hybrid learner which combines the advantages of induction and instance based 

learners. Examples are combined (merged) and most generalized form is kept in the memory. 

The generalized exemplars represent more than one training example. If there are n attributes in 

the example in the training set, then each of the generalized exemplers represents a geometric 

figure of n-dimensional covering a finite area. For the classification of new example, in some 

of the cases rule determines the class and in others, nearest exemplar is used. The nearest 

exemplar is determined using Euclidean distance (DEFGHIDJ�	calculated by formula in equation 

3.7 [Zaharie et al., 2011]. 

=KLMN7OP = QP	R∑ SQ,	 	 OT	�PT
UVWT�	U,3T

X�U,Y( 																																																																																								�3.7�       

Where, =,	[\7	],  are the i
th

 feature value in example and exemplar, respectively with exemplar 

weight QP	and feature weight Q,	.  

3.3.3.2     JRip 

JRip is a method of extracting rules from data. JRip is based on Repeated Incremental Pruning 

to Produce Error Reduction (RIPPER). In the initialization phase, the initial rule set is obtained 

using incremental reduced error pruning (IREP) algorithm [Cohen, 1995]. The rules are added 

repeatedly and pruned in the building stage. The training records covered by the rule are 

removed and the process is repeated until there is no positive example or the rule searched by 

the IREP is having unacceptable error rate [Cohen, 1995]. 

3.3.4    Majority vote based learning model  

It has been observed that different learning models result into complimentary information about 

classification of web services. By combining significantly different learning models, more 

accurate classification decisions are obtained [Kuncheva, 2004]. Voting is one such technique 

useful to improve the classification by combining individual opinion to derive a consensus 

classification decision. For L number of learners, and k number of output classes, the output of 
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learners is represented using k-dimensional binary vector [ci,1, ci,2, .....,ci,k]
T
 ϵ {0,1}

k
, for 

i=1,.......,L. The ensemble decision of the class ^_will be resulted from the majority vote using  

equation 3.8 [Kuncheva, 2004].  

` 7,,a
b

,Y(
= c

@[+
+ = 1

` L,,W
b

,Y(
																																																																																																																					�3.8� 

The vote based combiner scheme will produce an accurate classification if at least fgb
� + 	1hg 

learners produce a correct classification [Kuncheva, 2004]. 

 

3.4    ANALYSIS AND OBSERVATIONS 

In this section, the details of environment used to perform various experiments are discussed. 

The analysis on the results and observations drawn from the results of experiments are 

presented. 

3.4.1.  Experimental setup 

In order to classify web services, the experiments are conducted on a machine with Intel Core 

i7 CPU 3.4 GHtz, Windows 7 platform. The QWS dataset with 364 labeled web services with 

nine QoS parameters along with web service relevancy function (WsRF) score are used to 

conduct the experiments. The details of QWS dataset are presented in Table 3.2. The QoS 

values of real world web services are measured by [Masri and Mahmoud, 2007] using a 

benchmarking tool. The WsRF score indicate the rank of web service quality calculated using 

six QoS parameters shown in Table 3.2. Based on the QoS values, [Masri and Mahmoud, 2007] 

have formed four service classes. Services with highest quality offerings have been kept in 

platinum category and the services with lowest QoS have been kept in bronze category. Gold 

and silver classes represent the intermediate levels of QoS. The class of the service represents 

the QoS level of the service. The dataset contains web services for, travel domain, hotel 

domain, smart payment gateways, weather and temperature determination, etc.  

The empirical study for performance evaluation of six classifiers is performed using three 

cases. In case-1, web services with nine QoS parameters are considered. In case-2, to evaluate 

the effect of WsRF score, nine QoS parameters along with corresponding WsRF scores are 

considered. In case-3, the effect of feature selection is observed by choosing five QoS 
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parameters (out of total nine parameters) using Wrapper method based feature selection  

technique In this also, we performed experiments using these chosen five QoS parameters and 

corresponding WsRF scores. Same environment is used to conduct experiments for three cases. 

In each of the three cases, learning models are evaluated using seven performance parameters 

as detailed in Table 3.3. 

3.4.2. Analysis of six learning models 

An analysis of six learning models in each of the three cases is done. The error rate (AAE and 

ARE) measures are used to analyze six learning models as shown in Table 3.4. Table contains 

median values of absolute and relative error. In case-1, LR, NNge and J48 models perform 

Table 3.2:   Labeled QWS dataset with class descriptions 

 

Nine QoS parameters WsRF Class 
   

Response Time (RT), Availability 

(AV), Throughput (TP), 

Successability (SU), Reliability (RL), 

Compliance (CM), Best Practices 

(BP), Latency (LT), and 

Documentation (DO)  

A Web Service Relevancy 

function evaluated using six 

QoS attributes cost, RL, AV, 

TP, Accessibility and 

interoperability analysis. 

(1) Platinum  

     (high),  

(2) Gold,  

(3) Silver  

       and  

(4)Bronze         

      (low) 

 

Table 3.3: performance evaluation parameters 

 

Parameter Significance for web service classification 

Accuracy The measure of the quality or state of being correct in classification of 

web service.  

Kappa 

statistics 

Measure the classifier performance using expected accuracy and the 

observed accuracy of classification. 

Precision 

(Ƥ� 

Precision is the probability of a positive prediction being correct. 

Recall (Ʀ� Measures the proportion of web services belonging to the positive 

class and were correctly predicted as positive. 

F-Measure F-measure is the harmonic mean of precision and recall and evaluated 

as: F-measure = 
�∗Ƥ∗	Ʀ	
Ƥ	�	Ʀ  

AAE Average of difference between actual class and predicted class of web 

service over all web service instances. 

ARE Average of ratio of difference between actual class and predicted 

class of web service to actual class for all web service instances. 
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better than MLP, RF and JRip models in their respective category. For case-2, NNge model 

produces low prediction error and is slightly better than JRip in rule based category. J48 

produced low error rate values as compared to RF model and LR has relatively low prediction 

accuracy than MLP in function based category. In case-3, LR, NNge and J48 models exhibit 

better prediction accuracy as compared to MLP, RF and JRip techniques, respectively in their 

categories. 

The box-plot analysis of AAE and ARE measures is conducted and presented in Figure 3.1. 

From box-plot analysis we measure the variation in samples for AAE and ARE values and few 

observations are drawn: 

� For AAE measure, NNge, LR and J48 decision tree model produced lowest minimum value 

of errors in their respective categories. Maximum value of LR model is minimum among all 

Table 3.4: AAE and ARE analysis of six learning models for web service classification 

  Case 1 Case 2 Case 3 

 AAE ARE AAE ARE AAE ARE 

Function 

based 

LR 0.09 24.9 0.034 9.36 0.0167 4.61 

MLP 0.106 29.2 0.04 10.96 0.0227 6.29 

Tree based 
J48 0.163 45.0 0.012 3.40 0.0096 3.018 

RF 0.167 46.1 0.041 11.20 0.025 6.92 

Rule based 
NNge 0.140 35.6 0.012 3.018 0.0096 3.0175 

JRip 0.182 50.4 0.026 3.64 0.0096 3.0175 

 

(a)                                                          (b) 

 

Figure 3.1: Box-plot analysis for AAE and ARE measures 
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models, whereas, JRip and J48 produced highest maximum value.  

� For ARE measure, the minimum values are lowest for LR, J48 and NNge learning models. 

The MLP produced moderate and RF produced highest minimum value. J48 and NNge 

model produced lowest median value. The maximum value for ARE measure is minimum 

for LR model.  

• Overall, for AAE and ARE values the LR model have performed better than any other 

learning model used for web service classification. In tree based category, J48 decision tree 

performed better than RF model. Similarly, NNge has outperformed over JRip in rule based 

category. 

 

We have conducted Tukey post-hoc test to further analyze six learning models on AAE and 

ARE measures, for case-1. Similar analysis is obtained for case-2 and case-3. Tukey test is a 

post-hoc test to compare means of every treatment to the means of every other treatment. Based 

on comparison, Tukey test determine which mean values are significantly different. The mean 

value and standard deviation obtained for AAE and ARE measures are summarized in Table 

3.5. During the test, significance value * is set to 0.05, i.e., 95% confidence interval. 

We observed from Table 3.5 that,  

• For AAE measure, LR model has lowest mean value and outperformed all other learning 

models. The JRip model has shown worst performance with respect to AAE measure.  

• For ARE measure, LR model has achieved best performance and the worst values for 

performance are noted for JRip and RF model. 

• Overall, the LR model is observed to have best performance. NNge and J48 models 

produced better prediction accuracy in their respective categories. 

Table  3.5: Tukey test for six web service classification models on AAE and 

ARE measures (95% Confidence Interval for Mean) 

Learning                                            Performance Measure 

Model 

 AAE               ARE 

 Mean Std. Deviation Mean Std. Deviation 

LR 0.09 0.01498 24.88 4.13 

MLP 0.1057 0.03296 29.22 9.10 

J48 0.1626 0.01836 44.96 5.06 

RF 0.1665 0.04614 46.03 12.78 

NNge 0.1412 0.03510 35.58 9.64 

JRip 0.1823 0.03836 50.38 11.17 
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3.4.3. Evaluation of majority vote learning model 

The majority vote model achieves a higher level of diversity by combining significantly 

different classifiers [Qamar et al., 2015]. From the analysis in previous section, we chose to 

combine top three models from each of the rule based, function based and tree based category, 

using majority vote model. For getting best from majority vote model, three base learners 

should be significantly different. In order to ensure this, we have performed Sheskin multiple 

comparison test on three base learners [Sheskin, 2011]. To compare multiple groups of 

alternatives and determine whether any group perform significantly different from the other 

group, Sheskins multiple comparison test is useful [Sheskin, 2011].  Sheskin multiple 

comparison test evaluate each pair of learning model with minimum required difference (MRD) 

(refer [Sheskin, 2011] for MRD evaluation). The result of multiple comparison test is shown in 

Table 3.6. From Table 3.6 we observed that three learning models, NNge, J48 decision tree, 

and LR are significantly different from one another. 

The majority vote method uses three chosen learning models as base learner to categorize 

web services. The AAE and ARE measures for NNge, J48, LR and the majority vote method 

are measured separately and summarized in Table 3.7. We observed from Table 3.7 that AAE 

Table 3.6: Sheskin multiple comparison test 

Learning  

model 

Case 1  

(MRD 7.0417 %) 

 DF=2 

Case 2  

(MRD 2.7903 %) 

[2] DF=2 

Case 3  

[3] (MRD 2.5988%) 

[4] DF=2 

(1) J48 (2)(3) (2) (2)(3) 

(2) LR (1)(3) (1)(3) (1)(3) 

(3) NNge (1)(2) (2) (1)(2) 

The numbers in pair represents learning models which are significantly different from the 

learning model in column 1. Two models are significantly different if their absolute difference 

in proportion is greater than MRD. DF=Degree of Freedom. 

Table 3.7: AAE and ARE measure of LR, NNge, J48 and majority vote learning models 

 Case LR NNge J48 Maj. Vote  

 

AAE 

#1 0.090 0.14 0.163 0.085 

#2 0.034 0.0124 0.0124 0.0096 

#3 0.0167 0.0096 0.0096 0.0096 

 

ARE 

#1 24.9 35.6 45.0 23.44 

#2 9.36 3.018 3.40 2.63 

#3 4.611 3.017 3.018 2.63 
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measure of majority vote is lowest in all three cases. Similarly, for ARE measure, the majority 

vote method outperform over other models in all three cases. 

In order to test the performance of the majority vote method in comparison with three best 

performing models, we have conducted the Dunnett’s test using AAE and ARE measures. 

Dunnett’s test is a special case of Tukey test in which a pair wise comparison of single control 

group is made with multiple groups. The interval plot shown in Figure 3.2a and 3.2b, 

determines the difference of mean based on AAE and ARE measures between LR, NNge, J48, 

and majority vote, respectively. From Figure 3.2a and 3.2b, we observed that the use of 

majority vote technique reduces AAE and ARE measures of web service classification. Thus, 

majority vote performed better than LR, NNge and J48 model for classification of web 

services. 

 

 

 

 

 

 

 

 

 

 

 

 

3.4.4  Discussion 

With the enormous increase in number of web services, application of classification of web 

services has attracted a significant amount of research. Most of the earlier works on web 

service classification focused on web service classification using single classifier. In this 

chapter, we investigated the use of majority vote method for classification of web services 

using QoS information. An empirical study of six learning models used for web service 

classification is performed. As a result of empirical study, three best performing models, LR, 

NNge, and J48 decision tree, are chosen. A comparative analysis of individual classifier is done 

with majority vote learning model, using error rate measure. The result of empirical study 

(a) 

 

      (b) 

 
 

Figure 3.2. AAE and ARE based interval plot for difference of mean between  LR, NNge, 

J48 and majority vote for classification of web services with confidence interval of 95% . 
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showed that the majority vote method produces improved results for web service classification 

in comparison with LR, NNge, and J48 decision tree classifiers.   

In this work, a popular QWS dataset of real world web services is employed for performing 

experiments. The QWS dataset includes set of services from different domains, using which 

various applications can be developed.  

 

3.5    THREATS TO THE VALIDITY 

In this section, possible threats which may affect the validity of our experiments are discussed. 

We evaluated the validity of six learning models used for web service classification in terms 

of accuracy and error rates using only single web service dataset. To the best of our knowledge, 

no other QoS based web service dataset with class labels assigned to each of the web service is 

available.  

The QoS values are assumed to be static which does not change with time. However, in the 

real world scenario the QoS parameters of web services may vary continuously and may have 

effects on the system.  

From among the selected web service classification models, few of the models such as SVM 

require tuning of kernel related and other control parameters. Various parameters of learning 

models are tuned to best of our knowledge and efforts. However, with the use of different sets 

of QoS parameters and change in the set of web services, further tuning of parameters for 

learning models may be required. 

 

3.6    CONCLUSIONS 

In this chapter, an empirical study of learning models based on error rates and other 

performance parameters has been conducted. We have considered six learning models LR, 

MLP, NNge, JRip, J48, and RF for evaluation. Based on AAE, ARE measures and various 

statistical tests, the top three models for web service selection are - LR, NNge and J48 in the 

order of decreasing performance. Based on the empirical study the chapter concludes that the 

majority vote technique further improves the classification accuracy by reducing error rates. 

Thus, majority vote based learning model can also be used for web service classification and 

subsequently web service selection decision can be improved. 
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The results obtained from this analysis are further used to build an approach for selection of 

WSs. The majority vote classifier helps in classifying WSs and hence identifies similarity 

among WSs. The results of this chapter help in identifying base learning techniques for 

majority vote classifier to efficiently classify WSs. In the next chapter, the results of this 

chapter are utilized and a two layer service selection model is developed. The work presented 

in this chapter has been published as [Purohit and Kumar, 2018b]. 
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CHAPTER 4  

 

CLASSIFICATION BASED APPROACH FOR WEB SERVICE 

SELECTION 

 

In Chapter 3, an analysis of WS classification using various learning models is presented. 

Based on the analysis  it is found that the performance of three learning models - logistic 

regression (LR), Non-nested generalized Exemplers (NNge), and J48 is found better. Further, it 

is found that the majority vote based learning model is performing relatively better and hence 

we have used it in this chapter. Objective of this chapter is to present an efficient web service 

selection approach by using learning model for prefiltering of WSs. Also, to develop an 

approach to automatically evaluate weight values of QoS parameters. The PROMETHEE Plus 

method is proposed to perform selection and maximizing deviation method is utilized for 

evaluation of values of weights of QoS parameters. The problem of WSS is introduced in 

Section 4.1. Proposed approach and motivating example appears in Section 4.2. In Section 4.3, 

the developed approach is evaluated and compared with existing state-of-the-art on four 

performance measures. The discussion in detail is presented in Section 4.4 followed by chapter 

conclusions in Section 4.5.  

 

4.1   INTRODUCTION AND MOTIVATION 

Selection of most promising Web Service (WS) satisfying needs of the end user is a core and 

challenging task in Service Oriented Architecture. The task of selection is usually performed in 

two steps. First, from the WS pool, services offering identical functionality are fetched. In this 

regard, existing solutions such as AI planning based methods [Hwang et al., 2015] or semantic 

based approaches [Kumar and Mastorakis, 2010, Purohit and Kumar, 2016a, Kumar and 

Mishra, 2008a] are efficient. Next, from the list of functionally similar WSs, a WS is to be 

selected. Usually, QoS parameters are used to differentiate among functionally equivalent WSs. 

The QoS parameters such as availability, response time, reliability, throughput, documentation, 

etc., are among the few popular QoS parameters [Masri and Mahmoud, 2007]. The QoS 

parameters collectively characterize the quality a service offers. The web services with same 
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functionality may exhibit different quality [Atrey et al., 2008].  The process of creating the 

relative ranking of WSs based on QoS parameters can be reduced to the problem of decision 

making. The Multi Criteria Decision Making (MCDM) methods are suitable to solve such 

problems [Brans and Vincke, 1985]. The Preference Ranking and Organization METHod for 

Enrichment Evaluation (PROMETHEE-II) is a popular MCDM method used in past for WSS 

[Brans and Vincke, 1985, Herssens et al., 2008]. There are other available approaches for 

efficient WSS such as using the Probabilistic QoS based WSS [Hwang et al., 2015], Skyline 

technique [Ouadah et al., 2015, Rhimi et al., 2015, Mobedpour and Ding, 2013], Utility 

function based selection [Alrifai et al., 2011], Mix Integer Programming (MIP) [Saleem et al., 

2015, Cho et al., 2016], Case Based Reasoning (CBR) [Renzis et al., 2016], Collaborative 

filtering [Zheng et al., 2011], and service bundling [R.-Zapata et al., 2011, Alrifai et al., 2011, 

R-Zapata et al., 2015].  

The QoS parameters are conflicting and difficult to compare. These conflicts among QoS 

parameters lead to interdependency between them, which cannot be ignored during service 

selection. Existing solutions [Hwang et al., 2015, Rhimi et al., 2015, Saleem et al., 2015, Zheng 

et al., 2011] lack in terms of considering the conflicting nature of QoS parameters, which 

should be included in the selection step to produce accurate results. Moreover, the performance 

in terms of time of the existing techniques including available MCDM techniques [Brans and 

Vincke, 1985, Herssens et al., 2008, Karim et al., 2011] deteriorates as more and more 

functionally equivalent WSs are made available. Because, more efforts are required for 

selection of WS and hence overall performance of WSS system degrades. To improve the 

performance of WSS system, the selection is done in two steps [Ouadah et al., 2015, 

Mobedpour and Ding, 2013]. Firstly, WSs having higher end QoS is obtained using a skyline 

technique. The skyline services are prioritized in second step. Nonetheless, the skyline 

technique has its own issues [Rhimi et al., 2015]. The skyline approach select same list of 

services irrespective of the end user requirements. It causes the same set of services to be 

presented before different end users, independent of their QoS requirements. Therefore, in 

addition of ignoring the end users requirements, it also causes problem of imbalance of load on 

a specific set of services [Wang et al., 2016]. The end users requirements during evaluation are 

also ignored in existing MCDM based WSS models [Herssens et al., 2008, Ouadah et al., 

2015]. Further, the end user specifies importance of QoS by using weight values. The existing 

solutions such as [Hwang et al., 2015, Alrifai et al., 2011, Mobedpour and Ding, 2013, Cho et 

al., 2016] allows end users to provide numerical values to represent the QoS importance. The 

numerical value of weights are difficult to comprehend for a naïve user. Also, the use of 
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techniques such as AHP [Ouadah et al., 2015], ANP [Masri and Mahmoud, 2007], etc., for QoS 

weight evaluation, require input from domain experts. It makes the WSS system domain 

dependent and inflexible. 

Based on the gaps discussed above, the research problem can be summarized as follow: 

Research problem: Let, S = {S1,S2,.........,Sn}: Set of ‘n’ discrete web services offering same 

functionality;  QV = {���,���,...........,���	}: represents a QoS vector with set of ‘m’ conflicting 

QoS parameters for decision making; WSQoS: is a matrix representing the set of all QoS 

parameters for S; UserQoS: is a Web Service representing the QoS requirements of the end user. 

The challenge is to select most optimal WS Sr from the set S such that �� 	≡ 	
����� with 

three considerations. Firstly, the size of set S is increasing as more and more WS providers are 

offering WSs with the same functionality. Secondly, the QoS parameters are conflicting in 

nature. Third, the system should support a mechanism to evaluate weight of QoS parameters 

using mathematical model. Moreover, the weight evaluation mechanism should allow the end 

user to specify partial preference of QoS.  Therefore, an efficient technique is needed to solve 

the problem of WSS with due concern to above three criteria. Selection of top-k services 

require identification of K such services which closely meets 
�����.  

Research solution: The conflicting nature of QoS parameter can be considered during service 

selection step. A PROMETHEE based solution can be helpful in providing consideration to 

conflicting nature of QoS parameters [Brans and Vincke, 1985]. To improve the end user 

satisfaction of QoS, PROMETHEE method for WSS can be modified in three ways. Firstly, the 

end user request of QoS can be included during the evaluation phase of PROMETHEE. 

Second, those WSs which are close to 
����� can be identified. Third, the choice of 

evaluation function can be made as per the type of QoS parameter. To improve the performance 

of service selection system, functionally similar WSs can be preprocessed. Two conditions 

must be satisfied by the preprocessing based WSS system. Firstly, the end user requirements 

must be considered to avoid non-compliance of the user requirements. Secondly, the 

preprocessing system should be independent of selection system and should filter out only non-

eligible services. Eligible WSs should remain in the system for further processing by selection 

module. PROMETHEE method offers flexibility to specify weight of QoS parameters 

externally. MDM based mathematical model is useful to evaluate weight values [Chen et al., 

2010]. The weight preference specified by the end user can be combined with the QoS weight 

obtained from mathematical model.  
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The motivational example to better explain the motivation underlying our proposed design is 

discussed in Section 4.2. Following are contributions of this chapter: 

1. For ranking of web services with due consideration to conflicting QoS parameters, an 

improved PROMETHEE approach called as PROMETHEE Plus is proposed. This 

improves the end user satisfaction and also the quality of WS(s) to be selected. 

2. A hybrid QoS weight evaluation scheme based on Maximizing Deviation Method (MDM) 

is suggested to be used with PROMETHEE Plus method. It causes the WSS system to be 

domain independent. 

3. Classification based prefiltering technique is developed to improve the performance of 

WSS algorithm.  

4. Statistical analysis is done to observe the system behaviour and compared with existing 

approaches of WSS. 

Performance of the proposed system is measured using Euclidean distance, query hardness, 

satisfaction score and time for web service selection. The experimental analysis performed 

using these parameters shows that the proposed CSS approach has outperformed over existing 

similar approaches. It is observed that the use of PROMETHEE Plus approach provides 

improvement in the end user satisfaction by including the end user request during service 

evaluation and handling the conflicting QoS parameters. Further, the use of classification based 

prefilter layer improves the performance of WSS system and reduces overall selection time. 

The use of MDM based weight evaluation approach makes WSS system more robust and 

domain independent. 

 

4.2   PROPOSED APPROACH FOR WEB SERVICE SELECTION 

In this section, initially a motivating example is discussed. Subsequently, the proposed system 

architecture and algorithms are elaborated in detail. 

4.2.1 Motivating Example 

With the fast proliferation of WS based technologies, WSs offering replicated functionality are 

continuously increasing. For the set ‘S’ of ‘n’ discrete services, the service selection module 

compare and rank WSs based on their QoS information. During the selection phase, all of the 

‘n’ WSs each of which have ‘m’ QoS parameters are considered. As number ‘n’ increases, 

more efforts are required in the selection phase and efficiency of selection process is affected. 

By including a preprocessing step before the selection phase, the service selection time can be 
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reduced significantly [Ouadah et al., 2015]. Moreover, the conflicting nature of QoS parameters 

also has an effect on the quality of services being selected [Yu and Bouguettaya, 2012]. 

Therefore, the selection decision should also take into account the conflicting nature of QoS 

parameters. It was the major motivation of using classification based prefiltering. 

Further, the existing systems for QoS based WSS require minimum two user inputs: (1) QoS 

preference (2) Weight of QoS parameters. In most of the cases, end user experiences problems 

in specifying (1) and (2). The end user can form the query to specify the QoS preference by 

using user centric system [Mobedpour and Ding, 2013] or using the QoS browser [Ding et al., 

2009]. However, weights of QoS parameters need to be judged by the end user. The imprecise 

specification of QoS weights may result into missing the user desired services.  

The significance and effect of weights of QoS parameters for WSS can be understood with 

the help of an example. Consider that there are 10 candidate WSs, S1 to S10, with given cost and 

response time (RT in msec) as shown in Table 4.1. The cost is measured on the scale of 1 to 10 

and RT on the scale of 0 to 1. Lower the values of cost and RT better is the service quality. 

Consider three user requests arrives in the system with query “Search the WS with Cost ≤ 6 and 

RT ≤ 0.5 with QoS weights as shown in Table 4.2. In this case, QoS requirements of three 

users’ are same. The response to the query contains WSs satisfying the user query also shown 

in Table 4.2. The list of WSs satisfying user query is determined using Simple Additive Weight 

(SAW) [KalisZewski and Podkopaev, 2016]. Although, QoS requirements for all three users are 

same, but they differ in weight values of QoS parameters. The list of WSs satisfying the end 

user request is different for all three users. User-1 and User-2 minutely differ in their QoS 

weight values, but the order of services returned to them is different (service S2 and S6). For 

User-3, weights of cost and RT parameters are largely different as compared to User-1 and 2. 

So, the resultant list of WSs is very different for User-3. Hence, it shows that the response of 

WSS system is largely dependent on weight-values of QoS specified by the end user. We could 

analyze from this example that the performance and results of WSS method are highly 

dependent on the QoS weight values. 

Table 4.1: Example WSs With Cost And Response Time QoS 

QoS Web Services 

 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

 Cost  3  5  9 3  5  4  7  6  1  8 

 RT  0.95  0.4  0.37 0.93  0.6  0.97  0.96  0.83  0.9  0.45 
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4.2.2   Web Service Selection Approach 

In the present scenario, the WSS system performs the task of selection in two steps. In first 

step, the relative ranking of WSs is done. In second step, the selection is accomplished from the 

ranked list of WSs. As discussed in Section 4.1, the basic PROMETHEE method is helpful in 

obtaining QoS based ranking of WSs. In this work, we have proposed three variations of WSS 

system. All three variations are based on an improved PROMETHEE method, PROMETHEE 

Plus, for ranking followed by top-k selection of WSs. The PROMETHEE Plus method is 

derived from original PROMETHEE with three modifications. First, the basic PROMETHEE 

algorithm for WSS is improved by including the end-user’s request of QoS as part of 

PROMETHEE evaluation. This improvement will ameliorate the ranking results by segregating 

the WSs into two groups. One group will include WSs which exactly satisfy the required QoS 

and/or have QoS close to the required QoS. The other group includes the WSs having QoS 

below the QoS expectations of the end user. Second modification is done as part of ranking 

process. The higher preference is given to the WS with QoS score closely matching with the 

requested QoS. This will increase the user satisfaction in using the system [Masri and 

Mahmoud, 2007]. Third, the Gaussian and level type preference functions are used during QoS 

parameters evaluation. PROMETHEE Plus is discussed in more details in Section 4.3.2. 

In the traditional WSS system, user could specify the preference of QoS parameters using 

weight values. The user must provide the precise weight values for all QoS parameters. 

However, in actual practice, two variations are possible. Firstly, no weights of QoS parameters 

are provided by the end user. Secondly, partial weights are specified by the end user. In second 

variation, system should be flexible enough to encorporate the weight values provided by the 

end user/expert and weights calculated using mathematical model [Chen et al., 2010]. In the 

proposed approach, the first variation is realized by using MDM method for weight evaluation 

in presented PROMETHEE Plus based WSS (MSS) and is shown in Figure 4.1. A hybrid 

scheme that combines the user specified weight preference with the output of MDM method 

can be used to support partial preference of weights from the end user. This variation using 

Table 4.2: User specified QoS parameters and their weights 

Users Weight of QoS  WSs returned in response to query 

(SAW) Cost     RT 

User-1 0.35 0.65 S9, S4, S1, S6, S2, S5 

User-2 0.37 0.63 S9, S4, S1, S2, S6, S5 

User-3 0.11 0.89 S2 , S9 , S5 , S4 , S1 , S10, S6 , S3 , S8 , S7 
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Hybrid scheme of weight evaluation in PROMETHEE Plus method for WSS (HSS) is 

presented in Figure 4.2. Proposed approaches, MSS and HSS, are practical approaches and 

useful in scenario where user is a naïve and is unable to specify the QoS weight values.  

Moreover, if candidate WSs are very large in number, the complexity of the system will also 

be high. Therefore, a mechanism such as prefiltering of services using classification is 

proposed as a third enhancement. The Classification based prefilter with PROMETHEE Plus 

for WSS (CSS approach) is obtained by adding a prefilter layer over HSS approach. The details 

of CSS approach is discussed in next section. A summary of three variations for PROMETHEE 

Plus based WSS is presented in Table 4.3. 

 

 

 

 

 

 

Figure 4.1: Proposed system architecture for MSS approach 

Table 4.3: Summary of three variations of proposed WSS approach 

Approach Features 

MSS Weight evaluation using mathematical model, PROMETHEE Plus. 

HSS Hybrid weight evaluation, PROMETHEE Plus. 

CSS Prefiltering based on classification, Hybrid weight evaluation, 

PROMETHEE Plus. 
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4.2.3 The proposed CSS approach for Selection of Web Service 

Web service can be labelled using the associated QoS information. Each label associated to the 

web service represents a pre-defined category. This categorization leads to identification of 

WSs with similar QoS offerings. The process is referred as classification of WSs. The process 

of classification starts by creating the learning model using a set of labelled WSs. In the later 

stage, built model is used to categorize unlabelled WSs. The process of classification of web 

services helps in reducing the search space. The system architecture of proposed CSS approach 

is shown in Figure 4.3. It consists of two layers. The upper layer is a prefilter layer and bottom 

layer is selection layer. The aim of prefilter layer is to filter out irrelevant web services and 

keeps only those WSs capable of meeting the QoS needs of the end user. In order to achieve the 

task of prefiltering, user requirements of QoS is collected and functionally similar candidate 

WSs are retrieved from WS-database. Functionally similar web services can be made available 

 

Figure 4.2: Proposed system architecture for HSS approach 
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using any of the available approaches such as [Kumar and Mastorakis, 2010, Purohit and 

Kumar, 2016a, Kumar and Mishra 2008a] or others. 

The prefilter layer uses classification for filtering web services. To perform classification 

task, the majority vote based technique with Logistic Regression (LR), Non-nested generalized 

exemplars (NNge), and J48 decision tree as base learner is used. This step takes constant time 

and act as a prefilter for functionally similar web services. The filtered set of WSs is passed to 

the selection layer for further processing. At selection layer, the hybrid method evaluates 

weight of each QoS parameter using filtered set of WSs. Next, the proposed PROMETHEE 

Plus method is applied to obtain a relative ranking of WSs by taking the end user QoS 

 

Figure 4.3: Proposed system architecture for CSS approach 
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specifications as reference. The web services are sorted on the score obtained from 

PROMETHEE Plus method and top-k web services are selected by the system. Selected top-k 

web services consist of two types of web services – exact match, and closest match. In this 

way, number of web services to be processed at selection layer is reduced due to prefilter layer. 

Only relevant WSs are processed which ensure improved performance of selection in terms of 

time and quality of selection. The algorithm for CSS approach based selection of top-k web 

services is shown in Figure 4.4. The call to CSS algorithm is placed by passing five parameters 

as input. The CSS algorithm in turn calls prefilter function to prefilter large list of candidate 

WSs (line 2). The filtered WSs are passed to selection layer for ranking and selecting top-k 

WSs (line 3). Finally, the top-k WSs obtained as a result of selection are return back to the end 

user (line 4). 

In next two sections, details of CSS approach are discussed. The prefilter layer and selection 

layer along with the details on PROMETHEE Plus are presented. 

4.2.3.1     Prefilter Layer 

The prefilter layer performs the task of prefiltering by ensuring that irrelevant web services are 

removed from the set of web services. Only those services which are promising enough to meet 

the end user expectations of QoS are passed to the selection layer. For applying the prefiltering, 

we are considering that all the input web services to the prefilter layer are functionally 

equivalent. So, the prefiltering step is not considering the functional parameter but only the 

QoS parameters. The upper layer performs prefiltering using majority vote based classification 

[Kittler et al., 1998]. In classification, a set of systematic steps is followed to create a model to 

predict the class of data object whose class is unknown [Saleem et al., 2015]. For this purpose, 

it uses a training data set (objects whose class label is known). The labeled QWS dataset [Masri 

and Mahmoud, 2007] of 364 WSs is used as training dataset. For WSS, the classification is 

performed on candidate web services using the QoS information. The candidate web services 

along with user requests (UserQoS) are classified to four predefined classes - Platinum (highest 

quality), Gold, Silver and Bronze (lowest quality) [Masri and Mahmoud, 2007]. The 

classification step results into groups of WSs, with services belonging to same group are 

assigned same identification number (class). The class to which the UserQoS is classified is 

tracked and all of the candidates WSs classified in that class are determined. All these 

identified WSs have approximately analogous QoS requirements as that of UserQoS. The steps 

of the proposed approach for the prefiltering are summarized below: 
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i. Accept functionally similar WSs (unlabelled WS instances) and QoS need of the end user as 

input. 

ii. Create majority vote based combiner using LR, NNge, and J48 decision tree as base learners 

and train the classifier using labelled dataset of WSs to generate model Model. 

iii. Using trained model Model, classify unlabelled WS instances and the service represented as 

UserQoS. 

iv. Identify web services classified in the same group to which the service represented by 

UserQoS is classified. 

v. All the candidate services in this group (matchServiceDataSet) identified in step 4, have QoS 

matching with the QoS requested by the end user. 

vi. All these services in the group matchServiceDataSet are passed to selection layer for further 

processing and WSs in the other non-matching classes are simply discarded. In this way, the 

bigger set of candidate WSs is filtered and WSs closely matching with QoS requirements of 

the end user are identified. 

 The web service prefiltering algorithm based on classification is presented in Figure 4.5. 

The algorithm starts by creating an object of type vote to represent majority vote based method 

with J48, NNge, and LR as base learner (line 2). 10 fold cross validation is applied to train and 

validate the model (line 3). To generate the training data, stratified sampling is used. The 

trained model is used to classify instance of unlabelled web service dataset WSQoS and UserQoS 

Input: WSQoS is a matrix representing QoS of candidate web services, where, each 

row of the matrix represents overall quality offered by each web service and 

each column is a QoS value.  

 Training data set LabelledTrainingData = {(��, ��),(��, ��), ... ,	(��, ���)}; Where, 	��, ��, …… . , ���	Є	�), ���	L is dependent variable representing QoS category of 

each ��.  
User required QoS UserQoS = {����, ����, ����, ……… , ����	}	 //Where, ����, ����, ……, ���� represents expected value of each of the ‘m’ qos 

parameters, from the end user.  

A matrix Wuser = {UW1, UW2, ……, UWm}, where each UWi representing 

weight of i
th
 QoS parameter, if any. The weight values are optional and if not 

specified / partially provided, CSS algorithm will evaluate them. 

‘K’ representing top-k services to be selected. 

Ouput: Top-k matching Web Services 

Begin:  
 1. CPSky-FS(Data[ ] [ ], UQoS, W[ ], K) 
 2.  PFdata = Prefilter(WSQoS, LabelledTrainingData, UserQoS) // Call to 

function for Prefiltering WSs. 

 Prefilter          

   Layer 

 3.  TopKmatch = PROMETHEEPlus(PFdata, UserQoS, Wuser )       // Call 

PROMETHEE Plus to rank and selecte Top-k WSs. 

 

Selection  

     Layer 

 4. return TopKmatch 
End  

Figure 4.4: CSS algorithm for web service selection 
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(line 4-6). Those services are identified from the list, after classification, whose label matches 

with the label of UserQoS (line 7-10). The resulting filtered dataset includes most promising set 

of WSs whose QoS offerings are closely matching with the expected UserQoS. 

 

4.2.3.2      Selection Layer 

The selection layer performs two tasks. First task is to rank WSs based on the QoS score. 

Second task is to select top-k WSs from the ranked list. At selection layer, proposed 

PROMETHEE Plus method is employed for WSs ranking. PROMETHEE Plus method is a 

method to evaluate best among a set of alternatives based on a number of different criteria (may 

be conflicting). PROMETHEE Plus is a ranking method with a set S of 'n' alternative web 

services to be ranked and 'm' QoS conflicting criteria that are to be optimized. The outranking 

flow of each of the WS is evaluated based on the conflicting QoS values. ϕ+
 and ϕ-

 represents 

positive and negative outranking flow. The ϕ+
, ϕ-

, and ϕ!"#
 of candidate web services are 

obtained using equations 4.1, 4.2, and 4.3, respectively [Seo et al., 2005, Karim et al., 2011]. 

Input: The matrix representing QoS of candidate web services WSQoS, where each 
row of the matrix represents quality offerings of a web service and each column 
is a QoS value. 
Training data set LabelledTrainingData={(��, ��),(��, ��),...,	(�� , ���)}; ��, ��, …… . , ��� 	Є	�,			Where, L is dependent variable representing QoS category 
of ��.  
User required QoS UserQoS = {����, ����, ����, ……… , ����	}	 ,Where ����, ����, 
……, ���� represents expected value of each of the ‘m’ qos parameters, by the 
end user.  

Output: Prefiltered Web Services. 

Begin:  
 1. 

 2. 

  Prefilter(WSQoS, LabelledTrainingData, UserQoS) 
Vote v = new Vote(J48, NNge, LR);  // Object representing majority vote           
                                  // is created with J48, NNge, and 
                               // Logistic regression as base learners. 

 3.  Model = TenFoldCV(v, LabelledTrainingData) // A model is built using  
                                       // labelled training data  based 
                                       // on ten-fold cross validation. 

 4.  for each(Instance I ϵ (WSQoS ∪ UserQoS) ) 
 5.  clDataSet = Model.classifyInstance(I) // Classify each instance of  

                                   //unlabelled web service as well  
                                   // as the end user request. 

 6.  end for 
 7.      for each(d ϵ clDataSet – {UserQoS})        //Identify those web services      

                                    // categorized  to the same class as that of UserQoS 
 8. if(UserQoS.classLabel == d.classLabel) (end user request).                                   
 9. matchServiceDataSet = matchServiceDataSet ∪	 ‘d’; 
 10. end for 
 11.              return  matchServiceDataSet       
End  

Figure 4.5: Classification based Prefiltering algorithm  
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%&('() = *+, -./01, 023+
45*46( 										                                                                          (4.1) 

ϕ7(�8) = �� , 9:(S<, S=)�
>5�>68                                                                                    (4.2) 

ϕ!"#(�8) = ϕ&(�8) − ϕ7(�8)                                                                                   (4.3) 

 

Where, ‘PF’ is a preference function, defines a preference of service Si over all other services 

Sj. The net outranking flow (NoF), ϕ!"#(�8) , of the web service determines the ranking order. 

Higher value of ϕ!"#
 ranks the web service higher. 

 

The PROMETHEE algorithm [Brans and Vincke, 1985] has the flexibility of specifying 

weights of alternatives (in our case QoS parameters) externally. The end user may want to 

target a particular WS which best suit her preference. Therefore, the end user wishes to include 

her QoS preference into the search criteria. Hence, in the basic PROMETHEE algorithm for 

WSS [Herssens et al., 2008], we have included the end user QoS requirements (UserQoS) in the 

list of candidate web service With this modification two segregated ��@� and��@�, with 
����� as line of separation, are created from among the candidate WSs as follows:  

∀B�� ∈ ��@�, �DEℎ	@ℎ�@,				ϕ!"#(B��)
GHI
HJ == 	ϕ!"#/
�����3,																																						KL�E@	M�@EℎN�O	> ϕ!"#/
�����3,										Q��	�R	B��	N�	ℎNOℎ�	@ℎ��		�L��E@��

S 
∀B�� ∈ ��@�,		 
�DEℎ	@ℎ�@	,				ϕ!"#(B��) T < 	ϕ!"#/
�����3,Q��	�R	B��	N�	��@	V�@EℎN�O	BN@ℎ	@ℎ�	���	D��	��DN�V��@�.S 

The proposed CSS approach gives highest priority to WSs in the set ��@�	having exact 

match. All the WSs in set ��@� are not considered by the system. Weight of the QoS parameter 

represents the preference provided by the end user to be considered during WSS. The weight 

preference for each of the QoS parameter can be obtained by using various methods such as (i) 

directly from the end user, (ii) domain expert (AHP/ANP), (iii) by including user QoS 

preference into selection criteria [Yu and Bouguettaya, 2012], (iv) group consensus [Wang, 

2009], (v) using MDM [Yin et al., 2016, Chen et al., 2010], etc. Specifying QoS weights using 

method i, ii and iii have certain limitations. The end user may not be able to provide the QoS 

preference due to lack of knowledge or partial preferences is obtained. At this point, the 
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domain experts can provide QoS weight preference on behalf of the end user. Nonetheless, the 

preference input from domain experts limit the use of system for a particular domain. The 

skyline approach does not require any explicit weight values from user, however, the use of 

skyline operation for WSS can be very expensive in terms of memory usage and computational 

time [Yu and Bouguettaya, 2012]. The aforementioned limitations can be overcome if the 

system determines the weights using QoS parameters itself [Yin et al., 2016]. But, the end user 

preference is not considered in such approach. Therefore, we have proposed a hybrid approach 

which considers the end user preference as well as weights of QoS parameters obtained using 

mathematical model. Also, if the end user provides partial weights or no preference, the system 

automatically copes with the issue. Pros and cons of three weight evaluation schemes - 

user/expert input, MDM method and hybrid scheme are presented in Table 4.4. 

 

 

 

 

 

 

 

 

The user preference of weights is stored in the weight metric Wuser = {UW1, UW2, UW3, ...., 

UWm}, Where, 0 ≤ UWi ≤ 1 and ∑ UW= = 1�85�  . If partial preferences of weights are provided 

by the user, then for the unspecified preference, the average value is obtained as follows. If u = 

∑user specified QoS preference, where, u ≤  1, and v = 1-u. Then,  

Preference	of	unspecified	values	 = 	 v�DVk�	�R	D����ENRN��	��R���E�� 

In order to evaluate weights of QoS parameters, Maximizing Deviation Method (MDM) is 

used. The impact of QoS criteria in decision making can be decided theoretically by looking at 

the following facts. The QoS parameter will be considered less important factor to differentiate 

web services if the QoS values are having small differences . However, if the QoS values are 

having obvious differences across all the WSs, then that QoS parameter plays a very vital role 

in choosing the best web service [Yin et al., 2016, Chen et al., 2010]. Subsequently, as per the 

concept, the MDM is applied to evaluate the weight of each QoS parameter. Assume that there 

are 'm' QoS parameters to consider for each web service. The deviation method is used to 

Table 4.4: Comparison of QoS Weight calculation techniques 

Methods to obtain 

QoS Weight 

Weight  

input 

User 

Flexibility 

Difficulty in 

expression of weight 

by the user 

Domain 

Dependent 

User Specified 

Weighting scheme 

/ ANP, AHP 

Depends on user / 

expert 

Yes Not taken care 

(Whether 0.4 or 0.41 

is appropriate) 

Yes 

Maximizing 

Deviation Method  

Calculated using 

Mathematical 

model 

No Taken care No 

Hybrid Scheme Partly dependent 

on user / expert. 

Yes Taken care Flexible 
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compute the difference of the performance values of each web service with respect to all QoS 

parameters. For each QoS parameter QoSj, 1 ≤ j ≤ m, the deviation of web service Si to all the 

other web services can be defined using equation 4.4, and equation 4.5 [Chen et al., 2010]. 

l8> = , mδ/QoS8>3 − δ/QoS�>3o� 																																																																												(4.4)�
�5�  

and 

l>(B) = , , mδ/QoS8>3 − δ/QoS�>3o��
�5�

�
85� 																																																										(4.5) 

Dij represents the deviation value of i
th

 service with respect to j
th

 QoS parameter. The Dj(w) is 

the deviation value of all services to other services with respect to j
th

 QoS parameter. QoSij is 

the normalized QoS value of the j
th

 QoS parameter of service Si. The non-linear programming 

model based on the MDM is used to calculate the weight of j
th

 QoS parameter (please refer 

equation 4.6) [Chen et al., 2010]. 
B> =	 rs∗∑ ∑ mδ/uvwxy37δ/uvwzy3o{|z}~|x}~∑ ∑ ∑ mδ/uvwxy37δ/uvwzy3o{|z}~|x}~�y}~                                                             (4.6) 

s.t. B>  ≥ 0,  ∑ B>	�>5� = 1. Where, λk represents a weight factor for ��� QoS parameter, provided 

by the expert. In our experiment we have chosen equal weightage for all QoS parameters, i.e. λk 

= 1/m. Let, Wmdm = {W1, W2, W3, ...., Wm}, be the set of QoS weights obtained using MDM 

method. Once both the sets of weights are obtained, the hybrid scheme evaluates weights of 

QoS parameters using set in equation 4.7. 

���� 		= 	 �		��~&	�~� , ��{&	�{� ,⋯⋯⋯ , S���&	��� 		�S								                                          (4.7) 

PROMETHEE Plus algorithm for WSs ranking based on NoF is shown in Figure 4.6. The 

PROMETHEE Plus algorithm starts by evaluating the weight of each QoS parameter using 

hybrid scheme (line 3). The hybrid scheme uses weight matrix obtained from Maximizing 

Deviation Method (line 2) and user preference of QoS weights (input to the algorithm). Once 

the weight of each QoS parameter is obtained, the Net outranking flow for each web service is 

calculated by using positive and negative outranking flow (line 4 – 8). The NoF is used to 

generate the relative ranking of candidate web services. During the process of ranking, the 

candidate web service having a NoF equal to the NoF of 
�����, is stored in List1 (Line 9-

11). The List1 stores the WSs having QoS parameters exactly matching  with the 
�����. 

List2 stores web services having Net outranking flow > Net Outranking flow of 
����� and 

sorted from lowest to highest NoF value (line 12-13). The rest of the other web services are not  
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Input: PFdata is prefiltered set of WSs obtained after performing classification based 

prefiltering. User required QoS UserQoS = 

{����, ����, ����, ……… , ����	}	,Where, ����, ����, …… ���� represents value 

of m QoS parameters obtained from the end user. 

A matrix Wuser = {UW1, UW2, ……, UWm}, where each UW i representing 

weight of i
th
 QoS parameter. 

Output: Top-k ranked list of Web Services. 

Begin:  

1. 

2. 

PROMETHEEPlus(PFdata, UserQoS, Wuser )   

  Wmdm = MaxDevMethod(PFdata 	∪ UserQoS) // Weight is evaluated for 

each    

                                      // QoS parameter using MDM. 

3. 				W��� = HybridWScheme(Wmdm, Wuser)   // Hybrid scheme combines the       

                                  // weight evaluated using MDM and 

                                  // complete or partial preference  

                                  // obtained from the end user. 

4.   for each(ws ϵ (PFdata ∪ UserQoS))   // UserQoS Added at the end 

5.      ws.PosORFLOW = FindPFlow (ws,	W���)    // Calculate positive  

                                         // outranking flow 

6.      ws.NegORFLOW = FindNFlow (ws,	W���)    // Calculate negative   

                                                // outranking flow 

7.      ws.NetORFLOW = FindNetFlow (ws.PosORFLOW, ws.NegORFLOW)  // Find 

net  

                               // outranking flow using positive and                

                               // negative outranking flows.  

8.   end for 

9.   for each(ws ϵ PFdata) 

10.     if(ws.NetORFLOW == UserQoS.NetORFLOW ) // If the net outranking flow   

                                       // of any WS is matching with 

                                       // end user specified QoS it   

                                       // is Exact matching WS. 

11.         List1.add(ws)    

12.     else if (ws.NetORFLOW > UserQoS.NetORFLOW )   // WS with higher NoF  

                                             // than NoF of UserQoS.  

13.       List2.add(ws) 

14.     else     // else WSs cannot satisfy the end user requirements,  

             // hence ignore such WSs (��@�). 
15.       Continue 

16.   end for 

17. 

18 

  WSmatch = List1.append(List2)	    // Combine exact match and partial  

                                 // match WSs (��@�). 

  TopKmatch = SelectTopk(WSmatch, K) // Top-k services to be selected  

                                 // from ranked list 

19. return  TopKmatch 

End  

 
Figure 4.6. PROMETHEE Plus algorithm for ranking of filtered web services and 

selection of top-k web services 
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considered (line 14-15). A single ranked list of WS (WSmatch) is prepared where the exact 

matching services are kept ahead of partial/close matching WSs (line 17). The ranked list 

contains two types of services. Exact match and partial/close match services. From the ranked 

list, top-k services are selected using algorithm shown in Figure 4.7. The exact match services 

present in the list are retrieved first and if required, partial match services are also obtained 

(line 2-4). The top-k WSs are returned by the algorithm. 

 

4.3 EXPERIMENTAL ANALYSIS 

The proposed approach is tested by conducting different experiments to evaluate the 

performance and effectiveness in web service selection over existing approaches. In our 

proposed system, we have considered that all the WSs are functionally equivalent. So, the 

system needs to perform WSS based on QoS requirements only. The proposed WSS approach 

mainly emphasizes selection of service for atomic task where service equivalence is more 

important as compared to compatibility. Details of design of experiments and experimental 

results are discussed in the following section. 

4.3.1 Experimental Setup 

CSS algorithm is implemented in Java and Weka API is used to implement vote based 

classification. Experiments related to evaluation of the proposed WSS method and its variations  

Input: WSmatch: Ranked list of web services obtained after applying PROMETHEE 

Plus algorithm. The Ranked list is a matrix representing quality offered by WSs 

and WSs in the matrix are ranked according to increasing value of net 

outranking flow. The exact match WSs are ranked higher as compared to 

partial matching WSs.  

’K’ representing top-K services to be selected.   

Output: Top-k Web Services. 

Begin:  

1. 

2. 

SelectTopk(WSmatch, K)  

  for each(i ϵ (1 to K))   // For each ranked services, consider K services 

3. TopKmatch = TopKmatch  ∪ WSmatch[i]  // Select top-k WSs from the ranked list 

4.   end for 

5. return TopKmatch 

End  

Figure 4.7: Selection of top-k web services from ranked list 
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are conducted on machine with Intel Core i7 CPU @ 3.4 GHtz, 8GB of RAM, Windows 7 

platform and Netbeans installed on it. 

4.3.1.1    The dataset and design of user queries  

The QWS dataset (henceforth called as Dataset-1) of real world web services is used to conduct 

experiments [Masri and Mahmoud, 2007]. The dataset consist of 364 labelled and 2507 

unlabelled web services as discussed in Section 2.5.1 of Chapter 2. The QoS parameters are 

evaluated using the QWS measures obtained from Web Service Broker Framework. Nine QoS 

parameters are used - response time (Rtm), availability (Ava), throughput (Thr), successability 

(Suc), reliability (Rel), compliance (to WSDL description) (Com), best practice (by following 

WS-I) (Bpr), latency (Lat) and Documentation (Doc). The last two values in Dataset-1 represent 

the service name and reference to the WSDL document. The dataset with 364 web services has 

additional information of WsRF score and class labels. The WsRF is web service relevance 

function representing relevance of web services based on QoS parameter values. Using WsRF 

score, each of 364 web services are assigned a class label out of bronze, silver, gold and 

platinum. The bronze class represents web services with lowest overall QoS value. Whereas, 

web services of platinum class have highest QoS value.  

The system for web service selection bears the responsibility of responding to user query as 

efficiently as possible. The WSS system responds to users differently as per the user query. In 

order to test the system behavior and response, hundred queries are generated randomly. Query 

represents QoS concerns of the end user.  Each of the hundred query belongs to a hardness level 

from one (L1 – least hard) to ten (L10 - hardest). The hardness level L1 represents range from 1-

10 (in %), L2 has range of hardness from 11-20, and so on. One query from each level is 

selected and presented in the Table 4.5. The hardness of each query is obtained using equation 

2.1 and equation 2.2 (in Chapter 2, Section 2.6). 

To validate the results, we have also performed the experimentation on another popular 

dataset generated using publicly available dataset generator [Borzsony et al., 2001] (henceforth 

called as Dataset-2).  

4.3.1.2      Performance parameters  

Three performance parameters are used to evaluate proposed and existing approaches. The 

hardness level, satisfaction score, Euclidean distance and time for WSS parameters are used for 

evaluation purpose as defined in Chapter 2. We have selected these parameters because these 

parameters are widely used in the existing similar works for the evaluation of WSS approaches 

[Cho et al., 2016, Seo et al., 2005, Lim et al., 2012, Stephen and Yin, 2011]. 
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In addition to service satisfaction defined using equation 2.3 and 2.4 (in Chapter 2, Section 

2.6), the satisfaction score for each user query is obtained by finding weighted sum of 

satisfaction scores of top-k WSs as defined using equation 4.8. ��@�����x	 	= 		∑ B@> ∗ 		��@��y	�>5� 																																																																																(4.8) 

Where, ��@��y		is the satisfaction score of j
th

 top-k service and B@>  is the weight of j
th

 top-k 

service obtained using rank-sum method [Hala and Mohamed, 2012]. 

4.3.1.3     PROMETHEE Plus parameters evaluation 

The PROMETHEE Plus method has six predefined functions to evaluate QoS parameters for 

comparison among the candidate web services. Preference function determines preference of 

one web service over others. For QoS parameters which are quantitative type, such as cost, 

price, documentation, compliance, etc., level/linear type preference function can be used [Seo 

et al., 2005]. The parameters which are qualitative in nature, such as reliability, availability, 

etc., Gaussian type of preference function is suitable [Seo et al., 2005]. The type of function 

used has influence over the precision in WSS. The suitable values of preference criteria, 

threshold and preference/indifference are obtained after conducting experiments multiple times. 

The indifference parameter ‘Q’ is the maximum value of difference function d(x) for which 

alternatives are indifferent. The preference parameter ‘P’ is the minimum value of difference 

function d(x) for which the alternatives are different.  

In order to obtain the optimized value of P and Q parameter, hardness and satisfaction score 

are used. The hardness of each of the candidate web service is determined using equation 2.1 

and equation 2.2 (in Chapter 2, Section 2.6). Eight web services from the dataset of 2507 web 

services, one from each of the hardness level L3 to L10 are selected. These web services ensure 

to cover all range of QoS hardness. The optimized value of preference parameter P and 

Table 4.5: User Queries With Hardness And Hardness Level 

Query QoS Need Hardness (in %) Hardness Level 

Q1 4950.1,10,4.5,15,40,42,56,4029.3,10 7.8 L1 

Q2 3939.024,18,10,22,45,47,62,3601,19 18.89 L2 

Q3 3381.3,28,17,29,48,51,64,3295,27 27.59 L3 

Q4 3209.58,16.44,12.52,8.57,42.77,91.97,55.9,2082.35,76.69 35.77 L4 

Q5 813.8,76.58,9.97,12.78,72.01,37.80,75.27,3595.30,71.37 44.97 L5 

Q6 164.27,93.64,2.04,53.33,40.82,99.82,76.76,540.33,3.52 56.78 L6 

Q7 2177.05,64.73,18.1,83.72,63.83,95.95,88.18,2034.31,54.81 65.10 L7 

Q8 452.75,88,4.5,96,67,100,72,142.25,88 76.12 L8 

Q9 91.4,86.8,41.9,86,78.7,85,86.8,8.4,82 88.5 L9 

Q10 44.2,93,41,97,85,93,89,8,92 94.74 L10 
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indifference parameter Q is selected for which the satisfaction score is maximized. The 

satisfaction score for i
th

 WS (��@��x	) is evaluated using equation 2.3 and 2.4 (in Chapter 2, 

Section 2.6). Once the value of P and Q parameters is obtained, the parameter σ which 

represents point of inflexion for Gaussian curve is obtained as mean of P and Q parameters 

[Brans and Vincke, 1985]. Table 4.6 represents the values of preference (P), indifference (Q) 

and σ parameters obtained. 

4.3.2     Results and evaluation 

We have performed experimentation using Dataset-1. To further validate the results, we have 

performed evaluation with Dataset-2 as discussed. The results and evaluation using Dataset-1 

are presented in this subsection. Results and evaluation using Dataset-2 are also discussed and 

presented in the next subsection. The main contribution lies in the proposed PROMETHEE 

Plus approach, use of MDM for weight evaluation of QoS parameters and the use of 

classification method for prefiltering. 

4.3.2.1     Evaluation of the proposed approach using Datset-1 

The major objective of this section is to show the improvements caused by the PROMETHEE 

Plus, weighting method and classification method. Existing approach of BPS [Herssens et al., 

2008] is representing the results of PROMETHEE and EPS [Karim et al., 2011] represents the 

results by using the AHP based methodology along with PROMETHEE method. We have 

compared our work with these two approaches to show the improvements. In addition, we have 

presented the results of each of the variations of our approach MSS, HSS, and CSS to show the 

improvements caused by each of the contributions. We have also performed statistical analysis 

to compare our results. Each of the five algorithms (BPS [Herssens et al., 2008], EPS [Karim et 

al., 2011], MSS, HSS, CSS) is applied on the same set of WSs to select few top most services. 

The parameter ‘K’ is used to specify how many top WSs are to be selected. The value of 

parameter ‘K’ is specified externally and has effect on the satisfaction of QoS needed by the 

end user. 

Table 4.6: PROMETHEE parameters evaluated based on maximum satisfaction score 

Parameter Rtm Ava Thr Suc Rel Com Bpr Lat Doc 

P 0.91 0.81 0.91 0.81 0.81 0.11 0.81 0.11 0.41 

Q 0.81 0.71 0.81 0.71 0.71 0.09 0.71 0.09 0.31 

σ 0.86 0.76 0.86 0.76 0.76 0.1 0.76 0.1 0.36 

 



Chapter 4                                            Classification based Approach for Web Service  Selection 

93 
 

The effect of variation in the value of ‘K’ on satisfaction score is measured for five 

approaches and presented in Figure 4.8. The value of K=3, 5, 10 was chosen based on the 

works in [Zheng et al., 2011],[Hwang et al., 2015],[Rhimi et al., 2015]. The satisfaction score 

for 100 user queries is evaluated. For each user query, top-k web services are selected. Using 

equation 2.3 and 2.4 (in Chapter 2, Section 2.6), satisfaction score of each of the ‘K’ selected 

services is evaluated and the QoS satisfaction score for each user query is obtained from 

equation 4.8. The top-k selected services are assigned rank based on the NoF value. Using the 

rank information, weight B@>  of each selected service is obtained using rank sum method [Hala 

and Mohamed, 2012]. Y-axis in Figure 4.8 represents mean satisfaction score measured over 

hundred queries and variation in ‘K’ values is presented on X-axis. It is analyzed from the 

figure that the proposed approach CSS has maximum satisfaction score for each value of ‘K’. 

The satisfaction score obtained for each of the approach is increasing with increase in the value 

of ‘K’. The satisfaction score of EPS is observed to be minimum among all approaches for each 

value of ‘K’. 

Figure 4.9 shows the effect of increase in hardness of queries on satisfaction for each of the 

five approaches. Satisfaction score appears on Y-axis, whereas hardness levels are shown on X-

axis. Experiments are conducted for obtaining top-3 web services (K=3). The BPS, EPS has no 

effect and MSS, HSS has a very little effect on satisfaction score with the increase in hardness 

of QoS queries. A slight improvement in satisfaction score for MSS approach over HSS is 

observed with the increase in hardness. The improvement in satisfaction score with increase in 

hardness of end user queries is observed for CSS approach. This is primarily due to the use of 

classification based prefiltering which identifies the closest matching set of web services during 

prefiltering phase.  

 

Figure 4.8: Effect of variation of ‘K’ on satisfaction score 
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Each of the web service selection approach may result in different selection of top-k web 

services. The Euclidean distance of the selected top-k web services from the end user QoS 

query can be used as a measure to compare the effectiveness in web service selection. If S1, S2, 

…., Sk are top-k web services selected by WSS approach and UserQoS be the QoS requirements 

specified by the end user, then the Euclidean distance between UserQoS and service Si is 

obtained by equation 2.5 (in Chapter 2, Section 2.6). 

The Euclidean distance measures the effectiveness of WSS approach in selection. Lower 

value of Euclidean distance corresponds to more effective WSS approach. The box-plot for the 

mean Euclidean distance measured on each of the 100 queries for five WSS approaches is 

shown in Figure 4.10 (for K=3). It is observed from the figure that the best web service 

selection with smallest Euclidean distance is obtained using CSS approach. The lowest value of 

mean Euclidean distance is also achieved by CSS approach. The BPS and HSS has mean 

Euclidean distance on higher side. The EPS shows reduction in lowest and mean Euclidean 

distance as compared to BPS. On the contrary, the highest Euclidean distance for BPS is lowest 

among all approaches and highest for EPS. Overall, based on Euclidean distance based 

analysis, the CSS approach is found to be effective for selecting top-k web services.  

The mean plot in Figure 4.11a shows that the QoS requirement of the end user is satisfied in 

best way by CSS approach. The EPS has lowest value of mean satisfaction score followed by 

BPS, HSS and MSS approach in increasing order of satisfaction score. 

 

Figure 4.9: Measuring the effect of variation in the hardness of QoS query on the end user 

satisfaction score. Level L1 represent least hardness and L10 is hardest level.  
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Figure 4.11a: The mean plot for satisfaction 

score for five WSS approaches (K=3) 

Figure 4.11b: Box plot analysis of mean 

satisfaction score of 100 end user queries 

The lowest value of mean satisfaction is attained by EPS due to the fact that it uses V-shape 

preference criteria for all QoS parameters [Karim et al., 2011]. The QoS parameters are 

qualitative as well as quantitative type criteria. Use of V-shape criteria for evaluation of both 

type of QoS parameters is not suitable and hence the top-k services selected are not the best set 

of selected web services. On the other hand, the CSS utilizes Gaussian criteria [Brans and 

Vincke, 1985, Seo et al., 2005] to represent qualitative QoS and level criteria [Seo et al., 2005] 

for quantitative QoS. Moreover, the top-k web services selected by CSS approach are in 

accordance to the value of net-outranking flow closer to the NoF of User���. The box-plot 

analysis of mean satisfaction score of 100 end user queries is presented in Fig. 4.11b. It is 

observed from the box-plot that the satisfaction score of CSS approach is found on the higher 

side. The BPA and EPS approach have satisfaction score on lower side and is constant w.r.t. 

query hardness. 

The results of multiple comparison test is shown in Table 7a and 7b. In Table 7a, minimum, 

 

Figure 4.10: Box plot analysis of mean Euclidean distance measure on 100 end user 

queries 
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maximum and standard deviation values obtained for mean satisfaction score measured for 

BPS, EPS, MSS, HSS, and CSS approach are shown. The confidence level of 95% is used and 

sample includes 100 values of satisfaction score for each of the five approaches. It is observed 

from the table that satisfaction score for BPS and EPS vary in a small range. On the contrary, 

large range of variations in satisfaction score for CSS approach is observed. The CSS approach 

has minimum mean satisfaction score far above than the maximum mean satisfaction score of 

BPS and EPS. The fact is also confirmed by observing absolute difference between HSS versus  

BPS and  EPS in Table 4.7b.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The p-value in Table 4.7b is obtained by finding test statistics (�) using equation 4.9 

[Sheskin, 2011]. 

� = ����� −	�����
� M�K������

																																																																																					4.9 

Where, �����, ����� represents sample mean, M�K	is mean square error, ������ is number of groups, 

and determine p-value. Null hypothesis is, “there is no significant difference between two 

Table 4.7b: Tukey multiple comparison test for satisfaction score measure 

Treatments Abs. Diff* p-value Result 

BPS vs EPS 0.03499 0.000 Sig. Diff. 

BPS vs. MSS 0.20564 0.000 Sig. Diff. 

BPS  vs. HSS 0.19532 0.000 Sig. Diff. 

BPS  vs. CSS 0.36983 0.000 Sig. Diff. 

EPS vs. MSS 0.24063 0.000 Sig. Diff. 

EPS  vs. HSS 0.23031 0.000 Sig. Diff. 

EPS  vs. CSS 0.40482 0.000 Sig. Diff. 

MSS  vs. HSS 0.01032 0.566 No Sig. Diff. 

MSS vs. CSS 0.16419 0.000 Sig. Diff. 

HSS vs. CSS 0.17451 0.000 Sig. Diff. 

*The absolute difference is significant at the 0.05 level. 
Sig. Diff. = Significant Difference, Abs. Diff. = Absolute Difference. 

Table 4.7a: Minimum, maximum and standard deviation value for mean satisfaction 

score measure of five WSS approaches 

Approach Observations Minimum Maximum Standard deviation 

BPS 100 0.19 0.20 0.00019 

EPS 100 0.16 0.16 0.00034 

MSS 100 0.32 0.45 0.03522 

HSS 100 0.34 0.45 0.02456 

CSS 100 0.36 0.81 0.10035 
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means of satisfaction scores”. Following observations are made from Table 4.7b. 

1. The p-values indicate that there is significant improvement in the performance of CSS, MSS 

and HSS as compared to BPS and EPS. 

2. The p-value for MSS and HSS approach is found to be above significance level. Therefore, 

no significant difference between MSS and HSS approach is observed on satisfaction score. 

However, both MSS and HSS approach perform significantly better from BPS and EPS. 

3. CSS performs significantly better that MSS and HSS. 

4. Overall, CSS approach performance is found to be best on satisfaction score and is 

significantly different from other WSS approaches. 

The performance evaluation in terms of total CPU time taken to select top-k web services by 

each of the five WSS approaches is presented in Figure 4.12. The time taken by each approach 

is averaged over 100 queries and measured for variations in ‘K’ for values 3, 5 and 10. X-axis 

represents different variations in ‘K’ values and time taken (in msec) by each approach is 

shown on Y-axis of Figure 4.12. Few observations drawn from Figure 4.12 are as follows: 

1. For K=3 and K=5, HSS and MSS approach takes highest time for selection of web 

services. EPS is the next higher time taking approach followed by BPS. The time taken by CSS 

approach is least among all five approaches. This is mainly due to the reason that the CSS 

approach prefilter the WSs and determines a candidate set of WSs on which selection is to be 

performed. The selection step now deal with a limited set of candidate WSs. The higher time 

taken by HSS and MSS is due to the time spent on weight evaluation before applying 

 

Figure 4.12: Selection time comparison of five WSS approaches 
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PROMETHEE Plus.  

2. For K=10, the time taken by MSS approach is highest followed by EPS as next highest. 

WSS time for HSS and BPS is almost equal. The CSS approach has least time for WSS. 

3. HSS and CSS show very little effect of variation in ‘K’ on WSS time. This is true for 

small values of ‘K’.  

 

4.3.2.2  Evaluation of the proposed approach using Datset-2 

Dataset-2 consist of QoS measure of 10000 web services generated using [Borzsony et al., 

2001]. The details of nine QoS parameters used for  evaluation of WSS methods are presented 

in Table 4.8 and in Section 2.5.1 of Chapter 2. The type field represents whether the parameter 

is increasing or decreasing type. Increasing type of QoS parameter represents higher the better, 

such as, throughput and decreasing type is lower the better e.g cost. Using the QoS dataset of 

10000 WSs, various experiments are conducted. The details of each experimentation are 

discussed as follows. 

The effect of variation in the value of ‘K’ on satisfaction score is measured for five 

approaches (BPS< EPS, MSS, HSS, and CSSS) using Dataset-2 is presented in Figure 4.13. 

The satisfaction score for 100 user queries is evaluated. For each user query, top-k web services 

are selected. Using equation 2.3, and 2.4 (in Chapter 2, Section 2.6), satisfaction score of each 

of the ‘K’ selected services is evaluated and the QoS satisfaction score for each query is 

obtained from equation 4.8. The top-k selected services are assigned rank based on the NoF 

value. Using the rank information, weight B@> of each selected service is obtained using the 

rank sum method [Karim et al., 2011]. Y-axis in Figure 4.13 represents mean satisfaction score 

measured over hundred queries and variation in ‘K’ values is presented on X-axis. It is 

analyzed from the figure that the proposed approach CSS has maximum satisfaction score for 

K=3 and K=5, however, for K=10, the mean satisfaction score of CSS and MSS are comparable 

with satisfaction score of HSS approach. The satisfaction score of EPS is observed to be 

minimum among all approaches for each value of ‘K’. 

Table 4.8: Details of dataset-2 consisting of 10,000 web services 

Param Rtm Ava Thr Suc Rel Com Bpr Lat Doc 

Type D I I I I I I D I 

Rtm =  response time,  Ava=availability,  Thr =throughput,  

Suc =successability,  Rel =reliability,  Com =compliance (to WSDL description),  Bpr =best 

practice (by following WS-I), Lat =latency,  Doc =documentation, I=Increasing, D=Decreasing. 
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Figure 4.14 shows the effect of increase in hardness of queries on satisfaction for each of the 

five WSS approaches. The satisfaction score appears on Y-axis, whereas hardness levels (L1 to 

L10) are shown on X-axis of Figure 4.14. Experiments are conducted for obtaining top-3 web 

services (K=3). The BPS, EPS, MSS, and HSS approaches has no effect on satisfaction score 

with the variation in hardness of QoS queries. The improvement in satisfaction score with 

increase in hardness of end user queries is observed for CSS approach and is more than 

satisfaction score of other four approaches for hardness ≥ 	��. This is primarily due to the use 

of classification based prefiltering which identifies the closest matching set of web services 

during prefiltering phase. 

 

Figure 4.14: Measuring the effect of variation in the hardness of QoS query on the end 

user satisfaction score. Level L1 represent least hardness and L10 is hardest level. 

 

Figure 4.13: Effect of variation of ‘K’ on satisfaction score 
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The box-plot for the mean Euclidean distance measured on each of the 100 queries for five 

WSS approaches is shown in Figure 4.15 (for K=3). It is observed from the figure that the best 

web service selection with smallest Euclidean distance is obtained using CSS approach. The 

lowest value of mean Euclidean distance is also achieved by CSS approach. The BPS and EPS 

has mean Euclidean distance on higher side. The HSS and MSS shows reduction in lowest and 

mean Euclidean distance as compared to existing EPS and BPS approach. The highest 

Euclidean distance for CSS is lowest among all approaches and highest for EPS. Overall, based 

on Euclidean distance based analysis, the CSS approach is found to be effective for selecting 

top-k web services. 

The mean plot in Figure 4.16 show that the QoS requirement of the end user is satisfied in 

 

Figure 4.15:  Box plot analysis of mean Euclidean distance measure on 100 end user 
queries (K=3). 

 

Figure 4.16: The mean plot for satisfaction score for five WSS approaches (K=3) 
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the best way by CSS approach. The EPS has lowest value of mean satisfaction score followed 

by BPS, HSS and MSS approach in increasing order of satisfaction score. The highest and 

lowest value of mean satisfaction score attained by CSS and EPS approaches respectively, due 

to the reason discussed in Section 4.2. Moreover, the top-k web services selected by CSS 

approach are in accordance to the value of net-outranking flow closer to the NoF of User��� . 

The results of multiple comparison test is shown in Table 4.9a and 4.9b. In Table 4.9a, 

minimum, maximum and standard deviation values obtained for mean satisfaction score 

measured for BPS, EPS, MSS, HSS, and CSS approach are shown. It is observed from the table 

that satisfaction score for BPS, EPS, MSS, and HSS remains constant. On the contrary, large 

range of variations in satisfaction score for CSS approach is observed. The CSS approach has 

minimum mean satisfaction score far above than the maximum mean satisfaction score of BPS 

and EPS. 

The fact is also confirmed by observing absolute difference between HSS versus  BPS and  

EPS in Table 4.9b. Following observations are made from Table 4.9b. 

1. The p-values indicate that there is significant improvement in the performance of CSS, 

MSS and HSS as compared to BPS and EPS. 

2. The p-value for MSS and HSS approach is found to be above significance level. 

Therefore, no significant difference between MSS and HSS approach is observed on 

satisfaction score. However, both MSS and HSS approach perform significantly better 

from BPS and EPS. 

3. CSS performs significantly better that MSS and HSS. 

4. Overall, CSS approach performance is found to be best on satisfaction score and is 

significantly different from other WSS approaches. 

 

 

 

 

 

 

 

The performance evaluation in terms of total CPU time taken to select top-k web services by 

each of the five WSS approaches is presented in Figure 4.17. The time taken by each approach 

Table 4.9a: Minimum, maximum and standard deviation value for mean satisfaction 
score measure of five WSS approaches 

Approach Observations Minimum Maximum Standard 

deviation 

BPS 100 0.14 0.14 0.00000 

EPS 100 0.08 0.08 0.00000 

MSS 100 0.40 0.40 0.00001 

HSS 100 0.42 0.42 0.00000 

CSS 100 0.29 0.83 0.10373 
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is averaged over 100 queries and measured for variations in ‘K’ for values 3, 5 and 10. X-axis 

represents different variations in ‘K’ values and time taken (in msec) by each approach is 

shown on Y-axis of Figure 4.17. 

 

Few observations drawn from Figure 4.17 are as follows: 

1. For K=3 and K=5, HSS and MSS approach takes highest time for selection of web 

services. EPS is the next higher time taking approach followed by BPS. The time taken by CSS 

approach is least among all five approaches. The higher time taken by HSS and MSS is due to 

the time spent on weight evaluation before applying PROMETHEE Plus.  

Table 4.9b: Tukey multiple comparison test for Satisfaction score measure 

Treatments Abs. Diff.* p-value Result 

BPS vs EPS 0.05282 0.000 Sig. Diff. 

BPS vs MSS 0.25920 0.000 Sig. Diff. 

BPS vs HSS 0.27888 0.000 Sig. Diff. 

BPS vs CSS 0.39511 0.000 Sig. Diff. 

EPS vs MSS 0.31202 0.000 Sig. Diff. 

EPS vs HSS 0.33171 0.000 Sig. Diff. 

EPS vs CSS 0.44793 0.000 Sig. Diff. 

MSS vs HSS 0.01968 0.064 No Sig. Diff. 

MSS vs CSS 0.13591 0.000 Sig. Diff. 

HSS vs CSS 0.11623 0.000 Sig. Diff. 

*The absolute difference is significant at the 0.05 level. 

Sig. Diff. = Significant Difference, Abs. Diff. = Absolute Difference. 

 

Figure 4.17: Selection time comparison of five WSS approaches 
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2. For K=10, the time taken by MSS and HSS approach is same. Time taken by EPS 

approach has next highest time followed by BPS. The CSS approach has least time for WSS 

due to the reason explained earlier. 

3. CSS, BPS, and EPS approach show very little effect of variation in ‘K’ on WSS time. 

This is true for small values of ‘K’.  

Overall, based on the results obtained from above experimentation, the performance of CSS 

approach is found to be better than each of the MSS, HSS, EPS, and BPS. Moreover, 

performance of MSS and HSS approach are comparable and is found to be improved over EPS 

and BPS approach. 

4.3.2.3 Comparative study of proposed approach with existing similar techniques 

A comparative analysis of the proposed approach with the existing state-of-the-art is presented 

in Table 4.10. The points of comparison with state-of-the-art are: selection criteria used by each 

of them, whether prefiltering before selection is applied or not, the mechanism used to 

determine QoS weights, WSS technique used and the dataset used for evaluation purpose. From 

the Table 4.10 it can observed that the proposed approach largely differ with state-of-the-art at 

three points. First, prefiltering technique is applied on candidate WSs before selection. None of 

the existing WSS techniques uses prefiltering before selection. Second, The QoS weight 

evaluation is done using MDM based mathematical model. The MDM based weight evaluation 

Table 4.10: A comparison of existing state-of-the-art with proposed approach for web 

service selection 

Reference WSS 

Criteria 

Prefilte

ring 

QoS Weight 

Evaluation 

WSS Technique Dataset 

used 

[Hwang et al., 2015] QoS × User Heuristic QWS 

[Herssens et al., 2008] QoS × Simos PROMETHEE NM 

[Ouadah et al., 2015] QoS × AHP Skyline + MCDM QWS 

[Rhimi et al., 2015] QoS × NM FDR WSDream 

[Mobedpour and Ding, 2013] QoS × User MIP QWS 

[Rhimi et al., 2015] QoS × User MIP Synthetic 

[Cho et al., 2016] QoS × User ASS+MIP QWS 

[R.-Zapata et al., 2011] Ontology × NM Clustering and Bundling VCO 

[Karim et al., 2011] QoS × ANP PROMETHEE NM 

[Lim et al., 2012] QoS × User IP QWS 

[Stephen and Yin, 2011] QoS × User PT Dummy 

CSS (Proposed approach) QoS √ MDM PROMETHEE Plus QWS 

Recent works on web service selection are summarized with details of criteria used for selection of WS(s): 

whether prefiltering is used before selection, how weights of QoS parameters are obtained, technique used 

for selection of WSs, and dataset used. VCO=Vocational Competency Ontology, FDR=Fuzzy Dominance 

Relationship, MIP=Mixed Integer Programming, ASS=Adaptive Service Selection, CBR=Case Based 

Reasoning, CF=Collaborative Filtering,  PT=Prospects Theory, IP=Integer Programming, N.M. = Not 

Mentioned. 
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enables us to apply hybrid weight evaluation. Third, PROMETHEE Plus technique is proposed 

for WSS. Use of PROMETHEE Plus method improves efficiency of WSS. 

4.4.    DISCUSSION 

This chapter presents three approaches MSS, HSS and CSS for selection of WSs. MSS and 

HSS approach is useful for the case when labelled web services are not available for training. 

HSS approach is preferred in the case when preference of weights of all/partial QoS parameters 

is available from the end user. If no preference of weights is provided, the MSS approach is 

preferred. From the statistical analysis, the performance of MSS and HSS approach is found to 

be same on satisfaction score. For the case where few labelled WSs are available, the improved 

WSS results can be obtained using CSS approach. All three approaches uses proposed 

PROMETHEE Plus algorithm for selection of WSs. The PROMETHEE algorithm is improved 

in three ways – firstly, the end user request is included with candidate WSs to be processed by 

PROMETHEE algorithm. Secondly, exact match WS is given preference over the higher 

match. Thirdly, Gaussian and level type preference functions are used during QoS parameters 

evaluation.  

Three proposed approaches are compared by conducting various experiments. The MSS 

approach has improved satisfaction as compared to BPS [Herssens et al., 2008] and EPS 

[Karim et al., 2011]. Moreover, the mean Euclidean distance of MSS is lower than BPS. The 

end user preference of QoS is combined with mathematical model based weight evaluation of 

MSS approach. This hybrid QoS weight evaluation mechanism based HSS approach has 

improved performance and satisfaction over EPS. The classification based prefiltering explores 

QoS based similarity among web services and classify in the group. The CSS approach has 

lowest mean Euclidean distance and overall time to select web service. The satisfaction score 

obtained for CSS approach is observed to be highest and is increasing with the value of K. The 

results and evaluation presented in Section 4.2 confirms that CSS approach has performed 

better than existing approaches for WSS. The hardness of query has no/minimum effect on 

BPS, EPS and HSS. The satisfaction score is observed to be increasing for MSS and CSS 

approach. Therefore, if labelled WSs are available to train the model, then the CSS approach 

can be employed for web service selection as is also evident from the experimental evaluation. 

However, if initial set of labelled WSs are not available, then MSS or HSS approach can be 

preferred for WSS. 
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4.5   CONCLUSIONS 

In this chapter, a web service selection approach using classification for Prefiltering is 

proposed. The use of the hybrid weighting scheme brings uniformity in weight calculation and 

domain dependent inputs are minimized. An improved PROMETHEE method, PROMETHEE 

Plus, has also been proposed based upon which the presented selection approach works. Our 

proposed approach is tested by conducting experiments on QWS data set of real-world web 

services as well as using another dataset generated using available standard dataset generator. 

The experimental results based on Euclidean distance and satisfaction score show that proposed 

classification based web service selection approach has ability to find the web services which 

closely satisfy the end user expectations regarding QoS. The satisfaction score from 

classification based web service selection approach increases with increase in hardness and 

value of ‘K’. Our proposed approaches for selection of web services outperforms over other 

existing PROMETHEE based selection approaches. The advantage of prefilter layer based 

selection approach is clearly observed over existing approaches.  

The presented approach for WSS is based on classification process which can be applied 

when the labelled dataset is available. In the next two chapters, a clustering based web service 

selection approach is presented which can work for the unlabelled datasets of WSs. A 

systematic analysis of various clustering techniques for clustering web services is presented in 

the next chapter, the results of which are used to develop a clustering based web service 

selection approach as presented in Chapter 6. The work presented in this chapter has been 

published as [Purohit and Kumar, 2018a].  
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CHAPTER 5   

 

EMPIRICAL STUDY OF WEB SERVICES CLUSTERING 

TECHNIQUES 

 

A useful approach for Web Service Selection (WSS) to deal with large number of functionally 

similar web services is presented in Chapter 4. The proposed CSS approach is found efficient in 

selection of web services with enhanced end user satisfaction. The inclusion of end user request 

during web service selection process improves the quality of selection. The introduction of 

MDM based mathematical model for evaluation of values of weights of QoS parameters relieve 

the end user from specifying the values of weights of QoS parameters. Further, the use of 

Prefilter layer enhances the efficiency of WSS system. The approach presented in previous 

chapter is well suited in the scenario where labelled QoS dataset is available. However, if only 

the unlabelled dataset is available, then the clustering based service selection can be a more 

suitable approach. A number of clustering approaches for clustering WSs are available. The 

choice of clustering technique to be used has a profound effect on the selection results. 

Therefore, a rigorous analysis of web services clustering techniques is required.  The objective 

of this chapter is to present an empirical analysis of various web service clustering approaches.  

The problem of WS clustering is introduced in Section 5.1. The empirical study of clustering 

techniques and their details are discussed in Section 5.2. A detailed analysis on the performance 

of various clustering techniques is given. Important observations drawn are presented in 

Section 5.4 followed by conclusions drawn from the chapter in Section 5.5. 

 

5.1   INTRODUCTION 

In the recent years, many software providers have converted to service providers. Service 

providers offer their business functionality as WS. Using WS concept, machines can interact 

with each other without any human intervention. It is true when WSs to accomplish the 

intended task are already identified and known. Otherwise, the process of selection of WS(s) is 

to be performed.  
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With the increasing popularity of WSs and WS based applications, the process of WSS 

requires more care to select desired WS. Availability of web services providing duplicate 

functionality has an advantage of improved availability of service to the end user, upon 

occurrence of a failure. On the other hand, the service selection system needs to work more for 

selecting the desired service. Here, WSs are functionally similar, thus, mechanism to select WS 

based on criteria other than functional criteria, is needed. Quality of Service (QoS) parameter 

based selection is widely used criteria for selection of WSs [Zhang et al., 2013, Zheng et al., 

2012b, Tripathy et al., 2014, Masri and Mahmoud, 2008]. WS selection  system experience the 

performance degradation problem with the increase in number of candidate web services. In 

order to improve the performance of WSS system, the end user request of QoS should be taken 

into account. The goal here is to identify those services having QoS offerings close to the end 

user requested QoS. Thus, input to the WSS system is only the set consisting of WSs with 

closely matching QoS as required by the end user. In order to reduce the search domain of 

candidate WSs, the QoS information can be used to identify similarity among WSs. Multiple 

groups of candidate WSs are formed. Later on as per the user requested QoS, the appropriate 

group can be identified and desired WS can be searched. The clustering mechanism is useful in 

achieving this objective. The QoS parameter forms the basis of clustering. 

In this chapter, the problem of web service clustering is addressed. An empirical study of 

different clustering techniques with reference to web services is performed. The important 

contributions of this chapter are: 

i) Study of existing web service clustering techniques is done. The details of each 

technique is explores with reference to the clustering technique used and the clustering criteria 

used for clustering.  

ii) Study the effect of QoS parameters (attributes) selection on clustering results. We have 

employed Principal Component Analysis (PCA) for attribute selection. 

iii) An empirical study of six clustering techniques on the basis of stability and quality of 

clustering is performed. The study reveals the best clustering technique for clustering of WSs 

using QoS parameters.  

 

5.2   EMPIRICAL STUDY OF WEB SERVICES CLUSTERING 

TECHNIQUES 

The clustering is an unsupervised learning technique to generate groups of objects based on 

certain properties [Kher et al., 2006]. In case of WSs, QoS parameters can be used to create 
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clusters of web services, as presented in Figure 5.1. Three clusters of WSs namely, 

ServiceCluster1, ServiceCluster2, and ServiceCluster3 are formed. The WSs with dissimilar 

QoS requirements are in different clusters and WSs having similar QoS requirements are 

clubbed into same cluster. The WSs in same cluster can act as a replacement for other WSs in 

the same cluster. Many clustering methods are available for performing the clustering process. 

The details of few popular clustering methods to cluster WSs based on QoS parameters are 

discussed next.  

K-Means clustering: K-Means clustering is a centroid based clustering technique. The 

mechanism to add the unknown object to the cluster is by calculating the distance of the object 

from the centroid of all clusters. The object is added to the cluster from which the distance is 

found to be minimum [Tripathy et al., 2014, Maiti et al., 2014]. For WSs, k number of QoS 

parameters are used to evaluate the centroid. The clusters of WSs are formed such that the 

intra-cluster QoS similarity of WSs is high and inter-cluster QoS similarity is low. The criterion 

function is the mean square function represented by equation 5.1 [Tripathy et al., 2014, Saxena 

 et al., 2017].  

� =  � � |�� − 	
  |�
� ∈��

�


��
                                                                                      (5.1) 

Where, E represents the mean-square-error of all WSs in the dataset, �� is the web service in 

the set and the mean of cluster i is represented using Mi.  

 

6  

Figure 5.1: Web service clusters created by performing QoS based clustering. 
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Unweighted Pair Group Method with Arithmetic Mean (UPGMA): UPGMA is a 

hierarchical clustering method based on the agglomerative (also known as a bottom-up 

approach) paradigm to generate hierarchy [Zaki and Meira, 2014]. In this approach, each of the 

WS represents individual cluster. In each iteration, clusters are clubbed together based on the 

distance criteria among the clusters. If Clust1 and Clust2 are two clusters, x and y are two WSs 

such that x ∈ Clust1 and y ∈ Clust2, then the intra-cluster distance in agglomerative clustering 

is obtained from the equation 5.2 [Zaki and Meira, 2014]. 

�������� =  1
|������| ∙  |������|   � .

"#�$%&'

� (d(x, y)-
 .#�$%&/

                                   (5.2) 

Partitioning around medoids (PAM): PAM clustering is based on k-medoid algorithm. The 

most optimal clustering is obtained using a greedy algorithm. The dissimilarity among the 

object (WS, in our case) of the same cluster is minimized. The robustness of PAM algorithm is 

more than the K-Means clustering. It is mainly due to the reason that K-Means uses only the 

Euclidean distance measure, whereas PAM has the ability to use Euclidean distance as well as 

other dissimilarity measure [Brock et al., 2008]. 

Self Organizing Tree Algorithm (SOTA): The SOTA is a divisive clustering method. The 

process of clustering starts from binary topology consisting of two leaves and a root node. The 

data is split into two cluster at each stage by using self organizing process [Brock et al., 2008]. 

The SOTA is independent of cluster size due to the fact that the resource value governs the 

growth of the network. The resource value is determined by taking mean of distance between 

the expression profile and a node.  

Clustering for the large data set (Clara): The Clara is an extension of k-medoid method. 

Clara chooses a sample from the large data set and applies medoid on the obtained sample 

instead of the whole dataset of larger size. The PAM is applied to the sample to obtain 

medoids. The remaining elements are mapped to the clusters obtained from the sample. It leads 

to an improvement in the running time of the algorithm, even if there are large number of 

candidate WSs in the cluster [Zaki and Meira, 2014, Brock et al., 2008]. 

Diana: Diana is a divisive analysis of the hierarchical clustering algorithm. The Diana 

clustering starts by considering the entire set of candidate WSs as part of a single cluster. In 

each iteration, Diana successively divides the clusters until a stopping condition is met or each 

of the clusters contains a single WS [Zaki and Meira, 2014]. 

7  
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5.3   ANALYSIS AND OBSERVATIONS 

In this section, initially the experimental setup and details of dataset used are discussed. The 

parameter selection using principal component analysis is discussed next. The experimental 

study conducted to evaluate six clustering techniques and important observations drawn from 

the experiments are presented at the end of this section. 

5.3.1 Experimental setup 

In order to generate clusters of web services, the experiments are conducted on a machine with 

Intel Core i7 CPU 3.4 GHtz, Windows 7 platform. A QoS dataset  based on real world WSs is 

used to conduct the experiments (henceforth called QWS). The currently available version of 

the QWS includes a set of 2,507 WSs with QoS measurement of each parameter [Masri, and 

Mahmoud, 2008]. The dataset of 2,507 WSs is available in a file with 2,507 rows and 11 

column entry each separated by commas. Some of the example entries from QWS dataset are as 

shown in the Table 5.1. The details of the dataset are discussed in Chapter 2. The nine QoS 

parameters are values in the range (min and max) as shown in the Table 5.2. 

Table 5.1: Sample entries for QWS dataset [Masri, and Mahmoud, 2008] 

Servic

e 

Rt Av Th Su Rl Co Bp La Do Service Name 

S1 56 97 9 99 73 78 84 1 35 BookInfoService 

URL of S1     http://edi.btol.com/bookinfoservice/bookinfoport.asm 

S2 459 98 9.5 100 73 89 80 3 36 LDAPService 

URL of S2    http://www.epfl.ch/ws/ldap.wsdl 

S3 469 98 13.1 100 67 78 77 0.67 93 XigniteArchive 

URL of S3    http://www.xignite.com/xArchive.asmx?wsdl 

S4 516.7 63 7.2 63 83 89 91 10.67  33 sms 

URL of S4    http://www.info-me-sms.it/ws.php?wsdl 

 

The QWS dataset includes web services from various domains such as transport, smart 

banking, medical, hotel, weather, geographical, etc. For developing smart applications, these 

available web services or such similar web services are useful. 
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5.3.2 QoS parameter selection using Principal Component Analysis (PCA) 

Quality of any object is described usually with various features associated with the object. Few 

features have minor contribution, whereas others have major contribution in characterizing an 

object. In case of web services, the non-functional characteristics of a WS are described using 

QoS parameters. To characterize any WS, the participation of few of the QoS parameters is 

high and that of few QoS parameters is very low, i.e., few QoS parameters with low 

contribution may be removed and still the overall quality of WS remains same. If such QoS 

parameters can be identified and processing based on high contributing QoS parameters is done 

than the overall quality of results can be retained and in turn fast processing and simplified 

execution of the operation can be carried out [Song et al., 2010]. This task of feature selection 

can be efficiently performed by principal component analysis (PCA). PCA uses the concept of 

eigenvector for covariance matrix. Let 1234& be the eigenvector of covariance matrix. The result 

of feature selection can be represented using equation 5.3 for arbitrary sample vector, 5, of 

candidate WSs [Song et al., 2010]. 

6� = 5 ∗  I9:;< =  � 5
 ∗ 1234&


=


��
                                                                                     (5.3) 

Where, n is number of WSs, a sample vector of candidate WSs 5 = (5�, 5�, . . . . , 5=- , and 

1234& = (1234&' , 1234&/ , . . . . , 1234&?- . It can be observed from the equation 5.3 that the contribution 

of any @&A QoS parameter is statistically obtained using the abosolute value of 5
. Thus, smaller 

value of 5
 indicate lesser contribution of QoS feature component.  

5.3.3. Performance evaluation parameters 

The suitability of the clustering algorithm depends on the various algorithmic parameters and 

data on which it is to be applied. Therefore, the clustering algorithm suitability is to be accessed 

Table 5.2: QoS parameters with their min and max values 
QoS Param Rt Rl Av Co Th Su Do Bp La 

Min 37 33 7 33 0.1 8 1 50 0.25 

Max 4989.67 89 100 100 43.1 100 97 95 4140.35 

Type Dec Inc Inc Inc Inc Inc Inc Inc Dec 

Min = Minimum, Max = Maximum, Inc = Increasing, Dec = Decreasing 
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before applying on the data of interest. The process of clustering validation and assessment 

evaluates the clustering suitability. We have performed clustering evaluation based on 

following two parameters [Zhu et al., 2010]. 

 

5.3.3.1    Performance evaluation of the quality of clustering (internal cluster quality 

measure):  

The quality of clustering is the measure of goodness or quality of clustering for the clusters 

formed. The evaluation can be done by internal criteria such as the distance between inter/intra 

cluster WSs or using the characteristics of QoS parameters associated with WSs. Similarly, by 

varying clustering parameters, the output in each case can be compared. It establishes a 

mechanism of relative evaluation measure. In this work, internal measures are used to evaluate 

clustering. The measures such as compactness, connectivity, and separations of clustering 

partitions are used for evaluation [Brock et al., 2008]. We have used Silhouette coefficient to 

evaluate quality of cluster obtained from six different clustering methods. In this case, 

Silhouette coefficient defines the measure of the degree of confidence in assigning a WS to a 

cluster. It is measured by finding the difference of the average distance between WSs in the 

closest cluster and WSs in the same cluster [Zaki and Meira, 2014]. The coefficient value close 

to 1 refers to the well-clustered WS and poorly clustered WS keeps coefficient values near -1. 

For i
th

 WS instance, it is defined by using equation 5.4. The Silhouette coefficient value should 

be maximized . 

B(@) =  C
 −  D

max(C
 ,  D
)                                                                                                           (5.4)  

Where, the average distance between the i
th

 WS and all other WSs in the same cluster is 

represented as D
, and C
 represents the average distance between the i
th

 WS and WSs in the 

nearest neighbouring Cluster. 

 

5.3.3.2     Performance evaluation of stability measurement (external cluster quality 

measure):  

The stability of clustering method is the measure of sensitivity of clustering method 

with reference to algorithmic parameters and type of data. The stability of clustering 

method can be measured by observing the effect of removing a column data from the dataset 

used for clustering. For a multi column dataset (such as QWS), clustering results obtained 

based on the full data is compared with the clustering results obtained by removing each 

column data, one at a time [Brock et al., 2008]. If the data are highly correlated, the stability 
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measures produce the desired results. The average distance between means (ADM) parameter 

is used to perform stability analysis of cluster obtained from six different clustering methods. 

The ADM measure is evaluated for the two variations i.e. Clustering with full QWS and 

clustering with single column removed. Finally, the average distance between cluster centres is 

obtained for web services placed in the same cluster [Brock et al., 2008]. 

 

5.3.4 Experimental study 

In this section, an approach to access the performance of clustering methods for WS clustering 

is presented next. At first, various clustering methods are evaluated on QWS dataset with nine 

QoS parameters. The experiments are repeated with six parameters selected by applying 

parameter selection technique using PCA.  

The summary of performance evaluation of the quality of clusters obtained using Silhoutte 

Coefficient for six clustering methods on the QWS dataset is shown in Figure 5.2a. The results 

are obtained for clusters of sizes 2, 3, 4, 5, 6, 7 and 8 for each of the mentioned clustering 

methods. As per the definition and discussion done earlier, the value of silhouette coefficient is 

to be maximized. The experiments are repeated with six parameters selected using PCA, as 

shown in Figure 5.2b. From the Figure 5.2a it can be observed that – 

(i) The highest value of Silhouette coefficient is obtained when UPGMA clustering method 

with cluster of size two is used. For the same cluster size, the next highest value of 

Silhouette coefficient is attained for SOTA clustering algorithm. 

(ii) The lowest value of silhouette coefficient is attained by Clara for cluster size of three and 

next lowest is for Diana for cluster size of eight. 

(iii)The quality of cluster formed using UPGMA clustering is best for cluster size of two.  

 

It is observed from Figure 5.2b that –  

(i) The introduction of PCA based parameter selection has improved the silhouette coefficient 

value for each of the clustering method.  

(ii) The highest value of silhouette coefficient is attained by UPGMA clustering for cluster of 

size two.  

(iii)  The lowest value of silhouette coefficient is attained by Clara clustering method for cluster 

size of two.  
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Overall, the silhouette coefficient value is maximized by UPGMA clustering method for cluster 

size equals two. The introduction of feature selection based on PCA method for QoS 

parameters boost up clustering results. It in turn leads to the optimal selection of WSs and the 

overall quality of WSS can be improved. 

 

 

Figure 5.2b: Comparison of six clustering techniques on Silhouette coefficient evaluated using 

six QoS parameters obtained by applying PCA on QWS. 

 

Figure 5.2a: Comparison of six clustering techniques on Silhouette coefficient evaluated 

using nine QoS parameters available from QWS [Masri and Mahmoud, 2009]    
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Figure 5.3a and 5.3b, represents the performance evaluation with reference to stability 

measurement for experiments performed using nine QoS parameters and six parameters 

selected by applying PCA method, respectively. The ADM parameter is used to conduct the 

stability validation. The value of ADM parameter is to be minimized for optimal results. From 

Figure 5.3a, it is observed that - 

(i) The minimum value of ADM parameter is achieved for number of clusters equals two by 

UPGMA clustering method. 

(ii)   PAM and Clara have higher value of ADM parameter for number of cluster equals two. 

For number of cluster equals eight, higher values are observed for K-Means and PAM 

clustering. 

It is analyzed from Figure 5.3b that – 

(i) The effect of PCA method based parameter selection has affected the ADM value of all 

clustering methods and overall reduction in ADM values is observed. 

(ii) For cluster size of two, the lowest and highest value is attained by the UPGMA and Clara 

clustering methods, respectively. 

(iii) For cluster size of two, PAM and Clara clustering shows degraded performance and for 

cluster size of eight Clara and K-Means shows weak performance.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3a: Comparison of six clustering techniques on Average distance between means 

(ADM) parameter evaluated using nine QoS parameters available from QWS [Masri and 

Mahmoud, 2009]    



Chapter 5                                                Empirical Study of Web Services Clustering Techniques 

116 

 

Overall, the lowest value of ADM is produced by UPGMA clustering for cluster size of two 

and is found to be most stable clustering among six clustering methods. 

 

5.4  OBSERVATIONS AND DISCUSSION 

The empirical study of various clustering techniques is carried out to judge the capability of 

clustering techniques to cluster WSs. Few of the important observations from the empirical 

study are as follows: 

(i) Performance evaluation of the quality of clustering shows that optimal quality is obtained 

with UPGMA clustering. The optimal results are obtained for cluster of size two. Further, the 

quality of clustering improves by reducing QoS parameters using PCA method.  

(ii) The Performance evaluation  based on stability measurement shows that the UPGMA 

clustering produces clustering which is most stable among all other clustering techniques. 

Furthermore, the improvement in the stability is observed with the inclusion of PCA method 

for QoS parameters reduction.  

The application of clustering in web service selection has shown promising results towards 

possibility in improvement of performance of selection mechanism. Further, the choice of 

clustering technique has multi-fold effect on the selection of promising WSs. Thus, in this 

 

Figure 5.3b: Comparison of six clustering techniques on Average distance between 

means (ADM) parameter obtained by using six QoS parameters determined by 

applying PCA on QWS. 
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empirical study, we have evaluated six clustering techniques on quality of cluster generated and 

stability of clustering technique parameters. Also, the application of PCA as attribute selection 

technique is explored for QoS parameters selection. The selected parameters are further tested 

on the aspect of stability and quality of cluster generated. As a outcome of empirical study, 

UPGMA (hierarchical ) clustering is found to perform exceptionally well. Moreover, the PCA 

based parameter selection generated improved results. 

In order to conduct experiments, a popular QWS dataset consisting of QoS parameters 

measured on real world web services is chosen. The used dataset contains set of services from 

different domains, which finds their application in developing smart services.  

 

5.5  CONCLUSIONS 

The study of some clustering techniques for WSS is presented in this chapter. To improve the 

efficiency of the selection process, clustering of web services before selection is a useful step. 

Based on two performance measures - stability and quality of clustering, the UPGMA 

(hierarchical) clustering is found to be most efficient technique to cluster web services. The use 

of PCA based attribute selection further improves the quality of clustering. Thus, PCA based 

attribute selection can be used with UPGMA (hierarchical) clustering technique to cluster web 

services and subsequently web service selection process can be improved. 

As reviewed in Chapter 2, there are many approaches available for selection of WSs. 

However, they do not scale well with the increase in number of candidate WSs. It was observed 

that classification and clustering based prefiltering can be a good solution for this scenario. 

Previous two chapters deals with the classification based WSS problem. The study of some 

clustering techniques for WSS is presented in this chapter. In the next chapter, the results of 

empirical analysis presented in this chapter are used to develop a clustering based approach for 

selection of WSs. The work presented in this chapter has been published as [Purohit and 

Kumar, 2018e]. 
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CHAPTER 6 

 

CLUSTERING BASED APPROACH FOR WEB SERVICE 

SELECTION 

6  

The selection of desired web services involves the matching of end user requirements with the 

service offered by web services. One such approach using the labelled dataset of QoS is 

presented in the Chapter 3 and Chapter 4. For unlabelled dataset, the classification based WSS 

approach presented in Chapter 3 and 4 is not efficient. In this scenario, a clustering based 

approach is most appropriate to perform selection. For this, in Chapter 5, a systematic analysis 

of various web services clustering techniques is presented. From the analysis, it is observed that 

the Hierarchical clustering based UPGMA technique perform well on quality and stability of 

clusters formed. Thus, in this chapter, Hierarchical clustering is employed for prefiltering WSs 

followed by prunning. In this chapter, a two layer selection model is proposed. The pruning 

process act as catalyst to improve the selection results by pruning out unmatching WSs. The 

Skyline based selection approach is followed to determine WS of interest. The traditional 

skyline technique always generates same set of skyline services without considering the end 

user requested QoS. Also, the skyline results in non-dominated set of services without any 

ordering of services. To handle these issues, a modified skyline, we call it as Skyline Plus, is 

proposed. The selection layer also identifies replaceable web services using pearson correlation 

coefficient. 

An introduction to the need of WS clustering and Skyline concept is given in Section 6.1. A 

motivational example to illustrate the advantage of applying pruning and the proposed two 

layer model for WSS is discussed in Section 6.2. In Section 6.3 evaluation of the proposed 

approach is done by comparing it with existing state-of-the-art. The discussion carried out in 

Section 6.4 followed by important conclusions drawn from the chapter appears in Section 6.5.  

 

6.1  INTRODUCTION AND MOTIVATION 

Web service selection is the process of choosing relevant web service(s) with the capability to 

do the intended task as per the end user expectations [Zhao et al., 2014]. The primary task in 
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using the web service (WS) is to take the user input and select WS matching the end user needs 

[Oriol et al., 2014]. As a first step, functionally similar WSs are discovered from the pool of 

WSs. From among these, a most suitable WS is to be selected to perform the intended task. 

However, as discussed in Chapter 4, with the increasing use of WSs and WS based systems 

over the Web, a lot of WSs offering similar functionality are available [Huang, 2013]. The 

availability of functionally similar WSs has an edge of acting as a replacement in case of run-

time failure of selected WS. Furthermore, the monopoly of service providers is also controlled. 

On the contrary, it intensifies the complexity of the task of selection of needed WS and presents 

a challenge for developing an efficient WS based system. The use of Quality of Service (QoS) 

as a second level criteria (after using functionality for first level filtering) for selection of the 

desired WS is a popular technique [Ouadah et al., 2015, Karim et al., 2011, Oriol et al., 2014, 

Huang, 2013]. The user is asked to provide functional as well as QoS specifications of the 

desired WS. The system uses these QoS specifications to select most suitable WS. Currently 

reported solutions for WSS using QoS includes - Skyline based techniques [Ouadah et al., 

2015, Rhimi et al., 2015, Alrifai et al., 2010, Wang et al., 2016, Yu and Bouguettaya, 2013, 

Yang, 2015, Gang and Chunli, 2015, Benouaret et al., 2012, Kang et al., 2011], multicriteria 

decision making based techniques [Ouadah et al., 2015, Karim et al., 2011, Huang, 2013] 

clustering based techniques [Xia et al., 2011, Yu, and Gen, 2010, Wu et al., 2014], 

classification based WSS approaches [Purohit and Kumar, 2018a], negative selection algorithm 

[Zhao et al., 2014], Semantic Approach [Kumar and Mishra, 2008b], etc.  

Generally, candidate WSs includes three categories of services. Firstly, the potential WSs 

which can meet all of the QoS requirements as specified by the end user. Second, WSs partly 

satisfying the QoS requirements of the end user. Third, WSs which do not satisfy any of the 

QoS requirements specified by the end user. The existing solutions [Purohit and Kumar, 2016a, 

Ouadah et al., 2015, Yu and Gen, 2010, Zhao et al., 2014, Huang, 2013, Gang and Chunli, 

2015], do not differentiate between three categories of WSs and thus lacking in terms of 

performance as they consider all candidate WSs during service selection. The performance 

degradation is due to unnecessary processing of WSs in the third category. Therefore, the 

process of selection based on technique such as Skyline takes higher time. The Skyline 

technique used for service selection also ignores the end user expectations of QoS for 

generating sskyline services and the preference of QoS, if any [Rhimi et al., 2015, Wang et al., 

2016]. The skyline technique gives a non-dominated set of WSs as output but no list of ranked 

WSs is available. Further, some of the existing ��	�������	
 approaches [Alrifai et al., 2010, 

Zhao et al., 2014, Huang, 2013, Yu and Bouguettaya, 2013, Margaris et al., 2015], expect 
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minimum two user inputs to locate desired WS (i) Weight of QoS parameters (ii) preferred 

values of QoS parameters. It is very difficult for naïve user to clearly specify the values of (i) 

and (ii). The user centric approach [Mobedpour and Ding, 2013] as well as QoS browser [Ding 

et al., 2009] is helpful in such cases to guide the end user to specify the preferred values of QoS 

parameters. However, the QoS parameter weight still depends on the judgment of the end user. 

Values of weights of QoS parameters have a profound effect on the selection of WSs. The 

imprecise specification of values of weights of QoS may lead to low satisfaction score and/or 

missing of user desired services.  For a WSS system to be useful, the system should be able to 

determine the values of weights using some mathematical model [Wu and Chen, 2007].  

The work proposed in this chapter fulfils the above identified gaps. At first the proposed 

approach carries out prefiltering of non-compliant WSs and retains the WSs which are capable 

of meeting the end user requirements of QoS. This helps in improvement in service selection 

process by avoiding the non-compliant services to take part in selection process. Further, we 

have extended the traditional skyline approach by using simple additive weights (SAW) 

[KalisZewski and Podkopaev, 2016] and Maximizing Deviation Method (MDM) [Wu and 

Chen, 2007] to generate ranked list of skyline WSs, we call this approach as Skyline Plus. The 

MDM based hybrid approach to automatically evaluate the values of weights of QoS 

parameters is developed. This approach has two advantages. First, it releases the burden from 

the end user to judge the values of weights of QoS parameters. Second, the end user preference 

of values of weights is also considered, if end user is willing to provide. The change in QoS 

values or service failure is also handled by determining replaceable WS.  

 Based on the gaps identified, the research problem is summarized as below: 

Research Problem: The set � = 	 ��, ��, … . , ����� is the set of candidate web services offering 

similar functionality and has some QoS offerings. Based on the offered functionality and non-

functional characteristics, the WS is defined as a,  �� 	= ��, �, �	�� where ′�′ is the input(s) 

required by the WS to process, ′�′ is the output(s) generated by the WS. The ′�′ and ′�′ together 

illustrates the functionality provided by the WS. The ′�	�′ is the multiple QoS attributes 

associated with the WS and describe the non-functional characteristics of the WS. If � ′���	�� 

is the QoS specifications of the desired WS by the end user, the problem of WS selection is to 

select the �� such that,	����	�� ≡ � ′���	��. In this work, it is assumed that the functionally 

similar WSs are available as a result from the execution of WS discovery operation based on 

′�′�
�	′�′ parameters [Purohit and Kumar, 2016a]. Moreover, to deal with the problem of 
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runtime failure or change in QoS values of selected WS, an equivalent WS is to be selected to 

substitute failed WS.  

Research Solution: The desired web service can be obtained in three steps. First, all services 	�� 
are identified such that ∃� ∶ 	 ����	�!� 	≥ 	 � ′���	�!�. The pruning step is useful to identify 

such set of web services. Secondly, from the above set all those services ��	 are to be 

determined such that ����	�� closely matching with �#���	�� i.e. QoS offered by the 

candidate services should be exactly/closely matching with the QoS requirements specified by 

the end user. The clustering technique is useful to obtain the group of WSs [Yu and Gen, 2010, 

Zhang et al., 2013, Tewari et al., 2012b]. The QoS parameters can be used to cluster WSs. The 

clustering is suitable for the case when unlabelled data such as QWS dataset [Masri and 

Mahmoud, 2007] is available and a logical grouping is desired. As a result of clustering, each 

WS belongs to some cluster identified using cluster number ∁ and candidate WS is now defined 

as a tuple � = ��, �, �	�, ∁�, Where �, �, �	�, �
�	∁ are as defined earlier. In order to obtain 

best matching service in the set, the Skyline technique is beneficial. The Skyline concept can be 

employed to obtain non-dominated set of WSs [Alrifai et al., 2010, Yu and Bouguettaya, 2013]. 

The Skyline technique is the most widely used technique for service selection scenario [Ouadah 

et al., 2015, Rhimi et al., 2015, Alrifai et al., 2010, Wang et al., 2016, Yu and Bouguettaya, 

2013, Yang, 2015, Gang and Chunli, 2015].  

The Skyline consists of non-dominated set of WSs. Services in the Skyline are obtained by 

firing Skyline query on the set of candidate WSs. The Skyline module selects those WSs which 

are non-dominated by any other WS in the set S of candidate WSs. For any two random WSs Si 

and Sj ϵ S, we say Si dominates Sj (denoted as Si ≺ Sj), if Si is as good as Sj on all QoS 

parameters and strictly better than Sj on at least one QoS parameter. Using publicly available 

dataset generator [Borzsony et al., 2001], we have generated a QoS dataset of 25 WSs 

(S1…..S25) with three QoS parameters – Documentation (Docu), Latency(Late), and Reliability 

(Reli). From that set, consider five WSs, S4, S6, S7, S8, S9, as shown in Table 6.1. The QoS 

parameters are represented by float values normalized in the range [0…1]. For increasing type 

QoS parameters such as Aval and Reli, the dominance Si≺Sj is true, if, Docu and Reli values of Si is 

as good as that of Sj and strictly one of the Docu and Reli values of Si is better (higher) than that 

of Sj. Similarly, for decreasing type QoS parameter such as Late, the dominance Si≺Sj is true, if, 

Late value of Si is better (lower) than that of Sj. Based on this definition of dominance, for WSs 

in Table 6.1, it is easily observable that the services S7, and S9 (represented as bold values) are 

Skyline services. 
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Table 6.1: Web services with three QoS parameters 

Web Services QoS parameters 

Documentation Latency Reliability 

S4 0.3 0.516 0.89 

S6 0.54 0.342 0.67 

S7 0.88 0.0142 0.99 

S8 0.673 0.0879 0.7152 

S9 0.89 0.099 0.873 

The availability and reliability parameters are of increasing type i.e. higher the 

better. The response time parameter is of decreasing type i.e. lower the better. 

 

The pictorial representation of quality distribution of WSs in multi-dimensional space is 

shown in Figure 6.1. Figure 6.1 shows the distribution for a set consisting of 25 WSs. Using the 

definition of dominance relation, seven WSs S5, S7, S9, S15, S19, S20, and S24 are identified as 

Skyline services and are shown in green color in Figure 6.1. 

 

However, there are three limitations of the existing skyline technique when applied to WSS. 

First, for every user request, the skyline technique determines same non-dominated set of WSs. 

This causes imbalance in service access in terms of high load on few WSs and very little or no 

execution request for other services. Second, the skyline set of WSs is obtained without any 

consideration to the requested QoS and the QoS preference from the end user. Third, the 

skyline generates the non-dominated set of WSs without ordering them. The first and second 

 

Figure 6.1: Quality distribution of Web Services with identification of Skyline 

services using Documentation (z-axis), Reliability (x-axis) and Latency (y-axis) 

QoS parameter. 
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limitation can be overcome by the use of clustering based prefiltering technique. The third 

limitation can be handled by ordering the WSs in the non-dominated set and finding top-K WSs 

representing most optimal set. SAW method is the most appropriate method in this scenario 

[KalisZewski and Podkopaev, 2016]. The weight of each QoS parameter can be obtained using 

mathematical model such as MDM  [Wu and Chen, 2007]. 

Using SAW and MDM together leads to avoid selecting those services in top-K having only 

one or two QoS parameters dominating. To deal with service failure or unavailability of WS, 

replaceable WS is to be determined. The Pearson correlation coefficient can be fruitful to find 

replaceable WS. An example to explain the underlying motivation of the proposed design is 

presented in Section 6.2. 

Following are important contributions of this chapter:  

• The pruning is applied to filter out WSs having low QoS offerings as compared to QoS 

demands of the end user. This step saves a large number of unnecessary calculations and 

improves the service selection efficiency.  

• The use of hierarchical clustering (UPGMA) technique as a second step for prefiltering 

WSs is explored. The clustering step identifies WSs with similar QoS offerings as that of 

requested QoS. 

• To selecte top-K WSs, an improved skyline, called as Skyline Plus is proposed. The skyline 

set of WSs are obtained by using a block nested loop paradigm. From the skyline set of 

WSs, top-K services are selected by using SAW and MDM method. 

•  For each of the top-K service, the replaceable WSs using pearson correlation coefficient 

are derived. 

• Statistical tests are performed to analyze the behavior of the proposed system and compared 

with the existing state-of-the-art on four performance parameters 

 

6.2 PROPOSED APPROACH FOR WEB SERVICE SELECTION 

In this section, the proposed approach for selection of optimal WSs for a given task is 

discussed. Two approaches for selection of WSs is proposed. Both the proposed approaches are 

based on the concept of prefiltering followed by selection of WSs. 
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6.2.1 Web Service Selection  

The process of identifying a service or set of services having ability to provide desired business 

functionality by exactly/ closely satisfying the needs of the end user is known as web service 

selection. In the proposed CPSky approach, based on the attributes of datasets to be used for 

clustering, we have two possible variations. The first variation, we call it as CPSky-All 

Attributes (CPSky-AA), is realized by considering all QoS parameters for clustering candidate 

services. The CPSky-AA is useful in case when number of QoS parameters associated with WS 

is small in number and all parameters have major contribution for evaluation of service quality 

offered by WS. However, for the situation when number of QoS parameters associated with the 

WS is large in number and only few parameters contribute to determine service quality offered 

by WS, the majorly contributing parameters are to be identified. The second variation is 

realized by applying CPSky on QoS dataset obtained after feature selection, we call it as 

CPSky-FS.  

The two layer architecture of CPSky-FS is presented in Figure 6.2. The model includes two 

layers – upper layer is prefilter layer and bottom layer is selection layer. The Prefilter layer of 

CPSky-AA includes only clustering and pruning, whereas an additional step of feature 

selection using PCA for QoS parameter selection performed before clustering step in the case 

of CPSky-FS.  

The QoS values of the required WS are obtained from the user. The QoS dataset represents 

values of QoS parameters associated with candidate WSs. In the first phase, prefiltering is 

applied on the candidate WSs and the selection of top-K WSs is followed in the next step. 

6.2.1.1  Prefilter Layer: In this section, the details of Prefilter layer are discussed. The task of 

prefilter layer is performed in three steps. At first, the feature selection using PCA is applied to 

identify major contributing QoS parameters. Secondly, the candidate WSs are clustered based 

on the QoS information. Third, on the clustered set of candidate WSs, pruning is applied to 

separate out WSs below the user expectations.  



Chapter 6                                                  Clustering based Approach for Web Service Selection 

 

125 

 

a. QoS parameters selection using PCA 

The PCA technique is applied on the set representing QoS values of WSs. Equation 6.1 is used 

to select QoS parameters. From equation 6.1, it is clear that smaller value of &� indicate lesser 

contribution of QoS feature component. Therefore, removing such component &!from equation 

6.1, will not affect the result of feature selection. Moreover, it can be analyzed that if a QoS 

parameter is less important for feature selection, it is also less important in original space [Song 

et al., 2010]. Therefore, such QoS parameters can be ignored and remaining QoS parameters 

are selected by PCA for further processing. After applying PCA on available QoS dataset, six 

majorly contributing QoS parameters are returned. The selected QoS parameters are used by 

the subsequent steps to perform service selection.	
'! = &( ∗ 	 I+,-. = 	/ &� ∗	 01234�

�
�5

																																																																																									6.1 

 

Figure 6.2: Proposed system architecture of CPSky-FS approach 
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Where, n is number of WSs, a sample vector of candidate WSs & = [&, &�, . . . . , &�](, and 01234 

= [01234: , 01234; , . . . . , 01234<]( . It can be observed from equation 6.1, that the contribution of any 

�4= QoS parameter is statistically obtained using the abosolute value of &�.  
 

b. Clustering of Web Services   

The conceptual view of the proposed approach is shown in Figure 6.3. At first, the end user 

requested QoS parameters UQoS, UQoS�, … , UQoSB		are represented as WS �#	(shown as 

double circle blue dot in ServiceCluster1). Thereafter, the clustering is applied on the set of 

candidate WSs along with �#  based on the QoS information. The cluster is identified to which 

the �#	is clustered. All of the other web services in this cluster will have similar QoS 

characterstics. These WSs are further processed by the skyline module and the set of skyline 

WSs, SL, SL�, SLD, … … … , SLE	(shown as double circled red dot in ServiceCluster1), is 

determined.  

The clustering step of the prefilter layer forms clusters of WSs according to the QoS 

parameter’s value. Clustering is an unsupervised learning technique used to group elements that 

seem to fall naturally together [Witten et al., 2016]. The �# is also accepted as input by the 

algorithm. The cluster to which the �# is classified contains WSs having high QoS similarity 

with �#. WSs in this cluster are identified and the resulting WSs represented as tuple, as defined 

in Section 6.1. The procedure act as a prefilter for WSs and result into a set containing WSs, 

promising enough to meet the QoS requirements of the end user. The popular clustering 

methods include - K-Means clustering [Tewari et al., 2012b], Hierarchical clustering [Witten et 

 

Figure 6.3: Conceptual view of proposed approach 
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al., 2016], PAM [Zaki and Meira, 2014], SOTA [Zaki and Meira, 2014], Clara [Brock et al., 

2008, Zaki and Meira, 2014], Diana [Brock et al., 2008], etc.  

 

c. Pruning 

 The WSs which are not promising enough to meet the end user expectations of QoS are 

removed by pruning module. In order to perform the task of pruning, QoS parameters of the 

candidate WSs are compared with the QoS specifications provided by the end user. If there are 

two services ��	(�	�, �	��, … … , �	�G) and � ′(��	�, , ��	��, … … , ��	�G), where, �′ 
represents the WS corresponding to the user requested QoS and �� is the �4= candidate WS 

under consideration,	the pruning step removes �� from the candidate list, if every ����	�!� < 

�#���	�!�, where, 1≤k≤m. In other words, the pruning step compares the QoS values of each 

candidate WS against the user specified QoS. If any candidate WS has all QoS parameter 

values strictly less than the QoS values as desired by the end user, then the WS is removed 

from the candidate WS list. The basis of this step is that, if none of the QoS parameter value of 

the candidate WS is above the user expectations, the WS is having a very low probability of 

satisfying the end user expectations. Hence, such WS can be removed from the list.  

The pruning improves the performance of WSS system by removing the services even if the 

services are potential candidates for the skyline. Consider, for example, the set of eight WSs 

from � to �J with QoS values, as shown in the Table 2. The QoS parameters - Response Time 

(RT), Latency (LT), Error Rate (ER) and Availability (AV) values are also depicted. The 

skyline approach is used to obtain the set of WSs forming the skyline. The status of WSs, 

whether they are part of the skyline or not is also shown in the Table 2 (the last column). The 

skyline based approach returns services �, ��, �D, �K and �L as a set of services in response to 

the user request. Service �D is dominating �M and �N. Similarly, �J is being dominated by �K. 

 Now, if the end user request is for the WS having UQoS (5, 21 , 30, 45) representing QoS 

parameter values for RT, AV, ER and LT, respectively, then the skyline based WS selection 

module should not return � and �D in response to the requested QoS. However, for this 

example, the skyline based technique includes � and �D services in the skyline. It is because 

the skyline technique does not consider the end user request during skyline computation. One 

solution to this problem is to apply the pruning process before applying skyline based WSS to 

remove all such WSs which are having all QoS values below the demanded QoS values. It will 

also help in improving the overall quality of the skyline. 
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The clustering and pruning step result in an improvement in the overall quality of selection in 

two ways. First, by considering only most relevant WSs by the selection module. Second, a 

significant reduction in the number of WSs to be considered by the selection module, which 

results in improved time efficiency of WS selection. Therefore, the WS selection with 

Prefiltering is a better solution as compared to WS selection without Prefiltering. 

6.2.1.2  Selection layer: 

The selection layer has a responsibility of identifying WSs meeting the end user expectations of 

QoS in the best way. This layer selects the optimal set containing WSs with best QoS offerings 

from the group. 

Selecting ranked list of top-K services:  

The task of service selection is performed using extended Skyline approach, we call it as 

Skyline Plus. The basic Skyline approach generates the unordered non-dominated set of WSs. 

The proposed Skyline Plus approach extends it to include the steps using SAW and MDM to 

generate ranked list of WSs. 

The clustered set of services obtained from prefilter layer act as input to the selection layer. 

As a first step to perform selection of WSs, the proposed Skyline Plus technique is used to 

determine skyline WSs. Services in the skyline are non-dominated in terms of QoS parameter 

values and hence ensured to be best among the group. The cluster to which the �′	is clustered, 

Table 6.2:  Example web services with four QoS parameter values 

WS QoS parameter Present in the 

Skyline RT 

(msec) 

AV 

(%) 

ER 

(%) 

LT 

(msec) 

S1 6 20 40 50 Yes 

S2 5 21 70 40 Yes 

S3 6 16 34 70 Yes 

S4 5 22 35 60 Yes 

S5 4 20 40 60 Yes 

S6 7 16 40 70 No 

S7 11 15 50 80 No 

S8 10 14 70 60 No 
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only services in that cluster are considered by the skyline module. Thus, the skyline services 

are determined according to the QoS demand from the end user. After this step, we have an 

non-dominated set of WSs without their relative ranking. Now, these services used by SAW 

and MDM based process to generate list of top-K WSs based on QoS parameters. The weight 

values are used to signify the relative importance of QoS parameters. As mentioned earlier, the 

quality of selected WS depends on the weight values. If imprecise values of weights are 

specified, the desired WS may miss from the selection results. In order to reduce the system 

dependency on the end user to obtain the weight values, we have used a mathematical model 

based on Maximizing Deviation Method (MDM) [Wu and Chen, 2007]. Let there are 'm' 

number of QoS parameters associated with each web service. The difference of the 

performance values of each web service with reference to all associated QoS parameters is 

computed using deviation method. The deviation of any web service Si to all other web services 

can be defined using equation 6.2 and 6.3 [Wu and Chen, 2007]. 

O�P�Q = / RδSST�QoSQ�U − δSSW�QoSQ�UX� 																																																																				(6.2)�
Z5  

O�PQ([) = / / RδSST�QoSQ�U − δSSW�QoSQ�UX��
Z5

�
�5 																																																		(6.3) 

 

Where, Devij represents the deviation value of i
th

 WS w.r.t. j
th

 QoS parameter. The Devj(w) 

is the deviation value of all WSs to other WSs corresponding to j
th

 QoS parameter. QoSij 

represents the normalized value of j
th

 QoS parameter of WS Si. Equation 6.4 represents the non-

linear programming model of MDM to evaluate the weight of j
th

 QoS parameter [Wu and Chen, 

2007] . 
[Q =	 ]^∗∑ ∑ RδS`a�bc`d�U	e	δS`f�bc`d�UX;<gh:<ih:

∑ ∑ ∑ RδS`a�bc`d�U	e	δS`f�bc`dUX;<gh:<ih:jdh:
	                                                           (6.4) 

s.t. [Q  ≥ 0,  ∑ [Q	GQ5 = 1. Where, λk is the weight factor for �4= QoS parameter, and is specified 

by the expert. For conducting experiments we have chosen λk = 1/m. to signify equal weightage 

of each QoS parameter during this calculation. The hybrid weight evaluation scheme is 

proposed to calculate the values of weights of each QoS parameter. The hybrid weight values 

are determined by averaging the values of weights obtained from MDM and the weights 

specified by the end user, if any. 

 

After the values of weight for each QoS parameter is evaluated, SAW method is used to 

determine the cumulative QoS score of each WS. Based on the score, top-K WSs are selected 
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by the system. Hence, with the help of MDM and SAW, the ranked list of top-K WSs is 

obtained. 

b. Selecting Replaceble Service: 

At runtime the possibility of change in QoS or failure of selected web service cannot be 

ignored. Thus, in advance the replaceable web services are also selected by the proposed 

system. For each of the top-K selected services, the replaceable WSs are obtained by using 

Pearson correlation coefficient. For each skyline WS the similarity with other skyline WSs 

using pearson correlation coefficient is determined. Equation 6.5 is used to find service 

similarity Sim between service �� and �Z, (��, �Z 	 ∈ ��l��
�), based on pearson correlation 

cefficient [Rhimi et al., 2015].  

��m(�� , �Z) 	= 	 m ∗	∑ [ST�QoSQ� ∗ SW�QoSQ�GQ5 	− 	∑ ST�QoSQ� ∗GQ5 ∑ 	SW�QoSQ�GQ5
no
 ∗	∑ ST�QoSQ��GQ5 	– (∑ ST�QoSQ�)Bq5 �r ∗ 	 [
 ∗ 	∑ SW�QoSQ��GQ5 	– (∑ SW�QoSQ�)Bq5 �]																			(6.5) 

Where, m is number of QoS parameters, ST�QoSQ� is t4= QoS parameter of �4= WS. The WS 

with highest value of correlation coefficient is considered as replaceable WS. The process of 

obtaining replaceable WS is repeated for each WS in the skyline. 

6.2.2 Web service selection algorithm 

   The CPSky-FS algorithm for selection of WS is depicted in Figure 6.4. The algorithm starts 

by taking WSs QoS data (Data[ ][ ]), the QoS requirements of the end user (UQoS[] forms the 

service S’ ), values of weights (optional) from end user (wUser), and ‘K’ representing the 

number of top-K WSs to be retrieved as inputs (Line 1). The Prefilter layer is invoked by 

passing two parameters to the Prefilter algorithm (line 2). The Prefilter layer filters out those 

WSs which are not potent enough to meet the end users’ expectations of QoS. The Prefiltered 

set of WSs are passed to the selection layer by calling SkylinePlus algorithm (line 3). At 

selection layer SkylinePlus algorithm identifies non-dominated set of WSs followed by top-K 

selection. For the top-K selected WSs, the replaceable WSs are obtained by using pearson 

correlation coefficient (line 4). The algorithm terminates by returning top-K selected WSs. 

The algorithm to Prefilter WSs is presented in Figure 6.5. The Prefilter algorithm at 

selection layer accepts two parameters – the WSs QoS dataset (Data[ ][ ]) and QoS 

requirements of the end user (UQoS[ ]). The QoS dataset of WSs is normalized to keep the 

values in the range (0…1) (line 2). The Prefilter layer has three steps (line 3-7). The PCA 

technique is used to select majorly contributing QoS parameters (line 3). The UPGMA 

clustering algorithm is applied to cluster the WSs (line 4 & 5). UPGMA algorithm is an 
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agglomerative hierarchical clustering algorithm. QoS information of WSs obtained after feature 

selection is used during cluster formation (line 4). The service S’ also participate in clustering 

process and the cluster to which S’ is clustered, is marked as userCluster. All WSs in the 

cluster userCluster are stored separately in the clusteredWS[ ][ ]array (line 5). From the cluster, 

the index of WSs is determined and the WSs with all features are used from the normalized set 

(line 6). The feature selection is used only for clustering the WSs. The pruning step is applied 

with regard to S’. The pruning step prunes the normalized QoS dataset with reference to S’. The 

pruned WSs are stored in prunedWSs[ ][ ] array (line 7). Finally the algorithm returns pruned 

WSs (line 8). The filtering done at Prefilter layer ensure that the WSs which are congruous with 

the end user requested QoS are further processed.  

At selection layer, the Skyline Plus algorithm takes pruned set of WSs and finds top-K WSs. 

The algorithm is shown in Figure 6.6. The SkylinePlus algorithm is called by passing five 

parameters (line 1). The selection layer incorporates three functionalities - Determining skyline 

set of WSs, evaluating weight values of QoS parameters, and finding top-K WSs. The skyline 

set of WSs is obtained by using block nested loop paradigm (line 2). The skyline set consists of 

non-dominated set of WSs. No ordering on these non-dominated set of WSs is imposed by 

default. In order to find the priority ordering of WSs, we have MDM based hybrid weight 

Input: Data[ ][ ]:  QoS data of WSs as array with column as QoS parameters and each 

row represents individual WSs. 

UQoS[ ]:  QoS requirements of the end user as 1D array. 

wUser [ ]:  The weight preference of the end user, if any (as array). The weight 

values are optional and if not specified / partially provided, CPSky-FS 

algorithm will evaluate them. 

‘K’ :  representing top-k services to be selected. 

Ouput: Top-K matching Web Services  

Begin:  

  1. CPSky-FS( Data[ ][ ],  UQoS[ ], wUser[ ], K) 

  2.  PFdata[ ][ ] = Prefilter( Data[ ][ ],  UQoS[ ]) // Call to  Prefilter function 

for Prefiltering WSs. 

 Prefilter          

   Layer 

   

 

  3. 

 // Call SkylinePlus to  find non-dominated WSs followed by ranking 

and selection of top-K  WSs. QoS dataset and UQoS. 

TopKmatch = SkylinePlus(PFdata[ ][ ], Data[ ] [ ], UQoS[ ], K, wUser[ ] )    

 

Selection  

     Layer 

  4.  findReplaceable(TopKmatch) 

  5. return TopKmatch 

End:  

Figure 6.4: CPSky-FS algorithm for web service selection 
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scheme with SAW  (line 3-5). Once the WSs are prioritized, the top-K services are retrived 

from the skyline set (line 6). The top-K services are returned by the algorithm (line 7).  

In the proposed algorithm we have performed clustering first and then prunning. This is 

because the clustering is performed once and prunning is required to be done with every end 

user request. 

 

6.3  EVALUATION OF THE PROPOSED APPROACH 

In this section, an objective approach to assess the performance of the proposed approaches is 

presented. A machine with Intel Core i7 CPU 3.4 GHtz, Windows 7 platform is used to conduct 

experiments related to evaluation of the proposed ��� approach. The CPSky-AA and CPSky-

FS algorithms are developed using Java.  

Input:  

 

Data [ ] [ ]: QoS data of WSs as array with column as QoS parameters and    

                 each row represents individual WSs,  

UQoS[ ] :   QoS requirements of the end user as 1D array.  

Output:  Prunned set of WSs. 

Begin:   

   1. Prefilter(  Data[ ][ ],  UQoS[ ] ) 

  // Normalize the data and end user requested QoS. 

   2.  (NData[ ][ ], nUQoS[ ]) = norm.startNormalize(Data[ ] [ ] ∪ UQoS[ ]) 

  // Apply PCA to select QoS parameters.  

   3.  FeatureData[ ][ ] = PCA(NData[ ][ ])   

  // Use hierarchical clustering, UPGMA, to determine WSs clusters. 

Identification number of cluster to which the end user request is mapped, is 

stored in userCluster variable. The clusteredWS matrix stores the 

clustered WSs and cluster identification number to which WSs belongs to. 

   4.  (ClustData, userCluster) = hcCluster.start( FeatureData[ ], nUQoS[ ]);    

. clustWSIndex[ ][ ] = readClusteredData(ClustData, userCluster);    5.  

   

   6. 

 // Replace with WSs with all attributes. 

clusteredWS[ ][ ] = findClusteredWSs( clustWSIndex[ ][ ],  NData[ ][ ]) 

   // Prune candidate WSs with reference to QoS requirements specified by  

the end user. 

   7.  prunedWSs[ ] [ ] = prune( clusteredWS[ ], nUQoS[ ]);       

   // The pruned set of WSs are returned and act as input to the selection layer 

   8. 

End: 

return  prunedWSs  

Figure 6.5: Algorithm for prefiltering web services (Prefilter layer) 
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6.3.1 Performance Parameters 

In order to evaluate the performance of the proposed approaches and compare with the existing 

approaches, performance evaluation parameters such as, time for selection of WSs, hardness, 

Euclidean distance, satisfaction score, and user satisfaction are used. Time, Hardness and 

Euclidean distance performance parameters are explained in Chapter 2. The satisfaction score 

based performance parameter is redefined with MDM based weight evaluation. 

1. Satisfaction Score: The satisfaction score of a service is the measure of ability of the 

service to meet the QoS requirements desired by the end user. The satisfaction score of a WS is 

obtained by evaluating satisfaction score of individual QoS parameter associated with the web 

service. The satisfaction score of individual QoS parameter and a web service is defined using 

equation 6.6 and 6.7 [Stephen and Yin, 2011].  

Input:  

 

PFdata[ ] [ ] : Prefiltered set of web services obtained from Prefilter layer. 

UQoS[ ] : QoS requirements of the end user.  

wUser[ ] : The weight preference of the end user, if any. The weight values are 

optional and if not specified / partially provided, the algorithm will evaluate 

them using MDM based hybrid weight evaluation scheme. 

K: representing top-k services to be selected 

Data[ ] [ ]: represents WSs QoS dataset  

Output:  Index of top-K WSs selected in the Skyline. 

Begin:  

 1. SkylinePlus(PFdata[ ][ ], Data[ ] [ ], UQoS[ ], K, wUser[ ] )  

  // Determine non-dominated set of WSs using block nested loop paradigm. 

 2.  Skyline [ ] = BlockNestedLoop(PFData[ ][ ] )  

  // Evaluate weight of QoS parameters using MDM method. 

 3.  MDMwt [ ] = findWeightMDM(Data[ ][ ], UQoS[ ])      

  // Evaluate Hybrid weight values of QoS parameters 

 4.  hybridWeight [ ] = findHybridWt (wUser[ ], MDMwt[ ])  

  // Using SAW and MDM based hybrid weights of QoS parameters, determine 

//QoS score of each skyline WS and return index of skyline WSs.   

 5.  skyServIndex[ ] = SimpleAditiveWeight( Skyline[ ], hybridWeight[ ]);    

  // Find top-K WSs using SAW method 

 6.  topK[ ] = findTopK(skyServIndex [ ]); 

 7. return  topK [ ] 

End:  

Figure 6.6: SkylinePlus algorithm for top-K WSs selection (Selection layer)  
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�����	v��,Q = w 0.5S2 ∗ ST�QoSQ� − 	1)eyd + 0.5, �{	ST�QoSQ| > 0.50.5S−2 ∗ ST�QoSQ� + 1)	eyd + 0.5, �{	ST�QoSQ| ≤ 0.5� 																(6.6)        

�����	v�~i	 	= 		/ [Q ∗ �����	v��,Q
�

Q5
																																																																															(6.7) 

Where, �����	v��,Q	is the satisfaction score for j
th

 QoS parameter of i
th

 WS, �����	v�~i	is the 

satisfaction score of i
th

 WS and wj is the weight of j
th

 QoS parameter obtained using hybrid 

weight evaluation scheme based on MDM method.  

The query satisfaction score is obtained from the weighted sum of satisfaction scores of top-k 

WSs and is defined using equation 6.8. 

�����	v���2Z�i	 	= 		/ [�Q ∗ 		�����	v�~d	
!

Q5
																																																																(6.8) 

Where, �����	v�~d		represents the satisfaction score of j
th

 WS from among the selected top-k 

services and [�Q is the weight of j
th

 top-k service. The weight of each of the top-k selected 

service is obtained using rank-sum method [KalisZewski and Podkopaev, 2016].  

 

Users Satisfaction: The user satisfaction ���v~~i,d is a measure of how well the end user 

requested QoS are satisfied by the selected web services. Usually, there are multiple QoS 

associated with web services and for each of the QoS parameter ��	�Q, {	v	1 ≤ t ≤ m,	the 

end user must specify her preference. To obtain the user satisfaction score, following three 

conditions must be fulfilled: 

If the user does not specify any preference of QoS for 

i) ��	�Q, then, during ranking of services, services’ qualities on ��	�Q 	will not be taken into 

account by the system. 

ii) If user does specify QoS preference for each of the QoS parameter	��	�Q, the system 

should rank those services higher for which the QoS values are above the QoS specified by 

the end user.  

iii) Similarly, the service ranking will be low if few of the QoS values are lower than as 

expected by the end user.  

Condition (ii) ensures that services which satisfy all of the QoS requirements are ranked higher 

than the web services satisfying partial requirements of the end user. As per the formula in 

(6.6), the services with value of QoS > 0.5, are considered to be potent enough to meet the end 

user requirements of QoS. However, in actual practice this may not be true. For a WS with all 
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QoS parameters just above 0.5 (e.g. �	�Q = 0.51) is considered as WS with high satisfaction 

score. But, the user expectations of QoS may be much higher than 0.5. Further, the user 

satisfaction will be more for the service having QoS higher than the expected but close to the 

user requested QoS [Masri and Mahmoud, 2007]. Based on the above requirements and 

discussion, equation 6.9 and equation 6.10 are derived as an extension from equation 6.6 and 

equation 6.7 [Stephen and Yin, 2011]. From equation 6.9, it is clear that the services satisfying 

condition (ii) above and having QoS matching the QoS needs of the end user closely are ranked 

higher. Therefore, as this quantity ��	��,Q −	��	�Q	� ≈	0, the selected service closely matches 

the end user requirements and is ranked higher [Hao et al., 2012]. 

 

User``a,� =										
���
�� 0.5 ∗ (2 ∗ (1 − �S�QoSq� −	S#�UQoSq��) − 	1)e�� + 	0.5,if	S�QoSq� ≥ S#�UQoSq0.5 ∗ (−2 ∗ (1 −	|	S�QoSq� − 	S#�UQoSq�|) 	+ 1)	e�� + 	0.5,if	S�QoSq� < S#�UQoSq�

� 											(6.9) 

�����	v��~i	 	= 		/[Q ∗ 	���v~~i,d
�

Q5
																																																																																												(6.10) 

Where, ���v~~i,d 	is the user satisfaction score for j
th

 QoS parameter of i
th

 WS, �����	v��~i	is 

the satisfaction score of i
th

 WS, the weight of j
th

 QoS parameter wj is obtained using hybrid 

weight evaluation scheme, and ����2Zd  is the j
th

 QoS parameter of the web service 

corresponding to the QoS concern of the end user. Overall satisfaction score of a query can be 

obtained using equation 6.8. 

6.3.2  The Dataset and design of user queries 

To conduct experiments, the QoS dataset [Masri and Mahmoud, 2007], which is based on QoS 

measurements of real world web service is used. The currently available version of the QWS 

includes a set of 2,507 WSs with QoS measurement of each parameter. The dataset consists of 

2,507 rows and 11 column entry each separated by commas. Each row corresponds to the QoS 

parameter value of the individual candidate WS. The first nine column values are QoS 

measurements of - Response Time (Rt), Availability (Av), Throughput (Th), Successability (Su), 

Reliability (Rl), Compliance (Co), Best Practices (Bp), Latency (La) and Documentation (Do), 

QoS parameters, respectively. Next column represents the name of the service. The value in the 

last column is the URL of the WSDL of the WS. The details of QWS dataset is discussed in 

detail in Section 2.5.1 of Chapter 2.  It is observed that each QoS parameter value is in different 
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range. Each of the QoS parameter is normalized in the range [0..1] using equation 6.11 [Zhao et 

al., 2014].  

�	�#Q =	
���
�� ���	�Q�G�� −	���	�Q����	�Q�G�� −	���	�Q�G�� ,			�{	�	�	��v�m���v	��	���v���
�	�l��

���	�Q� −	���	�Q�G����	�Q�G�� −	���	�Q�G�� ,			�{	�	�	��v�m���v	��	�
�v���
�	�l��
� 								(6.11) 

The experiments are conducted using the set of hundred end user queries representing QoS 

demands from the end user. The queries are evenly distributed across the QoS range of the 

QWS dataset with hardness level from level 5 (L5, in the range 41- 50) to level 10 (L10, in the 

range 91-100). The hardness level of queries is obtained using equation 2.1 and 2.2 (Section 2.6 

of Chapter 2). Six queries are chosen randomly from each level of hardness and shown in Table 

6.3. The effectiveness of the proposed approach is assessed by conducting various experiments 

as discussed in next section. 

6.3.3 Results and evaluation 

The experimentations are performed by using QWS dataset. The main contribution lies in the 

proposed CPSky-FS approach, prefiltering using clustering followed by pruning method, and 

hybrid weight evaluation using MDM. The section demonstrates the improvements caused by 

the MDM, Clustering and pruning. The results of proposed approach variants CPSky-AA and 

CPSky-FS are compared with the baseline approach S-Sky [Yu and Bouguettaya, 2013] and its 

variant PSky. In S-Sky [Yu and Bouguettaya, 2013], the Skyline set of WSs is obtained and the 

best service from the Skyline is chosen in response to the end user request. The variant PSky is 

evolved from S-Sky by applying pruning before S-Sky. The results of PSky demonstrate the 

improvements caused by the use of pruning. Each of the four algorithms (S-Sky [Yu and 

Table 6.3:  The end user queries with different QoS demands 

Query 

No. 

Query Hardness 

Level (in %) 

1 87.7, 96.5, 25.5, 349.9, 91.7, 100, 96.4, 12.7,95.1 L10(90-100) 

2 6.13,93.37,41.8,97.97,80.3,100.46,87.75,0.25,93.56 L9(80-90) 

3 40.43,90.4,42.92,97.86,69.97,100.2,83.35,0.52,69.2 L8(70-80) 

4 144,89,3.3,75,80.8,88.9,77,2.3,67 L7(60-70) 

5 892.8,41,33.8,44.4,57,64.2,84.1,1.9,69.9 L6(50-60) 

6 139.14,26.58,34.7,40.15,42.3,83.86,65.5,1238.95,50.7 L5(40-50) 
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Bouguettaya, 2013], PSky, CPSky-AA, CPSky-FS) is applied and tested on the same QoS 

dataset to select few top most services. Number of topmost WSs  to be selected is controlled by 

an external parameter ‘K’ and hence it has some effect on the satisfaction score of QoS needed 

by the end user. 

 

Effect of variation in ‘K’: The effect of variation in the value of ’K’ on satisfaction score is 

measured for each of the four approaches and is presented in Figure 6.7. For calculating the 

satisfaction score for an approach for a given value of ‘K’, the satisfaction score for a user 

query is determined as per the following steps:  

Step 1: The user query is clustered and Skyline services are obtained, using algorithm in Figure 

6.5. 

Step 2: For each of the Skyline service, a cumulative QoS score using simple additive weight 

(SAW) method [KalisZewski and Podkopaev, 2016] is calculated. 

Step 3: Based on the score, WSs are ranked and, top-k web services are selected.  

Step 4: Weight of each of the top-k service is determined using rank sum method [Gang and 

Chunli, 2015].  

Step 5: Satisfaction score for the user query is determined using (8), (9), and (10). 

The satisfaction score value in Figure 6.7 is obtained by repeating the steps 1 to 5 for 100 user 

queries and averaged.  

In Figure 6.7, variation in ’K’ values is presented on X-axis and Y-axis represents mean 

satisfaction score measured over hundred queries. It is analyzed from the figure that the 

proposed approach CPSky-FS has maximum satisfaction score for all values of ’K’. The 

 

Figure 6.7: Effect of variation in ‘K’ on satisfaction score 
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satisfaction score obtained for each of the approach is decreasing with increase in the value of 

’K’. The satisfaction score of S-Sky approach is observed to be minimum among all approaches 

for all values of ‘K’.  

Effect of variation in query hardness: In Figure 6.8, the effect of increase in hardness of 

queries on satisfaction scores of each of the four approaches is presented. Each satisfaction 

score represents the average value of satisfaction score obtained for all user queries in the 

different hardenss level �� (5≤i≤10). Hardness levels are shown on X-axis, whereas the 

satisfaction score appears on Y-axis. Experiments are conducted for obtaining top-10 web 

services (K=10). It is observed that generally S-Sky and PSky have similar satisfaction score, 

however, for hard queries with hardness level 80-100%, PSky shows slightly higher satisfaction 

score than the S-Sky approach. It is primarily due to the reason that the pruning step filters out 

WSs having values of all QoS parameters below the QoS expectations of the end user. As 

explained through an example in Section 6.2.1.1b, the pruning step does not consider the 

service if none of the QoS requirements specified by the end user is met by that service. Thus, 

it can be observed that the satisfaction score for CPSky-AAand CPSky-FS approach is more 

than the existing S-Sky approach. It is primarily due to the use of pruning and clustering based 

prefiltering which identifies the closest matching set of web services during prefiltering phase.  

 

Parameters for Comparison of proposed and existing Web Service Selection approaches  

(i) maximum satisfaction score: We have compared maximum satisfaction score (MSS) 

achieved by proposed approaches, CPSky-AAand CPSky-FS, with MSS obtained for existing 

works WSS [Lim et al., 2012, Stephen and Yin, 2011, Wang et al., 2015b] (refer Table 6.4). In 

CPSky-AA and CPSky-FS, the MSS values are obtained for K=10. The satisfaction score for 

 

Figure 6.8: Satisfaction score vs query hardness (K=10) 
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100 user queries is calculated and the maximum value is chosen. In the work [Stephen and Yin, 

2011], the satisfaction score is obtained by comparing QoS value of individual QoS parameters 

with the threshold value of 0.5. The selected WS with QoS value more than threshold is 

considered as WS with higher ability to satisfy end–user’s requested QoS. The other methods 

which consider user requested QoS for calculation of satisfaction score is presented by [Lim et 

al., 2012, Wang et al., 2015b]. In [Lim et al., 2012], additional parameter such as revenue of 

slave WS is considered to determine satisfaction score. It is observed from Table 6.4 that 

maximum satisfaction score is attained by CPSky-AA (MSS 0.762545) and CPSky-FS (MSS 

0.867598). 

 

(ii) Mean satisfaction score: In Figure 6.9 (for K=10) a box-plot analysis for mean satisfaction 

score evaluated on 100 queries for four ��� approaches is presented. It is observed that the 

highest user satisfaction score is obtained for CPSky-FS approach. The mean value of the user 

satisfaction score is highest for the proposed CPSky-FS algorithm. The highest and lowest 

value of user satisfaction score is also higher for CPSky-FS approach. The CPSky-AAapproach 

also shows mean user satisfaction score better than S-Sky and PSky approaches. The CPSky-

AA approach has highest value of lowest user satisfaction score.  

The fact is also confirmed by observing the results of multiple comparison test shown in 

Table 6.5a and 6.5b. In Table 6.5a, mean, maximum and standard deviation values of mean 

satisfaction score measured (over 100 observations) for S-Sky, PSky, CPSky-AA, and CPSky-

FS approach are shown. From Table 6.5a, it is observed that the mean value of satisfaction 

score is obtained highest by using CPSky-FS approach followed by CPSky-AA approach. The 

Table 6.4: Comparison of Maximum satisfaction score 

Author  (MSS) Threshold (Decided by) WS QoS Dataset 

[Stephen and Yin, 2011] 0.643 Fixed (0.5) QWS [Masri and Mahmoud, 

2007]  

[Lim et al., 2012] 0.73 User request, Revenue QWS [Masri and Mahmoud, 

2007] 

[Wang et al., 2015b] 0.693 Variable w.r.t user request Randomly Generated 

CPSky-AA 0.762545 Variable w.r.t user request QWS [Masri and Mahmoud, 

2007] 

CPSky-FS 0.867598 Variable w.r.t user request QWS [Masri and Mahmoud, 

2007] 
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mean satisfaction score of S-Sky and PSky approach is on lower side. The maximum value of 

satisfaction score is attained by CPSky-FS approach where as the Maximum satisfaction score 

of S-Sky, PSky, CPSky-AA is almost similar and lower than CPSky-FS approach.  

 

From the Table 6.5b based on the p-values, it is observed that  

1. There is significant improvement in the performance of CPSky-AA over S-Sky and PSky.  

2. A large improvement in the performance of CPSky-FS over S-Sky, PSky, and CPSky-AA 

is observed.  

3. S-Sky and PSky approaches are not significantly different. Also, CPSky-AA and CPSky-

FS are also found to be performing differently.  

4. Overall, the CPSky-FS approach is found to be performing significantly better and is 

different than other WSS approaches.  

 

 

Figure 6.9: Box plot analysis of satisfaction score for four web service selection 

approaches 

Table 6.5a: Minimum, maximum, and standard deviation value for mean 

satisfaction score measure of four WSS approaches. 

Approach  Observations Mean Maximum Standard deviation 

S-Sky 100 0.4863 0.77 0.13547 

PSky 100 0.4955 0.75 0.12938 

CPSky-AA 100 0.5399 0.76 0.13267 

CPSky-FS 100 0.5958 0.87 0.17193 
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(iii) Mean weighted Euclidean distance: Each of the four approaches are evaluated on 

weighted Euclidean distance parameter. The mean plot is drawn and shown in Figure 6.10. The 

Euclidean distance is measured for 100 user queries calculated using (7). Each value of 

weighted Euclidean distance in Figure 6.10 is obtained by taking mean over 100 values. Lower 

the value of Euclidean distance better is the approach. It can be observed that, the CPSky-

AAattains the lowest value of mean weighted Euclidean distance followed by CPSky-FS, S-

Sky and PSky approach in increasing order of weighted Euclidean distance. The highest value 

of mean weighted Euclidean distance is attained by PSky due to the fact that it select WSs 

having minimum one QoS parameter value higher than the user requested QoS. The S-Sky and 

PSky approaches select non-dominated web services without considering the end user 

requested QoS. This leads to two possibilities. Firstly, the selected WSs are having QoS far 

away from the requested QoS. Secondly, the selected WS do not satisfies any of the QoS 

requirements as specified by the end user. In second case, although, the web service is part of 

the Skyline, it is not checked whether the selected web service satisfies the end user 

requirements or not. The possibility of arriving second case is more for the hard requirements 

of QoS by the end user i.e., the queries in the hardness level range of 70% to 100%. For 

CPSky-AA and CPSky-FS algorithms, the possibility of arising case one above is handled by 

using the concept of clustering. The selected web services are from the cluster to which the end 

user request is mapped. Similarly, the case two is avoided by the pruning step of Prefiltering 

stage. Pruning and clustering concept together select the WSs with high quality with due 

consideration to the end user requested QoS.  

 

Table 6.5b: Tukey multiple comparison test for measured satisfaction score 

Treatments  Abs. Diff* p-value   Result 

S-Sky vs  PSky 0.00916 0.969 No Sig. Diff. 

S-Sky vs  CPSky-AA 0.00157* 0.000 Sig. Diff. 

S-Sky vs  CPSky-FS 0.10945* 0.000 Sig. Diff. 

PSky vs  CPSky-AA 0.04441 0.128 No Sig. Diff. 

PSky vs  CPSky-FS 0.10030* 0.000 Sig. Diff. 

CPSky-AA vs  CPSky-FS 0.05588 0.031 Sig. Diff. 

*The absolute difference is significant at the 0.05 level. Sig. Diff. = Significant 

Difference, Abs. Diff. = Absolute Difference. 
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(iv) Time for selection of web services: Figure 6.11 presents a comparative evaluation of four 

approaches based on the total CPU time taken for selection of top-k WS. The experiments on 

the time taken by each approach for top-k selection of WSs are conducted for hundred user 

queries. The average value of CPU time taken is obtained and experiments are repeated for 

variations in ‘K’ for values 10, 5, and 3. The variation in the values of ‘K’ are represented on 

X-axis and Y-axis represents the overall time taken (in msec) by each approach. 

 

From Figure 6.11, few important observations drawn are as follows:  

i) The time taken by each of the four approaches is not much affected by the variation in 

the value of K.  

ii) The time taken by PSky and CPSky-AA approach is almost same. The PSky approach 

takes lesser time than S-Sky approach due to the pruning step. Pruning step avoids the 

unnecessary processing of WSs in selection step. Due to clustering of WSs in CPSky-AA 

approach, it takes slightly higher time than PSky approach. 

iii)  The time for WSS is highest for S-Sky approach and is significantly less for CPSky-FS 

in all four approaches. The lowest time taken by CPSky-FS is due to significant reduction of 

number of services due to prefiltering and reduced number of QoS parameters.  

iv) For each value of ‘K’ it can be easily observed that among the four WSS approaches, 

the CPSky-FS has performed well and takes lowest time for selection of top-k WSs. 

 

 

 

Figure 6.10: Mean plot of Euclidean distance for four WSS approaches. 
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clustering techniques before using them. On the contrary, before selecting the clustering 

technique in CPSky-FS, various clustering techniques are evaluated on different performance 

parameters alongwith consideration to feature selection. None of the existing approaches make 

use of pruning and prefiltering to identify useful WSs in congruous with the end user 

expectations of QoS. The proposed CPSky-FS uses pruning and prefiltering for the stated 

purpose. 

With variation in query hardness, the satisfaction score of CPSky-FS approach is found to be 

in the range of 0.422 to 0.701. The satisfaction score of CSS approach (presented in chapter 4) 

is found to varying in the range from 0.443 to 0.636 with query hardness from L1 to L10. in each 

hardness level. With the variation in the values of K (K=3, 5, 10), the time taken by CSS 

approach is higher than the time taken by CPSky-FS approach. However, the mean Euclidean 

distance of CSS approach (0.09, for K=3) is found to be much lesser than CPSky-FS These 

values are obtained by averaging the value of satisfaction score over 10 random user queries 

approach (0.228, for K=3). So, it is revealed from the experiments that the approach CPSky-FS 

is comparable with CSS approach. In the case when labeled dataset is not available, clustering 

based CPSky-FS approach can be followed. 

 

6.4    DISCUSSION 

This chapter presents an approach known as CPSky-AA and its variant CPSky-FS for selection 

of WSs. The CPSky-AA and CPSky-FS approach is useful for the case when the QoS dataset is 

unlabelled. CPSky-AA approach is preferable for the case when number of QoS parameters are 

less and all QoS parameters have major contribution. If number of QoS parameters are very 

large in number and only few of them are having major contribution, CPSky-FS approach is 

preferred. From the statistical analysis, the performance of CPSky-AA and CPSky-FS is found 

to be better than existing similar approaches. Both the approaches uses pruning and clustering 

to prefilter candidate WSs. The weight evaluation of each QoS parameter using MDM ensure 

that the top-k selected services does not includes those service having only one or two non-

dominated parameters.  

 The performance evaluation of two proposed approaches is done by conducting various 

experiments. CPSky-AA and CPSky-FS approach has improved satisfaction score as compared 

to S-Sky approach [Yu and Bouguettaya, 2013]. This is due to the use of prefiltering layer 

before selection and the use of hybrid weight evaluation based on MDM method. Also, the 

mean satisfaction score of CPSky-AA and CPSky-FS is on higher side. Moreover, the mean 
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Euclidean distance of CPSky-AA is found to be better than CPSky-FS approach. On the basis 

of CPU time taken for ���, the CPSky-FS outperforms all other similar approaches. It is 

evident from experimentation that CPSky-AA and CPSky-FS approaches have edge over the 

existing approaches and both approaches demonstrate better performance in selection of WSs.  

 

 

6.5    CONCLUSIONS  

The proposed CPSky-AA and CPSky-FS approaches are thoroughly tested by using QoS 

dataset of real world WSs.  The experimental results based on Euclidean distance, satisfaction 

score and CPU time show that the proposed clustering based prefiltering used for web service 

selection is effective and it find the web services which closely satisfy the end user 

expectations of QoS. The improvements in the average Euclidean distance of WSs selected by 

CPSky-FS and CPSky-AA with reference to the end user request is observed. The proposed 

approaches, CPSky-AA and CPSky-FS, outperforms other existing skyline based web service 

selection approaches.  

The approaches presented in Chapter 4 and Chapter 6 for WS Selection are based upon the 

classification and clustering, respectively. These works mainly deal with the problem of 

handling large number of functionally similar web services and consider the end user’s 

requested QoS requirements during WSS. One of the other important factor, especially in the 

case of WSS for composite service,  is replaceability of selected WSs. This factor is of utmost 

importance in the scenario when runtime failure of WS is of concern. So, in the next chapter we 

have presented a replaceability based WS Selection approach with due consideration to WS 

failure. The work presented in this chapter has been published as [Purohit and Kumar, 2016b, 

Purohit and Kumar, 2018e, Purohit and Kumar, 2018g]. 
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CHAPTER 7  

 

REPLACEABILITY BASED APPROACH FOR WEB SERVICE 

SELECTION 

 

The web service based systems allows the Internet companies to scale their business. The 

success of business depends on how well the service perform and the service reliability. The 

web services operate in the environment where there are high chances of failure. The problem 

of unavailability/failure/change in QoS of web service is very critical and badly affects the 

performance of web service based systems. The previous chapters of this thesis mainly provide 

the solution in the form of prefiltering to get improved WSS and also presents the methods to 

provide WSS dependent upon the QoS requested by the end user. But, for the composite WS 

scenario, the failure of one service exploits the whole service. This may requires the 

rollbacking and restart of the process of selection, which is a costly operation. So, in this case 

selection of replacement WS for each of the selected WS can be highly useful. The objective 

of, this chapter is to deal with this problem by providing a replaceability based WSS approach. 

The prime advantage of the approach is that the web service selection is done in parallel to the 

selection of a similar web service. In case of any run time failure/change in QoS/unavailability 

experienced by the web service under execution, the equivalent web service act as a 

replacement. The replaceability is determined by using functional and non-functional 

parameters associated with the web service. 

The problem of WSS for composite WS and need of replaceable WS is introduced in 

Section 7.1. Proposed approach and motivating example appears in Section 7.2. In Section 7.3, 

the algorithm for the developed approach followed by evaluation and compared with existing 

state-of-the-art is presented in Section 7.4. The Chapter conclusions appers in Section 7.5. 

 

7.1 INTRODUCTION AND MOTIVATION 

The required business functionality for a simple task is obtained directly from the available 

WS. If the available WS act as a non-decomposable single unit than in this case the WS is 

known as atomic web service. For complex tasks, two or more atomic WSs are required to be 
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combined in some logical order, are called non-atomic or composite WS. In other words, each 

composite WS can be visualized as number of tasks executing in some order. The non-

functional characteristic and required functionality of each task is represented in abstract form 

as abstract WS (AWS). To meet the functional and non-functional requirements of each AWS, 

a large number of candidate services are competing. Each of the competing WS is known as 

concrete WS (CWS). The task of composition is to determine the most optimal combination of 

CWS to match the QoS constraints in the best way.  

Let the composite web service internally comprise of 'n' AWS: ����	. . . . ����. For each 

AWS, ���� (1≤i≤n), maximum 'm' CWS are competing with each other. Each of the CWS, � ′	, (1≤j≤m) has ‘h’ associated QoS parameters. Figure 7.1a represents a WS composition 

scenario. From each of the ����, a CWS � ′	 is to be selected such that the service composition 

together satisfies the end-to-end QoS requirements of the end user (uQoS). One example 

selection of CWS � ′� …… . �′�is shown in Figure 7.1a. The selection of CWSs satisfying the 

uQoS in best way can be done by applying brute force approach. However, the approach is time 

inefficient [Helal and Gamble, 2014]. Thus, an approach to maintain balance between time 

taken for selection and optimality of solution is required. 

Consider for example, a person is looking for sport (surfing/hiking) activity. The city to 

which the sport activity is available, a hotel is to be booked in that city. The distance of the 

place of sport activity is to be determined from the hotel. The latitude/longitude information of 

the place of sport activity is available in advance. However, the latitude/longitude of hotel is to 

be obtained depending on the hotel booked. The composite WS for this situation can be 

            

Figure 7.1a : Web Service composition scenario      Figure7.1b: Example composite WS       
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represented as shown in Figure 7.1b.  Selection of most appropriate candidate WS each from 

hotel, sport, location and distance is to be done such that the end-to-end QoS requirements are 

satisfied. 

There are few existing solutions for selection of services to perform composite task are - 

Skyline [Ouadah et al., 2015], Mixed Integer Programming (MIP) [Saleem et al., 2015], genetic 

algorithm (GA) [Helal and Gamble, 2014], Linear programming [Cho et al., 2016], Hill 

climbing [Ai and Tang, 2008], etc. The availability and reliability are two important building 

blocks to realize any web service based system. Due to the dynamic environment of web 

service execution, it becomes very challenging to ensure availability and reliability of web 

service based system. The operating environment of WSs may lead to run time failure of 

selected WS, change in the values of QoS offered by the service, unavailability of WS due to 

system or network failure/excess load, etc. The available solutions and their variants are 

efficient in selection of WSs. However, the issue of WS failure/unavailability is either ignored 

by the existing WSS methods or very few solutions are available which are not efficient.   

Primarily, the available solutions to deal with WS failure obtain substitutable WS by 

considering QoS parameters only. The process of WS discovery determines all WSs in a 

specific domain. The discovered set of services provides the functionality related to the domain 

of search. But, the exact matching at the level of functional behaviour of the WS is usually 

ignored. The functional behaviour of the WS can be described using input, output, precondition 

and effect (IOPE) information. Thus, IOPE can be used as one of the factor to determine 

replaceable/ substitutable WS. 

There are many external contributory factors on which the quality offered by the service 

depends. Few important among them are network load, load of server on which WS is 

deployed, hardware capabilities, network condition, client environment, etc. Therefore, the 

offered quality by WS changes at run time or service become unavailable. Similarly, due to 

uncontrolled factors, the WS experiences run time failure. Consider the service composition 

scenario in Figure 7.2. � is the point of failure in the composition. Part � of the composition 

has been executed and part �� of the composition still remains to be executed. If a runtime 

failure of the WS at point � is experienced by the system, then the system can recover from the 

failure by selecting the equivalent WS or complete/partial composition. Four possibilities to 

recover from the WS failure are as below: 
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First, the execution of composition plan done so far (part � in Figure 7.2) can be rolled back 

and a new composition plan is generated. This step is time consuming, as new composition 

plan is to be generated at run time, possibly, multiple number of times. Other problem is that 

WSs are accessed on pay per use basis. So, those services which are invoked so far involve cost 

and rolling back these services will be costly and complex.  

Second, a backup composition plan can be prepared in parallel to main composition plan. 

However, the number of backup plans required cannot be decided unanimously for each service 

composition. Moreover, the roll backing of already executed part of the composition is still 

required. 

Third, from the point of failure in the composition, the remaining part of the composition 

plan can be generated at run-time. In Figure 7.2, this situation is represented using point � and 

part �� of the composition. In this solution, no roll backing of part �is required. However, it 

may be difficult to meet the end-to-end QoS with new composition. Moreover, the number of 

possibilities of various sub-compositions to be checked for part ��	depends on the point of 

occurrence of failure. Number of service combinations to check is reduced, if occurrence of 

failure is towards the end of the composition. Whereas, if service failure is towards the starting 

point of composition, then number of possible combinations are relatively high. Thus, earlier 

occurrence of failure is worse than the occurrence of failure towards the end of the 

composition. 

Fourth, the equivalent WS to replace failed service can be determined. Only, the failed WS is 

replaced and rest of the composition is followed as per the original selection. In Figure 7.2, 

 

Figure 7.2: Pictorial representation of failure point in the composition. Part P1 is 

completed. P is the point of failure in the composition and part P2 of the 

composition is yet to be executed.  
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only service for � is replaced, part � and part �� of the composition remains same. In this 

case, the replacement WS must be chosen with due consideration to end-to-end QoS 

parameters. This approach is followed in this work. 

The existing works on finding replacement WS due to unavailability of any service at 

runtime can be divided into two categories. In first category, the algorithm determines the 

replacement service on the occurrence of the failure [Yin et al., 2009, Bhuvaneswari and 

Karpagam, 2012]. This increases the overall response time of the WS. In other category, the 

replaceable services are determined during the selection of WSs [Helal and Gamble, 2014]. 

This increases selection time, but at the time of failure or unavailability of WS, immediate 

replacements are available. This can be done by considering replaceability factor during service 

selection process. The existing techniques for service selection [Yan et al., 2015, Yin et al., 

2009, Bhuvaneswari and Karpagam, 2012, Ernst et al., 2006, Wijesiriwardana et al., 2012], 

lacks in terms of considering replaceability factor during service selection. Further, the work on 

WSS using GA [Helal and Gamble, 2014] does not consider functional behaviour of the WSs 

for obtaining replaceable WS. 

In this work, the problem of WSS for composite WS is considered. The failure of WSs at 

runtime is handled by the proposed system. The selection mechanism is modified such that 

along with the selection of concrete services as part of composition, backup services for each 

concrete WS is also obtained. Following factors are taken into account for obtaining 

replaceable WSs:  

(i) End-to-end QoS is not affected  

(ii) Replaceability factor of each concrete web service is counted towards replaceability of 

composition plan  

(iii) A hybrid fitness function based on end-to-end QoS and plan replaceability is used.  

The important contributions of the chapter are addressed as follows: 

1. The runtime failure of concrete WSs is handled using replaceable WSs. 

2. Concrete WSs involved in composition are selected using modified genetic algorithm. Each 

iteration of GA evaluates fitness of individual in the population by considering modified 

fitness function. 

3. The replaceability of individual service and cumulative services is assessed using the score 

obtained from PROMETHEE Plus proposed in Chapter 4 and IOPE based matchmaking. 
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This reduces the repetitive calculations required for obtaining replaceability count. The 

determinant method is used to perform IOPE matchmaking using proposed rank concept. 

4. The proposed approach is compared with the existing similar approaches on satisfaction 

score, CPU time required to perform matchmaking and selection, replaceability factor, and 

precision parameters. 

 

The proposed work improves system availability by suggesting the alternate equivalent WS as 

a replacement for any WS participating in composition and undergoing a run time failure. The 

repeated reckoning for obtaining replaceability count in every loop of the GA is avoided by 

introducing PROMETHEE Plus method [Purohit and Kumar, 2018a]. The experimental results 

also confirm that the proposed approach is better than existing state-of-the art. 

 

7.2  PROPOSED APPROACH FOR WEB SERVICE SELECTION 

The task of service selection is challenging and time consuming. The average time taken by 

selection process further increases due to run-time failure of services involved in the 

composition. This section discusses various components involved in the architecture of the 

proposed system to deal with run-time failure of services.  

7.2.1     Web Service Selection  

A composite WS consists of two or more than two WSs combined in some logical order. An 

example of composite WS is a tour planning WS (TPWS). The TPWS internally consisting of 

WSs from various domains such as Transportation (flight booking, cab booking), Hotel (hotel 

booking), Geomatric (distance calculation, location identification, map service), Payment 

(payment gateways), etc. The WSs belonging to these domains are selected and composed 

together to form TPWS. One example of WS selection for composit WS (CWS) is shown in the 

Figure 7.3. Services S1 ..... Sn, represents  abstract WSs and S1,1, S1,2, ..., S1,m are concrete WSs. 

The process of WSS for composite WS require to select one candidate WS for each abstract 

WS by ensuring that the end-to-end QoS is satisfied by the selected set of WSs. Usually a 

bottom-up approach is followed to perform the selection. In this case, the use of genetic 

algorithm (GA) is suitable to perform selection of WSs [Liu et al., 2016b, Helal and Gamble, 

2014]. GA based WSS is one of the highly explored work and is performing better than other 
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approaches [Purohit and Kumar, 2018c, Jatoth et al., 2017, Garriga et al., 2015, Yilmaz and 

Karagoz, 2014, Fister et al., 2013, Fethallah, 2012]. 

 

In this work, we have followed a bottom-up approach to perform selection using modified 

GA (mGA). The mGA is evolved from basic GA by introducing fitness evaluation based on 

QoS and replaceability factor. The proposed modified GA algorithm is explained in Section 

7.2.4. The proposed PROMETHEE Plus [Purohit and Kumar, 2018a] approach is used to 

determine replaceability of each CWS. Based on replaceability factor, the fitness of each 

chromosome is determined and the chromosomes with highest fitness are considered further. 

We have proposed two variations of WSS system. First variation is obtained by performing 

WSS using GA and finding replaceable WSs using PROMETHEE Plus method (WSSRP). 

WSSRP uses QoS values to obtain replaceable web service.  

The architecture of the proposed system WSSRP is shown in Figure 7.4. It is assumed that 

functionally equivalent concrete WSs corresponding to each AWS are available as a result of 

discovery process [Liu et al., 2011]. QoS parameters of each concrete WS is fetched from the 

service database. The end-to-end QoS requirements are obtained from the end user. The task of 

normalization is performed to bring each QoS parameter in the range (0...1). This ensures 

uniformity among QoS parameters for further calculation. On competing concrete WSs, 

PROMETHEE Plus is applied to obtain a priority order of concrete WSs on NoF score. The 

 

Figure 7.3: Example of web service selection for Composit web service 
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concrete WSs are stored in the corresponding list (L1, L2, ..., Ln), where, ‘n’ is number of AWS. 

The concrete WSs in each list Li are present in the order of priority. By taking lists L1 .... Ln as 

input, the modified GA is applied on the candidate WSs to obtain the optimal composition. In 

each iteration of GA, the replaceability factor is calculated by utilizing the order of ranking of 

concrete WSs generated from PROMETHEE Plus. Based on replaceability factor and QoS 

parameters, the fitness of each chromosome is evaluated. With the multiple repetition of the 

mGA loop, with due consideration to replaceability factor, the most suitable set of WSs are 

selected. 

 

 

Figure 7.4 Architecture of the proposed ����� Approach. 

. 
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In the second variation, GA is used to perform WSS as before and PROMETHEE Plus along 

with IOPE based matchmaking (WSSRPM) is used to obtain replaceable WS. In Figure 7.5, 

architecture of WSSRPM approach is presented. In WSSRPM approach, replaceable WSs are 

obtained by combining the results of QoS based score obtained using PROMETHEE Plus and 

service similarity score obtained using IOPE based matchmaking. Based on these two scores, 

the service replaceability is determined. This replaceability information is utilized in each loop 

of mGA to determine the set of WSs matching the end-to-end QoS. The IOPE matchmaking is 

carried out using determinant method. Due to the time efficiency of determinant method, it is 

prefered over existing approaches of IOPE matchmaking.  

7.2.2  QoS based Replaceability of Web Services  

The replaceability is the degree of a service to be replaceable by other WS. To determine the 

replaceability of a WS, two web services are compared on their QoS properties. The 

comparison among QoS parameters is not trivial. The QoS parameters are conflicting in nature. 

Thus, to compare WSs on conflicting QoS parameters, we have used  PROMETHEE Plus 

method. The replaceability factor of a WS is defined as the number of WSs which can replace 

the failed/unavailable WS. Applying PROMETHEE Plus method on concrete WSs results in a 

list of services sorted on Net Outranking Flow (NoF) score. An example result obtained from 

PROMETHEE Plus method is shown in Figure 7.6. The services on the left hand side and right 

hand side of the reference service WSref have NoF higher and lower than the NoF of reference 

service, respectively. The service(s) with NoF equals the NoF of reference service can be found 

in the list on LHS. The significance of services with higher or equal NoF score is that these 

services can replace reference service based on QoS score. Services with equal NoF indicate 

that they exactly substitute each other and services with higher NoF suggest the close 

replacement. While services with lower NoF cannot act as a replacement of reference service 

and hence should not be considered as substitute during replacement process. The 

replaceability factor can be obtained by counting number of services above the reference WS, 

i.e., number of WSs having NoF equal to or greater than NoF of reference WS.  
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Figure 7.5: Architecture of the proposed ������ Approach 

 

Figure 7.6: Sorted list of service generated as output by applying PROMETHEE 

Plus method on concrete WSs. NoF score is used to sort WSs. 
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7.2.2.1    PROMETHEE Plus method  

The PROMETHEE method is a multi-criteria decision making (MCDM) based method which 

evaluates objects by considering conflicting criteria. The PROMETHEE Plus is evolved by 

performing three changes in the basic PROMETHEE [Purohit and Kumar, 2018a]. First, the 

end user request of QoS is included with candidate WSs to obtain NoF score. Second, the 

Gaussian function is followed to perform comparison among WSs. Third, the highest priority is 

given to the WS having closest match of NoF score with that of end user requested QoS. 

Further, the value of weights of each QoS parameter is determined by considering MDM 

model. The weight values of QoS parameters specified by the end user are also considered by 

this approach. A hybrid weight evaluation is done by taking into account the values of weights 

obtained from the end user, if any, and calculated using MDM method. The partial preference 

of weight values is also handled. The process of prioritization is repeated for set of concrete 

WSs associated with each AWS. As a result of applying PROMETHEE Plus method, a ranked 

list of concrete WSs is generated. The ranking of concrete WSs is done with respect to 

reference service. The highest rank is assigned to the concrete WS having net outranking flow 

(NoF) exactly matching with the NoF of reference service. The closest match concrete WS is 

assigned next higher rank, and so on. In our case, the reference service is the concrete WS 

selected by GA to take part in composition.  

7.2.3     IOPE matchmaking based Replaceability of Web Services 

The semantic description of a web service can be provided using service profile, service model 

and service grounding. The Ontology Web Language for Services (OWL-S) is useful in 

achieving this objective [Bhatt et al., 2013, Atrey et al., 2012]. Service profile gives a 

description of the web service about what a web service does. The service model describes how 

the stated functionality is achieved, i.e. how the web service does it. The service grounding part 

of the OWL-S details how to access the web service.   

The service profile caries the semantic details of web services. These details are provided by 

the service provider. Among the other details, functional description in web service profile 

provides details of Input, Output, Precondition and Effect (IOPE) [Pro, 2016]. Input represents 

details of input to the web service. The output represents the details of the output generated by 

the web service. Preconditions are logical condition needs to be true before execution of the 

web service. The effect describes the changes take place after the web service execution is 

over. Consider the example of hotelReserve service. The service reserves hotel in the given city 
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of the given country for the specified time period mentioned as duration. These three act as 

input (I) to the web service. The details of hotel and other booking details are produced as 

output (O) of the service. The precondition (P) is that the city should be located in the country. 

As the web service execution is over, the hotel must be reserved as a result (E). 

To determine the similarity among two WSs, the semantic matching between them can be 

performed. The semantic matching of WSs is primarily based on IOPE. The matchmaking 

module performs matchmaking between IOPE parameters of the candidate service (WSreq) and 

advertised WS (WSadv). This situation is presented in Figure 7.7. As it is clear from Figure 7.7, 

all 'I' parameters of WSreq are compared with all 'I' parameters of WSadv, and the best matching 

score is determined. Similarly, O, P, and E parameters are compared and best matching is 

obtained.  

Further, the Input(s) of desired WS is (are) identified and it forms a set Inputreq. Similarly, 

Input(s) of advertised web service is (are) known as Inputadv. These two set forms the weighted 

bipartite graph. The weight values are obtained by applying semantic matchmaking on the 

elements of two sets on pair wise basis. Depending on the results of matchmaking, the match 

type is determined. Five match types are defined with numerical scores as shown in Table 7.1 

[Pukkasenung et al., 2010]. Once the weight values are evaluated, the bipartite graph based 

maximum matching algorithm is applied to determine overall maximum matching between two 

sets.  

 

 

 

 

Figure 7.7: IOPE matching to determine WS similarity 
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Table 7.1: Match type defined in comparison of Input parameters 

S. 

No. 

Match Type Set representation  Description Score  

i. EXACT Typeadv = Typereq  

if  ∀x[x ∈ Typereq ↔ x ∈ 

Typeadv] 

Advertisement and 

request are same 

4 

 

ii. PLUGIN Typereq ⊂ Typeadv  

if ∀x(x ∈ Typereq → x ∈ 

Typeadv) 

The requirement is 

a subset of  

advertisement. 

3 

 

iii. SUBSUME Typeadv ⊂ Typereq  

if ∀x(x ∈ Typeadv → x ∈ 

Typereq) 

Advertisement is a 

subset of  

requirement. 

2 

 

iv. INTERSECT Typereq ∩ Typeadv = {x | x ∈ 

Typereq and x ∈ Typeadv}   

Advertised and 

required web 

services have few 

parameters in 

common. 

1  

v. FAIL Typereq ∩ Typeadv = ∅. No matching 

between 

advertisement and 

required WS. 

0 

 

 

Definition 1: The maximum matching. Let G=(U, V, E) is a weighted bipartite graph obtained 

after applying semantic matchmaking, where, U and V is a partition in graph G, such that 

U∩V=φ, E is edges set；a matching M of the bipartite graph G is a non-null subgraph of G, 

such that any edges of M are not adjacent in G. If any matching M’ of the bipartite graph, 

|M’|≤|M|, then, M is the maximum matching of G. 

 

The best match algorithm maximizes the solution, i.e. summation of weights on the chosen 

edges of bipartite graph is maximized. Two parameters MatchScore and Rank of the solution 

are defined using equation 7.2 and 7.3. 

 ����ℎ��� ! = ∑ wt&v(), where	v(	ϵ	V	�/01                                                             (7.2) ��23 = min&v() , 7ℎ! !	v(	ϵ	V	and	k = 1… . . n	                                    (7.3) 

 

Where, MatchScore is the sum of weights on the chosen edges of bipartite graph and Rank of 

the solution is decided by the minimum weight value of the edge involved in the evaluation of 

MatchScore. We have introduce the concept of rank to improve the overall matching of the 

solution. 
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Consider an example of bipartite graph generated after applying matchmaking algorithm as 

shown in Figure 7.8. Solution of maximum bipartite matching is <u1,v1>,<u2,v2>,<u3,v3> 

with MatchScore = 12 and Rank = 4. The algorithm also ensures that highest ranked solution is 

chosen among the solutions with similar MatchScore. e.g. after applying the maximum 

matching algorithm on the bipartite graph of Figure 7.8, we have two solutions 'a' and 'b' such 

that the solution 'a' is having edges selected(<u1,v2>,<u2,v3>,<u3,v1>) with the weights 

(4,4,2) and solution 'b' is having edges selected (<u1,v3>,<u2,v1>,<u3,v2>) with weights 

(3,3,4). The solutions 'a' has Match Score of 10 and a rank of '2' and solution 'b' has Match 

Score 10 and rank '3'. Our approach gives preference to solution 'b' over solution 'a'. The 

ranking concept improves the overall matching precision of web services.  

 

Problem Formulation: The problem of matchmaking is modelled as maximum weight 

matching using bipartite graph. The weighted matching in bipartite graph problem can be 

defined as follows: 

A weighted bipartite graph G represents semantic matching between elements of two sets, is a 

tuple G = (U, V, E, w), where |V| = 2*k. The sets U and V forms two vertex sets of bipartite 

graph G and are given by U = {u1,u2,.....,uk} and V = {v1,v2,......,vk}. U represents IOPE of the 

required WS and V represents IOPE of advertised WS. E denotes the edge set of bipartite 

graphs, E ⊆ U × V. w is a weight function ascribes weights on the edges. W is the maximum 

weight in w. In the maximum weight bipartite matching problem, we determine matching 'M' in 

weighted bipartite graph G such that total weight   7&�) = 	> w&e)	?∈�  , is maximized [Sankowski, 2009] and the rank 'r' of the solution,   &�) = ∏ 	7&!), 7ℎ! !	! ∈ �)A�� , is maximized.	 
 

 

 

Figure 7.8: A bipartite graph obtained after matchmaking Inputreq and Inputadv.     
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7.2.3.1    Determinant method  

The determinant method can be used to determine maximum weight matching of a bipartite 

graph. There are few variants available to evaluate determinant. The recursive approach to 

evaluate determinant and hence finding a maximum matching can be done using formulae in 

equation 7.4 using Laplace rule [Quarteroni and Saleri, 2014]. 

Det&C) =	 D E��		,																									FG		3 = 1∑ ∆�	�	0� ∗ E�	 ,									G� 	3 > 1K                                                               (7.4) 

Where 'B' is the square matrix obtained by performing matching of I/O/P/E between 

(I/O/P/E)req and (I/O/P/E)adv , respectively, and evaluating the weights as above. ∆i,j = (−1)
i+j

 

det(Bi,j) and Bi,j is the matrix obtained by eliminating the i-th row and j-th column from matrix 

B. The recursive algorithm approach is going to take O(k!) which is not suitable for large value 

of k. An efficient solution to the problem of obtaining maximum weight matching 'M' for 

bipartite graph using the determinant method is presented in [Sankowski, 2009]. The presented 

work assumes non-negative weights and works in O(Wk
ѡ
), where ‘ѡ’ is the matrix 

multiplication exponent and W (=4 in our case) is highest edge weight. The matrix ‘B’ of 

Figure 7.7 is used to define polynomial matrix B’ for weighted bipartite graph G = (U,V,E,w) 

as shown in equation 7.5. 

C′&L, M)�,	 = 	NO�,		PQRST,SUV,, FG	W� , W	 ∈ X0																				, Z�ℎ! 7F[! K	                                                               (7.5) 

Where, Zi,j corresponds to i
th

 element of set 'U' and j
th

 element of set 'V'. 7RW� , W	V corresponds 

to weight values on the edges from node v\ 	 ∈ U	to node v^ 	 ∈ V		in the bipartite graph defined 

above, where 'U' is (I/O/P/E)req and 'V' is (I/O/P/E)adv, respectively. The matrix polynomial B' 

defined in equation 7.5 is used to find the best matching by evaluating the determinant of the 

matrix. As per the lemma 9 in [Sankowski, 2009], the degree of 'x' in determinant (B'(G , x)) is 

the weight of the maximum weight matching in a bipartite graph G. The determinant is defined 

as the sum over all possible permutations of the products along each permutation as shown in 

equation 7.6 [Sankowski, 2009]. 

det&C′&L, M)) = ∑ [_2&`)∏ &	C′&L, M)�,aT�0�	a	∈	ab )                                                (7.6) 

 

Where, operation ∏ represents a permutation operation to be performed on polynomial matrix 

B' defined for a weighted bipartite graph G = (U,V,E,w). Each non zero element of the sum 

corresponds to the matching in G. The maximum degree of 'x' corresponds to the maximum 

matching weight of the matching and the pair of vertices involved in the calculation of 
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 v1 v2 v3 

u1 X
0 

X
 4 

X
 3 

u2 X
 3 

X
 2 

X
 4 

u  X 2 X 4 X 2 

maximum matching weights are the bipartite matching. All such maximum matching weights 

and the vertices is recorded in the set 'MM' = {mm1, mm2,.........., mmr}. Each element mmi of 

the set 'MM' records MatchScore, rank of the solution and matching pair of vertices in bipartite 

graph, respectively. Each pair of vertex corresponds to the one vertex from set 'U' and other 

vertex of set 'V'. 

For matrix 'B' in Figure 7.8, the polynomial matrix B' is defined using equation 7.5 as: 

B'  =  

 

 

 

The determinant of B' is evaluated using equation 7.6 as  det&C′&L, M)) = <u1,v1> X
0 

 (<u2,v2> X
2 

* <u3,v3> X
2
 - <u2,v3> X

4 
* <u3,v2> X

4
 )   

  - <u1,v2> X
4
 (<u2,v1> X

3
 * <u3,v3> X

2
 -  <u3,v1> X

4 
* <u2,v3> X

2
  )  

  + <u1,v3> X
3
 (<u2,v1> X

3
 * <u3,v2> X

4
 -  <u3,v1> X

2 
* <u2,v2> X

2
 )  

 

or det&C′&L, M)) = <u1,v1> <u2,v2> <u3,v3> X
4
 - <u1,v1><u2,v3><u3,v2> X

8
    

      - <u1,v2> <u2,v1> <u3,v3> X
9
 -  <u1,v2> <u3,v1><u2,v3>  X

10
   

     + <u1,v3><u2,v1> <u3,v2> X
10

 -  <u1,v3><u3,v1> <u2,v2> X
7
  

 

In the above determinant evaluation, maximum matching is the highest degree of 'X'. There are 

two such values which gives a maximum matching score of 10 (for the example quoted). These 

two solutions are recorded in set MM as  

MM = {(10,  2, <u1,v2> <u3,v1><u2,v3>) , (10, 3, <u1,v3><u2,v1> <u3,v2>)}. Each element in set 

MM is MatchScore, rank and maximum bipartite matching. Our algorithm chooses solution 2 

i.e. (10, 3, <u1,v3><u2,v1> <u3,v2>) as the solution 2 has higher rank than solution 1, with the 

same matching score. The MatchScore, rank and Maximum matching corresponding to input, 

output, precondition and effect are obtained separately. All the four solution sets are combined 

to obtain the MatchScore and Rank of all web services in the set. The discovered web services 

are arranged in different priority queues as per the rank values and are prioritized as per the 

overall MatchScore. 

7.2.3.2     Creation of priority queue 

In order to prioritize the web services, the MatchScore and the rank of the web service is 

used. The rank of web service is not the sufficient criteria to prioritize the web services. Two 
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services may have the same rank, however, the web services may differ at MatchScore. The 

web service with higher MatchScore must be preferred over the other web service with lower 

MatchScore and same rank. In equation 7.7, function cd&MS, r ) → [0, 1], is defined to 

calculate the similarity of web services based on IOPE of advertised and required web service. 

Lower values of similarity represent higher priority. 

cd&��,  ) = 	e 	0,																	FG	 = 0∑ �fgTThg∑ �fgTThg 	i	∑ jTThg 									FG	 	 ∈ k1,2,3n								1,																	FG	 = 4 K                                               (7.7) 

Where, ‘MS’ and ‘r’ is the match score and rank calculated after comparison of the required 

web service specifications with advertised web service on ‘k’ parameters. ‘T’ is any one of  I, 

O, P, and E. In equation 7.8, the rank of the j
th

 advertised web service is obtained by finding the 

lowest rank evaluated among all four types ‘T’.  

��23pf	 = mink dn                                                                                                  (7.8) 

For selecting the web service having best matching score, the advertised web services after 

matching are kept in different priority queues. Four priority queues based on four types viz 

EXACT, PLUGIN, SUBSUME and INTERSECT are created (refer Figure 7.9). Based on ��23pf	 	value, the priority queue in which advertised web service, after matchmaking, is to be 

kept, is decided and the priority of web services belonging to same queue, is decided by 

similarity value obtained using equation 7.7. Services which are declared fail are not 

considered further. 

 

 

 

 

 

 

Figure 7.9: Priority queue based on the Exact, Plugin, Subsume and Intersect type 

 
EXACT Type Queue 

PLUGIN Type queue 

SUBSUME Type queue 

INTERSECT Type 

queue 

Level 1 Priority (Highest) 

 

Level 2 priority 

 

Level 3 priority 

 

Level 4 Priority (Lowest) 
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There are three advantages of creating queues. Firstly, web services with similar rank are 

prioritized separately. Secondly, the web service with higher rank gets assigned higher priority, 

automatically. Thirdly, if any run time failure of selected web service occurs, the replaceable 

web service can be obtained immediately.  

7.2.4   modified Genetic Algorithm (mGA) 

Survival of the fittest principle is the foundation for working of GA [Yan et al., 2015]. The 

principle applies to the individuals (known as chromosomes) in the population. The fit 

individual from the population is identified based on the fitness test. The fitness function uses 

certain properties associated with each chromosome to conduct fitness test. Chromosomes 

which are categorized as fit, are carried forward for further consideration. In this way, the best 

chromosomes among the population are identified. But, this step reduces number of 

chromosomes and does not ensure to further improve the quality. So, GA uses three operators, 

crossover, mutation and selection, to ensure that the global optimization is achieved [Tewari et 

al., 2012b]. The crossover operator considers two chromosomes and using crossover operation, 

a new chromosome is generated. The randomness is introduced by mutation operator which 

ensures population diversity and safeguard against local optima. The selection operation 

determines few top most fit chromosomes. Few popular and efficient selection techniques used 

to implement selection operation in GA are: roulette wheel selection, stochastic universal 

selection, tournament selection, rank selection, etc. 

mGA is evolved from traditional GA by introducing new fitness function based on 

replaceability concept. mGA when applied to the problem of WSS, the population initialization 

is done by selecting random compositions of WSs. mGA loops over the population of fixed size 

for selection, crossover, mutation and fitness evaluation. The looping continues till a certain 

stopping condition is met, e.g. loop until no further changes appear in the fitness of top few 

chromosomes in the population. The QoS score generated from PROMETHEE Plus method 

(explained in Section 7.2.2.1) and WS similarity score obtained from determinant method 

based matchmaking are used to evaluate replaceability of each composition. To compute fitness 

of each composition, QoS parameters are used along with replaceability factor. The fitness 

function used in the proposed work is presented using equation 7.9. 

 

cF�pfU = ∑R&wt( ∗ QoS\tuvwV, &wt�1 ∗ Replaceability	&WS^))	)∑Rwt( ∗ QoS�tuvwV	 																												&7.9) 
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Where, QoSiType represents increasing type QoS parameters, i.e., parameters are considered 

better for higher value of QoS, QoSdType represents decreasing type QoS parameters, i.e., lower 

the value better the parameter, wtk is the weight of QoS parameter and represents the preference 

order of QoS parameter. The weight values are obtained from the end user. Replaceability 

(WSj) is the replaceability of j
th

 composition plan (represented by j
th

 chromosome in the 

population). The value of fitness function is to be maximized. The objective function is 

determined by including the replaceability information in the objective function used in the 

work [Liu et al., 2016b], [Sharifara et al., 2014], [Helal and Gamble, 2014]. The higher the 

value of replaceability factor indicate higher possibility of getting replaceable WS (in case of 

any failure). Thus, the objective function should have higher value in this case. Therefore, the 

replaceability factor is kept in numerator part of the objective function. The goal of GA is to 

maximize the value of objective function. 

7.2.4.1    Choosing the Reference Web Service 

In every iteration of GA, chromosomes representing service composition is selected. Each gene 

of the chromosome represents concrete WS corresponding to each AWS. The concrete WSs are 

selected randomly. One such example chromosome is depicted in Figure 7.10. The 

chromosome has n number of gene represented as concrete WSs, C1r, C2r, C3r, ....., Cnr. 

Replaceability of i
th

 concrete WS, Cir, is the number of WSs which can replace it, for 1≤i≤m. 

The replaceability count is obtained from QoS score determined by using PROMETHEE Plus 

method and WS similarity score determined using determinant method based matchmaking. 

The replaceability of j
th

 chromosome is obtained using equation 7.10.  

Replaceability(WSj) = ∑Replaceability(Cir), for 1≤i≤m                                          (7.10) 

Thus, the reference WS is the concrete WS from the chromosome under consideration. In other 

word, the reference WS is one of the WS in the list Li, where each Li store WSs in the sequence 

obtained from PROMETHEE Plus in case of WSSRP. For WSSRPM approach, the Li store WSs 

in the sequence obtained from PROMETHEE Plus along with the service similarity score with 

reference to other CWS is also stored. 

 

Figure 7.10: Example service composition plan (WSj) generated by random choice of 

concrete WS corresponding to each AWS. 
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7.3    ALGORITHM FOR WEB SERVICE SELECTION 

The ������ algorithm is presented in Figure 7.11. The algorithm is called by passing five 

parameters as input (line 1). The QoS parameters of candidate concrete WSs are normalized 

along with QoS requested by the end user (line 2). The QoS parameters are brought in the range 

(0...1). The PROMETHEE Plus algorithm is called to obtain list of concrete WSs for each 

AWS arranged with reference to NoF score (line 3). Advantage of using PROMETHEE Plus to 

calculate replaceability is that the repeated calculations required are fully avoided. With each 

concrete WS in the arranged list, a count indicating number of WSs ahead of that concrete WS 

is kept. The count value can be fetched using getAheadCount() method. At the time of 

replaceability evaluation, the corresponding value of count is utilized. The result of QoS based 

ordering of CWS is stored in list L1.  

The replaceability factor is evaluated using QoS and IOPE score. The IOPE based score for 

each CWS is determined using IOPE based matchmaking algorithm (line 4). The IOPE based 

Input: Set WSQoS represent QoS values for candidate concrete WSs corresponding to 

each AWS. numAWS parameter indicate number of AWS involved in composition. Number 

of concrete WSs competing is specified as numCWS. Variable WSenduser is the web service 

corresponding to QoS requirements specified by the end user, wt[ ] array specifies QoS 

preference of the end user 

Output: Optimal composition and replaceable WSs for each concrete WS chosen to take 

part in composition 

Begin:  

1. ������(WSQoS, numAWS, numCWS, WSenduser, wt[ ]) 

      //Normalize QoS parameters 

2. (WS'qos , WS’enduser )= Normalize (WSQoS, WSenduser) 

     // Apply PROMETHEE Plus algorithm to obtain the priority list of WSs based on    

    // the calculated NoF score 

3. List L1[ ]=PROMEETHEEPlus(WS'qos, WS’enduser, numAWS, numCWS) 

    // Find IOPE score of all concrete WSs for each AWS 

4. List L2[ ] = IOPE_Matchmaking(); 

5. List L[ ] = prepareList(L1, L2) 

    // Apply modified GA on the set of candidate WSs to perform WSS using     

   // replaceability 

6. (CPLAN, WSrepl[],[]) = mGA(WS'qos, wt[], L[], WS’enduser )  // Where, the array of lists   

   // L[], in which  each list stores the sorted sequence of concrete WSs obtained     

  // from PROMETHEE Plus 

7. return CPLAN      // Return optimal composition 

End  

 

Figure 7.11: WSSRPM algorithm for replaceability based WSS using mGA 
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algorithm uses determinant method for performing matchmaking. The rank concept is also 

utilized and based on IOPE based matchmaking score, the WSs are prioritized and store in list 

L2. Using both the list L1 and L2, the final ordering of WSs is determined and WSs are enlisted 

in list L (line 5). The overall rank of the services is obtained by combining NoF score obtained 

from PROMETHEE Plus, IOPE score. The mGA algorithm is called, which after certain 

iteration returns globally optimal composition plan (CPLAN) and list of replaceable WS(s) 

(WSrepl[ ],[ ]) for each concrete WS in the plan (line 6). The optimized composition is returned 

by the algorithm (line 7). The replaceable WSs are utilized upon the occurrence of run-time 

failure or unavailability of any concrete WS. Clearly, neither the roll backing of composition 

plan is needed nor the selection process is repeated. This ultimately saves a lot of computations 

by avoiding reselection of services. 

The algorithm for replaceability evaluation for a chromosome in the population is shown in 

Figure 7.12. The j
th

 composition plan, for which the replaceability count is to be obtained, is 

one of the parameter for algorithm. The array of lists, L[ ], in which  each list stores the sorted 

sequence of concrete WSs obtained as a results from PROMETHEE Plus and IOPE based 

matching, is the second parameter to the algorithm (line 1). The initial replaceability count for 

the plan is zero (line 2). The replaceability of composition plan is obtained from the 

replaceability of individual concrete WS in the composition. The calculation required to 

determine the replaceability of composition plan is simplified due to the use of PROMETHEE 

Plus. The replaceability of the composition is evaluated by summing up the replaceability of 

Input: WSj is the j
th
 composition plan represented by chromosome in the population. An 

array of list L[] storing  concrete WSs for each AWS in different list. The list contains WSs 

sorted on the basis of NoF score 

Output: Replaceability count for composition plan WSj 

Begin:  

1. findReplaceability(WSj, L[] ) 

2. ReplaceabilityWSj = 0; 

 // Calculate replaceability count for the composition plan by summing the 

replaceability of each CWS 

3. for (i=0;i< WSj.length) 

4. do 

5. cws = WSj [i]; 

6. ReplaceabilityWSj += L[i].get(cws).getAheadCount();  // getAheadCount()         

// method returns number of WSs ahead of current WS on NoF score. 

7. end for 

8. return ReplaceabilityWSj 

End  

 

Figure 7.12: Algorithm for replaceability evaluation 
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each concrete WS (line 3 - 7). The algorithm returns the replaceability of composition. Time 

complexity of algorithm in Figure 7.12 is θ(n), where, n is the number of AWS. 

Determinant method based matchmaking algorithm: The determinant evaluation using 

polynomial concept will yield the matching score of web services based on the semantic 

matching. The maximum matching for a weighted bipartite graph using the determinant method 

is solved using recursive algorithm presented in Figure 7.13. The algorithm in Figure 7.13 is 

called by passing MatrixMM type weighted bipartite graph (line 1). Det is a integer to  store the 

matchmaking score and is initialize (line 2). If there is a single node in the graph, the 

determinant calculated is 0 (line 3-5). If there are two nodes in the matrix, then the edge with 

maximum weight is selected (line 6-10). Else the algorithm determines the edges with the best 

edge weights (line 11-13). While determining edges with best edge weights, rank is also 

evaluated. 

 

Input: MatrixMM bGraph[ ][ ]): a two dimensional matrix representing weighted bipartite 

graph for either of I,O,P, or E. The weights of the graph are generated by OWL-S 

matchmaker using semantic matching.  

Output: Determinant method based match making score  

Begin:   

1. CalculateDeterminant(MatrixMM  bGraph [ ][ ]) 

 // If only one node present then matrix determinant is evaluated as zero  

2. Int Det = -1; 

3. if( bGraph .length() == 1)  

4.    Det =  bGraph [0][0].weight  & store edge ui = 0 and vj = 0     // Determinant is 0. 

5.    return Det 

 // If there are two nodes then just evaluate the matrix based on determinant concept 

6. else if ( bGraph .length() == 2) { 

7. Det = max( bGraph [0][0].weight +  bGraph [1][1] .weight,  bGraph [0][1] .weight +     

bGraph [1][0] .weight) 

8.    Rank = getRank() 

9.    store edge ui  and vj representing max edge weights 

10. return Det 

 // Else recursively evaluate the matrix. 

11. else  

12.     Det = ��M	 �2 − 1F = 0K &	bGraph�0��F� + ��������!�!�! �F2�2�	RbGraph − &0��	 �7, F��	�����2)V) 
13.     Rank = getRank()   // Find rank of solution(s) having same Det value. 

    //store rank and all vertices which contributes for calculation of Max Determinant. 

14. 
 

End:  

 return Det 

Figure 7.13: Determinant algorithm to obtain maximum matching for Semantic matching of Web 

Services. 
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The algorithm in Figure 7.13 based on memoization. It explores all possible combinations 

and select the max value among the selected combinations. Due to the use of memoization 

technique, the repeated calculations are avoided. Once the MatchScore and rank of the 

maximum matching is obtained, the rank value of the solution determines the match type of the 

web services. The numerical value of the rank is mapped to any of the five match types 

mentioned earlier. The match score for Outputs matching and Inputs matching is evaluated 

separately for required web service and advertised web services. 

The algorithm for functionally equivalent services to be selected from various queues in the 

order of priority is presented in Figure 7.14. The algorithm in Figure 7.14 is called by passing 

the AWS for which the WS is to be selected (line 1). The WSs in EXACT type queue is 

selected first (line 2-5). If no WSs found in this queue, next queue is searched for most 

compatible candidate web service. In the PLUGIN (line 6-9), SUBSUME (line 10-13) and 

Input: AWSi is the i
th

 abstract web service for which the corresponding CWS needs to 

select functionally equivalent WS. The functionally equivalent WS is obtained 

from the appropriate queue. 

Output: The index of the selected WS is returned, if a WS is vailable in the queue else a 

“0” is returned to signify that no functionally equivalent WS is present 

Begin:  

1. procedure SelectSemanticSimilarWS(AWSi) 

2. if(!( AWSi.EXACT_Type_Queue.empty())) 

3. Randomly chose WS from EXACT_Type_Queue 

4. Remove the selected WS from queue 

5. Return the selected WS 

6. else if(!( AWSi.PLUGIN_Type_Queue.empty())) 

7. Select WS from PLUGIN_Type_Queue with highest similarity score 

8. Remove the selected WS from queue 

9. Return the selected WS 

10. else if(!( AWSi.SUBSUME _Type_Queue.empty())) 

11. Select WS from SUBSUME_Type_Queue with highest similarity score 

12. Remove the selected WS from queue 

13. Return the selected WS 

14. else if(!( AWSi.INTERSECT_Type_Queue.empty())) 

15. Randomly chose WS from INTERSECT_Type_Queue with highest similarity 

score 

16. Remove the selected WS from queue 

17. Return the selected WS 

18. Else 

19. print "No Suitable Matched WS is found" 

20. Return "0" 

End:  

Figure 7.14: Selection of Web Service from priority queues 
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INTERSECT (line 14-17) type queues, the WSs with highest matching score is chosen. The 

WS selected for execution is determined and the queue from which the web service was 

selected is also recorded. At run time, if, due to some reason service failure is experienced, than 

the replaceable WS can be found from the priority queue from where the WS was selected 

earlier. If WS from none of the queue is available, then a error message is displayed back to the 

user (line 18-20). 

 

7.4    RESULTS AND OBSERVATIONS 

In this section, results obtained by conducting various experiments are discussed. The 

experiments are conducted to firstly evaluate the replaceability using PROMETHEE Plus and 

IOPE based matchmaking. Two variations of the proposed approach �����	�2�		������ are 

compared with the existing similar technique for selection of WSs  (������) [Helal and 

Gamble, 2014]. In ������, the replaceability is evaluated using nearest neighbour technique. 

To conduct experiments, a QoS Dataset-2 is used. The dataset include measurement for nine 

QoS parameters namely, Reliability (Rl), Availability (Av), Compliance (Cm), Throughput (Tp), 

Successability (Su), Documentation (Dc), Best Practices (Bp), Latency (Lt), and Response Time 

(Rt). To perform IOPE based matchmaking, the OWL-S dataset with nine domains and 1083 

service record is chosen [Sem, 2016]. The details of both the dataset are presented in Section 

2.5.1 and 2.5.2, respectively, of Chapter 2. The machine with Intel core i7 CPU and 8 GB of 

RAM is used to conduct the experiments. The algorithms for PROMETHEE Plus and mGA 

based web service selection are implemented in Java.  

7.4.1 Evaluation of determinant method 

Consider the required web service WSreq and advertised web service WSadv having 'k' inputs, 

outputs, precondition and effects, each. The problem of matchmaking is firstly expressed as a 

bipartite graph matching problem. For each of the nine domains, the time taken for 

matchmaking using Hungarian method [Bellur and Kulkarni, 2007] and Determinant method is 

recorded. The comparison chart of both the techniques for nine domains is presented in Figure 

7.15. It can be observed from Figure 7.15 that the time complexity of Determinant method is 

lower than the Hungarian method and is found suitable for performing IOPE based 

matchmaking. 
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                       Travel                                Communication                       

   
          Economy                  Education                                   

   
           Food                                  Geography 

   
                  Medical                                  Simulation                           

 
   Weapon 

Figure 7.15: Matchmaking time comparison for Hungarian and Determinant method for nine 

domains 
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7.4.2  Evaluation of the proposed Web Service Selection approach 

The effect of introducing PROMETHEE Plus method is observed by comparing with nearest 

neighbour [Helal and Gamble, 2014] for evaluating replaceability. Two approaches WSSRP and 

WSSRNN are compared by using 12 different datasets with different number of AWS and CWS 

[Helal and Gamble, 2014]. The details of dataset is presented in Table 7.2. Here, number of 

AWS is decided by the available domains according to OWLS-TC4 dataset. The OWL-S 

records of CWS are generated by repeating the available OWL-S records for the particular 

domain. 

The time taken by the proposed WSSRP and WSSRNN [Helal and Gamble, 2014] approaches 

is measured and presented in Fisgure 7.16. The x-axis represents dataset used with varying 

number of AWS and CWS. It is observed that, the time taken by WSSRP is almost constant and 

time taken by the existing WSSRNN is increasing with the increase in number of AWS and 

CWS. This is primarily due to the fact that WSSRP uses PROMETHEE Plus based solution to 

determine replaceable WSs. However, WSSRNN uses nearest neighbour to evaluate 

Table 7.2: Dataset used for evaluation 

Dataset No. of AWS No. of CWS Dataset No. of AWS No. of CWS 

1A 3 2 7A 9 10 

2A 4 4 8A 9 25 

3A 6 4 9A 9 50 

4A 6 6 10A 9 100 

5A 7 10 11A 9 500 

6A 8 10 12A 9 5000 

 

Figure 7.16: Effect of increase in number of AWS and CWS. 
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replaceability score of each selected WS in each iteration of GA. This consumes a lot of time 

for determining replaceable WS with repeated calculations.  

In order to analyse the effect of variation in the number of concrete WSs on WSSRP and 

WSSRNN [Helal and Gamble, 2014] another experimentation is performed by keeping the 

number of abstract WSs fixed to four. The result of experiment is shown in Figure 7.17. The 

average value of time is measured by repeating the experiment 100 times. The variation in 

number of concrete WSs is depicted on X-axis and measured time (in msec) for selection from 

each approach is depicted on Y-axis of Figure 7.17.  

It can be observed that, with an increase in the number of concrete WSs, the time taken for 

selection also increases for both the approaches. However, relatively higher increase in 

selection time is observed for approach ������ in [Helal and Gamble, 2014]. It is due to the 

fact that the WSSRNN approach follows the nearest neighbour algorithm to obtain replaceability 

count. With increase in the number of concrete WSs, the nearest neighbour algorithm is 

required to search in the larger domain of candidate services to determine nearest neighbour. 

However, in the proposed approach WSSRP, the priority order of services is determined using 

PROMETHEE Plus. Based on this priority order, number of replaceable WSs are determined 

and stored with each concrete candidate WS as AheadCount. Whenever, the replaceability 

count for a concrete WS is to be determined, it can be directly obtained from AheadCount. It 

saves the computational time. 

 

Figure 7.17: Performance comparison of WSSRP with WSSRNN [Helal and Gamble, 

2014] on the basis of time for selection with variation in number of concrete WSs. 
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7.4.3 Comparison on replaceability factor 

In this experiment, the example of hotel booking with sports activity (discussed in Section 7.1) 

is considered. The proposed approach WSSRP and WSSRNN [Helal and Gamble, 2014] are 

compared on number of replacements for each concrete web service. The statistical results 

obtained by performing this experiment on both the approaches are listed in Table 7.3. The 

experiment is repeated for both the approaches by varying number of concrete WSs and 

keeping the number of AWSs fixed to four. 

It can be analysed from Table 7.3 that the improved replaceability factor is resulted from the 

proposed approach as compared to the existing approach [Helal and Gamble, 2014] (column 2 

and 3). It is primarily due to the use of PROMETHEE Plus for replaceability evaluation. The 

PROMETHEE Plus ensures that the services contributing towards replaceability evaluation are 

compared with each other by considering the conflicting nature of QoS parameters. The 

conflicting nature of QoS parameters is ignored by the nearest neighbour method. 

Table 7.3: Comparison of the proposed approach (WSSRP) for WSS with an 

existing approach(WSSRNN) [Helal and Gamble, 2014] on replaceability factor  

No of 

concrete WSs 

per AWS (for 

4 AWS) 

No of replacements 

(For 4 AWS) 

Detection of exact 

matching replaceable WS 

Proposed 

Approach 

Existing approach in 

[Helal and Gamble, 

2014] 

Proposed 

Approach 

Existing 

approach in 

[Helal and 

Gamble, 2014] 

5, 5, 5, 5 2,0,2,1 1,0,1,2 N N 

10, 15, 10, 5 2,2,3,1 1,1,0,2 Y N 

20, 30, 10, 7 3,1,3,2 2,1,0,2 Y N 

30, 40, 15, 7 4,4,3,2 2,2,1,2 Y N 

36, 53, 15, 7 4,4,3,2 2,2,1,2 Y N 

Number of concrete web services for each abstract web service is assumed to be same, 

however, in actual practice this may not be the case 

Further, WSSRP approach also determines the exact matching replaceable WS(s) (column 4, in 

Table 7.3), if any. The system responds back to the requester with the optimal composition plan 

(consisting of a set of concrete WSs). At run time, if any of the concrete WS becomes 

unavailable or fails, the selection system uses the set of replaceable WSs. At this point, the 

exact match WSs are given preference over closely matching WSs. 
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7.4.4 Performance comparison of the proposed ����� , ������  methods 

The replaceability evaluation in WSSRP is further enhanced by including IOPE based 

matchmaking (WSSRPM). The proposed approaches WSSRP, WSSRPM and existing approach 

WSSRNN are evaluated on satisfaction score. The dataset presented in Table 7.2 is used to 

perform experiment. The number of abstract web services and concrete web services are varied 

and average satisfaction score over random 100 end user queries for 10 run is obtained. The 

variation in satisfaction score with number of WSs is shown in Figure 7.18.  It can be observed 

from Figure 7.18, that the proposed WSSRP technique outperforms over WSSRNN. The 

satisfaction score for each variation is observed to be higher for WSSRP.  

The means plot representing the mean value of satisfaction score calculated on 100 end user 

queries over 10 run, is presented in Figure 7.19. The y-axis represents the mean satisfaction 

score obtained. The x-axis represents the WSS method being compared. It can be observed that, 

for each of the 12 dataset (Table 7.2), the mean satisfaction score of WSSRP and WSSRPM is 

found to be higher than WSSRNN. The WSSRPM further improves the mean satisfaction score. 

For dataset 1A, 2A, 4A, 5A, and 6A, almost linear increase in the mean satisfaction score is 

observed. Further, for dataset 9A, 10A, 11A, and 12A, the mean satisfaction score of WSSRP 

and WSSRPM is almost similar. 

 

Figure 7.18 Comparison of WSSPR and WSSNR on satisfaction score 
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7.4.5 Comparison on precision 

The performance of the proposed approaches WSSRP, WSSRPM, and existing approach 

WSSRNN is tested using precision performance measure. The experiment is performed by 

  

Dataset 1A 

 
Dataset 2A Dataset 3A 

 
Dataset 4A 

 
Dataset 5A 

 
Dataset 6A 

 

Dataset 7A 

 

Dataset 8A 

 

Dataset 9A 

 

Dataset 10A 

 

Dataset 11A 

 

Dataset 12A 

 

Figure 7.19 Comparison of WSSRNN [Helal and Gamble, 2014], WSSRP and WSSRPM on 

means plot of satisfaction score  
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taking example discussed in Section 7.1. Web services from four domains are considered i.e. 

hotel, sports, geographical distance, and location. The precision values are measured by 

performing experiments by taking average over hundred runs. The precision values for each of 

the three approach for four domains is presented in Figure 7.20. It can be observed from Figure 

7.20 that due to the introduction of IOPE based matchmaking to find service similarity, the 

precision in selection of WSs is improved. The results are obtained by repeating the 

experiments 100 times and taking average. The precision of WSSRPM is found better than 

WSSRP and WSSRNN approaches. Further, the precision of WSSRP approach is found better 

than WSSRNN approach. 

A comparison of the proposed approach WSSRPM with existing state-of-the-art is given in 

Table 7.4. The comparison shows that most of the existing works uses IO for matchmaking, 

whereas our proposed approach uses IOPE for matchmaking. Further, it can be observed from 

the Table 7.4 that to perform matchmaking, existing works uses Greedy, Hungarian and other 

methods, whereas, WSSRPM is using Determinant method which is efficient than the existing 

matchmaking algorithms. Most of the existing works applies matchmaking at the time of WS 

discovery, but WSSRPM applies matchmaking during selection process. Also, most of the 

existing works do not consider replaceability during WSS. A very few of the works determines 

replaceable WSs based on QoS parameters only. The proposed WSSRPM improves the WSS 

precision by using IOPE based WS similarity along with the QoS parameters for replaceability 

evaluation. 

 

Figure 7.20: Comparison of three WSS approaches on Precision value. 
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7.5 CONCLUSIONS 

The operating environment of web services is unpredictable and does not ensure the availability 

and non-failure of web services at run time. Moreover, few of the QoS parameters are dynamic 

in nature and dependent on external factors such as network, load on machines, and other 

parameters. Thus, backup service which can replace the 

In this chapter, QoS based evaluation 

assessment. The task of selection of web services to accomplish the composite task is 

performed by providing due consideration to the replaceability factor. The modified gene

algorithm is applied to select optimal composition plan. The set of replaceable W

Table 7.4:  A comparison of existing state

Reference Matchmaki

ng Criteria 

[Helal and Gamble, 2014] - 

[Paolucci et al., 2002] 

  

IO  

[Hu et al., 2017] IO + 

Location 

Constraints 

[Bellur and Kulkarni, 

2007] 

IO 

[Bellur and Vadodaria, 

2008] 

IOPE 

[Paulraj et al., 2011] IO + 

WordNet 

[Khanam et al., 2013] 

 
IO 

[Pukkasenung et al., 2010] IOPE 

[Shirazi, H., 2018] Similarity/D

issimilarity 

measure 

Proposed Approach 

( WSSRPM) 
IOPE 

 
IO: Input, Output; IOPE: Input, Output, Precondition, Effect

Replaceability based approach for Web Service Selection

 

177 

The operating environment of web services is unpredictable and does not ensure the availability 

s at run time. Moreover, few of the QoS parameters are dynamic 

in nature and dependent on external factors such as network, load on machines, and other 

parameters. Thus, backup service which can replace the failed/unavailable service is required. 

QoS based evaluation and IOPE based similarity is used for replaceability 

. The task of selection of web services to accomplish the composite task is 

due consideration to the replaceability factor. The modified gene

algorithm is applied to select optimal composition plan. The set of replaceable Web S

on of existing state-of-the-art with proposed approach for web service 

selection 

a  
Matchmakin

g Technique 
Web Service 

Discovery (D) 

/Selection (S) 

Replacea

bility 
Replacea

bility 

Criteria 

- D  QoS

Greedy D  -

 

NM S  -

Hungarian D  -

Hungarian D  -

NM D  -

Improved 

Hungarian 
D  -

Semantic 

Distance 

D  -

NM D  -

Determinant S  IOPE

QoS

IOPE: Input, Output, Precondition, Effect;  NM: Not Mentioned 
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The operating environment of web services is unpredictable and does not ensure the availability 

s at run time. Moreover, few of the QoS parameters are dynamic 

in nature and dependent on external factors such as network, load on machines, and other 

unavailable service is required. 

replaceability 

. The task of selection of web services to accomplish the composite task is 

due consideration to the replaceability factor. The modified genetic 

Services 

eb service 

Replacea

bility 

Criteria 

QoS 

- 

- 

- 

- 

- 

- 

- 

- 

IOPE + 

QoS 
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for each concrete web service involved in the chosen composition are also selected. Various 

experiments are performed and results obtained from the comparison of proposed approach 

with existing similar approaches are presented. It is analyzed from the obtained results that the 

proposed approach WSSRPM is better than the existing similar approaches for selection of WS. 

The WSSRPM has improved time efficiency and precision in selection of WSs. With the 

increase in the number of either concrete web services or abstract web services, the WSSRPM 

performs reasonably well and  has improved the replaceability factor.  

The work presented in this chapter has been published as [Purohit et al., 2015, Purohit and 

Kumar 2016a, Purohit and Kumar, 2018f].  
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CHAPTER 8 

 

CONCLUSIONS AND FUTURE WORKS 

 

This chapter summarizes the conclusions drawn from various works presented in the thesis 

(section 8.1) and the further directions of the research on QoS based web service selection 

(section 8.2). 

 

8.1    CONCLUSIONS 

In this thesis, we have mainly proposed the improvements in the web service selection. The 

proposed improvements primarily concentrate on refinements in the performance of the web 

service selection system in terms of improving time efficiency of selection process, improving 

user satisfaction level, closely matching the user’s expectations, and dealing with run time 

failure of web services. Another important issue handled in this thesis work is the evaluation of 

weight values of QoS parameters without user involvement. This makes system domain 

independent. The system adopt automatically if partial values of weights are provided by the 

end user. The works presented in this thesis have shown that the performance of majority vote 

based technique for web service classification and hierarchical clustering for web services 

clustering is well suited for improving the overall performance of web service selection system. 

Overall, we have presented three web service selection approaches to perform efficient web 

service selection.  

The specific conclusions drawn from various works presented in this thesis are discussed 

below. 

 

    The literature review of the works related to QoS based web service selection is presented in 

Chapter 2. The chapter concludes that the problem of WSS is studied in the past and a lot of 

work has been done on QoS based selection of web services. Major contributions of the past 

research works lies around the applications of techniques such as MCDM approaches, machine 

learning, semantic based techniques, Skyline techniques, among others. It is concluded from 

literature review that the existing web service selection approaches suffered from the problem 
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of scalability, i.e., with the large number of candidate web services, the performance of web 

service selection approach is reduced significantly. Also, the existing solutions failed in 

determining the desired web service with due consideration to the end user request of QoS. 

This can be handled by considering the end user request of QoS as one of the candidate web 

service. Further, it was concluded that the weight values of QoS parameters largely affect the 

selection results. The use of mathematical models can be helpful in evaluation of weight values. 

The chapter also concludes that the existing approaches of web service selection ignore the run 

time failure of web services. The service selection can be done with due consideration to 

service replaceability. It was observed that the number of candidate WSs can be reduced by 

applying filtering before selection step. The classification technique is useful to identify similar 

WSs based on their QoS properties. Many classification techniques are available to fulfil this 

objective. Thus, we have performed an empirical study on few popular and efficient 

classification techniques. 

  An empirical study on number of web service classification techniques is conducted in 

Chapter 3. Initially, eleven learning models - Logistic Regression (LR), Multilayer Perceptron 

(MLP), Non-nested generalized exemplars (NNge), PART, Decision Table (DT), JRip, J48 

decision tree, Random Forest (RF), Decision Stump (DS), CART, and Support Vector Machine 

(SVM) are compared. The performance of these learning models is evaluated on various 

performance measurement parameters such as, accuracy, average absolute error (AAE), 

average relative error (ARE) along with kappa statistics and visual analysis using model 

performance chart, etc.,  Based on the empirical study it is concluded that three learning models 

– LR, NNge, and J48 outperformed over all other learning models. LR, NNge, and J48 learning 

models were compared with majority vote based learning model. The result of Tukey test 

confirms that majority vote based learning model beats other learning models. Based on the 

findings, we have developed a classification based WSS approach. 

   Based on the findings of empirical study, we have proposed a two layer model for 

classification based web service selection in Chapter 4. We have proposed PROMETHEE Plus 

method to perform WSS. Three different variations MSS, HSS, and CSS are proposed. The 

proposed approach is compared with the existing state-of-the-art. The proposed approach was 

found better on user satisfaction, Euclidean distance, and time for WSS parameters. The results 

of Tukey test also confirms that the proposed approach improves the selection results. Thus, to 

deal with large number of candidate WSs, the classification based WSS approach can be 
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adopted. In the next chapter, we have presented the approach to deal with unlabelled dataset 

based WSS.  

We have performed the empirical study on six web services clustering techniques – K-

Means, UPGMA (based on Hierarchical clustering), PAM, Diana, SOTA, and Clara, in 

Chapter 5. Two performance measures – stability (external) and quality (internal) of clustering, 

are used to judge the strength and suitability of each clustering technique. Based on the 

empirical study, it is concluded that the UPGMA (based on Hierarchical) clustering outperform 

over other clustering techniques. The clustering results are further improved by using PCA for 

feature selection. Based on the findings of this work, it is concluded that, UPGMA clustering 

outperform over other clustering techniques. Observations drawn from the chapter helps in 

developing a clustering based WSS approach.   

We have introduced a new web service selection model in Chapter 6 based on clustering, 

prunning and skyline technique. To filter out those candidate WSs which are far below the 

expectations of the end user, pruning is proposed. We have used and proposed Skyline Plus 

method to perform WSS. Two variations of the proposed approach, we call it as, CPSky-AA 

and CPSky-FS, respectively, are presented. The proposed approach is compared with the 

existing similar works. Based on the results of experimentation, the proposed approach is found 

to be better than the existing state-ot-the-art on Euclidean distance, user satisfaction and CPU 

time parameters. From this work, it is concluded that the proposed prefiltering based web 

service selection model is effective and can be used to perform WSS. One important factor, 

specially in case of composite WS, is service replaceability of selected WS. In the next chapter 

we have presented a WSS approach based on service replaceability. 

The problem of run time failure of web services is handeled in Chapter 7. Two variations of 

the replaceability based WSS approach are proposed. To evaluate QoS based equivalence of 

WSs, the use of PROMETHEE Plus method is proposed. Also, to determine functional 

equivalence of WSs, the use of determinant method to perform IOPE based matchmaking is 

proposed. Based on the results of QoS and IOPE based matchmaking, WS replaceability is 

evaluated using modified genetic algorithm (mGA). The proposed approach for replaceability 

based WSS is compared with existing state-of-the-art. From the results of experimentation it is 

concluded that the proposed approach is better than existing similar approaches on user 

satisfaction, CPU time for WSS and precision in selection of WSs parameters. 
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8.2  FUTURE WORKS 

Based on the literature review presented and experimental study performed in this thesis work, 

we envisage the few directions in which few works can be performed and are summarized as 

follows: 

• The present study uses a limited dataset for conducting various experiments. This is 

primarily due to lack of availability of QoS dataset based on real world web services. In 

future,the work done in this thesis can be extended if new datasets are available. In addition, 

on the availability of datasets from different domains, further studies can be performed.  

• The proposed CSS and CPSky-FS approaches have limitation that they perform selection of 

web service for atomic task. In future, the proposed approaches can be extended to perform 

selection for composite tasks. Also, the behaviour of web service selection process can be 

investigated by using the proposed two layer selection models based on clustering and 

classification for achieving composition.  

• The work presented for replaceability based web service selection can be further enhanced 

by including parameter such as matching of web services based on description of services 

provided by the service providers. The work can further be extended if a common dataset 

having QoS as well as OWL-S description of WSs is made available. 

• The selection process plays a very vital role in selection of WSs. The quality of services 

being selected and the time taken for selection is dependent on the selection methodology 

used. For composite WS, the selection decision is affected by the other services which are 

part of composition. Thus, composability checking during the selection time is useful. 

Presently, the proposed system has limitation of evaluating replaceability without 

considering composability parameter. The work presented in this thesis for replaceability 

based WSS can be further extended by considering IOPE based composability of web 

services.  
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