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ABSTRACT

The aim is to address the problem of exploiting multiple sources of
information for object classification tasks when additional modali-
ties that are present in the labeled training set are not available for
inference. Considering the practicality of RGB-D object classifier, a
modality hallucination architecture using multi-modal ConvNets has
been proposed to incorporate depth information at training time.
The modality hallucination network is trained to mimic mid-level
features of depth images and learns a new RGB image representa-
tion . The single modality RGB test image is jointly processed using
hallucination and RGB network and it outperforms the RGB model.
As the deep networks based object classifiers require prohibitive run-
times to process images for real world applications, knowledge distil-
lation framework has been proposed for the modality hallucination
architecture with improved accuracy.
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Chapter 1

Introduction

In object classification and recognition tasks, exploiting multiple
sources of information can improve the performance significantly.
The techniques assume that all the modalities (features) such as dif-
ferent image features or multiple modalities such as images and text
are available during training and inference.These techniques are not
suitable in dynamic scenarios like robotics applications when new
modalities, for which no training data is available, are added during
inference.

1.1 Background

Previously unseen features are leveraged under the assumption that,
given the existing modalities, conditional distribution of new modal-
ities is stationary. The unlabeled data learn a non-linear mapping
from existing to novel modalities. This way missing modality is hal-
lucinated from unlabeled data. This makes recognition system more
effective in applications like personal robotics, where user cannot
label set of examples when new sensor is added each time. There
are many real world scenarios where unseen modalities are present
during inference like unlabeled high resolution images are utilized
to improve object detection for webcam, unlabeled color images are
exploited for grayscale object detection, unlabeled text is used to
improve visual classification[1].

For object recognition tasks, deep convolutional neural networks
have made tremendous success. CNNs have fewer parameters and
connections. They are easier to train and have large learning capac-
ity[2].

Region Based Convolutional Neural network(R-CNN) is slow as it
uses selective search first to extract the regions. For each extracted
region, CNN is used to extract features. On the contrary, Fast Re-
gion based Convolutional neural network(Fast R-CNN) passes the
image to ConvNet which generates Regions of Interest(ROIs)[5].

Performance of a machine learning algorithm can be improved by
training different models on same dataset and then finding the av-
erage of their predictions. The predictions generated by ensemble of
models are complicated and time consuming. The performance of

1



Figure 1.1.1: shows architecture of Fast R-CNN [5]

heavy models used in commercial system can be improved by dis-
tilling the knowledge of ensemble of heavy models to a single light
weight model[7].

Deeper networks have high capacity and perform better under proper
training. Compressed models are used to speed-up the complex mod-
els by decomposing the weights in each layer followed by fine-tuning
or layer wise reconstruction to recover the accuracies. Knowledge
distillation for multi-class object detection is challenging. For clas-
sification, knowledge distillation assumes that each class is equally
important whereas for detection background class is far more preva-
lent. Detection is a complex task as it contains elements of both
bounding box regression and classification[8].

For deep and wide networks, major drawback is that the result dur-
ing inference is very time consuming. Also large memory is required
as deep networks have more parameters. To reduce the computa-
tional burden at inference time, a novel approach has been proposed
to train deep and thin networks, called FitNets, to compress to wide
and shallower (but still deep) networks. The intermediate-level hints
from the hidden layers of teacher are used to train the student so that
the student network, also known as FitNet, learns an intermediate
representation which is predictive of the intermediate representations
of the teacher network[10].

The proposed method is used to transfer learned representations
from one modality to another.The method uses paired images from
the two modalities and utilizes the mid-level representations from the
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labeled modality to supervise learning representations on the paired
unlabeled modality.The method learns useful feature hierarchies in
the unlabeled modality, which can be further improved with fine-
tuning, and are still complementary to representations in the source
modality[12].

Figure 1.1.2: shows architecture for supervision transfer [12]

1.2 Problem Statement

1) Given a training set of RGB-D image pairs, the aim is to exploit
multiple sources of information efficiently for object classification
when single modality (RGB image) is present during inference.

2) For the above developed model, build a light weight model with
improved accuracy so that the real time applications can process the
images efficiently.

3) Further compare the performance of above distilled model and
standalone model, with same structure as that of distilled model,
trained on same dataset for object classification.

1.3 Contributions

The main contributions of this dissertation are:

• To develop an efficient object classification model by exploiting
multiple sources of information.

• The model should be capable of identifying even small objects
in absence of one or more modalities during inference.

• To develop the light weight model for above cumbersome model
so that it require less computational runtimes for processing
real time images efficiently with more accuracy.
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• To compare the performance of complex model and the dis-
tilled model on the same test set for object classification.

• To compare the performance of distilled model and the stan-
dalone model, with same structure as that of distilled model,
trained on same dataset for object classification.

1.4 Organization of Dissertation Report

Rest of the dissertation is organized as :

In Chapter 2, the related work done by other authors and their
contributions have been discussed for object recognition and for dis-
tilling the knowledge of complex model. Also, the research gap,
based on which we proposed the model to overcome these research
challenges, has been presented.

In Chapter 3, the solution has been proposed to exploit multiple
sources of information for object classification using the concept of
hallucination of missing modalities. Further, knowledge distillation
framework has been proposed for the hallucination model to decrease
the runtime burden during inference.

In Chapter 4, the summary of hallucination network and knowledge
distillation network and the dataset used for experiment has been
presented.

In Chapter 5, the results have been based on the experiment per-
formed which compares the accuracy of all the models for object
classification.

In Chapter 6, we concluded the dissertation report and the future
work.
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Chapter 2

Related Work

Many techniques have been put forward to exploit multiple sources of
information for performing object classification or detection. Mostly
these techniques presume that, both during training and inference,
all the modalities are present.

2.1 Literature Review

Probabilistic multiple kernel learning framework has been proposed
to make use of multiple sources of information. Gaussian Processes
(GPs) are used to learn mapping between existing and missing modal-
ities. Missing modalities are used simultaneously with the old modal-
ities in the proposed framework under the assumption that condi-
tional distribution of new modalities is same at training and testing.
For a new example, class label is assigned by finding the mean pre-
diction of GP[1].

The modality hallucination architecture has been proposed to train
RGB-D object recognition model which incorporates depth infor-
mation during training. Hallucination network is trained to mimic
depth level features and thus learns a new RGB representation. 3-
channel model has been built using Fast R-CNN. Depth and RGB
networks are independently trained using corresponding images. Depth
network weights are then used to initialize hallucination network pa-
rameters followed by joint training of three networks.
At test time, RGB image is given as input and the final score is the
softmax of the average of the predictions of two networks[3].

RGB-D object detection model has been put forward which uses R-
CNN trained on RGB and depth image pair. The system detects
contours and finds category for generated region proposals using
Depth-CNN and RGB-CNN feature extraction networks[4].

Fast Region Based Convolutional Neural Network (Fast R-CNN)
has been proposed for object recognition to increase the accuracy,
training and testing speed. Fast R-CNN efficiently classifies object
proposals and has higher detection quality. Training Fast R-CNN is
a single stage and can update all the the layers. The entire image is
passed to the ConvNet which generates RoIs and feature maps. The
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Figure 2.1.1: shows modality hallucination architecture during test-
ing [3]

Figure 2.1.2: Object Detection on the NYUD2 test dataset where
top scoring detection of RGB hallucination network for the im-
age(green box) is correct and the top scoring detection of baseline
RGB detector(red box) is incorrect [3]

model extracts features for each region, returns the bounding boxes
and classifies each region. The architecture is trained end-to-end
with a multi-task loss[5].

Knowledge distillation is used to transfer generalizations of complex
models to a lighter model. A deep neural network is trained on
large dataset with good regularization to increase the generalization
ability for unseen data. A soft target distribution is produced by
complex network at some high temperature. The distilled or lighter
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Figure 2.1.3: Overview of system generating region proposals and
classifies them in to object categories [4]

Figure 2.1.4: shows Fast R-CNN architecture for object detection
[5]

model is trained at same temperature. The first objective is to com-
pute cross entropy with soft target using softmax of lighter model
at same temperature. The second objective is to calculate the cross
entropy of correct labels at temperature T = 1, using logits in the
softmax of distilled light weight model[7].

The framework has been proposed using knowledge distillation to
learn Fast R-CNN based object detectors. The proposed loss func-
tion and hint-based learning helps in improving the performance.
The compact models trained with the proposed framework execute
significantly faster than complex network[8].

The student network captures the information provided by the true
labels and also the finer structure learned by the teacher network.A
hint is defined as the output of a teacher’s hidden layer responsible
for guiding the student’s learning process[10].
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Figure 2.1.5: shows training of student network using hints [10]

2.2 Research Gap

The problem of exploiting multiple sources of information for ob-
ject classification or recognition tasks when, additional modalities
that are present in the labeled training set, are not available for
inference needs to be tackled efficiently so that real time applica-
tions require less runtimes. This has been addressed by presenting
a multi-modal CNN hallucination network. The efficiency of the
object detection model can be improved using Faster R-CNN as it
uses Region Proposal Network(RPN) instead of selective search for
finding RoIs. Further Knowledge Distillation framework has been
proposed to learn efficient object classification or detection models.
As the above cumbersome model requires extensive runtime to pro-
cess image for real time applications, Knowledge Distillation can be
used with improved accuracy.

8



Chapter 3

Proposed Solution

The proposed solution is divided in to two parts:

1) For RGB-D object clasification, four networks comprising of multi-
layer ConvNets have been used. To improve the classification per-
formance when single modality is present during inference, halluci-
nation network is build to incorporate the mid level depth features.

2) Knowledge Distillation framework is used to transfer the general-
ization ability of the above developed cumbersome model to distilled
model using the weighted cross entropy loss of correct labels and the
soft targets.

3.1 Hallucination Network Architecture

RGB-D object classification architecture consists of four channels,
each made up of multi-layer ConvNets, as shown in the figure. RGB
and depth imges are processed independently using RGB and depth
network. The hallucination network takes RGB modality as in-
put and learns corresponding depth features using depth network as
depth modality is not present during inference. Through hallucina-
tion network, the depth modality shares information with the RGB
modality . To achieve this, regression loss between paired depth and
hallucination layers has been used. After some layer l, hallucina-
tion network needs to have similar features as depth network. So,
hallucination loss encourages the network to mimic mid level depth
features and is defined as below for any layer:

Lhalluciante(l) = ||σ(AdNet
l )− σ(Ahnet

l )||22 (3.1)

Initializing the hallucination network with depth parameters give
the highest performance. The significant performance was achieved
with hallucination loss on atleast middle activations [2].
The fourth network has been trained for classification of RGB-D ob-
jects using intermediate RGB features produced by RGB network
and corresponding depth features predicted by hallucination net-
work. During testing RGB image is given as input and the network
predicts the class label for each object.
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Figure 3.1.1: shows proposed solution for object classification using
hallucination network.

3.2 Knowledge Distillation Architecture

The modality hallucination based RGB object classification model
is cumbersome and requires computationally extensive time for run-
ning real applications. To overcome this limitation, light-weight dis-
tilled model can be built using knowledge distillation to generalize
the ability of complex model. By using the knowledge of high capac-
ity complex network, knowledge distillation learns efficient compact
object classification network.

In teacher-student model, teacher is a deep and complex neural net-
work trained on huge data with good regularization so that unseen
data can be generalized well. A student network is light weight
model trained by teacher model with the objective of learning most
of the generalizations of teacher model. For quick predictions, the
lighter or distilled model is preferred in productions with stringent
production constraints.
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Figure 3.2.1: shows teacher-student set up for knowledge distillation
framework.

Neural network uses softmax output layer to produce class proba-
bilities for classification. The layer converts the logit, zi , computed
for each class into a probability, qi , by comparing zi with the other
logits usually at temperature T=1.

qi =
exp (zi/T )∑
j exp (zj/T )

(3.2)

In elementary form of distillation, knowledge is transferred to dis-
tilled model from complex model by training distilled model on trans-
fer set and using soft target distribution in the transfer set that is
produced by complex model at a high temperature in its softmax.
While training, distilled model uses same high temperature and once
it is trained, it uses T=1. When the labels for some or all of the
transfer sets are known, the elementary form of distillation method
can be made efficient by training distilled model to generate correct
labels. To achieve this, weighted average of two objective functions
can be used. The first is the cross entropy with soft targets. The
high temperature used for producing soft targets from the complex
model is used to determine the cross entropy. The second is the cross
entropy with correct labels. This is determined using logits in soft-
max of distilled model at T = 1. The results are better when lower
weight on second objective function is used. To ensure that relative
contributions of soft and hard targets remain unchanged irrespective
of the changes in temperature, the magnitudes of gradients produced
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by soft targets which scale as 1/T 2 , are multiplied by T 2.

With respect to each logit zi of distilled model, each case in the
transfer set contributes a cross-entropy gradient dC/dzi . If the
complex model has logits vi which generate soft target probabilities
pi and transfer training is done at temperature T, then the gradient
is as follows:

dC

dzi
=

1

T
(qi − pi) =

1

T
(

ezi/T∑
j e

zj/T
− evi/T∑

j e
vj/T

) (3.3)

In comparison to the magnitude of logits, if temperature is high,
then gradient can be approximated as follows:

dC

dzi
=

1

T
(

1 + zi/T

N +
∑

j zj/T
− 1 + vi/T

N +
∑

j vj/T
) (3.4)

Further assuming that the logits have been zero-meaned separately
for each transfer case so that∑

j

zj =
∑
j

vj = 0, (3.5)

the gradient simplifies to:

dC

dzi
=

1

NT 2
(zi − vi) (3.6)

Distillation, at lower temperatures, pays less attention to logits which
are much more negative than the average. This is advantageous be-
cause these logits are completely unconstrained by cost function used
for training the complex model so that they can be very noisy. On
the other hand, the negative logits can convey useful information
about the knowledge acquired by the complex model. So, interme-
diate temperatures give best performance suggesting that it can be
beneficial to ignore very large negative logits.
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Chapter 4

Experiment

The dataset and the architectures used for hallucination network and
knowledge distillation have been discussed in the following sections.

4.1 Dataset

The developed model has been evaluated on standard RGB-D Kinect
object dataset. The dataset consists of common household objects
which have been organized in to different categories. For each ob-
ject, video sequences were captured for one rotation. For experiment
purpose, 10 categories of objects were taken. Each category contains
around 1000 RGB and depth images. The dataset used is split into
10182 training images, 2100 validation images and 2000 testing im-
ages. The model has been trained using training set and is evaluated
on validation set. The results have been presented on the test set.

4.2 Hallucination Network

For experiment, base network architecture for each of the four net-
works consists of convolutional, pooling, dropout, RELU and fully
connected layers.

First network (RGB network) is a CNN classifier with RGB images
as input. The network consists of 2 convolutional layers with RELU
activation, 1 max pooling layer, 2 dropout layers, 1 RELU layer, 1
fully connected layer followed by a softmax layer. The loss used is
categorical cross entropy with stochastic gradient descent optimizer.

Second network (Depth network) is a CNN classifier with depth im-
ages as input. The network consists of 2 convolutional layers with
RELU activation, 1 max pooling layer, 2 dropout layers,1 RELU
layer, 1 fully connected layer followed by a softmax layer. The loss
used is categorical cross entropy with stochastic gradient descent op-
timizer.

The third network (Hallucination network) is a regression model
which hallucinates the mid level features of depth network. The
model takes RGB images and the corresponding intermediate RGB
features produced by RGB network as inputs and predicts the cor-
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Table 4.1: Input/Output for each network.

Network Model Input Output
RGB CNN classifier RGB images Class label
Depth CNN classifier Depth images Class label
Hallucination CNN regressor RGB images,

Corresponding
Intermediate
RGB features
produced by
RGB network

Depth features

Fourth CNN classifier RGB images,
Corresponding
Intermediate
RGB features
produced by
RGB network,
Corresponding
depth features
predicted by
hallucination
network

Class label

responding intermediate depth features.The network consists of 1
convolutional layer with RELU activation, 1 max pooling layer, 2
dropout layers, 2 RELU layers, 1 fully connected layer followed by
a linear activation layer. The loss used is mean squared error with
adam optimizer. The learning of hallucination network is guided by
the hallucination loss which is the euclidean distance between the
activations of depth network and hallucination network. Any layer
of the depth network can be hallucinated but the the performance
achieved with middle layer was highest and uniformly distributed
across all categories.

The fourth network is a CNN classifier which takes following as in-
puts:

1) RGB images.
2) Corresponding intermediate RGB features produced by RGB net-
work.
3) Corresponding depth features predicted by hallucination network.

The fourth network consists of 1 convolutional layer with RELU
activation, 1 max pooling layer, 1 dropout layer, 1 RELU layer, 1
fully connected layer followed by a softmax layer. The loss used is
categorical cross entropy with stochastic gradient descent optimizer.
The network thus classifies the RGB images into different categories.

14



4.3 Knowledge Distillation

The experiment further consists of building a light weight model
(student model) for the above complex model (teacher model). The
generalizations of teacher model is transferred to student model.
While training student model, softened probabilities, which are the
outputs collected by applying high temperature softmax are taken
as target instead of making one hot encoding as hard targets. The
student architecture is a light weight CNN classifier made up of
fully connected and softmax layers. The distillation loss used is the
weighted average of logloss between the corresponding components
of concatenated vector of soft targets + hard targets.

The standalone model is a CNN clasifier made up of fully connected
and softmax layers same as that of student model. The standalone
model is trained and evaluated on same dataset.

15



Chapter 5

Result Analysis

The results obtained by evaluating the proposed solution on stan-
dard RGB-D Kinect object dataset have been shown in the table
below. RGB model has comparatively higher accuracy than depth
model. The loss acheived by hallucination model is less and thus
outperforms baseline RGB model for object classification.

The student model has better performance than teacher model and
requires less computational time. Hence, the student model can be
used in stringent production environment with better accuracy for
object classification.

The performance of student model is much better than standalone
model, with same structure as that of student model, trained on
same dataset for object classification. This shows the knowledge
transferred from teacher is better than training distilled network on
same dataset. As the depth of the teacher network increases, the
student becomes more informative. The student model can thus be
used in scenarios where training data is less for distilled model.

Table 5.1: Accuracy of models.

Model Training Accuracy
(%)

Validation Accuracy
(%)

RGB 97 95
Depth 87 96
Teacher 92 95
Student 97 96
Standalone 74 77

The probability distribution for all classes at different temperatures
for the teacher model has been shown in the figure. The soft predic-
tions of the model is good at high temperature.
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Table 5.2: Loss of models.

Model Loss Function Training
Loss (%)

Validation
Loss (%)

RGB Categorical crossen-
tropy

0.1120 0.0260

Depth Categorical crossen-
tropy

0.3527 0.1952

Hallucination Mean Squared Er-
ror

0.00032 0.00071

Teacher Categorical crossen-
tropy

0.5416 0.1057

Student Categorical crossen-
tropy

0.2185 0.2206

Figure 5.0.1: shows performance of teacher model at different tem-
peratures for single object.
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Figure 5.0.2: shows performance of all the models.
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Chapter 6

Conclusion and Future
Work

• The problem of exploiting multiple sources of information for
object classification tasks when additional modalities that are
present in the labeled training set are not available for infer-
ence has been successfully tackled using modality hallucina-
tion. The modality hallucination architecture combines Con-
vNet RGB representation with complementary RGB represen-
tation which hallucinates mid-level depth features. The pro-
posed method accelerates object classification and improves
the quality. The modality hallucination architecture combines
ConvNet RGB representation with complementary RGB rep-
resentation which hallucinates mid-level depth features. The
proposed method accelerates object classification and improves
the quality.

• Knowledge of the complex model has been distilled in to a
single lighter model. This light model provides great accuracy
and is capable of replicating results of complex model in some
cases with less computational requirements.

• The performance of distilled model is much better than stan-
dalone model with same structure as that of distilled model,
trained on same dataset for object classification.

• The proposed method can be used for RGB-D object detec-
tion tasks, when additional modalities are not present during
inference. The hallucination network can improve the quality
of object detector. To further improve the performance of ob-
ject detector, Faster R-CNN can be used. Instead of selective
search, Faster R-CNN uses Region Proposal Network(RPN)
which takes feature maps, generated using ConvNets as inputs.

• An application using GAN(Generative Adversarial Network)
can be build for hallucinating missing modalities to exploit
multiple sources of information. Further the accuracy and ef-
ficiency of the proposed distilled network and GAN can be
compared.
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