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Abstract 

 

Detecting Violence in videos automatically and fast is very much essential as it's neither possible nor 

feasible to continuously monitor a huge database of videos. It's critical to quickly determine violence as it 

can be crucial in saving lives in real time violence cases in public places or fast detection among millions 

of files on the internet to flag content, etc. Deep learning techniques have been proven to do well at various 

tasks as compared to traditional algorithms but require many more resources like huge memory, high 

computational power, etc. There is a great need to design deep learning architectures which are more 

suitable to work in a constrained environment. We propose an architecture having Convolutional Neural 

Network (CNN) for extracting the spatial information, which works as a feature extractor followed by a 

Recurrent Neural Network (RNN) specifically Gated Recurrent Units (GRUs) to learn temporal cues. Our 

contribution is proposing an architecture which is simple yet powerful. It uses very fewer parameters 

(0.85million) without any degradation in performance as compared to state of the art results on benchmark 

datasets like Hockey Fight, Violent Flows, and Movies. The simplicity of the architecture makes it suitable 

for low constraint environments having the low computational power and less memory like mobile 

devices, smart watches, etc. 
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Chapter 1 
 
 

INTRODUCTION 
 
 
Video data has become part of our lives and a study by Cisco estimates that by 2022 about 82% of the 

data on the internet will be composed of IP video traffic [1]. With the ubiquity of mobile device and video 

cameras this huge increase in video data is obvious hence it’s has become necessary to develop robust 

systems and algorithms that help leverage this huge amount of data. While several work has been done on 

action recognition but violent action recognition hasn't been much explored. Mob attacks, ravage, fights, 

snatching, thefts, threats or assaults with a weapon, etc. are only some of the cases where it has become 

important to monitor people and their activities to detect any violence in it and mitigate the issue without 

further escalation.  

 

ConvNets are well established to produce great results in the realm of several image processing tasks such 

as image classification [2], object recognition, segmentation, detection, tracking and so on. A natural 

question is to ask whether these cutting edge architectures can somehow be used to solve the problems 

where input is a video instead of an image. Even though the videos can be simply be seen as a sequence 

of images and we can come up with some naive methods to use these models but it isn’t as simple as it 

seems. Extracting the information from videos has been difficult due to several issues like the motion of 

cameras, change in point of view, variation in illumination and so on.   

 

Recently great strides are being made to solve action recognition in videos using Convolution Neural 

Networks (ConvNets) extensions [3, 4]. Such as two – stream ConvNets which uses two different streams 

having 3D filters to process the input data frames. Where one stream process the data in low-resolution 

frames and other processes central region of the actual sized frame [3, 4]. Another technique to tackle the 

issue is by extending the architecture along the entire time axis to create a 3D ConvNet as the videos can 

be naturally depicted by extending images along time axis [5, 6]. ConvNets tends to work as a feature 

extractor which can be used to reduce the dimensionality of the input meanwhile keeping the necessary 

information intact. Recurrent neural networks are [7] naturally good at understanding time series data and 

were developed to solve problems in which input data exhibit sequential properties such as natural 
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language processing, speech recognition, etc. We explore the ability of these type of networks to process 

videos which are naturally a sequential data. The main focus of our work is to come up with an architecture 

which as compared to the previous state of the art is faster to train, simpler to be deployed even in a 

resource-constrained environment, uses more modern research tools. 

 
 
1.1 Problem Statement and Research gap 

 

Action recognition is the prediction of human activity based on some sensor data in our case from the 

camera capturing video data. Action as a whole is only meaningful when seen in a sequence. Let us 

consider a set T containing N videos.  T = {X1, X2, …  , Xn } with each video Xi  labelled Yi such that 

Yi ∈ {0 , 1} Where 1  being violent , 0 being non-violent. Now our problem is to design and train a 

function f that takes an input and tries to correctly evaluate test data as violent or non-violent. 

 

Most of the methods, we studied as shown in [3, 4, 5, 6 ] use 3D ConvNets. Deep learning architectures 

already deemed to be computationally expensive increases in complexity and cost when 3D convolutional 

filters are used. These bigger networks take order of magnitude time to train. Other approaches like in [8, 

9, 10] are more natural but still used bigger ConvNets resulting in several million parameters. Even though 

deep architectures have shown better results it should not be taken for granted. We experiment with the 

architectures of CNN first in order to reduce the total trainable parameters which then decrease the training 

time, prediction time, memory requirements. [8, 9, 10] uses LSTM as a recurrent unit, but [11, 12] have 

shown that newer GRUs performing at par with LSTM units on many frontiers leading to fewer  

parameters hence better training time and prediction time. 
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Chapter 2 
 
 

LITERATURE REVIEW 
 

 
Convolutional Neural Networks has long been present and been widely used after their introduction in 

ILSVRC [2] competition in 2012. In this competition a deep neural network AlexNet was introduced made 

up of 5 convolutional layers, dropout layers, max polling layers and 3 fully connected layers producing a 

vector of 4096 dimensions to represent the image. The architecture has a total of 60 million parameters. 

The results were amazing with top-5 test error rate of 15.3% as compared to 26.2% rate for the next best 

entry. This work set the foundations for the more fascinating work yet to come in the subsequent years. 

VGGNet in ISLSVRC 2014 [13] and GoogLeNet by [14] were among the most successful architectures. 

 

Convolutional Neural Networks ability to learn and extract features from the image automatically using 

the structure of the image and convolutional operation is the key idea to able to process  the huge array of 

pixel data a single image consists of. Success of ConvNets in image classification naturally lead to the 

idea of using them for video classification though this seems easy at first but the videos are far lot complex 

then static images and pose several challenges. 

 

Purely using ConvNets for video classification is demonstrated in [3] using a method that comprises two 

streams of ConvNets. This introduced a novel approach to learn the local motion information. The two 

streams of processing are fed different kind of inputs from the image frames. Firstly a context stream 

which learns from low-resolution frames and Second a high-resolution fovea stream that operates on the 

middle part of the frame. Time information fusion in ConvNets was shown by using a filter which extends 

in time dimension also called early fusion or by using two different single frame ConvNets few frames 

apart and then merging their output in later stage called late fusion or a mixed approach of balancing out 

both early & late fusion called slow fusion. From (178 x 178 pixels) frame video the context stream is fed 

a downsampled frame of (89 x 89 pixels) while fovea stream receives the center (89 x 89) region from the 

original resolution. Both the streams are identical in structure with a concatenation of outputs just before 

the fully connected layer. The average results for all the various fusion techniques were 63.9% and 82.4% 

for top-1 and top-5 predictions on then newly introduced Sports-1M dataset.  



4 
 

Another method proposed in [5] is based on early fusion like proposed in [3], it uses a filter that extends 

in time to perform 3D convolution to learn motion information present in continuous frames. The 

architecture proposed generated multiple channels of information from continuous frames and did 

convolution and subsampling for each channel. 

 

It used seven frames of (60 x 40 pixels) as input applies a set of predefined filters to produce 33 feature 

maps on which 3D convolution filter (7 x 7 x 3) is then applied where (7 x 7 is spatial and 3 is along 

temporal) followed by 2x2 subsampling layer, next convolutional layer is a result of applying a filter of 

size (7 x 6 x 3) followed by a (3 x 3) subsampling and a convolution of (7 x 4)  producing a 128D vector 

encapsulating the motion information of 7 frames followed by a fully connected layer which is then fed 

to a linear classifier. 

 

 

 
Fig. 2.1 A 3D CNN architecture consists of one hardwired layer, three convolution layers, and two 

Subsampling layers, and one full connected layer [5]. 
 

 
 
Following results were obtained on KTH dataset containing six human actions with 2391 sequences 
recorded with a static camera at 25fps and down-sampled to (160 x 120 pixels) 

 
 

 Boxing Clapping Handwriting Jogging Running Walking Average 
3D CNN 90 94 97 84 79 97 90.2 

 

Table 2.1 Results of very first 3D CNN on action recognition dataset 
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[8, 9, 10] Describes the usage of CNN followed by RNN (LSTM) for action recognition tasks. RNNs are 

suitable for video analysis since they already established to work greatly over time series data and video 

frames can be depicted as same. The general architecture overview is a composition of a ConvNet 

followed by RNN, LSTM in these case. Firstly a ConvNet takes a sequence of frames from video and 

converts it into a sequence of features. Having computed this feature-space representation it is passed to 

a recurrent neural net (LSTM) to deduce outputs. The ConvNets used here [10] uses pre-trained models 

like AlexNet or some deeper ConvNets. Retrained networks are known to perform better on various action 

recognition tasks preventing overfitting.  
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Chapter 3 

 

PROPOSED SOLUTION 

 

Our methodology is composed of two main components a carefully crafted Convolutional Neural Network 

(CNN) followed by a Recurrent Neural Network (RNN). In a nutshell, we designed an end-to-end trainable 

architecture for violence detection. First, the ConvNet is fed raw input frames from the videos, let the 

length of the sequence be T. Time distributed ConvNet then learns and extracts features from these raw 

frames and converts every single frame into a 4096-D feature vector [2]. That is, now we end up with a 

sequence of length T where each element is a 4096-D feature vector. For recurrent Neural Network, we 

used Gated Recurrent Units (GRUs) [11, 12]. This sequence then serves as an input to our recurrent layers 

of GRUs, which then followed by two fully connected layers and a sigmoid unit terminated by the cross-

entropy loss function. 
 

 

 

 

Fig. 3.1 Illustration of the architecture of we propose  
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3.1 Convolutional Neural Network  

 

ConvNets has been extensively used in several tasks related to image processing success of them has led 

to advent of new and innovative architectures. The principle of ConvNets is the convolutional operator 

which exploits the structure of the input of image and uses a kernel having weights which are learning 

during backpropagation. It passes over the entire input performing element-wise product followed by an 

added non-linearity, resulting in an output with reduced dimensionality. 

 

Earlier [10] has used Alexnet [2] which is pre-trained with the ImageNet dataset as ConvNet for learning 

and extracting frame level features. It has ~60 million parameters alone for ConvNet only. Pre-trained 

deep ConvNets like Alexnet etc has been shown to perform better on several action recognition tasks but 

here we use our own architecture from scratch following some good practices like introducing max-

pooling, using ReLU non-linearity [2], learning several features on the first layer itself and then slowly 

reducing the dimensionality of the data, etc. 

 

ConvNet in our proposed architecture consist of 4 Convolutional layers and 3 max-pooling layers, 

 

 [INPUT - CONV1 - RELU - MAXPOOL1 - CONV2 - RELU - MAXPOOL2 – CONV3 – RELU - CONV4 – RELU – MAXPOOL3] 

 

 INPUT (128 x 128 x 3) gets the raw pixel values of image with height, width and channels 

respectively 

 CONV layer uses kernel of size 3 and a padding appropriate so that dimensions of output doesn’t 

change across height and width. 

 RELU layer applies a function max (0, x) over the output obtained by CONV layer. 

 MAXPOOL layer performs down sampling with a window size of (2 x 2), simply takes the 

maximum value from the window. 

 

The output obtained after MAXPOOL3 is flattened and is a 4096-D vector. Total trainable parameters are 

27000 only as compared to 60 million in Alexnet used in [10]. 
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3.2 Gated Recurrent Units as RNN (GRUs) 

 

We use GRUs as our recurrent layer, specifically, GRUs were introduced in [15] as a way to model 

sequential data and aimed to solve the vanishing gradient problem widespread in an RNN. These can be 

seen as a variant of Long-Short Term Memory (LSTM) cells [7] but with a more simplified architectural 

design. [10] uses a recurrent layer of LSTM units following a ConvNet. GRUs has shown equally 

promising results on various tasks [11, 12], with an added advantage of a simple structure, fewer 

parameters and lesser training time. 

 

GRUs have two gates an update gate z and a reset gate r. Update gate can be seen as a barrier to decide 

how much of previous memory to keep around and Reset gate is used to set up relevance to previous 

values. 

 

Fig. 3.2 Block diagram of a Gated Recurrent Unit (GRU) with reset r and update z gate 

 

   zt  = σ ( Wz • [ ht-1, xt ] )                               (3.1) 

rt  = σ ( Wr • [ ht-1, xt ] )                               (3.2) 

ĥt  = tanh ( W • [rt *  ht-1, xt ] )                    (3.3) 

ht   = ( 1 - zt ) * ht-1 + zt * ĥt                                       (3.4) 
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We use two layers of GRU of size 40 units, each having 64 cells which are fed an input sequence of length 

40. With each element of the sequence being a 4096-D vector extracted from raw images, the first layer 

of GRUs is designed to pass the outputs to next layer of inputs forming a many-to-many model. Second 

layer used many-to-one model output of second layer is then fed to a two consecutive fully connected 

layer of 64 each followed by a sigmoid function.  

 

3.3 Adaptive Moment Estimation (Adam) Optimization algorithm 
 

Adaptive Moment Estimation (Adam) [16] is the most popular method for learning gradients and is known 

for computing adaptive learning rates for each parameter respectively. Along with storing an exponentially 

decaying average of past squared gradients vt like RMSprop [17] and it also keeps an exponentially 

decaying average of past gradients mt like the momentum. mt  and vt  are estimates of the first moment 

(the mean) and the second moment (variance) of the gradients respectively. 

  

Equations for computing decaying averages is as follows: 

mt = β1 mt-1 + (1 - β1)gt                                                           (3.5) 

vt = β2 vt-1 + (1 – β2)g2t                                                           (3.6) 

Bias-corrected first and second moment estimates: 

m̃t = mt / (1 - βt1)                                                     (3.7) 

ṽ  = vt / (1 - βt2)                                                      (3.8) 

They then use these to update the parameters yielding the Adam update rule on each iteration: 

θt + 1 = θt – (η* m̃t) / ( √ṽ + ε)                                     (3.9) 

Proposed default values of the hyper-parameters in Adam is 0.9 for β1, 0.999 for  β2, and  ε  

10^−8 for compares favorably to other moment based optimization algorithms and that works well in 

practice. 
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Chapter 4 

 
EXPERIMENTS 

 

4.1 Datasets 

 

We evaluated our architecture on three benchmark datasets. Violent Flows Crowd Violence Dataset [18], 

Movies Dataset [19], Hockey Fight dataset [19] containing videos recorded using CCTV cameras, high-

resolution movies, mobile phones, and etc.  

 

i) Violent Flows Dataset: This database consists of 246 videos, 123 violent & 123 non-violent, 

depicting the violent events in which the number of people are very large. These are clips from 

soccer matches where crowd gets excited and fights with one another. 

 

ii) Movies Dataset: It consist of total 200 videos, 100 violent & 100 non-violent. Most of the 

videos are collected from the scenes in movies having fights. 

 

iii) Hockey Fight Dataset: A dataset of 1000 videos, split equally in violent & non-violent type. 

All the videos are from ice hockey where players get into a fight with one another. Fights 

pertain interaction of two or three humans at the most wearing jersey of their teams. 
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4.2 Experimental Settings 

 

We implemented our architecture in Keras running on top of TensorFlow, it is a high-level neural network 

API, which is written in Python. Using OpenCV library in python we extract 40 frames per video at equally 

spaced intervals and do embedding with null frames for videos which have less than 40 frames. We tried 

other values for frame size like 32, 64 and 256 pixels. Whereas images with lower resolution tend to allow 

for a bigger batch size but only on the cost of lesser features. On the other hand a frame size of 256 tends 

to reduce batch size hence incurring high training time. We select a frame size of (128 x 128) pixels 

providing us a balance of both features and batch size. 

 

As a preprocessing step, we normalized the input pixels to a range between 0 and 1. We tried both zero 

centering and min-max normalization, latter was shown to have improved performance. The network is 

trained end-to-end using Adam algorithm [16] with hyper-parameters, learning rate = 0.0005, beta_1 = 

0.9, beta_2 = 0.999. Weights of the entire network is initialized using Glorot uniform initializer also called 

Xavier uniform initializer. We hyper-tuned our model for the best batch size and number of epochs and 

found out a number of epochs resulting in best accuracy were 25, 5, 10 respectively for the datasets (i) (ii) 

and (iii) respectively. For batch size we tried batch size of 8, 16 and 32 videos. Not to mention this 

translates to 320, 640 and 1280 images per frame, batch size of 16 seems to work best giving as lesser 

time. Our learned models are stored in .h5 type files for each fold for each dataset. System configuration 

on which network was trained and tested is as follows, 

 

CPU: Intel(R) Xeon(R) CPU @ 2.30GHz 

RAM: 13 GB 

GPU: Tesla T4, 16 GB  
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Chapter 5 
 
 

RESULTS 

 
5-fold cross-validation technique is used to evaluate the architecture performance as used in literature. For 

each dataset, we graph the accuracy and loss achieved on both train and test set for minimum and 

maximum accuracy achieved during 5 iterations. We explicitly give the accuracy value on test set for 

respective fold. 

 

 

i) Violent Flows Dataset 

 
 

Fig. 5.1 Minimum and maximum accuracy for Violent Flows Dataset 
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ii)     Movies Dataset: 

 

Fig. 5.2 Minimum and maximum accuracy for Movies Dataset 

 

iii)   Hockey Fight Dataset: 

 

Fig. 5.3 Minimum and maximum frequency for Hockey Fight dataset 
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Method Violent Flows Movies Hockey Fight 

MoSIFT + HIK - 89.5% 90.9% 

ViF  81.3±0.21% - 82.9±0.14% 

MoSIFT+KDE+Sparse Coding 89.05±3.26% - 94.3±1.68% 

Deniz et al - 98.0±0.22% 90.1±0% 

Gracia et al - 97.8±0.4% 82.4±0.4% 

Substantial Derivative 85.43±0.21% 96.89±0.21% - 

Bilinski et al. 96.4 99 93.4 

MoIWLD 93.19±0.12% - 96.8±1.04% 

ViF+OViF 88±2.45% - 87.5±1.7% 

Three streams + LSTM - 93.9% - 93.9 

ConvLSTM 94.57±2.34% 100±0% 97.1±0.55% 

Proposed(Accuracy, std. dev) 96.88% , 6.2 99.17%, 1.02 99.04%, 0.68 

 

Table 5.1 The classification accuracy on the benchmark with previous works done [10]. 

 

[10] is the closest to our methodology but uses a pre-trained ConvNet (AlexNet) followed by a LSTM 

layer resulting in a total of ~68 million trainable parameters. Our proposed architecture gives best known 

results for Hockey Fight dataset and is at par with best results on Violent Flows and Movies dataset. With 

nearly 0.85 million parameters there is an 80 fold reduction in model size as compared to [10] yet at par 

with the state of art results. 
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Chapter 5 

 

CONCLUSIONS AND FUTURE SCOPE 

 

Violence Detection is a pressing issue and requires systems that are easy to train and are able to perform 

well in resource constraint environment. Our study comes up with such an architecture. It clearly shows 

the superiority of ConvNet-GRU architecture over other methods which is suitable since videos are 

necessarily a time series kind of data. It also indicates that having a deep ConvNet is fine but not necessary 

to produce great results and the same can be achieved by carefully crafted custom architecture. The 

competitiveness of GRUs against LSTMs is again supported by our study by observing no loss in accuracy 

as compared to other LSTM based methods The sheer reduction in the total parameters makes our model 

easy to be deployed in resource constraint environment such as mobile devices, smart watches, etc. 

Generative Adversarial Networks (GANs) are gaining widespread popularity and since video data is 

particularly less for violence detection they can be used to generate short samples to be used to train 

architectures as such. Videos in existing benchmark are limited background and kind of similar so more 

diverse datasets are required. Other architectures must be tried for ConvNet as a feature extractor with 

various depths and widths. Efforts should be made to create lite architectures first and building upon 

complexity rather than choosing a deeper net beforehand.  
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