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ABSTRACT

Due to explosive evolution and popularity of electronic media, Online shopping and

Social media sites, vast amount of user review and experience available in the form of

raw data. It can be used for opining mining or sentiment mining and other pattern

identification tasks. Opining mining or sentiment mining and summerization of

review regarding any particular topic used to provide insights and can be used as

feedback to improve or address concerns regarding that topic and helpful in future

planning. Most of the work done so far in this field foced on run of the mill, well

defined techniques like K-NN, SVM and others machnine learning algorithms to

classify the text into two or more classes. However, traditional techniques peak out,

in term of accuracy in certain limit. Additional improvement in term of accuracy

reported using deep learning model LSTM-RNN with pre-trained word embedding.

The aim of the present work is to improve existing techniques for opinion mining or

sentiment analysis.
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Chapter 1

INTRODUCTION

In the era of digital evaluation, social media like Facebook, Twitter, Insta-

gram, etc and online shopping sites like Amazon, Flipkart, etc has caused enormous

amounts of public data which can be collected, processed and used to perform dif-

ferents type of analysis on that data to solve various problem. It can solve many

industry problems like future needs, sell or buy prediction, and feedback of the prod-

uct. Amazon and Twitter have millions of users who share their opinion regarding

any product or topic on that platform , which can be used to opinion mining or

sentiment analysis regarding topic. This analysis can help in decision making in

various domains and provide insights of topic. Due availability of public data easily

in the large amount applicable in many application like sentiment analysis or opinion

mining, recommendation system, revenue prediction, etc.

1.1 Motivation

Opinion mining also is known as sentiment mining, opinion extraction, and sub-

jective analysis. It is cost effective and fair technique to determine public opinion

towards any topic. Reviews available in textual form. It has been proved that there

exists a positive correlation between the sentiment analyzed on the social media data

and the event organised in the actual world. In customer-relationship management

for large business companies it is essential that in addition to identifying trend of the
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opinion of product, or to find the areas where the customers are facing diffulties so

that they can be addressed by company immediately. Althought collection of data

present little bit problems. Opinion mining and sentiment analysis has successfully

used in various domains like determing movie rating, feedback of hotel services, food

services, etc and finding of users needs. In politics to improve campaigning process

by delivering speeches on topics that the public(voters) is most interested, which

is obtain through opining mining and sentiment analysis on their data available

through social media like Twitter and facebook. For example Obama adminstration

used sentiment analysis to gauge the public opinion to policy announcement and

campaign message prior to 2012 presidental election [3].

Although collection of data present little problems, it is the interpretation of data

that is challenging. Traditional Techniques have not preformed well due to the pres-

ence of noise, non-standard characters, specail charters, smileys, misspelled words,

regainoal slang words, short handed words might be present in the communication.

Sentiment analysis can be broadly classified into two areas lexicon-based ap-

proach and deep learning approach. In lexicon based approaches the input data

after modelling is compared with the predefined lexicon with labelled classes to de-

termine the overall sentiment of the input text. This suffers from the drawback that

it cannot identify subtleties inherent to the language like sarcasm, use of metaphors.

Using a lexicon based approach for sentiment analysis can however provide a reason-

able between the accuracy and the complexity needed. Clever use of the obtained

results can be used immediately.

Reviews consist of several redundancies and noise that is an obstacle for the

lexicon-based approach. Thus pre-processing step is addressed these issues becomes

a vital step in the process. Pre-processing of textual data involve these several steps.

• Removal of stop words

• Removal of duplicates

• Stemming/Lemmatization

• Noise/URLs/HTML Tags removal

Once this step is done the output of this process is given to the lexicon-based senti-

ment analysis . Algorithm compared with labled words and return the score of each
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sentence to determine sentiment of the people regarding given topic.

Opinion Mining or Sentiment analysis is the detection of attitudes. It involes

identification of source, target and type of altitude (polarity).

1.2 Problem Description

”Analysing review data using deep-learning for improve performance of deep neural

network classification model”

To address the problem stated, we collected the dataset from Amazon shopping

sites & Twitter, and trained the deep learning model on this data using different

parameters. Word embeddings for the dataset was used and also used availbale pre-

trained word emmbeding like glove in Sequence Classification with LSTM Recurrent

Neural Networks deep learning model to improve accuracy and perform sentiment

analysis.

1.3 Organization of the Report

The rest of the report is organized as follows: Section 2 describes the previous re-

lated work in the field of sentiment analysis an analysis or opinion mining. Section

3 describes proposed work in depth about preprocessing, data collection and classi-

fication method. Section 4 shows the experiment and results. In the last part we

conclude the thesis work.
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Chapter 2

LITERATURE REVIEW

Due to easy availability of large dataset in field of Sentiment analysis and text

mining lot of research work has been done. Many of the previously described models

attempts to group the dataset into two classes the positive and negative classes and

have achieved the best possible results in this area. Many research has been focused

on performing fine-grained sentiment analysis which involves classifying a given data

sample one among several classes each idicating a varying degree of sentiment. Lately

deep learning-based approaches have taken a lead in this regard. Sentiment analysis

has been tackled by using several well defined existing techniques like Naive bayes,

SVM and k-Nearest Neighbors(k-NN) and other classification algorithms that es-

tablish the tradeoff between using these techniques for several datasets [4] [5] [6].

These work attempts to find which of the wel -establish techniques is best suited for

sentiment analysis.

People belongs to different regions and different languages. People gave a review

in own languages so that this is diffcult task to handle diffrent languages. Each

language has an inherent structure that various greathly between different languages

[7]. Many researchers attempts to identify the as particular variation and fine tuning

of the parameters of the sentiment analysis model that are best suited for use on a

particular language like chines whose sentence semantic structure varies from english

[4]. Input data required for sentiment analysis alogrithm comes in various formats.

So that each algorithm required own preprocessing steps [3]. Social media data

crawled from public API provided by social media like Twitter provide Twitter
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Streamming API [8]. Twitter has short text and unstructured making it harder for

identifying the true sentiment of text [3] [9] .

Twitter has Hastag and mention with every tweets. Hashtag have metadata

regarding tweet and provide additional information about tweets which is helps to

identify the targets or the subject referred to in the tweet [4]. These hashtags also

provide additional information related to the given tweet. Identification of aspect

targets before sentiment analysis has improved the result of conventional generative

probablistics model like LDA. [3] tan et al. have used a hierarchile LDA model to

first identify candidate tweets. Based on these candidate tweets , the foreground and

background tweets have been collected and sentiment analysis has been done specific

to these tweets. Gibbs sampling has been finally used to identify the sentiment in the

respective candidate tweet. Latent Dirichlet Allocation (LDA) has been found to be

the most efficient topic modelling when large amounts of data are to be processed.

Only some of the drawbacks of LDA have been addressed and possible approaches

to perform complex sentiment analysis using variations of the basic LDA have been

addressed in [3]. It has been reported that using two seprate LDA where the result

of one LDA has been utlized as input to second LDA provies better analysis of

Opinion mining.

2.1 Lexicon Based Approach

Lexicon Based approach is a basic approach for sentiment classification and it is a

unsupervised learning model for sentiment analysis [10] [1]. The most advantage of

this technique is no need to label the dataset. Labelling the data set is one of the

hard-working steps. Performance of the lexicon-based approach is totally depends

on the quality of lexical resource it relies on. Some of state-of-the-art resource

available for lexicon based sentiment analysis like SenticNet [11], SentiWordNet [12],

WordNet-affect [13] etc. In lexical resource words are mapping with a category like

positive, neutral or negative or associated with sentiment score which is used by

lexicon-based algorithm to acquire overall sentiment communicated by sentence or

text.
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Figure 2.1: An example of Sentiment association in SentiWordNet [1]

SentiWordNet

SentiWordNet 3.0 [12] is improved lexical resource. SentiWordNet 3.0 is enhance-

ment of SentiWordNet 1.0 by Esuli and Sebastiani, 2006. It provides lable in three

numerical class Positive, Neutral and Negative for each word present in WordNet

synset [14]. SentiWordNet provide synset based sentiment score for each term. In

this ach term have different sentiment score in diffrent sense. Figure 2.1 show the

example of SentiWordNet, How to diffrent sentiment score for the same term in

different sense i.e term terrible have two diffrent sentiment score. SentiWordNet

finds the most appropriate meaning of a sentence with Word Sense Disambiguation

(WSD) algorithm.

SenticNet

SenticNet [11] is publicly available for sentiment analysis and opinion mining. Sen-

ticNet used for concept-level opining mining or sentiment analysis of text. Noval

work of SentiNet is , It is multi-disciplinary paradigm for opinion mining and Sen-

timent Anaylsis. SenticNet label the sentiment score between -1 to 1 (-1 = most

negative, 1=Most positive). SenticNet having 14000 common sense concepts. Sen-

ticNet able to assign polarity ,additional information and also provide some critical

cocepts like celebrate special occasion , accomplishing goal and so on. Sentiment

communicated by intensity of 16 basic emotion called Hourglass of Emotions.

WordNet-affect

WordNet-affect [13] is a linguistic resource for lexical representation of affective

knowledge. In WordNet-affect , affect is lexical database with approx 1903 tuples
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Figure 2.2: A WordNet-affect Hierarchy [1]

directly or indirectly reffering to mental (emotions) states. Figure 2.2 shows emo-

tion hierarchy of WordNet-affect. Also information include relation between POS ,

English word and italian words. Currently WordNet-affects having 2,874 synset and

4,787 words.

Text data in multillingual due to dataset obtain from different region [15] [16].

To resolve the problem of multilingual, Lexicon resource created by some researchers

in that language like sentiLex. Lexicon Based approach is very Easy and intuitive

approach.

2.2 Näıve Bayes Classifier

The classification problem is a standard problem. In order to solve the problem,

many state-of-art techniques are available. Text classification is one of the special

problems. In text classification technique wide variety of task addressed such as

assigning a category, topic, genres, spam detection, authorship identification, sen-

timent analysis or opinion mining. By defination, give a document and a set of

classes, to assign the document to one of the set. Some of the most commonly used

classifiers are Näıve Bayes classifier , SVM, k-NN [17].

Näıve Bayes classification is based on Bayes rule. It relies on very simple

reprentation of the document known popuparly as the ”bag of words” reprenta-

tion. the bag of words model losses all information regarding the order of the words

in the document. It is represented as a vector of word along with its associated

count [18].
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It represents a function that returns whether the class is positive or negative

with respect to sentiment analysis. In this context, the entire collection of words or

a subset of words can be used.

Given a corpus or document d and the distribution of classes c

P (c|d) =
P (d|c)P (c)

P (d)
(2.1)

Cm is the mapping of the document to a particular class

Cm = argumaxc∈CP (d|c)P (c)

= argmaxc∈CP (x1, x2.......xn|c)P (c)
(2.2)

where x1, x2.......xn is random variable representing the features(vocabulary) for

the document. Independent assumption for multinomial Näıve Bayes is as stated

above which is dependent on some of the simplifying assumption made such as the

”bag of words” assumption and conditional independence assumption.

In conditional independence assumption, it is assumed that the feature proba-

bilities P(xi, cj) are independent given a class c.

P (x1, x2.......xn|c) = P (x1|c).P (x2|c)......P (xn|c) (2.3)

Thus, the equation (2.3) can be used for obtaining Cm . It is a very fast algorithm,

with low storage requirements. Näıve Bayes classifier based on basic bayes rule.

Its robust to irrelevant features, works very well in domains having many eually

important features. If the independence assumption holds then Nav̈ıe Bayes is the

optimal classifier, but this assumption rarely holds. Also, Näıve Bayes is a ”High

bias” classifier that works well with small amounts of data.

2.3 Long Short-Term Memory (LSTM)

LSTM network is improved version of Recurrent Neural Network (RNN) that can

learn long term dependencies over data with time [19] [2]. It gives better result over

RNN. Recurrent neural network could not relate the previous frame to the present

frame, to address the problem of recurrent neural network attached the module

long-short-term memory with RNN.
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Figure 2.3: LSTM network with hidden layer of recurrent neural network(RNN) [2]

In figure 2.3 shown architecture of long-short term memory block using a re-

current neural network as a hidden layer. It also has a chain block structure like

a recurrent neural network with memory block called cell. It also has a running

structure like a horizontal line with cell state. It is an ability to add or remove

information in cell state at any time. It has three gates, to control the cell state and

protect the cell state of LSTM block as given below.

• Forget Gate

• Input Gate

• Output Gate

Forget gate layer also called sigmoid layer which is responsible for what infor-

mation going throw away from cell state. ”Input gate layer” has two parts first

decied which value will be update next and retain and second is create vector values

for new comming term in model. ”Output gate layer” finally decide what parts of

memory cell going to output.

2.4 Sentiment Analysis

Sentiment analysis is problem related to classification. It is done at different level

of coarseness, namely document level, sentence level and word level as described by

9



Figure 2.4: Component of Sentiment Analysis

Zhao et al. [9], With the decrease in the granularity of the sentiment analysis the

accuracy of the model decrease.

In classification problem deep neural network perform better [20] than lexicon

based sentiment analysis. Deep neural networks like Convolutional Neural Net-

work (CNN), Recurrent neural network(RNN), Sequence Classification with LSTM

Recurrent Neural Networks shown most promising result in sequence classification

task [21]. Alexis et al. [22] has described a deep convolutional network for text clas-

sification that takes advantage of convolutional layers to train the machine. Alexis

et al. show that model performance increase with depth. The author used 29 layers

of convolutional layers to improve the performance of convolutional neural network.

A deep convolutional neural network approach for sentiment analysis takes advan-

tage of pre-trained word embedding. Improve the accuracy of sentiment classifier

by first identifying the aspect targets in sentences and classifying the input dataset

into different classes based on the number of these aspect targets.

2.5 Research Gaps

There has been lot of research works based on the diffferent types of word embed-

ding. Each word embedding has an impact on the performance of deep learning
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neural network model. There are several complementry word embedding that cap-

ture different asspect of the meaning from sentence. In previous work have used

only single word embedding during model training. Combination of word embed-

ding has not yet been used to further improvement of sentiment classification model.

Thus, there is a great scope to develop Hybrid word embedding. It can be used to

improvement of deep learning neural network model.
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Chapter 3

PROPOSED WORK

In figure 3.1 shows the flow Diagram of proposed work. Initially, Data collection

is a challenging task for any product or target. In this thesis, dataset collected from

Amazon shopping site and use standard movie review dataset for evaluating our deep

learning model. Each of these data set preprocessed and individually used to train

the independent classifier. Classification model labeled the review in positive class

or negative class. In the last step use of topic modeling for knowledge extraction

from a positive and negative review.

3.1 Dataset Collection

For evaluation of the model, dataset is the most important factor. We create Am-

zon web crawler for collection of the product reviews. We crawl the category wise

product reviews one is amazon food product reviews and health product reviews

and create the dataset. In this thesis work we used Amazon product review dataset

and movie review dataset. Amazon review also have rating of the review. Rating

is between 1 to 5 show the polarity of review or mood reviewer (1- strong neagtive

and 5- strong positive). In this url (Product review page url) requester send the

query to the Amazon web server and fetched the HTML web page. HTML parser

fetch reviews from review section of HTML page. Data received from parser store in

review database. Data stored in database send to the next section for preprocessing.

12



Figure 3.1: Flow Diagram of Proposed Work
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3.2 Pre-processing

Pre-processing step is required for efficient use classification algorithm. Pre-processing

has following steps

• Noise Removal

• Text Normalization

• Word standardization

Noise Removal

In noise removal step, remove unwanted characters, numbers, and symbols from

text. In classification problem stop words also has as a noise. Urls and html tags

are remvoed from text data because urls and htmls tags have not much important

information for classification problems. After noise removal step text is much more

clean.

Text Normalization

In text normalization process, stemming and lematization used for normalization of

text. One or more similar word represented by one word. Similars words like ’likes’,

’like’, ’liked’ ,’likely’ all are stemmed in root word ’like’. Stemming technique also

suffer from two problems overstemming and under stemming.

Word Standardization

In word standardization step text represent in a standard form like all text in lower

case or upper case. Convert slang words in standard form and send to the next

section.

3.3 Features Selection

In this section cleaned text prepare for classification model. Requirment of vector

of text data for Classifiction model. Many algorithm available for features selection

like Bow, Tf-Idf , Word2Vec etc. In this report, we have used word2vec model and

pre-trained word embedding for LSTM network which is used for classification.
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3.3.1 Word Embedding

Word embedding, each word represented in a multi-dimension vector. Word em-

bedding for individual words is used to direct the neural network that performs

sentiment analysis. This notation provides for representing words with a limited

size of the vector of real numbers. There are several methods of arriving at the

position for each word. Some of the method to arrive at embedding are explained

in further part of the report.

Figure 3.2: Word2Vec Architecture [24]

Word2vec Model

Word2Vec model is produced word embedding of corpus [23] [24]. Word2vec model is

patend by Google Inc. It was researched by Google researcher T.Mikolov et al. [24].

Word2vec model have two layer linear activation layer and softmax layer shown in

figure 3.2. It takes input as large document and generate vector for each word in

document, nearly in hundereds dimensions. Word2vec vectors generated by skip-

gram model. Word2vec vector represented in vector space s.t. similar context word

pointed in close propinquity to each other in vector space.

Skip-gram model is to generate word notation such that are useful to learn conext

of word. A skip-gram model for training the word vector is shown in figure 3.4.
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Objective of this model is to minimize the following cost function:

1

T

T∑
t=1

∑
−c≤j≤c,j 6=0

(Log P (wt+j|wt)) (3.1)

In equation 3.1 T is the total size of the vocabulary, c is the window size, t is

the current word.

Basic skip-gram function P (wt+j|wt) define as (softmax function) :

P (wt+j|wt) =
exp(v′w0Tvw1)∑W
w=1 exp(v

′
w0Tvw1)

(3.2)

In equation 3.2 vw is ”input” vector representation and v′w is ”output” vector

representation of w. W is the vocabulary size. This equation is impractical because

cost computing is propotional to W and W is too much large. The model that

uses this embedding shall henceforth be referred to as word2vec embedded(W2Vec)

classifier.

3.3.2 Proposed Classification Models

Glove have pre-trained word embedding to use in training of neural network model

[6]. Glove embedding vectors involves the generation of a co-occurence matrix(X)

for each pair of words. In figure 3.3 vector space reprentation of comparative and

superlative words through glove words representation. The model that uses this

embedding shall henceforth be referred to as glove embedded (GvE) classifier. For

Classification, Proposed model uses Google Based embedding shall henceforth be

referred to as Google Embedding (GooE) Model. One more Model proposed for

classification, which used multiple embeddings. The classifier used multiple embed-

dings shall henceforth be referred to as Hybrid Word Embedding (HWE) Model.
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Figure 3.3: Comparative/Superlative words represented in Glove Embedding

3.4 Sequence Classification with LSTM

In the previous section described the LSTM network, which is used for the classi-

fication problem. LSTM network is improved version of RNN, In which memory

unit included called ”cell”. It is learn privious context and connect with present

situtaion.

Figure 3.4: Simple LSTM network for Classification

In figure 3.4 Shows how LSTM network used for solve to classification problem.

LSTM use three gate Input Gate, Output Gate and forgate gate. Forget gate layer

also called sigmoid layer which is responsible for what information going throw away

from cell state. ”Input gate layer” has two parts first decied which value will be

update next and retain and second is create vector values for new comming term
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in model. ”Output gate layer” finally decide what parts of memory cell going to

output.

3.5 Latent Dirichlet allocation (LDA)

Latent dirichlet allocation is a generative probabilistic model for collection of discre-

ate data [18]. Documents are represented as a random mixture over latent topics.

It is a hierarchical three level Bayesian model, in which each document is modelled

as a finite mixture over an underlying set of topics. Each topic in turn is modelled

as an infinte mixture over an underlying set of topic probabilities. It gives the most

probable topic of the document.

Figure 3.5: LDA as a graphical probabilistic model

In figure 3.5 shown graphical probabilistic model of LDA. In model , ”D” denote

total number of document , ”N” denote total number of words in document ,”K”

denote total number of topics, θd denote per-document topic proportions, Zd,n denote

per-word topic assignment, Wd,n denote observed word in document, βk denote topic

distribution over vocabulary and α , η are dirichlet parameters.
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Chapter 4

RESULT AND DISCUSSION

4.1 Dataset Description

In this work we used food review dataset, health product review, Election tweet

dataset and movie review dataset for experiment on proposed model.

4.1.1 Food Review Dataset

Food review dataset consists of 586,454 tuples, each having 10 attributes. We takes

only 3 attributes ”Review header” , ”Rating” and ”Review Text” for classification

and knowledge extraction process. Table 4.1 Shows overview of dataset.

Figure 4.1: Word Cloud : Food review dataset
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Table 4.1: Food Product Review Dataset Overview

Food Product Review

Size of Dataset(Number of Reviews) 586,454

Attributes 10

Rating Between 1 to 5

Figure 4.1 shows word cloud of food review dataset. Score is between 1 to 5 (1-

strong negative and 5-strong positive) , we aggregate review in two class score 1,2

as negative and 4,5 is as positive review. After removing redundant review we have

307,061 positive review and 57,110 negative tweet. Figure 4.2 shown bar chart of

food review dataset.

Figure 4.2: Sentiment ditribution in food review dataset

4.1.2 Movie Review Dataset

Movie review dataset have 10,136 reviews. In this 5,094 are positive and rest 5042 are

negative reviews. Initally all these reviews are pre-processed to remove punctuations.

The number of unique word in the vocabulary is 18,757 after pre-processing the

reviews. The maximum length of any sentence is 56. Movie review data have

english review about films. Table 4.2 shows Movie review dataset statics.
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Table 4.2: Movie Review Dataset Overview

Movie Review Dataset

Size of Dataset(Number of Reviews) 10,136

Attributes 4

Sentiment Positive or Negative

4.1.3 Gujarat Election Tweets

During the Gujarat assembly election, many people talk about political party and

current problems going on. We crawl the tweet related to assembly election.

Table 4.3: Gujarat Assembly Election Tweets Dataset overview

Election Tweet DataSet

Size of Dataset (Number of Tweets) 821,251

Attributes 5

Geo-Location India

This dataset consists of total 821,257 tweet regarding political parties and politi-

cal leaders. This dataset collected in mainly december 2017 during assembly election

2017. Table 4.3 Showing tweet distribution in Gujarat assembly election dataset.

Each these tweet have assign positive , neagtive and neutral.

Figure 4.3: Sentiment Distribution of Election Dataset

Figure 4.3 Shows the sentiment distribution of tweet. Those tweet are labelled

positive that indicate the opinion regarding the election or political party spoken
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about is positive. Tweets showing negative opinion regarding topic labelled as neg-

ative. Some tweets are showing neutral opinion about the topic labelled as neutral.

4.1.4 Health Product Related Review

We have also test our model on health product related reviews. Health product

related review have 15167 review ragrading health devices like thermometer, Neb-

ulizer, etc and 10678 review regarding sports nutritions product. In health related

review score is also one attribute attached to each review. Score is between one

to five for each review, one is stand for strong negative opinion and 5 is stand for

strong positive opinion for given product. Table 4.4 shows Health product related

review dataset statics.

Table 4.4: Health Product Related Review Dataset Overview

Health Product Related Review Dataset

Size of Dataset(Number of Reviews) 25,845

Attributes 6

Rating 1 to 5

4.2 Results

4.2.1 Sentiment Classification result

The performance of various model on the various dataset are shown below in table

4.5 :

Each model is trained to run up to 10 epochs with early stopping and the model

having the best test accuracy is used to evaluate the model. It is observed that for

most dataset the best accuracy on either Hybrid Word Embedding (HWE) model or

Glove Embedding (GvE) model. As shown in table majority of the proposed models

outperform the state-of-the-art models by an acceptable margin.
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Table 4.5: Experiment Tabel: Classification Accuracy of the Model

(Accuracy in Percentage(%)) PR= Product Review

Model
Embedding

Size

Food

PR

Dataset

Moive Review

Dataset

Health

PR

Dataset

Election

Dataset

Existing Approaches

Naive Bayes - 86.88 85.45 86.78 78.56

k-NN - 79.33 78.23 79.65 75.52

LSTM 300 86.65 86.21 85.89 82.67

Proposed Approaches

GvE model 300 87.9 88.96 88.23 83.56

GooE model 300 87.1 86.45 87.82 82.67

HWE model 300 89.23 88.57 88.67 84.56

4.2.2 Effect of Embedding Size on Accuracy

Model accuracy and time and space also depend on the embedding size. Large

dimensonality word embedding take more time and space and give more accurate

output. Accuracy of the model increase as increase the size of word embedding.

After optimal embedding size 300, any further increase in dimensions results in

deteriorating performance of the models.

(a) Accuracy Curve (b) Loss Curve

Figure 4.4: Accuracy and loss curve of HWE model

Figure 4.4(a) the accuracy of the proposed mode Hybrid word embedding (HWE)

on the train data and test data at periodic intervals is recorded on food data set.
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Figure 4.4(b) the loss of the proposed mode Hybrid word embedding (HWE) on

the train data and test data at periodic intervals is recorded on food data set. It is

traind on the 300 dimensions word embedding vectors. It gives better result from

other dimensions vector and other model.

(a) Accuracy Curve (b) Loss Curve

Figure 4.5: Accuracy and Loss curve of GvE model

Figure 4.5(a) the accuracy of the proposed mode Hybrid word embedding (HWE)

on the train data and test data at periodic intervals is recorded on food data set.

Figure 4.5(b) the loss of the proposed mode Hybrid word embedding (HWE) on

the train data and test data at periodic intervals is recorded on food data set.
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Chapter 5

CONCLUSION & FUTURE

SCOPE

In this work, we have proposed a model to optimze the peoples sentiment classi-

fication. In text classification, preprocessing of input dataset is a vital part inorder

to improve the accuracy of classification model. We have removed noise from the

datasets, and the text normalization is performed to group similar types of words,

and further slang words have also standardized to achieve clean text. Our work

shows that the accuracy of classification model greatly depends on word embeddings

applied. Our proposed model applied Hybrid Embedding which is the compilation of

Glove and Google news Embedding. Further the accuracy of the proposed model has

been compared with the state-of-the-art classification techniques like Naive bayes, k-

NN and LSTM. Proposed model is trained on the four dataset Food Review dataset,

Health Product Review dataset, Election tweet dataset and Movie Review dataset.

The results of work show that our proposed model improves the sentiment classifi-

cation accuracy when compared with the techniques like k-NN, Naive Bayes.

Large word embedding dimensions increase the time and space complexity of the

model therefore, dimensionality reduction on embedding vector can further improve

the model in terms of time and space with some margin. Thus, the proposed model

given a new base system which can be further improved and refine.
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