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Abstract

During the last decade, penetration of Distributed Generators (DGs) in the Distribution
Network (DN) has been increased tremendously. In this span, the cost of DG technology has
been significantly reduced, which makes it more economical to utilize at the local level to
mitigate excessive load demand. The DG plants are utilizing Distributed Energy Resources
(DERs) with an inverter or rotating machine based generators. These plants cater the electrical
energy demand of the area and, at the same time, distribute the surplus energy to an existing
utility grid network. The utilization of DG leads to various advantages such as reduction in
land, infrastructure, network integration and losses in power transmission. Along with this, it
provides clean, reliable, and environment friendly energy. Besides these advantages, it causes
several technical problems such as degradation of power quality, and loss of control over the
existing grid network. There are several other issues such as safety of the utility
personals/customers, protection of existing network/consumer’s property, protection against
the abnormal operation of DG, and proper coordination among various protective devices.
Among these issues, protection of DN during DG interconnection is the prominent one for the
power system engineers.

As the DG is utilized along with the main grid power supply, it is interconnected with
the existing utility grid network. In case of fault/abnormal condition, the DG can be
disconnected suddenly. This sudden disconnection of DG deviates the voltage magnitude and
frequency from its nominal operating range which in turn damage the DN or end user’s
equipment. Moreover, it is well known that the conventional protection schemes used for the
DN are designed for the unidirectional power flow. Nevertheless, an integration of DG into
DN changes the direction of current flow in the network. This makes the protective device to
mal-operate or in some cases, it may remain unoperated during various abnormal/fault
conditions. Therefore, the major protection problems raised by the integration of DG with an
existing DN are (i) sudden disconnection of DG widely known as islanding and (ii) loss of
existing protection coordination among various protective devices.

In case of an unintentional islanding, the deviation in electrical parameters is large
enough to damage the equipment at the consumer end. Hence, in order to protect consumers
and DN, the islanding situation must be detected as quickly as possible. According to various
standards, the DG in an island network must be disconnected within minimum time (less than
2 s) which can be derived by utilizing anti-islanding protection. This protection can be designed

by adopting one of the methods (communication assisted, active, passive and hybrid) of
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islanding detection. Though the communication based method gives satisfactory results, it is
not economically viable. At the same time, active and hybrid methods require an external
signal to be injected into the network which degrades the power quality. Conversely, the
passive method is less expensive and easy to implement. However, it suffers from Non-
Detection Zone (NDZ) and nuisance trip.

It is well known that all the protective devices such as Overcurrent Relay (OCR),
Recloser, and Fuse used in the radial DN are coordinated with each other. However, an
integration of DG makes the bi-directional current to flow into the network. Hence, there is a
possibility of mis-coordination among the various protective devices. Further, in the presence
of DG in the DN, an additional fault current is supplied by the DG. This makes the fuse to
blow prior to the recloser for every temporary fault. This is against the fuse saving principle.

Therefore, in order to provide a proper solution to the problems of sudden
disconnection of DG and mis-coordination between fuse and recloser in the presence of DG in
the DN, the proposed research work has been carried out. The main objective of the thesis is
to design and develop effective protection strategies for the islanding detection and to maintain
proper coordination between recloser and fuse in the presence of the synchronous based DG
in the DN. In the first stage of the research work, an attempt has been made to present an
effective and accurate islanding detection scheme. In this attempt, four different islanding
detection schemes by acquiring current or voltage signals from the terminal of the target DG
have been presented in the proposed work. These schemes have been tested on standard
networks/hardware setup by developing a simulation model or laboratory prototype. Further,
in order to check the authenticity of the presented technique, a Hardware-In-Loop (HIL) testing
has also been carried out. The developed islanding detection techniques have utilized different
approaches such as pattern recognition, sequence components, modal components, and auto-
correlation.

In a pattern recognition based islanding detection technique, synchronous and inverter
based DGs have been utilized which are connected to various buses of the IEEE 34 bus
network. A large number of simulation cases of islanding and non-islanding events have been
generated on the IEEE 34 bus network in Real Time Digital Simulator (RTDS/RSCAD)
environment. Further, in order to proficiently discriminate between islanding situation and
non-islanding events, a precise feature selection is very important. Therefore, the process of
selection of feature and formation of feature vector has been discussed. In this work, a negative
sequence component of currents has been utilized for the formation of the feature vector.
Afterwards, the generated test cases have been utilized for the training of the classifier model.

Here, in the proposed work, an efficient classifier modal (Relevance Vector Machine (RVM))
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has been chosen for its high discrimination efficiency. Furthermore, the minimum percentage
(40%) of the acquired data of islanding and non-islanding cases has been utilized for the
training of the RVM model. The results obtained in terms of accuracy of the RVM model show
that the presented technique efficiently discriminates between islanding situation and non-
islanding events. Moreover, it is capable to detect islanding situation with lower or zero
mismatch of active/reactive power between load and generation. In addition, it remains
immune to the non-islanding events. At the end, the comparative assessment proves that the
proposed scheme is superior in discriminating islanding situation with non-islanding events.

Afterwards, sequence component of voltage based islanding detection technique has
been presented. In this work, the developed simulation model of IEEE 34 bus network has
been utilized for the generation of various islanding and non-islanding test cases. Here, the
voltage signals have been acquired from the terminal of the target DG. The sequence
components of the voltage signals have been calculated from the phasor values of acquired
voltages. These derived sequence components have been further utilized for the derivation of
the Islanding Detection Factor (IDF). An effective discrimination between islanding situation
and non-islanding events have been carried out by comparing the value of the IDF with the
pre-set threshold value. The results obtained in terms of IDF for various islanding and non-
islanding situations indicate that the proposed scheme accurately distinguishes islanding
situation with the non-islanding event. Further, it senses islanding condition quickly even in
case of a very critical islanding situation with perfect power balance condition. Furthermore,
during a non-islanding situation, the presented scheme remains stable and does not issue a trip
signal. Moreover, the comparison of the proposed scheme with a published scheme establishes
its superiority in the detection of islanding situation.

Then, an approach based on modal components of the acquired voltage signals has been
presented in the proposed work. In this work, the value of IDF has been calculated by utilizing
phasor values of acquired voltages. Further, in order to verify the authenticity of the proposed
scheme, a prototype has been developed in the laboratory environment. In this prototype, a
synchronous generator based DG has been utilized which is connected to the developed model
of the DN. Furthermore, on the prototype, various non-islanding events such as faults with
variable fault parameters, switching/starting of capacitor/induction motor and sudden change
in load/power factor and islanding situations with different mismatches of active/reactive
power have been generated. The experimental results obtained from the prototype show that
the presented algorithm is able to detect islanding situation accurately and quickly (within 3
cycles). Moreover, it is capable to detect islanding situation with lower or zero mismatch of

active/reactive power between the load and generation. Subsequently, it remains stable during

vil



non-islanding events. At the end, comparative evaluation of the proposed scheme with the
existing schemes clearly indicates its superiority in distinguishing islanding situations with
non-islanding events.

Thereafter, a new islanding detection approach based on auto-correlation of the
acquired voltage signal has been presented. In this work, a Discrimination Factor (DF) which
is derived from an Auto-Correlation Factor (ACF) of the voltage signals is utilized for the
detection of islanding situation. The value of DF is calculated from the most affected lags of
the ACF during various islanding situations and non-islanding events. Discrimination of an
islanding situation with the non-islanding events has been achieved by comparing the value
DF with the pre-set threshold value. Further, the validation of the presented scheme has been
carried out by developing a Hardware-In-Loop laboratory setup. In this setup, a power
distribution test network has been virtually developed in RTDS/RSCAD environment which
is physically connected to the Digital Signal Processor (DSP) controller. During testing,
various islanding and non-islanding cases have been generated on the developed HIL model.
The experimental results show that the presented algorithm is able to differentiate between the
islanding situation and non-islanding events efficiently. Moreover, the proposed scheme is
capable to identify islanding situation even in case of the perfect power balance condition. In
addition, it provides better stability against various non-islanding events and hence, it avoids
nuisance tripping.

In the second stage of the proposed research work, an effort has been made to provide
an effective coordination between recloser and fuse used in the DN along with DG. In this
case, an adaptive relaying technique to restore the proper coordination between recloser and
fuse based on the network impedance is presented in the proposed work. This technique is
based on the positive sequence impedance (Zicu) of a network seen by the recloser. This
impedance varies with respect to the interconnection of DGs in the network. In the presented
work, in order to calculate the value of Z;.a, the phasor values of the acquired current and
voltage samples have been utilized. Further, the acquisition of the samples of current and
voltage signals has been performed at the recloser location. The calculated value of Zjcu is
utilized for the derivation of Modification Factor (MF). In the presence of the DG into the DN,
the recloser changes its fast operating Time-Current Characteristic (TCC) with respect to the
value of MF. The performance of the proposed scheme has been evaluated by modelling an
IEEE 34 bus network in RTDS/RSCAD environment. At the same time, appropriateness of the
proposed scheme has been verified on a prototype developed in the laboratory. The results
obtained from simulations as well as from the laboratory prototype clearly indicate that the

proposed scheme restores appropriate coordination between recloser and fuse even in case of

viil



a high as well as a low penetration of DG in the DN.

The presented work is likely to contribute significantly to the area of protection of a
radial distribution network in the presence of DG. The different techniques developed will be
particularly useful for providing anti-islanding protection and recloser — fuse coordination in
the electrical power distribution network. Some suggestions based on observations and
simulations in this area are proposed at the end of the thesis for the benefit of potential

researchers.
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Chapter 1

Introduction

1.1 General Background

During the last decade, penetration of DGs in the distribution network has increased
tremendously due to the liberalization policies in the energy market. In this span, the cost of
DG technologies has been significantly reduced which makes it more economical to utilize at
the local level to cater excessive load demand. Subsequently, during this time, the cost of
setting up a new conventional power plant with transmission facilities has also increased
exponentially. Hence, it has become more reasonable to develop a small power plant of the
order of few kWs/MWs at the location of the load demand rather than a large plant. These
plants are utilizing distributed energy resources with an inverter or rotating machine based
generators. Such plants are known as DG plants. The DG plant caters the electrical energy
demand of the local area, subsequently, the surplus power is distributed over an existing utility
grid network. The Council on Large Electric Systems (CIGRE) has defined DG as the plant
which is (1) not located at a central location (i1) not dispatching the power centrally (iii) directly
connected to the distribution/utility network and (iv) less than 100 MW in capacity/size. The
utilization of DG leads to several other advantages such as reduction in land, infrastructure,
complex network integration, and power transmission losses. At the same time, the DG
technology plays a vital role in the electrical power generation by providing clean, reliable and

environment friendly electrical energy [1]-[5].

1.2 Benefits and types of DG
The DG offers various benefits which are listed below:

e It has a low capital cost due to its small size.

e Generally, it is located at the consumer end.

e It delivers power at a higher efficiency as compared to a large system.

e It requires less space and infrastructure as compared to a large system.

e It provides power to the local area and hence, reduces pressure on transmission
and distribution network.

e It can be made up of renewable and non-renewable types of energy sources.
Therefore, the pollutant emission production will be very less [6].

e It increases system reliability by providing backup or standby power.



Mostly, the DG plant is of small size that includes both conventional and non-
conventional types of energy sources. Based on these resources, the developed DG plants are
as under:

e Small hydro plant.

e Microturbines plants that run on high energy fossil fuel such as oil, natural gas,
propane, and diesel.

e Solar energy based plant.

e Wind energy based plant or Windfarm.

¢ Biomass-based plant.

e Fuel cell based plant.

The above mentioned plants are utilizing electrical power generation technology based
on either the rotating machine or the inverter. These plants can also be categorized with respect

to their capacity/size. Table 1.1 shows the capacity wise DG classification of the plants.

Table 1.1 Type of plant along with its capacity [2], [3].

Type of plant Capacity of Plant
Micro 1 Wto 5 kW
Small 5kW to 5 MW

Medium 5 MW to 50 MW
Large 50 MW to 300 MW

It is to be noted from Table 1.1 that the DG capacity is ranging from 1W to 300 MW.
Accordingly, the DG plant size is also ranging from Micro plant to Large plant. Further, in
order to supply excess power to the utility grid network, the plant DGs are connected to the
main grid supply. Different energy resources are utilized to produce electrical energy. Table
1.2 shows the maximum capacity of DG plants with renewable and non-renewable energy
resources. According to the load demand of the area and availability of the energy source, the
capacity, and type of the plant is decided. It is to be noted from Table 1.2 that the PV array
plant offers the minimum capacity of power generation whereas, the maximum power can be
generated with combined cycle plant.

Along with the mitigation of local energy demand, the use of DG directly or indirectly
offers several other advantages which are listed below:

e Its setup time is short.
e [ts installation and running cost is less.

e It helps in reduction of the greenhouse effect.



It has lower transmission losses.
Its voltage profile is almost constant.

It improves the reliability of supply.

Table 1.2 Maximum capacity of DG plants for renewable/non-renewable energy sources [3].

Source of Energy based Power generation Capacity of plant (MW)
Non-renewable Energy based plant

e Combined Cycle Turbine 35 to 400

e IC Engines 0.005 to 10

e  Micro Turbine 0.035to 1
Renewable Energy based plant

e Micro Hydro Plant 0.025to 1

e  Small Hydro Plant 1to 100

e Wind Turbine Power Plant 200 x10°to 3

e PV array (Solar Power Plant) 20 x10 t0 0.100

e Solar Thermal Power Plant 1 to 80

e Biomass Power Generation 0.100 to 20

e Fuel Cell 0.200 to 5

e  Geothermal Power Generation 5to0 100

e  Ocean Energy 0.100to 1

e Battery Storage 0.500 to 5

1.3 Applications of DG and its associated issues

1.3.1 Applications of DG

Generally, the DG is interconnected with the secondary distribution voltage level.

According to the type and duration of load demand, the applications of DG are given below:

1.

Stand by DG: In this type of application, DGs are used as a standby supply for
the load like a hospital, process industries, etc., during the main grid outage.

Standalone DG: In this case, DGs are used as the main source of electrical
power generation. It is not connected to the utility grid network. It provides

power to the non-electrified or remote area.

. Peak load sharing DG: In this case, DGs are used under peak load demand to

assist the industrial customer with reduced per unit energy cost.

Combined Heat and Power (CHP) DG: In this type of application, DGs are
providing CHP with higher efficiency. The heat produced in this situation will
be reused for other applications.

Base load DG: In this type of application, DGs use as a base load plant and
supports the main utility grid [2].



1.3.2 Issues associated with the use of DG

The major issues concerned with the application of DGs in a distribution network are
categorized as per the following [7], [8]:
Energy efficiency
Economics of the energy generation and utilization
Reliability of the system

Environmental issues

A o e

Interconnection with an existing utility grid network

The utilization of different types of DGs (inverter and synchronous generator) and the
integration of these DGs with the existing network, causes deviations in the signal of voltages
[9], [10]. Hence, it can be said that among the above mentioned issues, an interconnection of
DG with the existing utility grid network is a great challenge for the power system engineers.
Moreover, along with certain technical and non-technical problems, it can raise an issue of

development of protocol and licensing of the integration of DG with the DN [8].
1.3.3 Technical issues during interconnection of DG with DN

The DG plant is mostly located at the consumer end to supply the energy demand of
the load. Similarly, the utility is also supplying power through the grid network to the
consumers. In case of peak load demand, the load sharing is carried out between the DG and
the utility. However, during off peak period, DG supplies an excess power over the grid
network as it is interconnected with the utility grid network. Besides, the various advantage of
DG interconnection, it creates several other problems such as degradation of power quality and
loss of utility control over the existing grid network. Along with these, there are several other
issues which need to be considered during the interconnection of DGs with the existing utility
grid network. These are listed below [11], [12].

o The safety of the utility personals working with the utility grid network.
e Safety of the customers.

e Protection of existing distribution network and consumer’s property.

e Protection against the abnormal operation of DG.

e Protection coordination of existing distribution network.

1.4 Protection issues during DG interconnection
During integrated mode operation, the load is supplied by the combined power supply
from the utility and the DG. In this case, the sudden disconnection of utility makes the DG

4



feed the load. Therefore, the sudden change in power demand on the DG fluctuates the voltage
signal of the DG and load. At the same time, the DG must be capable enough to mitigate the
sudden rise in load demand. The sudden deviation in the voltage magnitude and frequency
from its nominal operating range damages the DG or equipment of the DN/end user.

Furthermore, it is well known that the conventional protection schemes used for DN
are designed for the unidirectional power flow. Hence, all existing protection schemes provide
satisfactory results when the direction of current flow is unidirectional. However, an
integration of DG into DN changes the direction of current flow in the network. This makes
the protective devices to mal-operate or in some cases, it may remain unoperated during
various abnormal/fault conditions. In case of fault situation, the protective device located at
the fault location must be able to withstand the additional fault current supplied by the DG.
Hence, it can be said that the integration of DG into the existing radial DN increases the short
circuit level of the network. This leads to the replacement of existing protective devices with
higher short circuit current withstand capacity.

Therefore, the major protection problems caused by the integration of DG with an
existing DN are (i) Sudden disconnection of utility (Islanding) and (ii) Loss of existing
protection coordination among protective devices [13]-[16]. Both the above mentioned

protection issues have been thoroughly discussed in the following sections.

1.5 Islanding

The condition in which the part of an electrical power network consisting of one or
more number of DGs and load disconnected from the rest of the network is called as islanding
[17]-[19]. Fig. 1.1 shows the radial network containing a DG. It is seen from Fig. 1.1 that the
DG is interconnected at the secondary distribution. Further, as per Fig. 1.1, a Circuit Breaker
(CB) is used to connect or disconnect the DG with the utility. An opening of the CB disconnects
the part of the electrical network and creates an electrical island. The islanding is either
intentional or unintentional. An intentional islanding is a planned event under the supervision
of experts. In this case, the equipment and devices are designed to cope with this event.
Furthermore, during the intentional islanding, the voltage and frequency of the island network
are monitored and provisions are made to keep them constant or within the prescribed limit.
Conversely, in case of an unintentional islanding, the small part of the distribution network
containing DGs and loads disconnects suddenly from the rest of the DN. In this situation, DGs

are still energizing a small network through a Point of Common Coupling (PCC) [4], [14],
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[15], [20]. During such condition, the voltage and frequency of the island network exceed its
nominal values. This deviation in the value of voltage magnitude and frequency is large enough
to damage the equipment at the consumer end. Moreover, managing a network following an
islanding is a very crucial task as the sudden disconnection creates high frequency oscillations
in the network, which may lead to maloperation of another relay in the network [21], [22]. In
addition, other major problems arise due to the unintentional islanding situation are discussed
below.

Power quality issue: The power system operator is responsible for the quality of power
provided to the consumers. However, during an islanding situation, the voltage and frequency
of the power provided to the customers vary significantly and, sometimes, it may exceed the
statutory limits. The power quality issue deals with Over Voltage (OV), Under Voltage (UV),
voltage imbalance, waveform distortion (harmonic), voltage fluctuations, Over Frequency
(OF), and Under Frequency (UF) [8], [20], [23]-[26]. Further, during this situation, the utility
has no control over it. Hence, it is recommended to look after the power quality issue during
islanding.

Personnel safety: The power system is designed to work as a passive network with “top-to-
down” unidirectional power flow. When the DGs are interconnected with the distribution
network, the network power flow becomes bidirectional. In the eventuality of fault in the
upstream network, the faulty part will be disconnected from the network by opening a breaker.
However, the DG still remains energized and continues to supply the power to the disconnected

network. Meanwhile, personnel sent out for maintenance work may get an electric shock



during maintenance work due to power supplied by the DG in an island network. This poses a
safety hazard to utility maintenance personnel and the general public [20], [27].

Out of Synchronism reclose: An auto recloser is commonly used in DN to restore service after
a fault. It has been reported in the literature that the recloser effectively improves the reliability
of supply during temporary faults. During the attempt of reclosing, DG may not be in
synchronism, even though a recloser is trying to reconnect the DG with the utility grid. This
may cause overvoltage, overcurrent and severe torque transients which subsequently put

rotating machines and other equipment at risk [20], [27].

1.6 Islanding detection

In order to avoid damage at the consumer end as well as to the DN, and also to provide
personal safety, the islanding situation must be detected as quickly as possible. According to
IEEE standard 1547-2003, the DG in an islanded network must be disconnected within 2 s
from the inception of the event [17]. To fulfil the requirement of the said standard, an accurate
and fast islanding detection method is required. Hence, various researchers have proposed
different methods of islanding detection. These methods are operated remotely or locally.
According to its mode of operation and acquisition of signal(s), these methods are categorized
as (1) Remote method and (2) Local method [13]—[15]. The remote method is a communication
assisted method whereas, the local method is implemented at the location of the DG. Further,
in the remote method, the islanding detection is carried out at the remote location and a trip
signal is issued to disconnect the target DG. Conversely, in the case of the local method, the
islanding detection is performed at the location of DG [28], [29]. In this method, different
electrical parameters and its rate of change are monitored locally. The significant deflection or
deviation in these parameters are used to detect an islanding situation. On detection of islanding
situation, a trip signal will be executed to disconnect the target DG. The local method is further
categorized as (i) Active method (ii) Passive method and (iii) Hybrid method of islanding
detection [28]—[32].

1.6.1 Remote method

This method is a communication based method. Fig. 1.2 shows the single line diagram
of a network containing a typical communication based islanding detection scheme. In this
method, the status of recloser or CB which can cause an island is continuously monitored.
During the opening of recloser or CB due to any fault/abnormal condition in the network, a
trip signal is initiated to disconnect the DG [31], [33], [34]. This method does not depend upon

the type and size of DG. Further, it gives satisfactory results during islanding detection with
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Fig. 1.2 A typical network containing communication assisted islanding detection

minimum or almost zero non-detection zones. However, the main drawback of this method is
that it is very expensive and, it requires an almost structural level modification in the existing
network. Furthermore, it increases a level of complexity due to the placement of signal
transmitters and receivers at all possible switching locations from where the island can be
formed [31], [33]-[35]. Moreover, in case of loss of communication between transmitter and
receiver, the Loss of Mains (LOM) protection is affected largely. Several conventionally used

communication based methods are described as follows.
1.6.1.1 Power line carrier communication (PLCC) based scheme

In this scheme, a distribution line or power line is used as a signal carrier and, a
transmitter & receiver are located on grid and DG side, respectively. A low energy signal is
broadcasted by the transmitter continuously over the power line which is received by the
receiver on the DG side. Here, failure in sensing the signal for three consecutive cycles is
considered as islanding situation and immediate activation of disconnection of the DG unit
takes place. This method gives a reliable islanding detection with almost zero NDZ.
Furthermore, in this method, the installation of transmitters and receivers does not affect the
quality of the power. However, the cost associated with the installation of signal transmitter
and receiver is very high and, hence, the scheme becomes uneconomical for the network

containing a single or less number of DG [36]—[38].
1.6.1.2 Signal Produced by Disconnect (SPD) based scheme

This is similar to the PLCC based scheme. In this scheme, the transmission of a signal
is carried out by microwave link or telephone line. Similar to the PLCC based technique, this
scheme is also continuously sensing the transmitted signal at the receiver end. Along with the

advantage of low NDZ; this method also provides full control of the DG by the utility grid.
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This method is helpful during the black start due to its good coordination between the DG and
the utility. However, the implementation of this scheme via telephone line requires an increase
in communication wiring and setup of a communication protocol which makes it more
expensive. Subsequently, with help of microwave link (radio frequency communication), the
signal transmission covers a limited area only. Further, to get full coverage of the microwave
communication, repeaters are required to install at certain locations. At the same time, the
range of working frequencies must be established which might require licensing. This makes

the scheme furthermore expensive [39].
1.6.1.3 Supervisory Control And Data Acquisition (SCADA) based scheme

This is basically a transfer trip kind of scheme which requires to monitor and
communicate the status of CB to the controlling unit of the network. In this scheme, when the
communicated status of utility CB connected to DG is detected as an open condition, an
algorithm installed at the central location operates and issues a trip signal to disconnect the
target DG of the island area. The advantage of this method is that it is able to take additional
control of DG. Further, in this scheme, the NDZ of the islanding detection can be eliminated
and the operational efficiency of the scheme can be improved with the proper installation of
the communication system. However, it is more expensive due to the requirement of a large
number of sensors and other additional features of the system. Furthermore, it is very complex
to install this technique in the existing DN. In addition, it is not economical to use this scheme

for a network containing a less number of DGs [28], [30], [34], [40].
1.6.1.4 Phasor Measurement Unit (PMU) based scheme

In this scheme, two PMUs are utilized for the detection of islanding situation. Out of
two PMUs, one is located at the utility substation, which provides utility voltage and its phase
angle, whereas, another one is located at the DG side to obtained the DG voltage and its phase
angle. Both the PMUs calculate the phase angle with respect to the Global Positioning System
(GPS) time step [41]. This information about voltages and its phase angles are transferred to
each PMU of the network with the help of a dedicated communication channel [42]. During
the islanding situation, the difference between the phase angle of the utility voltage and DG
voltage is calculated. The calculated phase angle difference is then compared with the normal
phase angle difference for the detection of islanding situation [43], [44]. Further, in order to
avoid error in the phasor, the value of phase difference between the estimated phase angle is
continuously updated. On the detection of islanding situation, a trip signal is activated to

disconnect the target DG. Recently, another concept based on the systematic Principle
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Component Analysis (PCA) has been presented in [45]. These schemes cover significantly
higher geographical area and hence, the delay in communication is expected during real-time
operation. Moreover, it is uneconomical to the install the PMU for a small capacity of DG

[43]-[45].
1.6.2 Active islanding detection method

Active method is one of the local methods. Fig. 1.3 shows the typical active method of
islanding detection. As shown in Fig. 1.3, an external turbulence is continually injected into
the DG. The islanding situation is detected by observing the response of the system followed
by the external signal injection. The system response involves the measurement of various
electrical parameters such as voltage, current, frequency, active power, reactive power, and
harmonics at the DG location. During normal operating condition, the change in the measured
parameters due to external turbulence is not noticeable. However, in the case of islanding, the
external turbulent changes one of the measured parameters to a larger magnitude which in turn
detects the event as an islanding situation. The foremost advantage of this method is the
minimum value of NDZ. However, the major disadvantages of this method are the degradation
of power quality and higher detection time due to external signal injection [31], [39], [46],
[47]. Many researchers have proposed various active islanding detection schemes. The details

of these methods are described in the following subsections.
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Fig. 1.3 A typical network containing active islanding detection method

1.6.2.1 Current injection based technique

Karimi et al. [48] and Bahrani et al. [49] proposed an active islanding detection
technique based on the injection of negative sequence current into the network which contains
a Voltage Source Converter (VSC) based DG. This technique measures the negative sequence

voltage at PCC with the help of Unified Three-phase Signal Processor (UTSP) for the detection
10



of islanding situation. In this technique, the magnitude of the negative sequence current
injected into the network is less than 3 %. Though these schemes perform well with small
NDZ, injection of negative sequence current into the network degrade the quality of power.
Another approach based on the injection of disturbance into direct or quadrature axis current
controller has been proposed in [50]. In this scheme, deviation in the measured value of voltage

magnitude at the PCC has been utilized for the detection of islanding situation.
1.6.2.2 Slip Mode Frequency Shift method (SMS)

An SMS method is a Positive Feedback (PF) based islanding detection method.
Generally, the PF is applied to the amplitude, frequency, and phase of the acquired signal.
Smith et al. [51] proposed a technique utilizing PF to the phase of the voltage signal at PCC
which in turn shifts the phase and short term frequency of the signal. As the inverter base DGs
operate with unity power factor, there is no phase angle between the voltage and current of the
inverter output. Henceforth, the generated phase angle will be the function of the frequency of
the acquired voltage at PCC. During normal operating condition, this method remains stable.
Whereas, in case of islanding condition, there is a large deflection in the frequency of PCC
voltage which will be detected as an islanding condition. This method has a small NDZ and it
is easy to implement. However, it reduces the power quality. Furthermore, its accuracy has
been deteriorated due to the error in measurement, noise, and quantization [51]. Later on, these
errors have been rectified by Liu et al. [52] by applying an additional phase shift to the acquired
voltage signal. This method is therefore called as improved-SMS (IM-SMS) method.

1.6.2.3 Active Frequency Drift (AFD) or frequency bias method

In this technique, a PF is applied to the output current of the inverter for acceleration
of frequency of the current. During islanding, a phase error is developed between the inverter
output current and the PCC voltage. Under this situation, the inverter tries to reduce this error
by increasing the frequency of the current. Finally, this increase in frequency exceeds the limit
and will be detected by the Over Frequency Protection (OFP) which initiates a trip signal to
disconnect the target DG. This method provides benefits in terms of easiness in installation
and small NDZ [53], [54]. The scheme based on the similar concept has been reported in [55],

[56] which provides improved results in terms of NDZ.
1.6.2.4 Sandia Frequency Shift (SFS) method

The SFS method is an extension of the previously discussed AFD method. In this

method, a small error generated in phase tries to amplify the small change in frequency. But,
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due to the integration of utility, its effect remains unaffected. However, during islanding, the
developed phase error in the PF makes the frequency greater than its threshold. This method
has given better results during islanding with smaller NDZ. Further, its performance is also

better in terms of power quality as compared to AFD based method [57]-[61].

1.6.2.5 Sandia Voltage Shift (SVS)

This scheme utilizes PF to slightly deviate voltage magnitude for the detection of
islanding situation. The deviation in the voltage magnitude does not affect the performance of
the system during a normal operating condition. However, during islanding condition, the PF
changes the magnitude of voltage significantly and hence, the Under Voltage Protection (UVP)
operates and trips the DG. Though this method has very low NDZ, it suffers from the
shortcomings of deterioration in the quality of power and reduction in the efficiency of the
inverter operation due to positive feedback [39], [62]-[65]. Afterwards, Samui et al. [66], [67]
proposed another method utilizing the PF with variable voltage signal gain. The response of
the scheme proposed in [67] has been verified on the frequency dependent ZIP exponential
load model. Though this scheme provides satisfactory results during islanding, its performance
largely depends on the value of voltage gain. Further, improper selection of voltage gain affects

the performance of the said scheme.
1.6.2.6 Automatic Phase Shift (APS) scheme

In this scheme, a phase shift is introduced in the current signal with respect to the
frequency of the voltage. This is inserted at each time during which the frequency changes its
state of operation. In this scheme, the islanding situation is detected by Over Frequency Relay
(OFR) or Under Frequency Relay (UFR) as the islanding event causes the frequency to deviate
from its nominal operating range. Further, the deviation in frequency largely depends on the
percentage mismatch of active power between generation and load at the instant of islanding.
The performance of this scheme gives a better result for the network containing multiple
inverters based DGs. However, its performance during the nonlinear load such as an induction

motor with large inertia is poor [68], [69].
1.6.2.7 Impedance estimation based scheme

In an integrated network, the utility grid network offers low impedance as compared to
the DG. This fact has been utilized in this technique. Here, the estimated value of impedance
seen from the DG is used for the detection of islanding situation. In case of inverter based DG,

an external disturbance added to the system affects the voltage signal during
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abnormal/transient conditions. Therefore, to detect islanding situation, the variation in dv/di is
required to be calculated which reflects the value of impedance seen by the inverter. This
scheme performs satisfactorily with a low mismatch between generation and load power.
However, its performance reduces with an increase in a number of the inverter based DGs in
the network. Moreover, improper selection of a threshold for impedance seen by DG critically

affects the performance of this scheme [70]-[77].
1.6.2.8 Scheme based on Reactive Power Export Error Detection (RPEED)

This scheme is based on reactive power flow through the line connected between the
utility grid and the DG. An Automatic Voltage Regulator (AVR) has been used to control the
flow of reactive power over the line. Further, an islanding situation has been detected by
measuring an error generated in the export of reactive power during a specific time interval.
This duration is of the order of 2 — 5 seconds. The scheme effectively detects an islanding
situation irrespective of change in generator loading. However, due to higher detection time, it
is best suited for backup protection. Moreover, due to almost unity power factor operation of
inverter based DG, this scheme is not suitable for the network containing inverter based DGs

[34], [78]-[80].
1.6.2.9 Other active methods of islanding detection

Reynen et al. [81] proposed an active method of islanding detection based on the
correlation between disturbances in system voltage and a pseudo-random sequence. This
method has given an acceptable result in the detection of islanding situation. However,
implementation of such scheme must fulfil certain requirements such as same pseudo-noise
sequence, same phase shift of all the DGs in the network, all DGs must be able to supply an

equal fraction of load power, and DGs output must be ideal.
1.6.3 Passive islanding detection method

Fig. 1.4 shows the single line diagram of a typical network, which is used for

illustration of the passive islanding detection method.
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As shown in Fig. 1.4, variations in the magnitude, phase, and frequency of various electrical
parameters such as voltage, current, impedance, active power, reactive power, harmonic
distortion, and phase angle are monitored at the terminal of the target DG. Moreover, the
variation in the rate of change of these parameters with respect to the time as well as with
respect to other parameter is also examined for the detection of islanding situation. In addition,
different approaches using various transforms, classifiers, and artificial intelligence on the
acquired signals or on its features are also utilized for islanding detection. The passive method
is easy to implement and less expensive as compared to the communication based and active
method. However, this method suffers from the higher value of NDZ and nuisance tripping
[28]-[31], [82]. Some of the popularly known passive islanding detection techniques are

discussed below.
1.6.3.1 Under Frequency /Over Frequency (UF/OF) relay

During normal operating condition, the frequency of interconnected DG is matched
with the grid frequency. Conversely, during sudden disconnection of DG from the utility grid,
the frequency deviates from its normal operating range. However, this deflection in frequency
depends upon the mismatch between generation and load active power at the instant of
islanding. The scheme measures this increase/decrease of frequency for the detection of
islanding situation. If the change in frequency crosses a predefined threshold, the UF/OF relay
initiates a trip signal to disconnect the DG. This scheme depends upon the active power
imbalance between generation and load hence, its performance is not satisfactory for less or

zero power imbalance [83], [84].
1.6.3.2 Under voltage /Over Voltage (UV/OV) relay

Similar to the previous scheme, the UV/OV relay operates during an islanding situation
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for out of band variation of voltage magnitude. The variation in the voltage magnitude depends
upon the reactive power mismatch between generation and load. However, the instantaneous
change in voltage magnitude is quite faster than the frequency based relay as there is no inertia
involved in this scheme. Further, if the deviation of voltage magnitude is higher or lower than
its operating band, the UV/OV relay initiates a trip signal to disconnect the target DG. The

major shortcoming of the method is its nuisance tripping and large values of NDZ [84].
1.6.3.3 Rate Of Change Of Frequency (ROCOF) based scheme

This is the most commonly employed method of islanding situation. In this scheme,
the deviation of frequency and its rate of change is required to monitor for the detection of
islanding situation. Due to the active power imbalance between the generation and the load
during sudden disconnection of DG, the frequency increases or decreases beyond its operating
limit. However, the value of the rate of change of frequency depends upon the power imbalance
at the instant of islanding. The ROCOF relay operates only when the slop of df/dt exceeds the
pre-set threshold value. For such a relay, the typical threshold value is in the range of 0.1 Hz/s
to 1 Hz/s. However, this relay fails to detect islanding situation with the zero mismatch of
power between generation and load. Furthermore, this scheme suffers from nuisance trip
during several network transient conditions such as sudden load change, switching of heavy
captative load, and starting of large sized induction motor [85]—[88]. Thereafter, in order to
enhance the performance of the ROCOF relay in terms of NDZ, several modifications have

been proposed by various researchers [88], [89].
1.6.3.4 Rate Of Change Of Frequency Over Power (ROCOFOP) based scheme

This scheme measures the variation in the rate of change of frequency with respect to
the change in the active power output of the DG. It has been observed that the deviation in
ROCOFOP during islanding situation is larger in case of the small network compared to the
large network. This concept has been employed in this scheme to overcome the NDZ issue of
the normal ROCOF relay. During islanding situation with small power mismatch, this scheme
has given better performance compared to normal ROCOF based scheme in terms of NDZ.

However, it has given unsatisfactory results during perfect power balance condition [90].
1.6.3.5 Vector Surge (VS) relay

This relay detects islanding situation based upon the comparison of one cycle time
duration of an output voltage with its previous cycle duration. During non-islanding/islanding

condition, this duration is either shorter or longer as compared to the time duration of the steady
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state condition. Further, during islanding condition, this duration depends upon the power
imbalance between the generation and load. The variation in the time duration of a cycle results
in a deflection of the phase angle of the voltage which is the operating parameter of the VS
relay. Furthermore, if the variation in phase angle exceeds the pre-set threshold value, the relay
initiates a trip signal to disconnect the target DG. Generally, the threshold for the VS relay is
in the range of 2° to 20°. However, this relay suffers from the large NDZ. Moreover, it issues
a nuisance trip during several non-islanding events such as a fault on the adjacent feeder and

sudden load switching [91]-[95].
1.6.3.6 Schemes based on the harmonics of voltage and current

This technique is based on a comparison of Total Harmonic Distortion (THD) of the
acquired voltage or current signal with the pre-set threshold. During islanding condition, an
inverter produces current harmonics and feeds the island network, which offers higher
impedance compared to the grid network. Therefore, due to the harmonic current and load
impedance, the network voltage is distorted. This ultimately increases the THD of the voltage
signal which goes well above the threshold during islanding situation. Hence, the islanding
situation is detected by the relay and finally, it initiates a trip signal to isolate the target DG.
The performance of the said scheme is independent of a number of inverter DGs in the network.
However, it is sensitive to the critical disturbances in the network, which increases the THD
of the voltage. Hence, improper selection of threshold value would result in false tripping of

DG [96].
1.6.3.7 Scheme based on Voltage Unbalance (VU)

In this scheme, an unbalance in the three-phase output voltage of DG is continuously
monitored for the detection of islanding situation. The unbalance of the voltage depends on the
topology of the network, connected load, and the sudden occurrence of the abnormal condition.
In this scheme, the VU is monitored at each time step or at a specific interval with the normal
steady state condition. However, this method is specifically designed for a three-phase system

and hence, it is not applicable to a network containing a single phase DG [96]-[98].
1.6.3.8 Various transform based schemes

The development in the field of signal processing techniques has been utilized in the
area of islanding detection. These techniques are applied to extract the useful information from
the acquired signals with the help of various transforms. Researchers have proposed different

schemes based on several transforms such as time-frequency transform, synchronous

16



transform, Wavelet Transform (WT), S-Transform (ST), and Hilbert-Huang Transform
(HHT). In these schemes, acquired voltage or current signals have been utilized as an input to
the transforms. These transforms decompose the input signal into various component such as
magnitude, angle, high frequency, low frequency, and energy. Based on these extracted
features, an islanding detection schemes have been developed. These schemes have given
better results in terms of reduced NDZ and higher stability during non-islanding events.
However, it is very difficult to implement these schemes in a real network. In addition, higher
sensitivity towards the noise signal and inability to include various signals in the predetermined

Gaussian window are shortcomings of the said techniques [99]-[107].
1.6.3.9 Artificial intelligence, pattern recognition and decision tree based approach

Recently, with the advancement in the field of Artificial Intelligence (AI), Pattern
Recognition (PR), data mining and Decision Tree (DT), several researchers have proposed
different methods of islanding detection based on these techniques. In these schemes,
magnitude, frequency, or other extracted features of the acquired signals have been utilized for
the detection of islanding situation. These schemes require a large number of datasets related
to islanding and non-islanding events. Initially, these datasets are used to train the Al, PR, or
DT based model for effective differentiation between islanding and non-islanding event. In a
real-time operation, the generated event is passing through the trained modal for classification
as islanding or non-islanding event. If the event is detected as islanding event, the relay initiates
a trip signal for disconnection of the target DG. However, practical implementation of these
schemes is very complex. Further, the performance of such schemes during unseen dataset is

not satisfactory [108]-[117].
1.6.3.10 Other passive islanding techniques

Apart from the above discussed schemes, researchers have also presented different
other approaches for the detection of islanding situation. A rate of change of impedance based
approach has been presented by Shah et al. [118] for the detection of islanding situation.
Though this technique provides better results during islanding situation with a higher mismatch
of power, its performance is not acceptable in case of a lower mismatch of load-generation
power. Thereafter, negative sequence voltage, sequence component of current, the rate of
change of sequence currents, superimposed components of the current, and multi-feature based
passive islanding detection schemes have been proposed by several researchers [119]-[124].
The phase jump based method has been proposed by Singam et al. [125]. In this scheme, if the

phase angle exceeds a pre-set threshold, it would be detected as islanding situation. Another
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method based on mathematical morphology has been proposed in [126], [127]. It has used
dilate erode difference filter for the detection of islanding situation. These schemes are able to
detect islanding situation with a lower mismatch of active power. However, the verification of
the said techniques on experimental/field results has not been conducted. Later on, Bejmert et
al. [128] proposed a scheme based on the insertion of a capacitor bank in the network during
islanding for accurate detection of islanding condition. The main objective of the insertion of
the capacitor bank is to provide reactive power during islanding and trying to reduce the power

mismatch.
1.6.4 Hybrid method of islanding detection

The hybrid method is a combination of both active and passive methods of islanding
detection. In this method, an active technique is applied only if islanding detection is suspected
by a passive technique. In this case, the measurement of electrical parameters is carried out at
the DG locations only [12], [28], [29], [97]. Some of the hybrid islanding detection methods

are discussed below.

1.6.4.1 Positive feedback and voltage unbalance based method

In this scheme, the PF (an active method) is applied, which creates an unbalance in
voltage (a passive technique). This VU is not significant in the presence of the utility grid.
However, in case of disconnection of the grid network, the UV is large enough for the detection
of islanding situation. Nevertheless, the application of this method is limited to three phase

systems only [98].
1.6.4.2 SFS/SMS and ROCOF base technique

In this technique, both the active and passive methods in terms of SFS and ROCOF,
respectively, have been utilized for the detection of islanding situation. During an abnormal
operating condition, the ROCOF relay operates first and activates the SFS scheme which
distinguishes an event as an islanding situation or a non-islanding event. On the detection of
the islanding situation by the SFS scheme, the relay initiates a trip signal to disconnect the
target DG. This method provides a better result in the detection of islanding as compared to
only the ROCOF or SFS based scheme. Furthermore, this scheme remains more stable during
load switching events. However, due to the incorporation of the active method, this method

takes quite a long time for the detection of islanding situations [129]-[131].
1.6.4.3 Average rate of change of voltage and active power based schemes

An average rate of change of voltage and real power shift based technique has been
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proposed in [132] for the effective detection of islanding situation. The passive method initiates
the active method during islanding or non-islanding situations. In this scheme, if the passive
method is unable to clearly distinguish between the islanding and non-islanding event, it shifts
the real output power of the DG for further efficient detection of islanding situation. The
performance of this method is very efficient for the network containing a large number of the
inverter based DGs. Thereafter, using the same concept of average rate of change of voltage
with capacitor tap switching, a new technique has been proposed in [133]. In this technique,
again the capacitor tap switching occurs when the passive technique is unable to clearly
distinguish between the islanding situation and non-islanding event. However, this scheme

takes longer time compared to other past published methods of islanding detection.
1.6.4.4 DT classifier and PF based hybrid islanding technique

In this scheme, a DT classifier (passive technique) and a PF for voltage/frequency
(active technique) have been used for the detection of islanding situation. The active method
has been used to regulate the output power of the DG with respect to the rated value of the DG.
Further, the DT classifier has used a feature vector which is made up of various signals such
as voltage magnitude, voltage frequency, the rate of change of voltage, the rate of change of
frequency, the rate of change of active power, and the rate of change of reactive power. Here,
various test cases of islanding and non-islanding have been generated by applying PF to the
voltage/frequency. The developed test cases have been utilized for the training of DT classifier
model for efficient classification between islanding and non-islanding events. The results of
the said scheme indicate the reduction of NDZ of islanding detection. However, the

performance during unseen datasets can cause the relay to mal-operate or remain stable [134].

1.7 Loss of existing protection coordination among protective devices

An interconnection of DG with an existing distribution network disturbs the protection
coordination of the network [135]-[138]. The said issue can be easily understood from Fig.
1.5. As observed from Fig. 1.5, normally, in a radial distribution network various protective
devices such as Overcurrent Relay (OCR), recloser, and fuse are coordinated based on
unidirectional power flow [139]. When the DG is interconnected with radial DN, the DG
current flows into the network towards the load as well as the source. Hence, the lateral end
protective devices see more current than the source end device. In this condition, existing
protection coordination may be lost. The above said situation of loss of protection coordination

is explained in the following.
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Let, Is is the utility source current, /r is the current seen by recloser, /ruse is the current flowing

through the fuse and, Ipg is the current supplied by the DG.

Without DG:

In this case, the current flowing through the recloser and fuse are equal. Further, the

current supplied by the DG is zero. This situation is described by equation (1.1).

IFuse S IR and IDG S 0 (11)

With DG:

The current flowing from the lateral fuse is the sum of the current flowing from recloser

and current supplied by the DG. This situation is described by equation (1.2).

i.e. IFUSE * IR but IFuse = IR + IDG (12)

Conventionally, in the DN, the low rated fuse is coordinated with a higher capacity
upstream fuse. The high rated fuse is coordinated with the upstream recloser and, the recloser
is coordinated with the upstream OCR. Finally, the OCR is coordinated with another upstream
OCR. In this way, the protection coordination covers the entire DN and provides primary and
backup protection to every segment of the DN. The coordinated backup protection protects the
network in case of failure of primary protection [140]-[142]. Hence, the protection
coordination problem in DN can be categorized as (i) fuse to fuse coordination, (ii) fuse to
recloser coordination, (iii) recloser to OCR coordination and (iv) OCR to OCR coordination.
Among all coordination issues, the recloser — fuse coordination is very crucial. This is due to
the fact that in case of a temporary fault on any of the lateral, the recloser has to operate faster
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than the fuse. Conversely, during a permanent fault, the fuse has to blow before the recloser.
On contrary, in the presence of DG on the lateral, an additional fault current is supplied by the
DG. This makes the fuse to blow prior to the recloser for every temporary fault condition and
permanently disconnect the network. This is against the fuse saving principle and makes an

expensive fuse to blow even for a temporary fault [135]-[137], [143]-[145].

1.8 Review of techniques for recloser — fuse coordination in presence of DG

Integration of DG in the DN at different locations create many technical challenges
among which coordination between recloser and fuse is the prominent one [135]. In this
situation, as per the fuse saving concept, the recloser needs to operate faster than the fuse for
all temporary faults with its “Fast” operating characteristic. Conversely, for a permanent fault,
the fuse must blow before the recloser lock-out [135], [146]. However, due to limited fault
current injection capability of inverter based DGs, it would be easy to maintain coordination
between recloser and fuse within the minimum and maximum fault current range. Even the
newer inverter based DGs are IEEE1547 compliant, and hence, they contribute fault current
less than 2.0 pu of the converter rating [147], [148]. Nevertheless, the above coordination is
lost during the interconnection of synchronous based DG due to its high fault current injection
capacity (several times of the full load rating). To overcome the said problem, researchers have
proposed various techniques [149]-[164]. These techniques are based on (i) modification of
recloser characteristic according to the ratio of recloser to fuse current (/z/Ir) (ii) division of
DN into different zones (iii) maximum level of penetration and location of DG interconnection
and (iv) application of Fault Current Limiter (FCL)/Superconducting Fault Current Limiter

(SFCL).
1.8.1 Recloser — fuse coordination technique based on the ratio of Ir/Ir

The methods proposed in [149]-[152] have utilized an adaptive relaying scheme which
modifies the Time Dial Setting (TDS) of the recloser’s fast TCC according to the ratio of Iz/IF.
However, the prime limitation of the above techniques is the requirement of fuse currents to
be measured at all locations in the DN, which increases cost and complexity [137]. Moreover,
they involve a dedicated communication channel between recloser and all fuses located in the

DN, which reduces the reliability of the scheme.
1.8.2 Approach based on the division of DN into different zones,

The solution proposed in [153], [154] divides the entire DN into different zones. Each
zone must be equipped with a DG and a breaker with a communication facility. Furthermore,

for each zone, it is necessary to maintain a sufficient balance between the capacity of DG and
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the load. However, it is difficult to divide the entire DN into different zones with a proper
balance between generation and load. In addition, one of the DGs must be equipped with a

load frequency control.
1.8.3 Approach based on the restriction of DG penetration

The third approach, as proposed in [155]-[157], calculates the maximum penetration
and location of DG interconnection in the DN outside which the coordination between recloser
and fuse is lost. Nevertheless, the techniques proposed in [155], [156] have not provided a
generalized approach for maintaining proper coordination between recloser—fuse for higher
penetration of DGs. Subsequently, in [157], a solution of step by step reduction in the value

TDS of the recloser TCC has been suggested to maintain recloser-fuse coordination.
1.8.4 Solution based on utilizing FCL/SFCL

Afterwards, several researchers have proposed different approaches for sustaining
proper coordination between recloser and fuse by utilizing FCL/SFCL [158]-[161], [165],
[166]. Though FCL/SFCL limits the short circuit current during fault conditions, it leads to
power loss due to its continuous use in the circuit. Furthermore, it is not economically viable

to install FCL/SFCL at all possible locations in the existing DN.
1.8.5 Other techniques of recloser — fuse coordination in presence of DG

Apart from the above discussed techniques of restoration of coordination between
recloser and fuse, several other methods have also been proposed by different researchers. An
adaptive relaying scheme based on two different characteristics (time current and
instantaneous) has been proposed in [162]. Though the above scheme maintains coordination
between recloser and fuse by adaptively modifying pick-up current of the instantaneous
characteristic, its performance would depend on the type of system used. Recently, Jamali et
al. [163] presented a relaying scheme based on a time-current-voltage characteristic which
maintains recloser-fuse coordination by altering the value of the constant ‘4. However,
improper selection of ‘4’ for high impedance fault largely affects recloser — fuse coordination.
Subsequently, Fani ef al. [164] have proposed an adaptive current limiting strategy to prevent
recloser-fuse miscoordination based on auxiliary control mode. Nevertheless, this technique is
dedicatedly designed for a PV based DG only. It may not be applicable to a DN containing

synchronous based DG.

1.9 Motivation of research

Integration of different types and size of DG at diverse locations in the distribution
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network leads to several technical problems among which islanding and recloser-fuse
miscoordination are very vital. As per IEEE standard 1547-2003, the DG must be disconnected
from the local load within 2 s after the sudden disconnection of DG from the utility with the
help of anti-islanding protection technique [17]. Furthermore, in case of recloser-fuse
coordination, as per the fuse saving concept, the recloser needs to operate faster than the fuse
for temporary faults with its “Fast” operating characteristic [135], [136]. This research is
focusing on protection problems such as islanding and recloser — fuse miscoordination exist in
the distribution network due to the integration of DGs. Moreover, in this proposed research
work, efforts have been made to provide accurate islanding detection schemes to isolate the
DG during islanding situation quickly. At the same time, an effective solution to restore the
coordination between recloser and fuse coordination in the presence of DG has also been

provided.

1.10 Original contribution of the research work

The main objective of the thesis is to design and develop effective protection strategies
for the islanding detection and to maintain the protection coordination between recloser and
fuse in the presence of the synchronous based DG in the DN. The main contribution of this

research can be listed as follows.
1.10.1 A pattern recognition based approach for islanding detection

A pattern recognition based islanding detection technique has been presented in the
proposed research work. In this work, synchronous and inverter based DGs have been utilized
which are connected at various buses of the IEEE 34 bus network. A large number of
simulation cases of islanding and non-islanding events have been generated on the IEEE 34
bus network in RTDS/RSCAD environment. Further, in order to proficiently discriminate
between islanding situation and non-islanding events, a precise feature selection is very
important. Therefore, the process of selection of feature and formation of feature vector has
been included in the thesis. In this work, the negative sequence component of currents has been
utilized for the formation of the feature vector. Afterwards, the generated test cases have been
utilized for the training of the classifier model. Here, in the proposed work, an efficient
classifier modal (RVM) has been chosen for its high discrimination efficiency. Furthermore,
the minimum percentage (40%) of the acquired data of islanding and non-islanding cases has
been utilized for the training of the RVM model. The results obtained in terms of accuracy of
the RVM model show that the presented technique is efficiently discriminate between

islanding situation and non-islanding events. Moreover, it is capable to detect islanding
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situations with lower or zero mismatch of active/reactive power between load and generation.
In addition, it remains immune to the non-islanding events. At the end, the comparative
assessment proves that the proposed scheme is superior in discrimination between islanding

situation and non-islanding events.
1.10.2 Sequence components based approach for islanding detection

A sequence component of voltage based islanding detection technique has been
presented in the proposed work. In this work, synchronous and inverter based DGs have been
utilized which are connected at various buses of the IEEE 34 bus network. A large number of
simulation cases of islanding and non-islanding events have been generated on the IEEE 34
bus network in RTDS/RSCAD platform. In this work, sequence components of the voltage
signals have been calculated from the phasor values of acquired voltages. These derived
sequence components have been further utilized for the derivation of the IDF. An effective
discrimination between islanding situation and non-islanding events have been carried out by
comparing the value of the IDF with the pre-set threshold value. The results obtained in terms
of IDF for various islanding and non-islanding situations indicate that the proposed scheme
accurately distinguishes islanding situation with the non-islanding event. Further, it senses the
islanding condition quickly, even at a very critical islanding situation such perfect power
balance condition. Furthermore, during a non-islanding situation, the presented scheme
remains stable and does not issue a trip signal. Moreover, the comparison of the proposed

scheme with the published scheme shows its superiority in the detection of islanding situation.
1.10.3 Modal components based approach for islanding detection

A new islanding detection approach based on modal components of the acquired
voltage signals has been presented in the proposed work. In this work, the value of IDF has
been calculated by utilizing phasor values of acquired voltages. Further, in order to verify the
authenticity of the proposed scheme, a prototype has been developed in the laboratory
environment. In this prototype, a synchronous generator based DG has been utilized which is
connected to the developed model of the DN. Furthermore, on the prototype, various non-
islanding events such as faults with variable fault parameters, switching/starting of
capacitor/induction motor and sudden change in load/power factor and islanding situations
with different mismatches of active/reactive power have been generated. The experimental
results obtained from the prototype show that the presented algorithm is able to detect islanding
situation accurately and quickly (within 3 cycles). Moreover, it is capable to detect islanding

situations with lower or zero mismatch of active/reactive power between the load and
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generation. Subsequently, it remains stable during non-islanding events. At the end,
comparative evaluation of the proposed scheme with the existing schemes clearly indicates its

superiority in distinguishing islanding situations with non-islanding events.
1.10.4 An auto-correlation based approach for islanding detection

A new islanding detection approach based on auto-correlation of the acquired voltage
signal has been presented in the proposed work. In this work, a discrimination factor which is
derived from an ACF of the voltage signals is utilized for the detection of islanding situation.
The value of DF is calculated from the most affected lags of the ACF during various islanding
situations and non-islanding events. Discrimination of an islanding situation with the non-
islanding evens has been achieved by comparing the value DF with the pre-set threshold value.
Further, the validation of the presented scheme has been carried out by developing an HIL
laboratory setup. In this setup, a power distribution test network has been virtually developed
in RTDS/RSCAD environment which is physically connected to the DSP controller. During
testing, various islanding and non-islanding cases have been generated on the developed HIL
model. The experimental results show that the presented algorithm is able to differentiate
between the islanding situation and non-islanding events efficiently. Moreover, the proposed
scheme is capable of identifying islanding situation even in the case of the perfect power
balance condition. In addition, it provides better stability against various non-islanding events

and hence it avoids nuisance tripping.
1.10.5 Novel technique to restore the recloser-fuse coordination for DG interfaced
distribution network

A novel adaptive relaying technique to restore the proper coordination between recloser
and fuse based on the network impedance has been presented in the proposed work. This
technique is based on the positive sequence impedance (Z;ca) of a network seen by the recloser.
This impedance varies with respect to the interconnection of DGs in the network. In the
presented work, in order to calculate the value of Z;.a;, the phasor values of the acquired current
and voltage samples have been utilized. Further, the acquisition of the samples of current and
voltage signals has been performed at the recloser location. The calculated value of Zjcu is
utilized for the derivation of the modification factor. In the presence of the DG into the DN,
the recloser changes its fast operating TCC with respect to the value of MF. The performance
of the proposed scheme has been evaluated by modelling an IEEE 34 bus network in
RTDS/RSCAD environment. At the same time, appropriateness of the proposed scheme has
been verified on a prototype developed in the laboratory. The results obtained from simulations
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as well as from the laboratory prototype clearly indicate that the proposed scheme restore
appropriate coordination between recloser and fuse even in case of a high as well as a low

penetration of DG in the DN.

1.11 Aim and objectives of the thesis

The main objective of the thesis is to design and develop effective protection strategies
for islanding detection and to maintain the protection coordination between recloser and fuse
in the presence of synchronous as well as inverter based DG in the DN. Following are the
objectives of the thesis.

» To design a new universal islanding detection scheme which can work on any type
of DG (synchronous based or inverter based).

» To develop a laboratory prototype which can simulate islanding situation and
different types of non-islanding events. Based on the data acquired from the
laboratory prototype, the developed universal islanding detection scheme will be
validated.

» To detect islanding condition rapidly (as per IEEE 1547 standards) even in case of
perfect power balance condition i.e. during zero active and reactive power
mismatch.

» To design a scheme which remains stable during various non-islanding events and
at the same time, it removes non-detection zone completely.

» To develop a new adaptive protection scheme which maintains proper coordination
between recloser and fuse with distributed generation (synchronous based
generator) in the DN.

» To develop a laboratory prototype which can resemble a typical distribution
network integrated with synchronous based DG. This prototype must be capable to
simulate various fault situations in the presence and absence of the DG. Based on
the data acquired from the laboratory prototype, the developed adaptive recloser-

fuse coordination protection scheme will be validated.

1.12 Organization of thesis

The work presented in this thesis is divided into seven chapters.

Chapter 1: The first chapter deals with the introduction of the distributed generation,
its application, issues of interconnection with existing grid and protection problems of DG
interconnection. In this chapter, two major issues (i) islanding and (ii) recloser-fuse

miscoordination have been discussed. Further, this chapter emphasizes on the research
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opportunities in the area of anti-islanding protection and recloser-fuse coordination. Moreover,
this chapter provides the necessary background and a comprehensive literature survey on the
existing protection schemes for islanding detection and different techniques available to
maintain recloser-fuse coordination in the presence of DG in the distribution network.

Chapter 2: This chapter deals with the development of a new digital protection scheme
for islanding detection based on the RVM classifier. In this chapter, simulation modelling of
IEEE 34 bus network with synchronous & inverter based DGs and an algorithm of the proposed
technique has been discussed. The simulation work has been carried out in RTDS/RSCAD
environment. Further, the generation of various islanding and non-islanding cases, selection of
the feature signal, formation of the feature vector, and training of the classifier model have
been meticulously discussed in this chapter. The results obtained during various islanding
situations and non-islanding events in terms of variations in the feature signal and at large in
terms of efficiency of the classifier model have been clearly shown. At the end, comparative
analysis and conclusion of the proposed work are also shown in the chapter.

Chapter 3: In this chapter, a novel digital protection scheme based on sequence
components of voltages for islanding detection has been presented. This scheme has utilized a
superimposed component of the acquired voltages. Further, the development of simulation
models in RTDS/RSCAD environment based on IEEE 34 bus network and IEC 61850
microgrid by utilizing synchronous and inverter DGs have been thoroughly discussed in the
chapter. Furthermore, to evaluate the performance of the proposed technique during various
islanding and non-islanding events, a large number of such conditions have been generated on
the said networks. The results obtained during these test cases in terms of IDF have been
graphically shown in different figures of the chapter. At the end, the comparative analysis and
conclusion of the proposed technique are also given in the chapter.

Chapter 4. A digital protection technique based on modal components of the voltage
signals has been proposed in this chapter. The performance evaluation of the proposed
technique has been carried out by developing a prototype in the laboratory environment. In this
chapter, utilization of a synchronous DG and its integration with the laboratory prototype have
been discussed. Further, the process of acquisition of samples of the voltage signal, conversion
of the acquired analogue signal to digital signal and execution of the proposed algorithm have
been systematically explained in this chapter. From the developed laboratory prototype,
various islanding and different non-islanding events have been generated. The results obtained
during various islanding situations and non-islanding events in terms of IDF have been
graphically shown in different figures of this chapter. At the end, comparative analysis and

conclusion of the proposed technique are given in the chapter.
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Chapter 5: A novel concept of HIL testing for the development of a digital protection
technique based on ACF of the voltage signals has been proposed in this chapter. The
performance evaluation of the proposed technique has been carried out by developing an HIL
test setup in the laboratory environment. In this chapter, interfacing of RTDS/RSCAD with the
real protection circuit components has been thoroughly explained. Further, the derivation of
DF by utilizing the ACF of the acquired voltage signals is explained. From the developed HIL
test setup, various islanding and different non-islanding events have been generated. The
results obtained during various islanding situations and non-islanding events in terms of DF
have been graphically shown in different figures of this chapter. At the end, comparative
analysis and conclusion of the proposed technique are given in the chapter.

Chapter 6: An adaptive relaying technique to resolve recloser-fuse miscoordination
due to the integration of DG in the DN has been presented in this chapter. This scheme utilizes
the impedance of the network seen by recloser in the presence and absence of the DG. The
performance of the presented technique has been evaluated on both the simulation and real
laboratory prototype. In the simulation, an IEEE 34 bus network have been modelled in
RTDS/RSCAD environment. Subsequently, a real hardware setup has been developed which
is capable to simulate the required testing in the laboratory environment. In this scheme,
according to the status of DG interconnection with the DN, the recloser modifies its fast TCC
based on a modification factor. This modified characteristic of the recloser tries to coordinate
with the lateral fuse in such a way that during temporary fault the recloser operates faster than
the fuse. The entire concept of the presented technique is well explained and shown with the
help of the waveforms of the various recloser and fuse characteristics. At the end, the
conclusion of the proposed technique is also discussed in the chapter.

Chapter 7: The final chapter presents the conclusion of the work and highlights the
contributions made by the author. Suggestions for carrying out further work in the area of

islanding detection and recloser-fuse miscoordination have also been proposed.
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Chapter 2
Islanding Detection Technique based on Relevance Vector

Machine

2.1 Introduction

In this chapter, a new islanding detection technique based on machine learning has been
presented. The machine learning is one of the methods of supervised learning and pattern
recognition. This concept is developed from the artificial intelligence. The major applications
of the machine learning methods are in the field of classification analysis, regression analysis,
clustering analysis, and density estimation. In case of classification analysis, an input pattern
is labelled with a target value either ‘0’ or ‘1’ for two different case patterns. In order to achieve
effective classification by the classifier model, the classifier model is required to train with the
help of available patterns. These patterns are in terms of extracted feature(s) of acquired
signals. Each pattern of an event has its own signature of a specific type of event category.
Further, the extracted feature of the acquired signal is given as an input to the classifier. The
classifier model finds the most “like pattern” and classify the input pattern in that category.
The above said technology has been utilized in the presented work for efficient detection of
islanding situation.

In the presented work, an RVM is used as a classifier model. In order to achieve
accurate discrimination between islanding and non-islanding event, various extracted features
of the acquired voltage and current signals have been tested. In this testing, variation in the
percentage of training dataset and width parameter of the classifier have been considered. With
the rigorous analysis, it has been found that the negative sequence component of current (/)
has performed better in terms of discrimination efficiency with a lower percentage of training
datasets as compared to other feature signals. Moreover, to develop a large number of different
patterns of islanding and non-islanding events, various islanding and non-islanding events with
variable operating parameters have been generated. In this work, an IEEE 34 bus network has
been modelled in RTDS/RSCAD environment. This model is designed in such a way that it
generates a large number of islanding situations with a variable percentage of power mismatch
between load and generation. At the same time, it is also capable to generate different non-
islanding events such as fault, sudden load change, switching of a capacitor bank, starting of
an induction motor, etc. The acquired signal of currents during these events is then utilized for

the training of the RVM classifier.
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2.2 Relevance Vector Machine

The working of RVM is same as Support Vector Machine (SVM) except the usage of
a Bayesian platform for implementing regression and classification with corresponding
sparsity properties [167], [168]. The main advantage of RVM over SVM is that it requires a
smaller number of Relevance Vectors (RVs) than the number of Support Vectors (SVs)
required by SVM. The modelling of a feature vector with its target class label which is given

as input to the proposed model is given by equation (2.1).

{x. ¢, },]il (2.1)

Where, {x;} is an input feature vector and {#;} is its corresponding target class label. Generally,
it is required to predict the output of the proposed model in terms of a function as y(x) with

respect to input feature vector {x;! in machine learning which is given as equation (2.2).

y(xw)= Zw o4 (x)+w, 2.2)

Where, wy is a bias parameter, @#(X)=(A4(x), (), A(X),......4,(x)) are basic functions, and

w=(W, Wy, W,....,w;,) are weights. In the proposed model of RVM classifier, the training set is

formulated by utilizing /. The target value of this dataset is given as 0 and 1 for islanding and
non-islanding event, respectively. The equation (2.2) is the prediction of the given training

which can be written as equation (2.3).

y(x):iwi o K(x,x,)+w, (2.3)

i=1

Where, K(, ) is kernel function. The RVM classifier model by applying the logistic sigmoid

function can be further written as equation (2.4).

p(d=0|x)=

(2.4)

1+e”™

Where, d €{0,1} is a class label, and p is the probability. With the help of the Bernoulli

distribution for p(t|x), the probability is given by equation (2.5).

pelw =T To{yew} [1=o{pexsw)] @.5)
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Where, ¢ is a scalar label vector given by ¢ = [¢4,...,2v]" with target ¢, € {0,1} and the sigmoid

function is given by, a(y)=1/(1+e”™). As the weights cannot integrate analytically for getting
the marginal likelihood in the classification, the approximation procedure, as described in
[168], is followed. The posterior distribution over the weight from Bayes rule is thus given by

equation (2.6),

likelyhood x prior  p(t|w, o )p(w| )

posterior (p(w|t,a,0°)) = (2.6)

evidence P(t|a,0)

Where, ¢ is a set of hyperparameters. The posterior p(W|t,a,0°) oc p(t|w,o”)p(w| @) will

have a strong peak at the most probable parameters Wy which is given by equation (2.7)
W, =2¢ Bt (2.7)

Where, Z=(¢#'Bp+A)", T is the posterior covariance matrix for a Gaussian approximation

to the posterior over weights centred at Wyp. The value of A=diag(a,q.....q),

B=diag(Z,f......08y) where, B,=c{y(x )}[1-0o{y(X,)}]. The above process is repeated until

a convergence criterion is met. The hyperparameters, resulted by the above method, is used to
estimate the target value for input feature vector. At the Gaussian distribution with a sharp

peak, the variance is very small and given by equation (2.8)

, 1
p(WMPla’O- )zi (28)

Wy
Where, o, is a standard deviation of the posterior distribution. Then, the equation for

p(t|a,6”) can be expressed as equation (2.9).

ptlaa’) = pt|W,,,0°) x pW,,| @), (2.9)
The first right side term of the above equation is the best fit likelihood for given
hyperparameter O ? and if o is very high value then p(W,, | ) = % . In this case, the second

Oy which is defined as Occam factor.
o

w

term of the right side of equation (2.9) would be

The evidence is the accuracy of the model for given data multiplied by the Occam factor, which

describes the complexity of the model.
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2.3 Simulation and test cases

2.3.1 Simulation Model

The authenticity of the proposed scheme has been tested by modelling standard IEEE
34 bus system in RTDS/RSCAD environment. The existing model of various equipment such
as distribution line, distributed load, spot load, distribution transformer, and voltage regulator
are given at 60 Hz frequency. Hence, in order to utilize the said standard system for the 50 Hz
frequency, it is necessary to redesign all the equipment at 50 Hz frequency. This is achieved
by modifying parameters of line, spot load, distributed load, and voltage regulator. Fig. 2.1
shows a single line diagram of IEEE 34 bus system modelled in RTDS/RSCAD environment.

Utility

Fig. 2.1 IEEE 34 bus system with DGs.

As shown in Fig. 2.1, synchronous based DGs (DG1 to DG4) are connected at buses 854, 840,
890 and 860 whereas inverter-based DG (DGY) is connected at bus 836. The parameters of
these DGs are given in Appendix - A.

2.3.2 Test cases

With reference to Fig. 2.1, islanding condition has been simulated by considering five
different cases as shown in Table 2.1. Various types of islanding and non-islanding events have
been generated by the varying source, load, and fault parameters. These events are shown in

Table 2.2.
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Table 2.1 Various cases considered for the simulation of islanding situation

Case Event
1 Disconnection of DG2
11 Disconnection of DG2 and DG5S
111 Disconnection of DG2, DG5 and DG4
1\ Disconnection of DG2, DG5S, DG4 and DG3
\% Disconnection of DG2, DGS5, DG4, DG3 and DG1

Table 2.2 List of non-islanding and islanding events

1. Non-islanding events

LG, LL, LLL and LLLG fault on each phase at 4 different locations (25%, 50%, 75%, and
1.1 | 90% of the main feeder connected between node 858 and 840) from target DG with
different loading condition.

LG, LL, LLL and LLLG fault on each phase at 3 different locations (25%, 50%, and 75%
1.2 | the connected between node 858 and 840) on adjacent feeder with different loading
condition.

1.3 | Sudden change in load on target DG from 25% to 150% of full load of target DG.

1.4 | Sudden change in load on adjacent DG from 25% to 150% of full load.

Sudden change in power factor from 0.7 to 0.9 of the load on target DG with 25% to 150%
load variation of target DG.

1.6 | Switching of capacitive load connected at PCC of the target DG.
1.7 | Switching of induction motor at PCC of the target DG.
1.8 | Effect of LLLG fault on adjacent DG bus with various X/R ratios of the target DG.
1.9 | Effect of sudden load change with change in network topology.
1.10 | Addition of DGs with load.
1.11 | Tripping of DG other than the target DG.
2. Islanding events
Islanding at different loading condition; load ranges from 25% to 150% of full load of the

1.5

2.1 target DG.
29 Islanding at a different power factor; load ranges from 150% to 25% of full load of the
) target DG.
23 {)slanding at different loading condition with various power factor on other than target DG
uses.

2.4 | Islanding at 100% of the full load of target DG with various X/R ratios.
2.5 | Islanding during a change in network topology.

The proposed scheme is basically a pattern recognition type scheme. In this scheme, initially,
the classifier model is required to train for most possible events. Here, in this case, various
datasets of islanding and non-islanding events as given in Table 2.2 are required to utilize for
the training of the said classifier. In the proposed work, a large number of test cases have been
generated for both the islanding and non-islanding events. Table 2.3 shows the event wise test
cases generated for various islanding and non-islanding conditions. It is to be noted from Table
2.3 that total 483 test cases for both islanding and non-islanding events have been generated.
Among these generated test cases, 114 test cases are the islanding situations, and 369 test cases

are the non-islanding conditions.
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Table 2.3 Generated test cases for islanding and non-islanding events.

Number
. of test
Event Parameter variation
cases
generated
Non-islanding cases
Faults on main feeder
e LG, Load variation (2) x Phase (3) x location (4) 24
1 e LL, Load variation (2) x Phase (3) % location (4)| 24
e LLL, Load variation (2) x Phase (1) x location (4) 08
e LLLG Load variation (2) x Phase (1) x location (4) 08
Faults on adjacent feeder
e LG, Load variation (1) x Phase (3) % location (3)| 09
2 e LL, Load variation (1) x Phase (3) x location (3) 09
e LLL, Load variation (1) x Phase (1) x location (3) 03
e LLLG Load variation (1) x Phase (1) x location (3)| 03
3 |Sudden load change on target DG |[From 10% to 150 % in step of 10% (45) 45
Sudden power factor of load change .
4 on target DG Load variation (2) x pf change (18) 36
Capacitive load switching at PCC of - .
5 taroet DG Load variation (30) x capacitor (1) 30
Induction motor load switching at . . .
6 PCC of target DG Load variation (30) x induction motor (1) 30
7 |Sudden addition of new DG with load Adjacent DG (3) x adjacent DG load (3) 30
target DG load (2)
. . Target DG load (2) x adjacent DG (3) x
8 [Sudden tripping of adjacent DG adjacent DG load (5) 30
9 Fault on adjacent feeder at various [Target DG load (2) X X/R ratio (5) X 50
X/R ratio of target DG adjacent DG load (5)
1o [pudden load change with changed| 1000 16 150 9% in step of 10% (30) 30
Network topology
Islanding cases
Islanding Cases with variable load on .
1 target DG and adjacent DG Islanding (114) 14
369+114
Total cases generated — 433

2.4 Proposed scheme

Fig. 2.2 shows working of the proposed scheme. Initially, the proposed classifier has
been trained off-line using 40% of the total dataset (193 cases out of 483 total cases). Then,
current samples for one cycle duration are acquired from the target DG. Here, a sampling
frequency of 4 kHz (80 samples per cycle) for a 50 Hz system is used. Hence, each simulation
case of islanding/non-islanding event comprises 240 samples (3 phases x 80 =240) of currents.
Further, the phasor values of the acquired current signals have been obtained by utilizing
modified discrete Fourier transform algorithm. These phasor quantities of currents are then

converted into sequence components using equation (2.10).
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I, =§>< 1 a o |x|], (2.10)
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a

1 o> al |I

c

Where, Iy, I;, and [> are zero, positive and negative sequence component of current,
respectively. The complex operatora =12120" and I,, I and I. are currents of phase a, b, and
¢, respectively. During the above conversion, the collected samples of currents are converted

into 240 samples of sequence components of currents (each component has 80 samples).

slanding and
non-islanding
training
data set

Collection of current samples
through CTs from PCC of Target DG

Y
Conversion of /I, I, and /. current

signals to Iy, I; and I, Off line
(Sequence components) training of
relay using
y RVM

Formation of feature Vector
80 Samples per cycle

Islanding
detection using
RVM

Class 1 Label Class 0 Label

Y Y

|N0n—is|anding| | Islanding |

Fig. 2.2 Working of the proposed scheme.

However, the proposed scheme utilizes /> only for the formation of a feature vector. The reason
for utilizing /> for feature vector formation instead of all sequence components of currents or
voltages are explained in the next section. A vector consisting of an islanding/non-islanding
case, having 80 samples in one raw is used directly as an input to RVM classifier. Therefore,
for 193 training data cases, the feature vector having a dimension of 193, (train cases) x
80column (samples of I2) and a target vector having a dimension of 1930w X 1column 18 formed.
Table 2.4 shows the process of formation of feature vectors for training data cases. In the same
way, the remaining dataset (483-193=290) is considered for testing of the proposed algorithm.

Hence, the dimension of the feature vector for testing dataset is of 290:,w (test cases) X 80column
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islanding event” or “islanding situation”, respectively.

(samples of I2). The output of the proposed classifier is either ‘1’ or ‘0’ which indicates “non-

Table 2.4 Formation of feature vector for training datasets.

Varloué ;;rensulatlon Samples Target
Non-islanding Case 1 1rowX 80column 1
Non-islanding Case 2 2row* 80column 1

| I 1
| I |
I I I
I I I
| I |
Non-islanding Case 140,08 0caturm |
140
Islanding Case 1 1rowX 80column 0
Islanding Case 2 210w*80column 0
| I |
| I |
| I |
Islanding Case 53 53 row*80column 0
Total training cases193 1936w *80column lor0

2.5 Training of RVM classifier

2.5.1 Training sequence

The sequence of training to be carried out for the proposed RVM classifier is shown in
Fig. 2.3. Initially, as shown in Fig. 2.3, feature vector for the selected training dataset along
with their class label as per equation (2.1) are given as input to the proposed RVM based
classifier. The feature vector is formed from 40% of the total data by utilizing negative
sequence component of current only. On the other hand, there are only two class labels i.e. ‘1’
indicates non-islanding whereas ‘0’ refers to islanding event. Afterwards, the said training
dataset has been initialized with weight as given by equation (2.2). Once the training dataset is
obtained, the next step is to determine the optimal parameter settings of RVM. In this process,
the type of kernel function and the width parameter w must be decided. Therefore, proper
kernel function (in this case Gaussian function) is selected for the prediction of input training
dataset as per equation (2.3). In the proposed RVM classifier, a generalized linear model with
logistic sigmoid function, as per equation (2.4) and (2.5), is selected as RVM classifier model.
Thereafter, a separable Gaussian prior, with a distinct hyperparameter for each weight is
calculated. The process of calculation of weights and obtaining the marginal likelihood for
classification is described in [167]. Thereafter, the most suitable marginal likelihood for the

given hyperparameter is determined.
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Converged?
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Fig. 2.3 Algorithm for training sequence of the proposed RVM classifier.

The re-estimation of hyperparameter is further carried out to optimize its value. This process
is repeated until a convergence criterion is met. The hyperparameters, as resulted by the above
process, is used to estimate the target value for input feature vector. The posterior distribution
over the weight from Bayes rule and a standard deviation of the posterior distribution is
calculated. The RVM training by such a method will give the training vector associated with
the remaining non-zero weights which are called as “relevance vectors.” Finally, testing of the
given dataset (different from the dataset used in training process) has been carried out directly

on the already trained RVM classifier model.
2.5.2 Elimination of noise during training of RVM classifier

In the proposed scheme, various simulations containing islanding situation and non-

islanding events have been carried out on the standard IEEE-34 bus network. This system is
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completely an unbalance system which replicates practical scenario of an existing distribution
network. It has been observed from the published literature [169] that the negative sequence
component of current is already present during normal condition. It varies in the range of 2%
to 10% with respect to positive sequence component of the current. This is due to inequality
in load currents in all phases. In the proposed scheme, the negative sequence component of
current is used to formulate the feature vector. The samples of three-phase currents are
collected with the help of CTs. These currents are converted into phasor values with the help
of Modified Discrete Fourier Transform (MDFT) algorithm [170] available in the
digital/numerical relay installed at the terminal of DG. Finally, these phasor values are
converted into sequence components of current by digital/numerical relay using equation
(2.10). The digital/numerical relay consists of signal conditioning block which contains
isolation transformer, surge protection circuit and Anti-Aliasing Filter (AAF). Isolation
transformer provides the electrical isolation whereas, surge protection circuit gives protection
to the digital component against transients and spikes. AAF is a Low Pass Filter (LPF) that
blocks the unwanted frequency component/noise [171]. Further, it also avoids aliasing error.
Therefore, chances of noise in the samples are very rare. Even though it exists in the training
data, training of the proposed classifier has been done using data which contains noise. Hence,

accuracy given by the proposed RVM based classifier has not been altered.

2.6 Selection of signal for feature vector formation

In section 2.3, the development of simulation model of IEEE 34 node network has been
thoroughly described. As mentioned in Table 2.1, different cases of islanding involving various
DGs are possible. Among the various cases of islanding, the islanding situation involving only
DG2 considered in the presented work. At the same time, Table 2.2 shows the possible
islanding and non-islanding events with respect to DG2. Further, Table 2.3 shows the event
wise test cases generated for various islanding and non-islanding conditions considering DG2
as a target DG. Fig. 2.4 shows the waveform of non-islanding event (LLL fault at 50% fault
location on main feeder) and islanding situation (islanding with +10% power mismatch)
generated by modelling IEEE 34 bus test system in RTDS/RSCAD environment for DG2 as a
target DG. These signals of currents and voltages are acquired from the terminal of target DG
at a sampling frequency of 4 kHz. In this figure, the switching instance is 0.053sec. As the
captured signals of currents and voltages contain may contain noise, higher order harmonics
and decaying DC which can affect the performance of the presented scheme. Hence, in order
to eliminate these components and to obtained phasor values of the acquired signals, MDFT

based phasor computation as discussed in [170] has been carried out. Thereafter, utilizing these
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Fig. 2.4 RTDS/RSCAD captured waveform of islanding and non-islanding event (a) non-islanding
event (b) islanding event.

phasor values, the sequence components of current and voltages have been calculated.
Waveforms of various signals such as three-phase currents (/,, /5, and /), three phase voltages
(Va, Vi, and V), sequence components of currents (/y, /; and 12) and voltages (Vo, V; and V>)

are shown in Fig. 2.4. These signals can be used for formation of feature vectors as significant
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variations in the patterns/signatures have been observed during islanding and non-islanding
events. In order to formulate feature vectors, sequence components of currents (/y, /7, and I>)
and their combinations with each other (Ip+1;, Ip+1>, or I;+1> or Ip+1;+1>) can be used. Extensive
simulations have been carried out by considering various signals/combination of signals with
a varying width parameter of RVM and percentage of the training dataset with respect to the
total dataset. For each signal/combinations of the signal, discrimination accuracy between
islanding situation and the non-islanding event has been obtained by varying the percentage of
the training dataset from 10% to 90% of the total dataset. In the presented work, the results
obtained during various test cases of islanding and non-islanding events as mentioned in Table
2.3 have been utilized. The output of the presented technique in terms of accuracy is shown in
Table 2.5. It is to be noted from Table 2.5 that various input features of sequence components
of current and/or voltage signals have been utilized to develop feature vector for the proposed
RVM classifier. The width of the proposed RVM model is varied from 0.00005 to 0.5 in order
to obtain optimal value of accuracy. It is to be noted from Table 2.5 that the negative sequence
component of current (/2) gives better accuracy in classifying islanding situations with non-
islanding events as compared to other features of sequence components of current or/and
voltage. Though the accuracy obtained by other feature signals is high as compared to />, their
corresponding training dataset are also high. The obtained maximum efficiency in
discrimination between islanding and non-islanding events with varying training dataset and
width by different combination of signals are extracted in Table 2.6. It has been observed from
Table 2.6 that the maximum accuracy of the order of 98.62% has been achieved by utilizing />
with 40% of the total data as training data. It is to be further noted from Table 2.6 that as the
training dataset increases, accuracy of RVM classifier also increases. However, the increase in
accuracy is marginal after a certain percentage of training dataset. Furthermore, as shown in
Table 2.6, I> gives the maximum accuracy (98.62%) with width (w) = 0.003 and 40% of the
total data as training data. This clearly indicates its ability to provide effective discrimination
between islanding and non-islanding events. Therefore, /> is selected for the formation of the

feature vector.
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Table 2.5 Accuracy (%) of RVM classifier for various input feature at different percentage of
training dataset.

Sr. No.

Feature

Width
parameter
for RVM

Training data as

ercentage of total dataset

10%

20%

30%

40%

50%

60%

70%

80%

90%

Iy

0.00005

51.16

68.37

45.58

41.40

39.07

42.79

AT

AT

AT

0.00050

51.16

85.12

88.84

89.30

92.56

94.88

AT

AT

AT

0.00500

75.35

82.79

97.21

99.07

93.95

99.07

100.00

AT

AT

I;

0.00005

51.16

53.49

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.00050

51.16

62.79

73.95

41.40

39.07

86.05

47.44

50.23

51.63

0.00500

54.88

66.51

69.30

66.98

71.16

78.14

90.23

92.09

92.09

I

0.00005

51.16

54.88

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.00050

51.16

66.51

76.28

41.40

39.07

42.79

47.44

50.23

51.63

0.00300

86.98

94.88

97.60

98.62

96.74

96.28

99.53

100.00

100.00

L+ 1;

0.00500

51.16

80.93

46.98

45.58

41.86

48.84

53.95

58.14

59.53

0.05000

65.12

81.86

95.35

95.81

96.28

96.28

99.53

99.53

99.53

0.50000

76.28

78.60

89.77

93.49

AT

AT

AT

AT

AT

L+ D

0.00500

73.02

AT

92.81

94.52

95.21

93.84

99.32

96.58

96.58

0.05000

92.56

AT

97.60

AT

AT

AT

AT

AT

AT

0.50000

92.09

94.42

94.61

AT

AT

AT

AT

AT

AT

L +D0

0.00500

52.09

56.74

58.14

64.38

68.07

70.59

68.06

68.75

70.83

0.05000

65.58

92.09

94.42

93.15

92.44

94.96

AT

AT

AT

0.50000

84.65

85.58

94.42

AT

AT

AT

AT

AT

AT

L+ +D0

0.00500

51.16

85.12

47.44

44.19

52.94

50.42

47.06

42.02

43.70

0.05000

65.58

87.91

96.28

95.35

94.96

94.96

100.00

100.00

100.00

0.50000

85.12

85.12

89.30

93.02

AT

AT

AT

AT

AT

Vo

0.00050

51.16

80.93

45.58

41.40

AT

50.52

44.33

35.05

37.11

0.00500

80.47

64.19

74.42

77.67

AT

74.23

79.38

94.85

94.85

0.05000

78.14

88.84

96.74

97.67

97.21

92.78

94.85

96.91

96.91

Vi

0.00500

51.16

53.95

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.05000

51.16

61.40

73.02

41.40

39.07

42.79

47.44

50.23

51.63

0.50000

70.23

80.93

81.40

89.77

93.02

94.88

96.74

100.00

100.00

10

V>

0.00500

51.16

54.42

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.05000

51.16

66.51

77.67

41.86

40.00

43.72

50.23

53.49

54.88

0.50000

92.56

93.43

94.18

95.17

94.56

95.23

99.53

100.00

100.00

11

Vo+V;

0.00500

51.16

53.95

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.05000

51.16

61.40

73.02

41.40

39.07

42.79

47.44

50.23

51.63

0.50000

69.77

80.00

81.40

90.23

89.77

94.88

96.74

100.00

100.00

12

Vo +V>

0.00500

51.16

54.42

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.05000

51.16

66.98

77.67

41.86

40.00

43.72

50.23

53.49

54.88

0.50000

92.56

96.28

96.74

96.28

98.60

98.60

99.53

100.00

100.00

13

Vi +V,

0.00500

51.16

53.49

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.05000

51.16

60.00

66.98

41.40

39.07

42.79

47.44

50.23

51.63

0.50000

62.33

77.21

83.72

90.70

91.63

97.21

90.23

92.09

92.09

14

Vo+Vi+ V>

0.00500

51.16

53.49

45.58

50.68

43.84

43.15

44.52

42.47

43.84

0.05000

51.16

60.00

66.98

50.68

43.84

43.15

44.52

42.47

43.84

0.50000

61.86

76.74

83.26

90.70

91.63

96.74

88.37

92.09

92.09

15

Vo+ 1y

0.00050

51.16

77.60

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.00500

80.93

63.72

65.87

70.06

AT

70.10

AT

AT

AT

0.05000

83.72

88.84

97.01

97.01

94.12

92.78

97.22

97.92

97.87

0.50000

66.98

AT

82.63

84.43

AT

AT

AT

AT

AT

16

Vi+1;

0.00500

51.16

53.95

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.05000

51.16

61.40

73.02

41.40

39.07

42.79

47.44

50.23

51.63

0.50000

70.23

80.93

81.40

89.77

93.02

94.88

96.74

100.00

100.00

17

Vo+ 1,

0.00500

51.16

54.42

45.58

41.40

39.07

42.79

47.44

50.23

51.63

0.05000

51.16

66.51

77.67

41.86

40.00

43.72

50.23

53.49

54.88

0.50000

92.56

96.28

96.28

95.81

98.60

98.60

99.53

100.00

100.00

*AT = Abnormal Termination of program.
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Table 2.6 Maximum accuracy of the proposed scheme at different percentages of training sets with
its corresponding value of width.

. Accuracy (%) at different percentage of training data with respect to
Width
Feature (w) total dataset
10% | 20% | 30% | 40% | 50% | 60% | 70% | 80% | 90%
Iy 0.005 | 75.35 | 82.79 | 97.21 | 99.07 | 93.95 | 99.07 [100.00| AT* AT
1 0.005 | 54.88 | 66.51 | 69.30 | 66.90 | 71.16 | 78.14 | 90.23 | 92.09 | 92.09
5 0.003 | 86.98 | 94.88 | 97.60 | 98.62 | 96.74 | 96.28 | 99.53 |100.00|100.00
L+ 1 0.05 | 65.12 | 81.86 | 95.35 | 95.81 | 96.28 | 96.28 | 99.53 | 99.53 | 99.53
I+ ]0.005]|73.02| AT |92.81|94.52 | 9521 |93.84 | 99.32 | 96.58 | 96.58
L+0 0.05 | 65.58 |1 92.09 | 9442 | 93.15 | 9244 | 9496 | AT AT AT
Top+1+1 | 0.05 | 65.58 | 87.91 | 96.28 | 95.52 | 94.96 | 94.96 |100.00|100.00|100.00
Vo 0.05 | 78.14 | 88.84 | 96.74 | 97.67 | 97.21 | 92.78 | 94.85 | 96.91 | 96.91
Vi 0.5 |70.23 | 80.93 | 81.40 | 89.66 | 93.02 | 94.88 | 96.74 |100.00|100.00
V2 0.5 9256|9343 |94.18 | 95.17 | 94.56 | 95.23 | 99.53 |100.00|100.00
Vo+V; 0.5 |69.77 | 80.00 | 81.40 | 90.23 | 89.77 | 94.88 | 96.74 |100.00|100.00
11 Vo+V> 0.5 |92.56|96.28 | 96.74 | 96.28 | 98.60 | 98.60 | 99.53 |100.00|100.00
12 Vi+V, 0.5 |6233]77.21|83.72|90.70 | 91.63 | 97.21 | 90.23 | 92.09 | 92.09
13 | VotVi+Vo| 0.5 | 61.86 | 76.74 | 83.26 | 90.70 | 91.63 | 96.74 | 88.37 | 92.09 | 92.09
*AT = Abnormal Termination of program.

Slolx|wla|o|u|a|w|o]— g%

2.7 Result and discussion

2.7.1 Discrimination between islanding situation and non-islanding event

The performance of the proposed classifier has been validated on various islanding and
non-islanding cases. Testing of the proposed classifier has been carried out on an already
trained RVM classifier in which the width has been taken as 0.003. The simulation results in
terms of cases classified correctly and incorrectly along with discrimination accuracy are
shown in Table 2.7. Moreover, total numbers of cases along with a break-up of non-islanding
events are also shown in Table 2.7. It is to be noted from Table 2.7 that the proposed RVM
based classifier is capable to identify islanding situations with an accuracy of 98.36%. This
shows the capability of the proposed classifier to detect islanding situation accurately.
Conversely, it gives an accuracy of 98.69% during non-islanding events which show its
stability against nuisance tripping. In addition, the proposed RVM based classifier provides
very high overall accuracy of 98.62% for all islanding and non-islanding events.
Discrimination between islanding situation at different percentages of power mismatches and
non-islanding event at varying load conditions has been evaluated by the proposed classifier.
In the presented work, various simulation test cases of sudden load change as mentioned in
Table 2.3 have been generated. As this is one of the critical non-islanding events, in all these
cases, the value of /> has been investigated. By analyzing all those cases, it has been found that

the value of 1> for sudden load change remains always more than 18 A. Similarly, the same
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Table 2.7 Discrimination accuracy given by the proposed classifier during islanding & non-
islanding conditions.

Sr. . Test Cas:es Casps Accuracy
Various events classified| classified
No. Cases . (%)
correctly|incorrectly
Islanding Events 61 60 1 98.36
Non-islanding Events
1 |Faults on main feeder 40 40 0 100.00
2 |Faults on adjacent feeder 15 14 1 93.33
3 |Sudden load change on target DG bus 28 28 0 100.00
4 |Sudden power factor of load change on target DG bus 20 20 0 100.00
5 |Capacitive load switching at PCC of target DG 19 19 0 100.00
6 [Induction motor load switching at PCC of target DG 19 19 0 100.00
7 |Sudden addition of new DG with load 19 19 0 100.00
8 |Sudden tripping of adjacent DG 19 18 1 94.74
9 |Fault on adjacent feeder at various X/R ratio of target DG| 31 31 0 100.00
10 |[Sudden load change with changed Network topology 19 18 1 94.74
All Non-islanding Events 229 | 226 3 98.69
Overall Result (Islanding + Non-islanding) 290 | 286 4 98.62

analysis has been carried out for different cases of islanding with various percentage mismatch
between load and generation. By analyzing the islanding cases, it has been found that the
maximum value of /> for islanding with various percentage mismatch between load and
generation remains well below 5.0 A. The waveform of the maximum value of /> during
islanding and sudden load change with different mismatches between load and generation are
plotted in Fig. 2.5. It is to be noted from Fig. 2.5 that a clear separation between islanding and
sudden load change cases have been achieved. Moreover, from Fig. 2.5, it could be said that
the proposed scheme is able to distinguish between islanding situation and critical non-

islanding event such as sudden load change distinctly at different values of power mismatches.
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Fig. 2.5 Trend of maximum value of /; during islanding and non-islanding events.
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2.7.2 Change in X/R ratio

The performance of the proposed scheme has been evaluated on eight different values
of the X/R ratio (8, 10, 16, 20, 24, 30, 32 and 40) of the target DG. For a non-islanding event
with varying X/R ratio, the three-phase to ground (LLLG) fault on the adjacent feeder
(connected between bus 832 and bus 840 in Fig. 2.1) near the target DG has been simulated.
The simulation results in terms of /> for non-islanding events for two different values of the

X/R ratio of the target DG are shown in Fig. 2.6.

o T T T T T T

ljz ———X/R Ratio=8
— X/R Ratio = 40

0 0.02 0.04 0.06 0.08 0.1 012 0.14 0.16 018 0.2
Time {Sec)

Fig. 2.6 Pattern of I, during LLLG fault at various X/R ratio.

It has been observed from Fig. 2.6 that the patterns of /> during a non-islanding event in case
of two different values of the X/R ratio of the target DG remain almost same. As these similar
types of patterns are given as input to the proposed classifier, it is able to classify both events
as a non-islanding condition. This clearly indicates that the proposed scheme is immune to the
change in X/R ratio of the target DG and hence, avoids nuisance tripping during such type of

critical non-islanding events.
2.7.3 Change in network topology

The load on the distribution feeder is continuously changing with respect to time.
Hence, the usual practice is to open few sectionalizing switches and close some of the tie
switches. This is widely known as reconfiguration of the network. This is required for the
distribution network in order to reduce distribution line losses and also to improve the voltage
profile. In the proposed IEEE 34 bus system, network reconfiguration is simulated between
bus 816 and bus 852. The reason for adopting reconfiguration for the above two buses is the

maximum voltage drop that occurred on the line connected between the said two buses. Fig.
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2.7 shows the single line diagram of IEEE 34 bus network in which a new distribution line is
connected between bus 816 and bus 852. In order to maintain the radial structure of the network
during reconfiguration, a tie-switch is connected between bus 852 and bus 854. This tie-switch
remains in closed condition under normal operation (without change in network topology)
whereas, it becomes open during network reconfiguration. Another tie-switch which is
installed on the newly configured line (connected between bus 816 and bus 852) follows
reverse operation with reference to the tie-switch connected in the old feeder. Fig. 2.8 shows
the simulation results in terms of /> during normal condition (Normal route) as well as in case

of network reconfiguration (Alternate route) for a specific loading condition.
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Fig. 2.7 Network topology change configuration in IEEE 34 bus system.
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Fig. 2.8 Comparison of effect of network topology change.
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It is to be noted from Fig. 2.8 that the signature of /> is almost similar for the previous cases.
Hence, the proposed RVM based classifier is able to classify the above two events as non-

islanding conditions.
2.7.4 Islanding at different power mismatches

The performance of the proposed scheme has been evaluated during islanding situation
at two different values of power mismatches i.e. (i) perfect power balance situation (ii) 5%
power mismatch at the target DG. The simulation results are shown in Fig. 2.9. It has been
observed from Fig. 2.9 that the proposed RVM based scheme is able to detect islanding
situation at different values of power mismatches including perfect power balance situation.
This is due to the fact that the signatures of feature vectors have similar patterns for islanding

situation with different values of power mis-matches.
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Fig. 2.9 Pattern of /> for various power mis-match during islanding.

2.7.5 Comparative evaluation of the proposed classifier with existing classifiers

The performance of the proposed islanding detection scheme is compared with the
islanding detection schemes based on SVM and random forest (RF) classifier. The overall
accuracy of the all three islanding detection schemes is given in Table 2.8. It has been observed
from Table 2.8 that the proposed RVM based scheme gives an overall accuracy of 98.62%
compared to 87.58% and 92.76% accuracy given by SVM and RF based scheme, respectively.
Hence, the proposed scheme is superior in distinguishing islanding and non-islanding events
than SVM and RF based schemes. In addition, the proposed scheme gives an accuracy of

98.69%, whereas SVM and RF based scheme provides an accuracy of 86.90% and 92.14%
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during non-islanding events. This confirms the stability of the proposed scheme in case of

critical non-islanding events.

Table 2.8 Comparative evaluation of the proposed scheme with other schemes with respect to

accuracy.
RF SVM RVM
I =2 T > B2 > T o> T2
Events | 1t |82 %] 8238 | 8~|22%|s28| 8~ 8238238~
Cases | @2 2| €25 | 38|42/ 825 388|822/ 872E 38
O35 0Us88|0 7 |0O850O88| o 108580 8|la~
S8 Tog|< 58|75 2l < S 8|75 gl <
All Non-
islanding | 229 | 221 18 |92.14| 199 30 |86.90| 226 3 |98.69
Events
I%andmg 61 59 3 95.08| 55 6 |90.16| 60 1 9836
vents
Overall | »g0 | 269 21 |92.76| 254 36 | 87.58| 286 4 |98.62
result

Furthermore, the accuracy given by the proposed scheme during islanding situation is
98.36% compared to 90.16% and 95.08% accuracy given by SVM and RF based scheme.
Therefore, the proposed scheme is able to identify islanding situation accurately compared to
other classifiers. Moreover, comparative analysis of the proposed classifier with other existing
classifiers like SVM and RF has been performed with respect to the training time required to
train the classifier model and testing time to classify the given input feature as islanding and

non-islanding event. The simulation results are shown in Table 2.9.

Table 2.9 Comparative analysis of the proposed classifier with other existing classifiers with respect
to training and testing time.

Training — RVYM . — SYM : — RE :
Percentage of Tra'lmng Tgstmg Tra'lnlng Te'stlng Tra_lmng Te'stlng
Datasot Time Time Time Time Time Time
(second) (second) (second) (second) (second) (second)
10% 0.1005 0.0011 0.0029 0.0032 0.1053 0.0081
20% 0.2012 0.0012 0.0038 0.0037 0.2107 0.0090
30% 0.2691 0.0014 0.0052 0.0041 0.3634 0.0109
40% 0.2811 0.0016 0.0068 0.0048 0.6726 0.0118
50% 0.3026 0.0016 0.0074 0.0049 0.6675 0.0126
60% 0.4178 0.0017 0.0082 0.0054 0.8492 0.0128
70% 0.7324 0.0017 0.0089 0.0056 1.1089 0.0130
80% 0.9100 0.0018 0.0095 0.0069 1.4570 0.0139
90% 1.2300 0.0019 0.0098 0.0068 1.5553 0.0166

It has been observed from Table 2.9 that as the percentage training dataset increases

the time taken by all the classifiers increases. The training time required by the proposed
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classifier is higher than the SVM based classifier, but lower than the RF based classifier.
However, though the training time of the proposed classifier is higher than the SVM based
classifier, it is not going to affect the performance of the proposed classifier. This is due to the
fact that the training process is an off-line process. Conversely, it has been observed from Table
2.9 that the testing time of the proposed classifier is the lowest among the two existing
classifiers. Therefore, as the testing process is an online process, the classification process in
discriminating islanding and non-islanding event is very fast. Hence, the performance of the
proposed classifier is superior to the existing classifiers. Additionally, in order to compare the
classification property of an RVM and an SVM, the variation of relevance vectors and support
vectors with the change in the number of percentage of training dataset has been examined.
Table 2.10 shows the comparative evaluation of the proposed RVM based classifier with SVM

based classifier with respect to a number of RVs and SVs.

Table 2.10 Comparative analysis of the proposed RVM based classifier with SVM based
classifier with respect to number of RVs and SVs.

Sr. Training Dataset No. of RVs for No. of SVs for
No. RVM classifier SVM classifier

1 10% 4 14

2 20% 5 28

3 30% 5 47

4 40% 8 66

5 50% 8 79

6 60% 9 90

7 70% 11 109

8 80% 12 119

9 90% 14 133

It can be observed from Table 2.10 that even though the numbers of RVs/SVs increase
linearly while training the data with the RVM and SVM, the number of RVs are always less
than that of SVs. Also, the rate at which the number of RVs increases is also lower than that
of SVs. Hence, the sparse property of the RVM makes RVs to sample in each class, which is
far from the hyperplane compared to SVs, which are near the hyperplane to outline classifier

model.

2.7.6 Effect of the entirely different network on the proposed classifier

In order to further evaluate the performance of the proposed scheme on an entirely
different network, an existing Indian power distribution network, as given in [118], has been
considered. A total of 80 cases consisting of islanding and non-islanding events have been
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generated. These cases are directly used for testing the proposed classifier. The simulation
results given by the proposed classifier are shown in Table 2.11. It is to be noted from Table
2.11 that the proposed RVM based classifier is able to provide an accuracy of 93.75%, which

is equally compatible with the accuracy given by the same classifier for IEEE 34-bus network.

Table 2.11 Accuracy given by the proposed classifier for entirely different power distribution

network
Proposed RVM classifier based scheme
Events Test Cases Cases Cases Accuracy
classified | classified o
. (%)
correctly | incorrectly
All Non-islanding Events 55 52 3 94.54
Islanding Events 25 23 2 92.00
Overall result 80 75 5 93.75

2.8 Summary

In this chapter, a new islanding detection technique based on RVM classifier is
presented. The proposed scheme utilizes /> for discrimination between islanding situation and
non-islanding events. Different types of islanding and non-islanding events have been
generated by modelling IEEE 34 bus network using RTDS/RSCAD software package. The
proposed scheme gives an overall discrimination accuracy of more than 98%, which shows its
effectiveness in classifying islanding and non-islanding conditions accurately. Furthermore,
the validity of the proposed scheme has been tested during islanding situation at different
values of power mismatches including perfect power balance situation. Furthermore, it remains
immune to change in network configuration/entirely different network and X/R ratio of various
types of DGs. At the end, comparative evaluation of the proposed scheme with the existing
schemes shows its superiority in terms of accuracy, testing time and number of RVs.

Nevertheless, this is one of the patterns recognition based technique in which a large
number of test cases are required to generate. However, this technique requires only 40% of
the total dataset for the training of the classifier modal. In the case of simulation, it is possible
to generate a large number of test cases covering all aspects of islanding and non-islanding
situations. But, in real time application, it is not feasible to cover all the possibilities of
islanding and non-islanding events. Therefore, it has been decided to develop more practicable

technique.
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Chapter 3
Islanding Detection Technique based on Sequence Components of

Voltage

3.1 Introduction

This chapter presents a new islanding detection technique based on islanding
discrimination factor which is derived from the Superimposed Components of Voltages
(SCVs). The value of IDF is calculated by utilizing the acquired voltage signals from the
terminal of DGs. In this work, various islanding and non-islanding events with varying power
mismatches have been simulated on two different widely used networks namely (i) IEEE 34
bus network and (ii) IEC61850-7-420 Micro-Grid model using RTDS/RSCAD software. The
authenticity of the presented scheme has been verified on diversified islanding and non-
islanding cases, generated from the above two models. The results indicate that the proposed

scheme is able to distinguish islanding situation with non-islanding event accurately.

3.2 Working principle of the proposed scheme

Fig. 3.1 shows a flow chart of the proposed islanding detection technique. Firstly,
voltage samples of three phases for one cycle duration are acquired from the terminal of the
target DG. The data acquisition of the above samples is carried out at a sampling frequency of
4 kHz with a fundamental frequency of 50 Hz. The sliding window concept is used by the
proposed scheme in which the oldest sample is discarded when the new sample is available

[143].
3.2.1 Superimposed components

The superimposed technique is being used for the development of the protection relays
since last three decades. It measures incremental change in the value of the input signal. This
incremental change is measured over number of samples, full cycle, or half cycle. The
proposed scheme utilizes superimposed component of the acquired voltage signals (AVa, AV

and AV.). These are calculated using equation (3.1) [172], [173].

AV e (t):Va/b/c (t)_Va/b/c (I_T) (3.1)

Where, Vawe(t) 1s the instantaneous value of the voltage signal of phase a, b, and c,
respectively, ¢ is the instant of sample, 7 is the number of samples in the window and AVa/c(?)

is the superimposed component of the voltage of phase a, b, and ¢, respectively.
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Acquire voltage samples of all phases for full cycle
duration from the target DG

v

Calculate superimposed components of voltages
(AV,, AV, AV, ) using equation (3.1)

v

Convert phasor quantities of superimposed components
of voltages into sequence components of voltages
(AVy, AV, A1) using equation (3.16)

v

Calculate ratio of negative to positive sequence
component of voltage (RNPSV) using equation (3.17)

v

Calculate Islanding Discrimination Factor (IDF) which
is the ratio of sum and difference of maximum and
minimum value of RNPSV using equation (3.18)

No

IDF > y
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Islanding is detected

v

Trip the target DG

Fig. 3.1 Flowchart of the proposed sequence component of voltage based scheme.

3.2.2 Phasor estimation

The proposed technique relies on estimation of phasor values of superimposed
components of voltages. In the proposed scheme, MDFT algorithm is used which is capable to
eliminate both higher integer harmonics as well as the decaying DC component [170]. The step
by step procedure of the estimation of the phasor value of the given input signal is described
in the following.

During abnormal condition, an electrical signal contains fundamental component, few
orders of harmonics and decaying dc component. The conventional Full-cycle Discrete Fourier
Transform (FCDFT) cannot efficiently reduce the lower frequency components. Therefore, the

estimated values of phasor (magnitude and angle) contain errors. To overcome this issue, the
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MDFT method, as discussed in [170], is utilized for calculation of phasor values of the given
input signal. In MDFT based algorithm, a signal containing few orders of harmonic and a
component of decaying dc is given as an input to a first order LPF. This signal (x(2)) is

expressed as equation (3.2).

x(t) =4, +2An cos(na)t+6‘n)+Be% (3.2)
n=1

Where, 7 is the order of harmonic, 4 is the magnitude of the respective harmonic component,

B and 7 is the magnitude and time constant of a decaying dc component, respectively. When

the signal, as represented by equation (3.2), passes through the LPF, its amplitude attenuates

and shifts the phase angle according to the cut-off frequency of the filter. The first order LPF

in Laplace domain is given as; H(s) = , T; > 0, where, 7; is the time constant of the

1+ST1
LPF. Therefore, the output of the LPF contains amplitude & time constant of the decaying dc

component and the lower order harmonics which is as given by equation (3.3).

% e
z(t):AO+ZCn cos(nwt+¢,)+De " +De’" (3.3)
n=1
Where, D and D; is the amplitude constant of decaying dc and LPF, respectively, and N is the
maximum order of harmonic. This signal, as depicted in equation (3.3), is given as an input to
MDFT algorithm for removal of higher order harmonics and decaying dc component. Hence,

the output of MDFT is given by equation (3.4) and (3.5).

2 X _kAT, —kAT/ 2k

Z, =G cosq, +ﬁ;{De "+ De 7 }.COS(TJ (3.4)
. p kAT, kAl 2k

Z"(N) =C, sing, —N;{De Ve +De /‘}.sm(Tj (3.5)

In order to determine the value of unknown constants D, D; and 7, following equations, as
mentioned in [170], are utilized.

N(Z~(N+1) - Zr(N))

¥

2cos(27/N)

=DX(X" -1)+ DK, (K" -1) (3.6)

T,

_AT -A
Where, X=e T and K, =e e
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N(Zr(N+2) - Zr(N+1))

=DX*(X" -1+ DK} (K] -1 3.7
2cos(dz/N) ( )+ DK (K -1) (3.7)
N(Z;~(N+3) _Z;~(N+3)) 3,y N 3,p-N
=DX' (X" -1)+DK; (K, -1 3.8
2cos(6/ ) ( )+ DK (K ~1) (3.8)
(3.7)-(3.6)xK, =DX (X" -1)(X -K,) (3.9)
(3.8)-(3.7)xK, =DX* (X" -1)(X -K,) (3.10)
_(3.10)
Now, X = (3.9) (3.11)
3.9)x K
The unknow decaying dc constant D = (N )xK, (3.12)
XX"-I)(X-K))
. . AT
and the unknown decaying dc time constant 7=————
log(1/ X) (3.13)
— N f—
The constant of LPF D, = [(0)= DX(XT ~1)] (3.14)

K,(K,X" -1)

Finally, the estimated amplitude and phasor angle of the fundamental frequency component is

as given by equation (3.15).

Phasor amplitude of fundamental component 4 =C, /K,  and (.15)
Phasor angle of fundamental component 6, = ¢, + K6,
Where, Ky; and Ky, is the amplitude gain and correction angle in phase shift of fundamental
component, respectively. Both these factors (Ky; and Ko;) are used to correct the effect of LPF.
By utilizing the above discussed MDFT algorithm, the estimated phasor values of the acquired
voltage signals for one of the islanding cases is shown in the Fig. 3.2. Fig. 3.2. (a), (b), and (c)
show the estimated phasor magnitude of the acquired voltage of phase ‘a,” ‘b,” and ‘c,’
respectively. Similarly, Fig. 3.2 (d), (e), and (f) show the estimated phasor angle of the acquired
voltage of phase ‘a,” ‘b,” and ‘c,” respectively.
Here, in the proposed scheme, the output of the LPF is given to MDFT algorithm for
phasor computation. At the end of the MDFT algorithm, the estimated value of phasors of the
fundamental frequency component of SCVs (AVy est, AV est, and AV es) are obtained. Now,

these values are converted into sequence components of voltages using equation (3.16).
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Fig. 3.2 MDFT algorithm based estimated phasor value of the acquired voltage signals (a)
estimated voltage magnitude for phase ‘a’ (b) estimated voltage magnitude for phase ‘b’ (c)
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voltage angle for phase ‘b’ (f) estimated voltage angle for phase ‘c’.

A [ar,
AV |=3x|1 a a® x| AV, (3.16)
AI/Z 1 az a Al/ciest

Where, AVy, AV1, and AV are the zero, positive and negative sequence component of the SCV,
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respectively, and the complex operatora =12120".
3.2.3 Derivation of Islanding Discrimination Factor

After obtaining values of sequence components of the acquired voltage signals, the
Ratio of Negative to Positive Sequence Component of Voltage (RNPSCYV) is determined using
equation (3.17).

A7
RNPSCV = (3.17)

[ar]

Finally, an islanding discrimination factor is derived from the ratio of sum and difference of

maximum and minimum value of RNPSCV as given in equation (3.18).

_ LRNPSCV + SRNPSCV
LRNPSCV — SRNPSCV

IDF (3.18)

where, ‘LRNPSCV” and ‘SRNPSCV” represents the maximum and the minimum value of
RNPSCV, respectively, during half a cycle.

The calculated value of IDF is then compared with the pre-set threshold (y). Here, IDF
is used to discriminate islanding situation from non-islanding events. The description of
selection of threshold is given in Section 3.3.2. If the value of IDF is more than the pre-set

threshold, a signal is initiated to trip the target DG.

3.3 Modelling and Simulation
3.3.1 Cases generated

Validation of the proposed technique is done by modelling standard IEEE 34 bus
network in RTDS/RSCAD environment. In the proposed scheme, various components such as
distribution line, distributed load, spot load, distribution transformer and voltage regulator have
been utilized with a fundamental frequency of 50 Hz. The aforementioned equipment is
modelled by changing various parameters. The standard IEEE 34 bus network is highly
unbalanced network which contains similar features those exist in the real physical distribution
network. This include features such as (i) modelling of each section of the distribution system
by actual phase impedance (ii) inclusion of single and two-phase laterals (iii) existence of load
on each phase in each section (iv) closely spaced distributed load (v) presence of voltage
regulators and capacitive reactive power compensation (vi) lightly loaded long distribution
lines and (vii) inclusion of transformer for reducing voltage. Fig. 3.3 shows a single line

diagram of IEEE 34 bus network modelled in RTDS/RSCAD environment. As shown in Fig.
56



3.3, the synchronous based DGs (DG1 to DG3) are connected at buses 854, 840, and 890
whereas inverter-based DG (DG4) is connected at bus 860. The parameters of these DGs are
given in Appendix - A. Moreover, with reference to Fig. 3.3 four different islanding cases have

been formulated.

Fig. 3.3 Single line diagram of IEEE 34 bus network with DGs.

As shown in Table 3.1, these cases have been formed by considering different combinations

of DGs.

Table 3.1 Various cases considered for island formation.

Case | Island Formation

I Network contains DG2 only
1T Network contains DG2 and DG4
111 Network contains DG2, DG3 and DG4
v Network contains DG1, DG2, DG3 and DG4

Various kinds of islanding and non-islanding cases have been generated by following ways.

1. Simulating all ten types of faults on Feeder-1 and Feeder-2 located between bus 858
and 840 and bus 832 and 890, respectively, at four different fault locations (25%, 50%,
75% and 100% of line length) with four different values of fault resistance (Ry= 0.01,
1.0, 10 and 30 Q).

2. Active power and reactive power are altered in the range of 25% to 150% in steps of
25% of rated capacity of DG2 (1.5 MVA).
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3. Load power factor is changed between 0.7 (lagging) to unity in steps of 0.05.

4. Switching of capacitor bank is carried out in the range of 0.001uF to 100 puF in step of
10 pF.

5. Starting of various capacity of induction motor is performed (1 kW, 10 kW, 100 kW
and 1000 kW).

6. Tripping of DGs (DG1, DG3 and DG4) other than target DG (DG?2).

7. Variation in all the parameters (as considered in step 1 to step 6) for reconfigured
network.

8. Islanding is performed during active power and reactive power mismatches in the range
of 0% to 90% in steps of 5%, respectively.

9. Islanding is also carried out in reconfigured network with different active and reactive

power mismatches (as considered in the previous steps)
3.3.2 Threshold selection

To achieve proper segregation among islanding condition and non-islanding events,
choice of the threshold value is very essential. In this regard, large number of non-islanding
and islanding cases, as shown in Table 3.2, have been generated in RTDS/RSCAD
environment. The selection of threshold depends on the steady state value during normal
condition as well as on various abnormal/non-islanding events. In the proposed scheme, the
value of IDF is compared with the pre-set threshold for accurate discrimination between
islanding situation and non-islanding conditions. The IEEE 34 bus system is highly unbalanced
network due to presence of distributed load and spot load. Therefore, the sequence components
of voltage are not negligible during normal condition. The magnitude of these components
increases due to disturbances which are generated because of switching of various equipment.
The switching/non-islanding events may be due to sudden change in load, energization/de-
energization of capacitor bank, starting of induction motor and different types of faults on
adjacent feeder. The maximum value of IDF obtained in case of switching of various

equipment for IEEE 34 bus network and IEC61850 Micro-Grid Model is shown in Table 3.3.

58



Table 3.2 Non-islanding and islanding simulation cases generated.

%
Sr. Fault | Rf |change - -
No. Event Fault location| () in pf |SOCB™|SIM™| Total Cases
Load
Various faults on 3+3+
I [Feeder-1 S N R I R
(LG, LL, LLG, LLLG)* | 10
Various faults on 3+3+
2 [Feeder-2 1= 4 | 4 | 1 |1 - - lgfixl‘g)l
(LG, LL, LLG, LLLG) | 10
Sudden load change on _
3 target DG ) ) ) 6 7 ) ) 6x7=42
Change in load power _
4 |factor (pf) at target DG | ) ) 6 6 ) ) 6x6=36
Switching of capacitor _
3 |bank (SOCB). N R
Starting of Induction _
6 \Motor (SIM). ) ) ) 6 ) ) 6 6x6=36
Tripping of DGs other
7 |than target DG (DG - - - 36 - - - 36
Trip)
Faults 320 - - - - - -
Non- g})liige ) ) ) 42 ) ) )
§ [events for potange | - | - | - | - |36 | - [ - |30m263
6+36+36 =506
reconfigured|SOCB - - - - - 36 -
network SIM _ _ _ _ _ _ 36
DG Trip - - - 36 - - -
Total non-islanding cases 1012
Islgndmg with varymg Active power . . 18x18
9 |active and reactive . Reactive power mismatch (18) _
. mismatch (18) =324
power mismatch.
Islanding with varying
active and reactive Active power . . 18%18
10 power mismatch during mismatch (18) Reactive power mismatch (18) =324
reconfigured network
Total islanding cases 648
Total Non-islanding and Islanding cases 10112 6+ 66048:

* LG: Line to Ground, LL: Line to Line, LLG: Double Line to Lround and LLLG: Triple line to
ground.
**SOCB: Switching of capacitor bank, SIM: Starting of Induction Motor.
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Table 3.3 Maximum value of IDF for various non-islanding and islanding events.

Sr Maximum value of IDF
N(; Event IEEE 34 bus | IEC61850 Micro-
' Network Grid Model
Non-islanding Events
Various faults on Feeder-1
e LG fault 7.5 7.8
1 e LL fault 8.1 8.6
e LLG fault 5.2 6.4
o LLLG fault 1.0 23
Various faults on Feeder-2
e LG fault 6.4 6.9
2 e LL fault 6.9 7.6
o LLG fault 4.3 52
o LLLG fault 1.0 2.4
3 | Sudden change in load on target DG. 4.0 5.1
4 | Sudden change of load power factor. 3.8 4.6
5 | Switching of capacitor bank. 3.2 4.8
6 | Starting of Induction motor. 1.6 2.4
7 | Tripping of DGs other than the target DG. 3.4 4.8
Non-islanding events for reconfigured network.
8 | Faults on main feeder. 5.2 6.4
Sudden change in load. 3.2 4.6
Islanding Event
Islanding at active and reactive power 26
9 . 23.4
mismatch.

It is worth observing from Table 3.3 that the maximum value of IDF for two different
networks during all non-islanding events remain well below 8.7. Subsequently, the behaviour
of maximum value of IDF during islanding situation for varying positive and negative
active/reactive power mismatches are shown in Fig. 3.4. Here, the positive power mismatch
indicates that the load requirement is higher than the total capacity of the DGs whereas negative
power denotes that the load demand is lower than the rated capacity of the DGs. Generally,
most of the DGs are capable of bearing not more than 30% overload. Hence, the effect of
positive active and reactive power mismatch on the proposed scheme has been studied only up
to 40% overload compared to the effect of negative active and reactive power mismatch (0-
90%). It is seen from Fig. 3.4 that the minimum and maximum value of IDF varies in the range
of 14.5 to 30. Hence, considering some safety margin, the threshold value of 10.0 is selected

for proper discrimination between islanding condition and non-islanding events.
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Fig. 3.4 The value of IDF during various percentage of active and reactive power mismatch.

3.3.3 Effect of network unbalance

The level of unbalance of the distribution network has a direct impact on the selection
of the threshold value for the proposed scheme. During grid connected mode, the DG is
subjected to the unbalance voltage of the grid network. Among various definitions of the
unbalance voltage [97], [174], the ratio of negative to positive sequence voltage is extremely
important. Various literature published by researchers and standards [175]-[179] have
recommended that the unbalance voltage should not be more than 3% for any utility grid
network. However, in actual field operation, the level of unbalance may exceed the above-
mentioned value which in turn may affect the IDF of the proposed scheme. Nevertheless, in
the presented islanding detection scheme, the selection of the threshold is carried out by
performing various islanding situations and non-islanding events at different operating
conditions on IEEE 34 bus network and IEC61850 Micro-Grid Model networks. The results
obtained on these networks during various islanding and non-islanding conditions clearly
indicate that the selected value of the threshold is justified for the cases generated in

simulations on RTDS/RSCAD platform.

3.4 Performance evaluation of the presented technique
The performance of the presented technique has been evaluated against various non-
islanding and islanding situations. The simulation results in terms of IDF are described in this

section.
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3.4.1 Response of the presented technique in case of islanding situation

The response of the presented technique has been verified during islanding situation
for varying active and reactive power mismatches. Fig. 3.5 (a) shows the simulation results in

terms of IDF during islanding condition for 5% and 20% active power mismatch.
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Fig. 3.5 Performance of the presented technique in terms of IDF during islanding with (a) 5% &
20% active power mismatch and (b) 0% active power mismatch.

It has been observed from Fig. 3.5 (a) that the value of IDF exceeds the threshold value and
initiates tripping command to trip the target DG. It has been observed from literatures that most
of the existing schemes are not capable to sense islanding situation during perfect power
balance condition. This problem is rectified by the proposed scheme as it detects islanding
situation during 0% active power mismatch rapidly. This is confirmed from Fig. 3.5 (b) which
shows the simulation results in terms of IDF given by the presented technique during perfect

power balance condition. Therefore, it is clear from Fig. 3.5 that though the islanding detection
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time increases with the reduction in the percentage power mismatches, the presented technique
is able to detect islanding condition within one and half cycle. In actual field, digital relay is
used for anti-islanding protection. In this digital relay, both calculation of SCVs and phasor
computation of SCVs are carried out simultaneously (using parallel processing concept).
Therefore, the execution of the said algorithm takes not more than 123 samples (83 samples
for phasor computation and 40 samples for calculation of IDF) for the detection of islanding

situation.
3.4.2 Performance of the presented technique in case of various non-islanding conditions

In distribution network, most of the loads are inductive in nature. Induction motors
(IMs) are used by most of the industries. The starting of induction motor generates high starting
current (5 to 6 times the full load current). This phenomenon has to be properly distinguished
with islanding situation by the islanding detection technique. Moreover, Automatic Power
Factor Correction (APFC) panels are widely used by high tension customers in distribution
system. It is necessary to maintain power factor close to the unity and also to avoid penalty to
be imposed by the utility. This is achieved by APFC panel which contains capacitor banks in
various stages. The switching of capacitor banks generates fluctuations in voltage signals. This
has to be distinguished with islanding situation by the islanding detection technique. In
addition, sudden increase/decrease in load at the target DG will lead to change in terminal
voltage of the target DG. The response of the presented scheme has been verified on the
aforementioned three phenomena and results are depicted in Fig. 3.6. It is clear from Fig. 3.6
(a) and Fig. 3.6 (b) that the value of IDF stays well below the threshold value for all the three
cases. Hence, the presented technique offers improved stability during diversified non-

islanding events and hence, avoids nuisance tripping.
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Fig. 3.6 Response of the presented technique in terms of IDF during (a) switching of capacitor &
starting of induction motor and (b) sudden change in load.

3.4.3 Response of the presented technique during critical non-islanding events.

In order to evaluate the performance of the proposed scheme during critical non-
islanding events, all ten types of faults (LG, LL, LLG and LLLG) have been simulated on
Feeder-1 and Feeder-2 located between node 858 and 840 and node 832 and 890, respectively.
For faults involving ground i.e. LG, LLG and LLLG, fault resistance in the range of 0.01 Q to
30 Q is also considered. Moreover, the said faults have been simulated at different locations
with reference to the target DG. Fig. 3.7 (a) and Fig. 3.7 (b) shows the response of the presented
technique during three different types of faults on Feeder-2 with low (0.01 Q) and high (30 Q)
value of fault resistance. It is noted from Fig. 3.7 that the proposed scheme remains stable

against all types of faults as the value of IDF stays well below the threshold value.
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Fig. 3.7 Response of the presented technique in terms of IDF during various types fault on Feeder-2
with (a) R¢=0.01 Q and (b) Rr=30 Q.

3.4.4 Response of the presented technique on reconfigured network

Though the distribution networks are operated radially they are generally built as
meshed networks. In order to provide uninterrupted electric supply to all the loads and also to
reduce power loss, the configuration of distribution networks is changed with the help of
manual/automatic switching operations. This is widely known as reconfiguration of the
distribution network. This will also help to reduce over loading of the network equipment. The
reconfiguration of the distribution network is carried out by opening sectionalizing (normally
closed) and closing tie (normally open) switches of the network. The switching of both
sectionalizing and tie switches are carried out in such a way that the radial structure of the
distribution network is maintained and all of the loads are energized [180]. In order to maintain
constant voltage profile at all buses, an alternate line between bus 816 and 852 is proposed in
the IEEE 34 bus network. The reconfiguration of this network is achieved by opening
sectionalizing switch connected between bus 854 and 852 and closing the tie switch placed in
an alternate line connected between bus 816 and 852. The network after reconfiguration is

shown in Fig. 3.8.
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Fig. 3.8 Single line diagram of IEEE 34 bus network after reconfiguration.

As shown in Fig. 3.8 during normal operation, the tie switch remains open and sectionalizing
switch remains closed whereas in case of reconfiguration of the network the tie switch closes
and the sectionalizing switch becomes open. The effectiveness of the presented technique has
been authenticated by generating diversified islanding/non-islanding cases on the reconfigured
network. Fig. 3.9 shows the simulation results for reconfigured network during islanding
situation and one of the critical non-islanding events (fault on Feeder-1). It is clear from Fig.
3.9 that the value of IDF stays well below the threshold value during non-islanding event

whereas it exceeds in case of islanding situation.
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Fig. 3.9 Response of the presented technique during islanding and non-islanding event on
reconfigured network.
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3.4.5 Response of the presented technique on entirely different network

The response of the presented technique has been verified on IEC61850-7-420 Micro-
Grid Model [181] which is entirely different network than the previous IEEE 34 bus network.
The model, as shown in Fig. 3.10, is developed in RTDS/RSCAD environment. The DG3 of
the said network is the target DG which disconnects when the islanding situation is detected.
The simulation results in terms of IDF during islanding situation and one of the non-islanding
event are shown in Fig. 3.11. It is clear from Fig. 3.11 that the value of IDF exceeds the
threshold value during islanding situation whereas it remains well below the threshold in case
of non-islanding condition. This clearly shows the versatility of the proposed islanding
detection technique as the selected value of threshold more or less remains constant

irrespective of the type of distribution network.

@ Utility
?TRI

CB1 CB3
DL1 DL2
cB2 CB4

Fig. 3.10 Single line diagram of IEC61850-7-420 Micro-Grid model.
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Fig. 3.11 Response of the presented technique during islanding and non-islanding event simulated on
IEC61850-7-420 Micro-Grid model.

3.5 Comparison of the proposed scheme with the existing scheme

In this section, comparison of the presented technique is carried out with the recently
published oscillatory frequency based method [182]. This method is based on deviation of the
frequency during abnormal conditions. The discrimination between islanding situation and
non-islanding event is achieved by comparing the oscillatory frequency with the set value of
threshold (2.5 Hz as given in [182]). The value of oscillatory frequency remains greater than
the set value of threshold for all non-islanding events whereas its value stays well below the
threshold during islanding situation for some specific period of time. The comparative analysis
of the proposed technique with the technique based on oscillatory frequency during islanding

situation with perfect power balance condition is shown in Fig. 3.12.
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Fig. 3.12 Comparison between (a) the oscillatory frequency based technique and (b) the presented
technique during islanding situation with perfect power balance condition.

It is clear from Fig. 3.12 (a) that the oscillatory frequency stays above the threshold value
during islanding situation with perfect power balance condition. Hence, the above scheme does
not initiate tripping signal. This type of incapability of the above scheme is termed as NDZ.
Moreover, the selection of time delay for the set threshold value is the other short-coming of
the above technique. In addition, its performance is highly affected by the selection of window
size. Conversely, as observed from Fig. 3.12 (b), the presented IDF based technique is able to
sense islanding situation in case of perfect power balance situation and hence, avoids NDZ.
Furthermore, its performance does not depend on the selection of window size or time delay.

Therefore, the presented technique is found to be superior than the existing scheme.
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3.6 Summary

In this chapter, a new islanding detection technique based on discrimination factor is
presented. This factor is derived from the SCVs which are calculated by utilizing the acquired
voltage signals from the terminal of DGs. The validity of the presented technique has been
evaluated by modelling two entirely different network namely IEEE 34 bus and IEC61850-7-
420 in RTDS/RSCAD environment. Different islanding and non-islanding events have been
generated from the said two networks by varying power mismatches, switching of various
equipment and fault parameters. The results clearly show the capability of the presented
technique in distinguishing islanding situation with various non-islanding conditions.
Furthermore, the proposed scheme offers islanding detection time of the order of one and half
cycle for all islanding cases even with perfect power balance situation. Moreover, the operation
of the presented technique is restrained in case of diversified non-islanding events including
reconfiguration of the network. At the end, comparison of the presented technique is also
carried out with the scheme recently published in the literature and the results are found to be
superior to the existing scheme.

Nevertheless, in order to further authenticate the presented technique on hardware
results, a laboratory prototype has been developed. The description of the developed laboratory
prototype is given in the next chapter (Chapter 4). In this prototype, a synchronous generator
has been utilized as a DG. As the presented technique is a voltage based technique, the voltage
signals have been acquired from the terminal of the DG. These signals are further utilized to
derive IDF as per the algorithm of the proposed technique (chapter 3 algorithm). The hardware
test results indicate that the proposed algorithm has accurately detected islanding situation at
all mismatches of active and reactive power between load and generation. However, in case of
a sudden load change (100% to 50%), the proposed technique mal-operates. Hence, it is
necessary to develop accurate technique for islanding detection, which is able to detect
islanding situations from the experimental test results as well as it remains stable during all

non-islanding conditions.
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Chapter 4
Experimental Performance of an Islanding Detection Scheme

Based on Modal Components

4.1 Introduction

It is well known that the terminal voltage of distribution feeder, particularly at the tail
end, is the function of line current and the voltage drop (which further depends upon line
length). Generally, the length of radial distribution feeder is of the order of few kilometers (it
is almost 10 to 15 km as per IEEE 34 bus network [183]). Due to the variations in the
distributed load connected at various nodes of the feeder, the terminal voltage at the tail end
varies accordingly. Thus, in order to keep the end terminal voltage constant, the usual practice
is to connect voltage regulators at one or two nodes [183]. Henceforth, in this chapter, an
implementation of a new islanding detection technique based on modal components of the
voltage signals is presented. It is based on derivation of islanding detection factor which is
derived from the modal transformation of the input voltage signals. Authenticity of the
presented technique has been verified by developing a laboratory prototype of the distribution
network along with DG. From the developed laboratory prototype, various islanding cases with
varying positive/negative active and reactive power mismatches and different non-islanding
events have been generated. In the proposed method, it has been shown that the DG is
connected at the lateral end of distribution feeder which leads to the significant variation in the
voltage. Moreover, the DG will also help in maintaining the end terminal voltage more or less

constant.

4.2 Islanding detection algorithm

Fig. 4.1 shows the flow chart of the presented islanding detection method. Firstly, the
samples of three-phase voltage signals are obtained from the terminal of the target DG with a
sampling frequency of 4 kHz having a fundamental frequency of 50 Hz. The proposed
technique is divided into three major parts (i) Phasor estimation (i1) Modal transformation and

(ii1) Derivation of IDF.
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Fig. 4.1 Flowchart of the proposed modal component based islanding detection technique.

4.2.1 Phasor Estimation

In the proposed work, a full-cycle MDFT algorithm [170], as explained in Chapter 3
(Section-3.2.2), is utilized to obtain phasor values of the input voltage signal which is capable
of eliminating together integer harmonics as well as the decaying DC component. The MDFT
algorithm gives estimated value of amplitude and phase angle of the fundamental frequency

component which are further utilized for the calculation of modal components.

4.2.2 Modal Transformation

A modal transform is a linear transformation of the voltage phasors into the modal
components. It decouples the phasor quantity into its respective mode values [184]. In this
transform, the three-phase system is considered as a three-single circuit which is totally
independent of each other. Many researchers have used this concept for the protection of
transmission line, fault detection and fault classification [185], [186]. Generally, the

distribution lines are un-transposed in nature. The end terminal voltage/current of the three-
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phase distribution feeder is the function of line current and voltage drop (this further depends
on line length (/)). Hence, the equation of voltages/currents of the distribution feeder in terms

of per unit length of series impedance (Z) and shunt admittance (Y) is given by equation (4.1).

iV:Zi and ii:YV 4.1)
dl dl

Differentiating the above equations lead to another equation as given below.

d2 Zaa Zab Zac yaa yab yac
EV =2ZYV  where, Z=|z,, zy Zp|s Y=V, Vb Vi (4.2)
Z ca Zcb Z cc ) ca ) cb ) cc

Here, the diagonal and off-diagonal elements of Z and Y represent self-impedance/admittance
and mutual impedance/admittance of the distribution feeder, respectively. In order to obtain
decoupled value of the phase voltages, equation (4.2) needs to be solved. This is achieved by
using a standard set of rules which eventually diagonalizes the given matrix (the product of

ZY) [187] as described in equation (4.3)-(4.5).

A=0"2YQ (4.3)

Utilizing diagonalization procedure, the eigenvalues are obtained as per equation (4.4).

A[U]-([2][7])=0 (4.4)

Where, [4] is a matrix which contains three eigenvalues and [U] is the unity matrix. For each

eigenvalue, the 'eigenvector' [x], which is a column matrix, is calculated as per equation (4.5).

{[U14, - ([Z][Y])}[x]=[0] Where,m =1,2,3 (4.5)

Finally, by solving equation (4.5), the normalized eigenvector (Q) for each eigenvalue is given

by equation (4.6).

o=} -1 1 (4.6)

1 1 1

Therefore, the decoupled values of the phase voltages in terms of the modal transform modes
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are given by equation (4.7) [188].

v ] |0 % {V]

1
Vr |75 05 =1 o || (4.7)
Vs 111 |

Where, [Vane] represents a matrix of voltage phasors for a, b, and ¢ phase, respectively,
[ Vimi/2/3] represents a transformed model component matrix with mode 7, 2, and 3, respectively.
It is to be noted that the mode-1 and mode-2 are called “Arial” mode whereas the mode-3 is
called “Earth” mode [188]. In the proposed technique, mode-1 (V.,;) and mode-2 (Vin2)
components are utilized for calculation of islanding detection factor which is explained in the

next sub-section.
4.2.3 Islanding Detection Factor
The obtained fundamental voltages, as given in equation (4.8), are used to calculate

Vi, V2 and Vi3 as per equation (4.7).

v

a

4

20, A8, g VA4 (48)

It has been observed from equation (4.7) that the V3 is equivalent to the zero sequence
component of voltage signals and its value is almost zero. This is also appreciated by observing
Fig. 4.2 (a) which show the waveforms of the all three modes during normal/islanding
situation. Hence, only two modes i.e. V,»; and V> are utilized for designing the mathematical
equation for the proposed scheme. Fig. 4.2 (b) shows the relation between two modal
components. By performing mathematical operations on modal components (Vs and V.2), as
shown in equation (4.9) and (4.10), Detection Factor Coefficient (DFC) is derived as per
equation (4.11).

V.
V.

(cos6, + jsing,))—([V;|(cos, + jsin6, ))
(cosd, + jsing,)) (4.9)

2
Vm1+Vm2 :% (_(

Vn32_V21 Z(V 2+le)X(V Z_le)

m m m

{y[(Z (cos@, + jsin6,))—(|V,|(cosb, +jsin6’b))DX
1 /3
al

Va

(cos®, + jsind, ))
g

Va
Ve

(4.10)

(cosd, + jsin®,))—(|V}|(cos 6, + jsin6,))
V.|(cosd, + jsind,))
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In order to distinguish islanding situation with non-islanding event, a clear pattern of sudden
change in DFC during transient condition is required. Therefore, the minimum, average and
maximum value of DFC over the period of half cycle has been examined. The waveforms of
the minimum, average and maximum value of DFC during islanding (with 10% active power
mismatch) and non-islanding (LG fault) situations (the details of various islanding and non-
islanding conditions are given in section 4.3.3) are shown in Fig. 4.3 (a), (b) and (c),

respectively.
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It has been observed from Fig. 4.3 (a) and (b) that the minimum and average value of DFC is
not able to distinguish islanding situation with non-islanding event. Conversely, Fig. 4.3 (c)
shows that the maximum value of DFC is capable to discriminate the two events clearly.
Hence, the maximum value of equation (4.11) during a half cycle data window has been
utilized. Afterwards, an IDF is calculated by taking superimposed components of DFC at every

half cycle as per equation (4.12).

IDF, = DFC;, ~DFC;_, (4.12)
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Where, k is the sample number and w is the window size. In order to maintain number of

samples constant, the sliding window concept is used in the above-mentioned equations.
Finally, the calculated value of IDF is compared with the pre-set threshold for the

detection of islanding situation. If the value of IDF is greater than the pre-set threshold, an

islanding situation is detected. The selection of threshold is explained in the next section.

4.3 Experimental validation of the presented islanding detection scheme
In order to validate the authenticity of the presented algorithm, a hardware setup is

developed in the laboratory environment.
4.3.1 Power circuit

The power circuit of the laboratory prototype is shown in Fig. 4.4.
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Fig. 4.4 Power circuit of the developed laboratory prototype.

As shown in Fig. 4.4, the distribution feeder is energized from the utility supply (415
V, 3-phase, 50 Hz from a three-phase auto-transformer). The length of distribution feeder is
considered as 5 km and its parameters (adjusted using variable rheostats and inductors) are

taken from the IEEE 34 bus network. In order to deliver power to the local load, a synchronous
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based DG (3 kVA, 415V, 50 Hz, 0.8 power factor, star grounded) is connected to the above
distribution feeder at the PCC. Here, two star connected three-phase series R-L loads (Load-1
and Load-2) are utilized. The combination of Miniature Circuit Breaker (MCB) and contactor
are used as Utility Circuit Breaker (UCB) and DG Circuit Breaker (DGCB), respectively. The
synchronization of DG with the utility is performed with the help of Grid Synchronizing
Device (GSD). The GSD contains two Potential Transformers (PTs) (PT1 and PT2), synchro-
scope and phase sequence meter. With respect to Fig. 4.4, islanding situation is performed by
opening UCB. In order to simulate various non-islanding events, a three-phase delta connected
capacitor bank and three phase induction motor are connected at the PCC. Moreover, various
types of faults are also created using three switches S1, S2 and S3. The magnitude of fault

current is limited with the help of variable rheostat (Rp).

4.3.2 Data acquisition and processing unit

Fig. 4.5 shows the data acquisition and processing unit utilized for the implementation

of the presented scheme.
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Fig. 4.5 Data acquisition and processing unit of the proposed scheme.

As shown in Fig. 4.5, the voltage signals, from the terminal of the target DG, are acquired by
the 12-bit Analog-to-Digital Converter (ADC) of the DSP processor (C2000 Delfino series
TMS320F28335) through the Voltage Sensor Signal Conditioning Circuit (VSSCC). The
maximum sampling frequency of ADC is 12.5 mega samples per second with the conversion

rate of 80 ns [189]. However, in the proposed scheme, the voltage signals are acquired with a
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sampling frequency of 4 kHz for a fundamental frequency of 50 Hz. The VSSCC unit scales
down the high voltage signal to low voltage signal. This unit is designed in such a way that it
gives the maximum 3 V (peak-to-peak) for the maximum input of 500 V. Additionally, the
unit has also provided various test points for capturing the waveforms of voltage signals during
various islanding/non-islanding events through Digital Storage Oscilloscope (DSO). The DSP
processor is interfaced with a host computer through a bidirectional XDS510PP+ emulator
pod. This interfaces the DSP with MATLAB for execution of the code. The proposed islanding
detection algorithm has been written in “MATLAB 2015b” and compiled and executed with
Code Composer Studio (CCS) v5.1 [190]. A trip signal, generated by the proposed algorithm
during an islanding situation, is given to DAC7614U which is a Digital-to-Analog Converter
(DAC). The output of DAC is in the range of £2.50 V with a current capacity in the range of
+1.25 mA. As the output of DAC is low, an amplifying circuit is used. Hence, auxiliary tripping
circuit is used which initiates tripping command to disconnect the target DG. The pictorial

view of the developed laboratory prototype is shown in Fig. 4.6.
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Fig. 4.6 Pictorial view of the developed laboratory prototype.

4.3.3 Cases generated and Threshold selection

In order to evaluate the performance of the proposed technique with unbalance nature
of practical distribution network, various islanding and non-islanding cases, as shown in Table

4.1, have been generated from the laboratory prototype. It is to be noted from Table 4.1 that
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38-islanding and 685-non-islanding cases have been generated which are used for evaluating
the performance of the proposed technique. The selection of threshold depends on the steady
state value of IDF during normal situation as well as in case of non-islanding conditions. In
this proposed work, selection of threshold has been done by observing the value of IDF from
the mathematical equations. At the same time, the calculated value of threshold from the
arithmetical equations has also been verified by observing the value of IDF from various test

cases generated using the laboratory prototype.

Table 4.1 Various islanding/non-islanding cases generated from the laboratory prototype.

Event Parameter Variation in parameter Cases generated
Active power Perfect power balance (0%) 1
mismatch 0% to -50% in steps of 5%. 10

Islanding 0% to +40% in steps of 5%. 8
Reactive Perfect power balance (0%). 1
power 0% to -50% % in steps of 5%. 10
mismatch 0% to +40% in steps of 5%. 8
Total islanding cases Generated 38
Types of faults: LG, LLG and LLLG. Total =7
Fault on |Fault resistance (Ry) = 3, 5, 10, 15, 20, 25 and 30
C - TXT*5
distribution Q. Total =7 —45
feeder Fault location (Fr) = 20%, 40%, 60%, 80% and
90% of the line length. Total =5
Sudden Variation in load from 50% to 150% in steps of 20
change in load |5%.
(1) Variation in load power factor (lagging) from
Non- Change in load 0.6 to 1.0 in steps of 0.5. Total = 4 4x20
islanding |power factor  |(ii) Variation in load from 50% to 150% in steps of =80
5%. Total = 20
_— (i) Change in rating of capacitor from 1 kVAr to
f;}ggﬂﬁ}g of |40 kVAr in steps of 0.25 kVAT. Total =16 16x20
bank (i1) Variation in load from 50% to 150% in steps of =320
) 5%. Total=20
Starting of |i) Motor rating: 1 H. P., 415 V, 50 Hz, Delta
three-phase connected. Total =1 1x20=20
induction (i1) Variation in load from 50% to 150% in steps of
motor 5%. Total=20
Total non-islanding cases generated 685
Overall cases generated 38+685=723

4.3.3.1 Threshold selection based on mathematical equation

It is to be noted from equation (4.12) that the value of IDF depends on the amplitude
ANARS 14

and the angle ( andg,,0, & 6,) of the terminal voltage of the DG during

9

normal/transient condition. Moreover, the value of IDF remains almost zero during normal

condition whereas its value changes during non-islanding/islanding events. Various islanding
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and non-islanding cases, as shown in Table 4.1, have been evaluated to identify variations in

4

Vl',| &|Vc| and ¢,,6, & 6.. Here, the amplitude and phase angle of the voltage have been

M

changed in the range of = 15% and + 20% with respect to base value (rated voltage of the DG)
in case of non-islanding and islanding situation, respectively. Utilizing the said voltage
variations (both in magnitude and angle) in equation (4.11) and (4.12), the calculated values
of IDF during various non-islanding and islanding situations are shown in Table 4.2. It is to be
noted from Table 4.2 that the maximum value of IDF remains well below 2.0 during non-

islanding situations whereas it stays well above 15.0 during islanding situations.

Table 4.2 Maximum value of IDF obtained based on mathematical equations during non-islanding and
islanding situations.

Sr. Event Voltage amplitude Voltage angle Maximum
No. variation (pu) variation (Deg) value of IDF
Non-islanding events
1. |Fault on feeder 0.0 to 0.85 -15°to +15° 1.87
2. |Sudden load change 0.9t0 1.10 -15%to +15° 0.78
3. [Starting of induction motor 0.0 t0 0.90 -15%to +15° 1.06
4. |Switching of capacitor 0.9t0 1.10 -15%to +15° 0.97

Islanding events
Islanding with 0% active power

5. . 0.80to 1.20 -20° to +20° 24.23
mismatch
- o .
6. |Islanding with -50% active power| ) 554 | 59 220° to +20° 18.68
mismatch
- s -
7 Isl.andlng with 0% reactive power 0.80 to 1.20 2200 10 +20° 23.43
mismatch
- - o .
g. [lslanding with -50% reactivel ) o g g 220° to +20° 17.86

power mismatch

4.3.3.2 Threshold verification using various test cases generated from laboratory prototype

The verification of the selected threshold value has also been carried out by performing
different test cases, as mentioned in Table 4.1, on the laboratory prototype. The obtained
maximum value of IDF during various cases is shown in Table 4.3. It is to be noted from Table
4.3 that the value of IDF is very small during normal operating condition. However, its value
varies in a band of 0 to 2.0 during non-islanding conditions. At the same, it has been observed
from Table 4.3 that the maximum value of IDF during islanding situation is of the order of 30.
The behaviour of the maximum value of IDF during islanding situation for varying

active/reactive power mismatches is shown in Fig. 4.7.
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Table 4.3 Maximum value of IDF obtained based on laboratory prototype for various non-islanding/
islanding cases.

Sr. Event Maximum value
No. of IDF
Non-islanding Events
1. |LG fault on distribution line. 1.30
2. | Switching of capacitor bank. 0.20
3. | Starting of induction motor. 0.50
4. | Abrupt change in load. 0.25
5. |Change in load power factor. 0.25
Islanding event
6. | With different active and reactive power mismatch. | 30.00

It has been observed from Fig. 4.7 that the value of IDF is continuously changing and depends
on change in active and reactive power mismatch. However, the minimum and the maximum
value of IDF varies in the range of 11 to 30. Subsequently, it is observed from Table 4.2 and
Table 4.3 that the maximum value of IDF for the non-islanding event is less than 2.0. Hence,
considering double value of safety margin (4.0) with respect to the maximum value of IDF

during non-islanding condition (2.0), the threshold value of 4.0 has been selected.

- -\ __IDF for Active
7/ b Power Mismatch |

\ |_ |DF for Reactive |
\ | Power Mismatch

Threshold i
aEﬁLNegative Mismatch—):(—Positive Mismatch—)i
. . Safety Mg:l_'gm

0 1

-50 -40 =30 =20 -10 6 10 20 30 40
% Active Power Mismatch

% Reactive Power Mismatch

Fig. 4.7 Behaviour of IDF during islanding situation with varying active and reactive power mismatch.

4.4 Experimental results
The authenticity of the presented scheme has been verified on different islanding/non-

islanding cases and the results are discussed in the following sub-sections.

4.4.1 Islanding situations

Fig. 4.8 (a) and Fig. 4.9 (a) shows the waveform of voltage signals captured by the
DSO during islanding situation with +10% active power mismatch and -20% of reactive power
mismatch, respectively. Subsequently, the response of the presented scheme in terms of IDF
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for the above-mentioned islanding situations is also shown in Fig. 4.8 (b) and Fig. 4.9 (b),
respectively. It is observed from both the figures that the terminal voltage of target DG reduces
and subsequently, the value of IDF exceeds the threshold value within three cycles. It has been
observed from available literature that most of the passive islanding detection algorithms
contain some percentage of NDZ during perfect power balance situation [90], [96], [132],
[182], [191]. In order to analyse the response of the presented algorithm, islanding has been
carried out on the developed laboratory prototype with perfect power balance situation. The
voltage signals captured by the DSO during islanding situation with 0% of active power
mismatch is shown in Fig. 4.10 (a). The response of the presented scheme in terms of IDF on
the above-mentioned islanding situation is shown in Fig. 4.10 (b). It is to be noted from Fig.
4.10 (b) that the presented scheme detects the islanding situation correctly as the value of IDF

exceeds the threshold value.
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Fig. 4.8 Islanding with 10% active power mismatch (a) voltage signals captured by DSO (b) response
of the presented algorithm in terms of IDF.
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Fig. 4.9 Islanding with -20% reactive power mismatch (a) voltage signals captured by DSO (b)
response of the presented algorithm in terms of IDF.
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4.4.2 Various non-islanding events

4.4.2.1 Faults on distribution feeder:

The performance of the presented algorithm has been evaluated through different types
of faults on the distribution feeder with varying fault location and fault resistance. The fault
location is varied by changing parameters of the distribution feeder (resistance and inductance).
The fault resistance (Ry) is varied with the help of variable rheostat (45 Q, 10 A) which is
connected between phase and earth terminal through fault simulating switches S1, S2, and S3
(refer Fig. 4.4). Here, it is not possible to simulate solid fault (Rr = 0 Q) due to practical
limitation of equipment used in the laboratory prototype in terms of continuous and short time
current carrying capability. Fig. 4.11 (a) shows the waveform of voltage signals acquired by
the DSO during LG fault on phase C of the feeder at 20% fault location with Ry =3 Q. The
response of the presented algorithm in term of IDF during the said situation is shown in Fig.

4.11 (b).
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Fig. 4.11 LG fault on feeder with Rr= 3 Q (a) voltage signals captured by DSO (b) response of the
presented algorithm in terms of IDF.
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It has been observed from Fig. 4.11 (a) that the voltage signal of the faulted phase has been
reduced after the inception of fault on the feeder whereas the voltages of other two phases
remain almost constant. It is observed from Fig. 4.11 (b) that though the value of IDF changes
rapidly, its value stays well below the threshold value. Hence, the presented scheme remains

stable during various types of faults on distribution feeder.
4.4.2.2 Switching of capacitor bank:

An APFC panel is widely used in the distribution network in order to improve power
factor. This panel contains group of capacitors (also known as capacitor bank) which is
continuously switch ON and OFF. It is necessary to discriminate this switching event with the
islanding situation. The performance of the presented algorithm during switching of capacitor
bank with 100% load has been evaluated. Fig. 4.12 (a) shows the waveform of voltage signals
acquired by the DSO during switching of 80 uF (4.4 kVAR) capacitor bank connected at PCC.
The response of the presented algorithm in term of IDF during the said situation is shown in

Fig. 4.12 (b).
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Fig. 4.12 Switching of capacitor bank at PCC (a) voltage signals captured by DSO (b) response of
the presented algorithm in terms of IDF.
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It has been observed from Fig. 4.12 (a) that though the voltage signals are disturbed during the
switching of the capacitor bank, their magnitude is not large. As observed from Fig. 4.12 (b),
the value of IDF stays well below the threshold value. Hence, the presented algorithm remains

stable during the switching of capacitor bank.

4.4.2.3 Starting of Induction motor:

As the starting current of an induction motor is of the order of 6 to 7 times the full load
current, it creates momentary voltage deviations. This condition is simulated in the laboratory
prototype by starting 1 H.P. three-phase induction motor at 100% loading conditions. Fig. 4.13
(a) shows the waveform of voltage signals captured by the DSO. The response of the presented
algorithm in term of IDF during the said situation is shown in Fig. 4.13 (b).
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Fig. 4.13 Starting of induction motor at PCC (a) voltage signals captured by DSO (b) response of
the presented algorithm in terms of IDF.

It has been observed from Fig. 4.13 (b) that the value of IDF stays well below the pre-set
threshold. Hence, the presented algorithm identifies the above-mentioned event as non-

islanding situation and does not initiate tripping.
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4.4.2.4 Sudden change in load:

In order to verify the performance of the presented algorithm during sudden change in
load, various percentage of load is suddenly increased/decreased (from 50 % to 150 % of the
rated capacity in the steps of 5 %) on the target DG with reference to its rated capacity. Fig.
4.14 (a) shows the waveform of voltage signals acquired by the DSO during sudden increase
in load of 150% on the target DG. The response of the presented algorithm in terms of IDF is
shown in Fig. 4.14 (b). It is to be noted from Fig. 4.14 (b) that the value of IDF varies in a
narrow range. However, it remains well below the threshold value. Hence, the presented
algorithm provides better stability in case of sudden change in loading condition and does not

initiate nuisance tripping.
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Fig. 4.14 Sudden change in load on target DG (a) voltage signals captured by DSO (b) response of
the presented algorithm in terms of IDF.
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4.4.3 Performance of the presented technique during low voltage ride through activation

The behavior of the proposed method is important in case of activation of low voltage
ride through (LVRT). It has been observed from the past published papers that LVRT control
strategies are mainly applied on wind farms/large PV plants [192]-[195]. Very few literature
is available on the application of LVRT control strategy for the synchronous generator based
DG. Meanwhile, the conventional practice for the LVRT control strategy is to simply
disconnect the DG from the grid once the fault is detected. However, in order to avoid nuisance
tripping of the DG during LVRT activation, researchers are presenting improved or modified
techniques. The objective of this modified techniques is to avoid disconnection of DG during
activation of LVRT depending upon time period specified in the grid code. The recent practice
in the field is to inject the reactive current in support of the gird to boost up the voltage level
up to 85% of nominal voltage during LVRT activation. Several observations, as given below,
are noticed from the available literature for synchronous generator based DG during LVRT
condition [195].

1. During LVRT condition, the active power is reduced to zero and it achieves its normal
value after restoration of the voltage.

2. In case of LVRT, the grid is supported by the reactive current only.

3. The reactive power consumption must not exceed its specified limit after voltage
restoration.

In a grid having a provision of both LVRT and anti-islanding protection, the DG is
supported by frequency relay that trips the generator if frequency (f) exceeds higher and lower
limits as given below.

475< f <515

The case wise performance of the proposed scheme during islanding in the presence of

LVRT control technique is discussed below.
4.4.3.1 Case — 1: Islanding with perfect power balance condition/low mismatch of active
power.

During islanding situation with perfect power balance or very low mismatch of active
power, the RMS value of voltage does not reduce below 80% of the nominal voltage. Hence,
the LVRT mode is not activated. In this event, the proposed islanding detection technique

operates and disconnects the target DG.
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4.4.3.2 Case — 2: Islanding with a higher mismatch of active power.

During islanding situation with a higher mismatch of active power, the RMS value of
voltage drops below 80% of the nominal voltage (let say 15% of the nominal voltage). In this
case, as LVRT mode is activated, the anti-islanding protection must be deactivated to avoid
negative effects on the grid. In this situation, the active power generation of the synchronous
DG becomes almost zero due to very high voltage dip. Hence, the DG will supply reactive
current only for restoration of the voltage. Moreover, as per the latest amendment in IEEE
1547 standard [19], the restoration of the voltage must be done within 0.16 to 2.0 s when the
voltage goes below 88% of the nominal voltage as otherwise the DG will be disconnected due
to LVRT. It is to be noted that the developed laboratory prototype is not equipped with any
LVRT control strategy. Therefore, the real-time analysis of the said situation is not possible in

the laboratory environment.
4.4.4 Islanding detection time

The detection time of the proposed scheme depends on following parameters.
4.4.4.1 Phasor computation time:

The acquired voltage signals during islanding situation with 10% active power
mismatch is shown in Fig. 4.15 (a) whereas the calculated phasor values of these signals are
shown in Fig. 4.15 (b). The MDFT based phasor computation algorithm requires (N+3)
samples where N is the number of samples/cycle (80). As depicted in Fig. 4.15 (b), from the
occurrence of islanding inception (sample number 271), the 1% phasor of islanding instant is
obtained at sample number 354 (271+83). From this instant, the phasor computation for the
post islanding state is carried out using sliding window concept. Hence, with 4 kHz sampling
frequency (sampling period = 0.250 ms), the phasor computation time is of the order of 83 x

0.250 =20.75 ms.
4.4.4.2 Response time:

The sequence of islanding detection time in terms of IDF is shown in Fig. 4.15 (¢). It
is to be noted from Fig. 4.15 (c) that 40 samples of phasor values are required to calculate the
first value of DFC as per equation (4.11). Hence, the first value of DFC is available at sample
number 394 (354+40). Thereafter, as per equation (4.12), the first value of IDF is obtained by
utilizing 40 samples of DFC. Hence, the first value of IDF is available at sample number 434
(394+40). Therefore, the minimum 163 (83+40+40) samples are required from the instance of

islanding situation by the proposed algorithm to calculate the first value of IDF.
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Fig. 4.15 Sequence of islanding detection time (a) acquired voltage signal during islanding (b)
phasor values (c) response in terms of IDF.

Afterwards, few numbers of IDF samples are required for the detection of islanding situation
until the threshold value is crossed. This depends on the percentage mismatch of active/reactive
power of the target DG at the instant of islanding. For the specific case of +10% active power
mismatch, as shown in Fig. 4.15 (c), the threshold value is crossed at sample number 491 (434
+ 57). Therefore, the total number of samples required to detect islanding situation after phasor
computation is 137 (491-354). It has been observed from various islanding situations (by
varying active/reactive power mismatch) that the maximum number of samples required to
detect islanding condition remains within 80 from the instance of calculation of the first value
of IDF. Hence, the maximum number of samples required for islanding detection excluding

phasor computation is 160 (40+40+80). This is equivalent to 40 ms (160x0.25 ms).
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4.4.4.3 Program execution time:

As the processing speed of TMS320F28335 processor is 150 MHz, the instruction of
the developed algorithm executes at a speed of 6.67 ns. Here, the size of the developed

islanding detection algorithm is 5 kb. Hence, the overall time to execute the entire algorithm

18 6.67 ns x 5 kb =33.35 ns.

4.4.4.4 Propagation delay:

Propagation delay due to voltage sensing, scale down of voltage, analogue-to-digital
conversion etc., is of the order of 5 ms. Finally, the islanding detection time, as per equation
(4.13) is around 66 ms.

Islanding detection time = Phasor computation time (20.75 ms) + Response time

(40 ms) + Program execution time (34 ns) + Propagation delay (5 ms) = 66 ms (4.13)

4.4.5 Comparative evaluation of proposed scheme with the existing schemes

Comparison of the proposed technique is carried out with the recently published
techniques based on (i) oscillatory frequency [182] and (ii) inverse hyperbolic secant function

[120].
4.4.5.1 Comparison with Oscillatory frequency-based method

The waveform of oscillatory frequency during islanding situation with perfect power
balance condition is shown in Fig. 4.16 (a). Conversely, the performance of the proposed
technique for the said situation is shown in Fig. 4.16 (b). It is to be noted from Fig. 4.16 (a)
that the value of oscillatory frequency exceeds the threshold value. The oscillatory frequency
stays well above the threshold value (2.5 Hz) during islanding situation with perfect power
balance condition. Hence, the above scheme does not initiate trip signal. As the oscillatory
frequency has to remain below the threshold value for the duration of two cycles, it requires
more than six cycles to detect islanding condition from its inception. Conversely, as observed
from Fig. 4.16 (b), the proposed technique is able to sense islanding situation with perfect

power balance situation in three cycles.
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Fig. 4.16 Comparative evaluation during islanding situation with perfect power balance condition
(a) the oscillatory frequency-based scheme (b) the proposed modal component based scheme

N oo

§O

4.4.5.2 Comparison with Inverse hyperbolic secant function-based method

In order to compare the performance of the proposed method with the said method, an
islanding situation with +5% active power mismatch is generated. The calculated value of rate
of change of inverse hyperbolic secant function (ROCLNSV) is shown in Fig. 4.17 (a) whereas
the response of the proposed technique during the said situation is shown in Fig. 4.17 (b). It
has been observed from Fig. 4.17 (a) that the maximum value (2740) of ROCLNSYV is obtained
after 480 (680-200) samples i.e. after 120 ms (480 % 250 us) from the inception of islanding
situation. The sample number 720 shows the 30% of the maximum value of ROCLNSV.
Hence, the overall time span from the inception of the islanding situation to the 30% of
maximum value is 130 ms (520 x 250 us) which is less than the pre-set time delay (135 ms).
Therefore, the islanding situation is not detected by the said scheme. On the other hand, it is to
be noticed from Fig. 4.17 (b) that the proposed scheme is capable to detect the islanding

situation in 3 cycles.
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Fig. 4.17 Comparative evaluation during islanding situation with 5% active power mismatch (a)
ROCLNSY based scheme (b) proposed modal component based scheme.

4.4.6 Advantages of the proposed technique

The proposed passive islanding detection technique has the following advantages over
the existing one.

1. The proposed scheme is capable to detect islanding situation with low/zero mismatch of
active/reactive power.

2. As the calculation of IDF requires utilization of phasor estimation algorithm and model
transform, practical implementation of the proposed scheme is easier than the schemes
based on wavelet transform/artificial intelligence.

3. The proposed scheme remains stable during non-islanding situation and hence, avoids
nuisance tripping.

4. As the proposed scheme requires three and half cycle to detect islanding situation, it
operates rapidly and hence, its time of operation is equally compatible as per IEEE 1547

standards.
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4.4.7 Authentication of the proposed algorithm on the simulation test cases

In this chapter, the presented work is based on the prototype developed in the
laboratory. However, due to limited funding, it is not possible to study the effect of inverter
based DG on the proposed scheme.

However, as per the recommendation of the examiner, the performance of the presented
islanding detection technique is verified by utilizing the simulation results obtained during
various non-islanding and islanding situations on IEEE 34 bus distribution network containing
both synchronous based DG and inverter based DG. The aforementioned IEEE 34 bus
distribution network (as shown in Fig. 3.3 of Chapter-3), simulated in the RTDS/RSCAD
platform. In this network, DG3 is an inverter based DG. The response of the proposed islanding
detection technique in terms of IDF during islanding situation and non-islanding events (LG
fault with fault resistance Rr=3 Q and 10 kVAR capacitor bank switching) are shown in Fig.
4.18 (a) and (b), respectively. It is to be noted from Fig. 4.18 that the value of IDF stays well
below the threshold value during non-islanding events, whereas it exceeds the threshold value
in case of islanding situation. Hence, the presented islanding detection technique is applicable

to synchronous DG as well as inverter based DG.
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Fig. 4.18 Performance of proposed modal component based scheme during (a) islanding situation
with perfect power balance condition and (b) non-islanding events.

4.5 Summary

In this chapter, a new islanding detection technique based on modal components of the
voltage signals is presented. It is based on derivation of IDF from the model transformation of
voltage signals acquired from the target DG. In order to evaluate performance of the presented
scheme, a laboratory prototype has been developed which precisely resembles with the existing
distribution feeder along with DG. From the developed laboratory prototype, 38 islanding
cases and 685 non-islanding cases have been generated for the verification of the presented
algorithm. The results clearly indicate that the proposed scheme is not only able to detect
islanding situation within three and half cycles for different values of positive/negative active
and reactive power mismatch but also capable to notice the same situation during perfect power
balance condition. Subsequently, the proposed scheme does not initiate nuisance tripping
during various types of non-islanding events. Finally, comparison of the proposed scheme with
the existing schemes clearly indicate its superiority in distinguishing islanding situation with
non-islanding events.

Concurrently, the presented algorithm has been tested from the test results obtained in

previous chapter (Chapter 3). The results obtained in terms of IDF for islanding and non-
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islanding test cases clearly show that the presented algorithm is capable to detect islanding
situation with perfect power balance condition accurately. At the same time, it remains stable
during non-islanding conditions. Hence, based on the test results obtained from simulation has
well as from prototype, it could be said that the presented algorithm is able to detect islanding
situation with all mismatch between load and generation utilizing inverter or synchronous

based DG. Moreover, it remains immune to all non-islanding conditions.
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Chapter S
Hardware-In-Loop Testing of an Auto-correlation Based

Islanding Detection Scheme

5.1 Introduction:

In the previous modal component based technique, the detection time is of the order of
three and half cycle or higher. In order to further reduce this detection time, an accurate and
fast islanding detection method is proposed in this chapter. This chapter describes a novel
Islanding Detection Technique (IDT) based on a Discrimination Factor (DF) which is derived
from an ACF of the voltage signals acquired from the terminal of the DG. The value of DF is
calculated from the most affected lags of the ACF during various islanding and non-islanding
conditions. Further, the validation of the presented scheme has been carried out by developing
an HIL laboratory setup. In this setup, a power distribution network has been virtually
developed in a RTDS/RSCAD which is physically connected to the DSP controller. Various

non-islanding and islanding test scenarios have been generated on the developed HIL model.

5.2 ACF based islanding recognition approach
The flow-chart of the presented IDT, as shown in Fig. 5.1, is divided into three parts

(1) Phasor computation, (ii) Auto-correlation factor and (iii) Discrimination factor.
5.2.1 Phasor computation

In this technique, the voltage signals of all the three phases are obtained at a sampling
rate of 4 kHz from the DG terminal. For acquiring all these signals, 50 Hz fundamental
frequency is considered. Further, a full-cycle MDFT algorithm [170], as explained in Chapter
3 (Section-3.2.2), is utilized to obtain phasor values of the input voltage signal which is capable
of eliminating together integer harmonics as well as the decaying DC component. The MDFT
algorithm gives estimated value of amplitude and phase angle of the fundamental frequency

component which are further utilized for the calculation of modal components.
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DF ~ Threshold

Trip the target DG

Fig. 5.1 Flowchart of the proposed islanding detection scheme.

5.2.2 Auto-correlation Factor

An ACF is used to find out the similarity of the input signal with itself at different time-
steps (lags). It indicates the similarity between observations as a function of the time lag.
Hence, it calculates the repeating patterns of the periodic signals in time domain. The ACF
gives an index value which shows the similarity in terms of real number which remains in
between -1 and +1, where +1 indicates perfect correlation and -1 indicates perfect anti-
correlation. Mathematically, for M samples data, the correlation between the data at various

time-steps (lags) can be given by (5.1).
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Where, x; is the value of signal at i sample, x,, is the overall mean value of the samples and ¢
is known as the ACF at lag k. In this algorithm, the three-phase voltage signals are obtained at
80 samples per cycle. Based on this fact, the maximum time lag is selected for half cycle data
(i.e. for 40 samples). Therefore, the analysis of ACF is carried out for the time lag ranging
from 1 to 40. The calculated ACF for three-phase (phase a, b and c¢) voltage signals (ACFV,,
ACFVy and ACFV, respectively) are given by (5.2).

ACFV, = ACF(V,), ACFV, = ACF(V,), ACFV, = ACF(V,) (5.2)

Where, ACF() is the function to calculate ACF of the given input signal. Fig. 5.2 (a) and (b)
shows the ACF value of an acquired voltage signal with respect to varying time lag during

normal and abnormal/transient condition, respectively.
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Fig. 5.2 Waveform of ACF values during (a) normal situation (b) abnormal/transient condition.
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It is could be seen from Fig. 5.2 that the value of ACF is affected significantly for the time lag
11 to 40 during abnormal condition. Hence, in the proposed algorithm, the value of effective
time lag is selected in the range of 11 to 40. The variations obtained during the said time lag is

utilized for the calculation of the Discrimination Factor.
5.2.3 Discrimination Factor

The standard deviation of the calculated value of ACF for the most affected lags
(between 11 to 40) of the three-phase voltage signals (StdACFV,, StdACFVy, and StdACFV.)
are given by (5.3).

StdACFV, = std(ACFV, (11:40))
StdACFV, = std(ACFV, (11:40)) (5.3)
StdACFV, = std(ACFV, (11:40))

Where, std() indicates the standard deviation function and ACFVau/() represents the ACF of
three phase voltage signal for the specified lags (between 11 to 40). Further, the maximum
value of StdACFVaw. over the specified length of window (w) is calculated using sliding

window concept and given by (5.4).

Max_StdACFV, = max(StdACFV, (1))
Max_StdACFV, = max(StdACFV, (i)) Where, i=1,2, ....w. (5:4)
Max_StdACFV, = max(StdACFV, (i)

Where, max() indicates the function to obtain maximum value among the input argument. The
values given by (5.4) are further utilized for the calculation of the discrimination factor

coefficient as given by (5.5).

DFC=,/(Max_StdACFV, + Max_StdACFV, + Max_StdACFV, ) (5.5)

Finally, the discrimination factor is obtained as per (5.6).

DF (%) =(1;)];£ij100 (5.6)

At last, the percentage DF value is matched with a predetermined threshold. If this
value is larger than the predetermined threshold, an islanding state is confirmed. A proper

choice of predetermined threshold is described in the following section.
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5.3 Hardware-In-Loop Testing

To estimate the response of the given approach, an HIL test setup has been developed
in the laboratory. The HIL test technique is a hybrid simulation technique in which a virtual
real time simulation is interfaced to the physical hardware with the help of ADC and DAC.
This testing technique provides flexibility in analysing response of a large power system

network in real time due to the accessibility of real time signals.
5.3.1 Hardware devices

In the proposed work, RTDS/RSCAD has been used as a real-time simulator which is
capable of performing electromagnetic transient analysis in real-time. This simulator has two
major components namely (i) Hardware (RTDS) and (ii) Software (RSCAD). The hardware
part contains high speed processor cards such as Triple Processor Card (3PC) and Reduced
Instruction Set Code (RISC). These cards are installed in RTDS racks which are equipped with
inter-rack and workstation communication facilities. In order to study a large system in
RTDS/RSCAD, more than one rack can be interconnected with each other. This study is
possible with the parallel processing of RTDS processors of different racks. The software part,
which acts as a graphical interface for users, is equipped with various power system and other
components that are used for the development of simulation model. The interfacing between
software and hardware is carried out by ethernet cable.

In order to execute the presented algorithm in real time operation, a TMS320F28335
(C2000 Delfino series) DSP has been utilized. This is a low cost 32-bit fixed point processor
basically used for real time protection and control applications. The DSP board is equipped
with a 12-bit ADC having a sampling frequency of 12.5 Mega Samples/Second [189]. In

addition, the auxiliary relay has also been used to initiate a trip signal.
5.3.2 Simulation model

Fig. 5.3 shows the circuit diagram of the network modal used in this scheme. The
hardware setup of this network model has already been developed in the laboratory
environment [196].The simulation modal of this network has been developed in RSCAD
software package. In this model, a synchronous generator-based DG has been utilized. The
parameters of various components such as distribution line, load, and DG are given in
Appendix — B. As observed from Fig. 5.3, a utility supply (3-phase, line-to-line voltage =
415V, frequency = 50 Hz) is interconnected with the DG through a distribution feeder at a
PCC. In the developed model, an islanding situation has been simulated with the help of utility

circuit breaker. Furthermore, to evaluate the response of the presented approach during
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islanding with different load-generation mismatch, series connected R-L load has been used
on both sides of the PCC. In case of non-islanding events, provisions are made to simulate
various events such as faults with variable fault resistance/location, starting of induction motor,

switching of capacitor bank and sudden load change.

Auto- PCC Output
Transformer Distribution Voltage
T Feeder DGCB | Signal

! o o H ﬂ. p

415V, 50 Hz, 3-Ph
Utility Supply
wr

| _RLLoad || [[_ R-LLoad | Capacitor Bank

Fig. 5.3 Circuit diagram of the network modelled in RSCAD platform.

5.3.3 Signal acquisition and processing

Fig. 5.4 shows the practical implementation of the proposed algorithm in HIL test
setup. As shown in Fig. 5.4, the developed simulation model is interfaced with the RTDS rack
through ethernet cable. As the proposed algorithm is based on the voltage signal, the real time
analogue voltage signals are physically acquired using Giga-Transceiver Analog Output
(GTAO) card of RTDS. This card has 16-bit DAC with 12 analogue output channels. The
analogue output voltage ranges from -10 V to +10 V. These signals are then exported to the
DSP for the execution of the algorithm. Moreover, the presented approach is written in
MATLAB and compiled with the help of CCS v5.1 which has been interfaced with the DSP
through XCS510PP emulator pod [190]. On the detection of islanding state by the proposed
approach, a trip signal is initiated which is further given to the auxiliary relay. The auxiliary
relay is connected to Giga-Transceiver Digital Input (GTDI) card of RTDS which converts
analogue signal to digital signal. The output of GTDI card is further utilized to disconnect the
DG connected in the developed simulation model. Additionally, a DSO has been used in the

developed HIL model to capture the voltage signal waveforms for different operating states.
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Fig. 5.4 Developed HIL test setup.

5.3.4 Test cases generated

Proposed
Algorithm

To validate the response of the presented approach, diverse islanding and non-islanding

conditions, as depicted in Table 5.1, have been developed. It could be seen from Table 5.1 that

among total 626 generated test cases, 46 are for islanding situation whereas 580 are for non-

islanding conditions. These cases are utilized by the proposed algorithm.
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Table 5.1 Diverse non- islanding/islanding test cases generated from the HIL setup.

Event |Parameter variations | Cases
Non-islanding conditions
Various faults: LG, LL, LLG, LLLG Total fault= 10
1 |Faults on feeder |F2Ult Resistance (Rp):0.1, 1, 3, 5, 10, 15, 20, 25, 30 Total Re=9 | 10x9 x4
5 =360
Fault location for UCB: 25%, 50%, 75%, 100%. z‘f‘l location
Sudden  load . 0 o) : 0
2 change Sudden change in load: 50% to 150% in step of 5% Total cases: 20 20
Capacitor bank Capacitor bank ratings:1 kVAR to 5 kVAR in step of 1 Ca.pac1.tor B
. kVAR ratings: 5 5x20=
3 |switching at Total load 100
PCC Variations of load on DG: 50% to 150% in step of 5% | o %%
cases: 20
Induction motor ratings:1 H. P. to 5 H. P. in step of 1 H. Induction .
. motor ratings: _
4 Induction motor |P. 5 5x20=
starting at PCC Total Toad 100
Variations of load on DG: 50% to 150% in step of 5% )
cases: 20
Islanding events
Islandi h -50 % to -5% mismatch in step of 5% Cases: 11
slanding Wit [0/ mismatch Cases: 1 11+1+11
5 Jactive  power -3
mismatch +5 % to +50% mismatch in step of 5% Cases: 11
Islandi th -50 % to -5% mismatch in step of 5% Cases: 11
stlanding - With [0/ mismatch Cases: 1 11+1+11
6 |reactive power -3
mismatch +5 % to +50% mismatch in step of 5% Cases: 11
Total Non-islanding and islanding cases generated 580;;;16 N

5.3.5 Selection of threshold

As discussed earlier, the detection of islanding state by the presented scheme depends
on the percentage value of threshold. The proper value of threshold plays an important role
and hence, its selection must be carried out very carefully. In this work, selection of threshold
is carried out based on mathematical analysis. The same can be further validated by observing

the pattern of DF for various non-islanding and islanding states performed on HIL test setup.
5.3.5.1 Threshold based on mathematical analysis

The proposed algorithm depends on variations in the magnitude and angle (|, .|y,| & |V,
andg,,6, & 6.) of the acquired voltage signals in case of healthy/abnormal conditions. During
healthy situation, the calculated value of standard deviation of the ACF as per (5.3) for lags 11
to 40 is almost zero. Conversely, these values for non-islanding and islanding events are in the
range of -1 to +1. Similarly, the maximum value of standard deviation of the ACF, calculated
as per (5.4), also remains within + 1. Now, the value of DFC, derived as per (5.5), remains less

than 1.0. Hence, as per (5.6), the value of DF is represented in terms of percentage variation
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with respect to DFC. Therefore, in order to decide the threshold value, the magnitude and phase
angle variations during islanding and non-islanding states are assumed in the range of +20%
and + 25°, respectively, with reference to nominal voltage of the DG. The highest value of DF
obtained for different non-islanding and islanding states with respect to the variation in the
voltage magnitude and phase angle are depicted in Table 5.2. It can be concluded from Table
5.2 that the highest percentage DF value during non-islanding state remains well below 15

whereas its value stays well above 30 in case of islanding situation.

Table 5.2 Calculated maximum percentage value of DF for islanding and non-islanding states.

Deviation in the e Highest
Sr. . Deviation in the
Event magnitude of voltage percentage DF
No. angle of voltage (°)
(pw) value
Non-islanding situations
1. |Faults on distribution feeder 0.0 to 0.8 -20° to + 20° 13.65
2. |Abrupt change in load 0.8 to 1.20 -20° to +20° 5.67
3. |Abrupt induction motor starting 0.0 to 0.85 -20°to +20° 4.16
4. |Capacitor bank switching 0.8 to 1.20 -20° to +20° 5.15
Islanding conditions
5. |Perfect active power balance 0.75t0 1.25 -25%to +25° 30.62
o ; - -
6. SQAJ active load-generation power 0.00 to 1.25 250 10 4250 3185
mismatch
7, |Perfect reactive power balance| 55 o3 2259 t0 +25° 31.67
condition
0 : - :
g, [20% reactive load -generation| g4 o5 -25° to +25° 32.16
power mismatch

5.3.5.2 Threshold based on results obtained from HIL test setup

The percentage DF value obtained with the help of mathematical analysis has been
verified from the test scenarios generated, as shown in Table 5.1, on the HIL setup. The found

maximum percentage value of DF found for various scenarios is given in Table 5.3.

Table 5.3 Highest percentage DF value achieved through HIL test scenarios.

Sr Highest
" | Event percentage DF

No.

value
Non-islanding states
1. |Faults feeder 12.05
2. |Capacitor bank switching 5.83
3. | Abrupt induction motor starting 5.21
4. | Abrupt load change 5.64
Islanding state
5. | With diverse load-generation mismatches. | 32.80
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It could be seen from Table 5.3 that the percentage DF value changes in a range of 3 to
12 for non-islanding states. Simultaneously, it could be noted from Table 5.3 that the highest
percentage DF value for islanding state is of the order of 32.8. The tendency of the maximum
percentage value of DF for islanding state in case of diversified active/reactive load-generation
mismatches is also represented in Fig. 5.5. It is noticed from Fig. 5.5 that the percentage value
of DF remains almost constant during islanding condition with different values of load-
generation mismatches. However, the smallest and largest percentage DF value alter in the
band of 29.6 to 32.8, respectively, in the said situation. At the same time, this is clear from
Table 5.2 and Table 5.3 that the largest percentage DF value for the non-islanding state is lower
than 15. Henceforth, with an adequate safety margin with reference to the largest percentage

value of DF for the non-islanding state, the threshold value of 25 is chosen.

Value of DF for active power mismatch Value of DF for reactive power mismatch

35 g————Negative mismatch * Positive mismatch=—3
H : i
30 '
Bfmmm—————————————— fommememeeas s ——————
T 20 Safet.y § Threshold
et Margin H
i :
2 b S S S e e e T2
10 Non- :
islanding < :
5 Events :
0 : .
-50 -40 -30 -20 -10 0 10 20 30 40 50

Load-generation active/reactive power mismatch (%)

Fig. 5.5 Tendency of the percentage value of DF for islanding state with diversified load-
generation power mismatch.

5.4 Results and discussion

5.4.1 Islanding with different active/reactive power mismatches

To analyse the response of the proposed approach, three different cases of islanding
events (i) with +10% mismatch in active power (ii) with -5% mismatch in reactive power and
(111) with 0% mismatch in active power have been considered. The simulation results given by
the proposed scheme in terms of the value of DF are shown in Fig. 5.6. It could be seen from
Fig. 5.6 (a) and (b) that the percentage DF value crosses the pre-set threshold and stays well
above the threshold. This indicates that the presented approach is capable of detecting islanding

state efficiently for different mismatches of active and reactive power. Moreover, it can be
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concluded from Fig. 5.6 (c) that the percentage DF value crosses the threshold at sample

number 413. Hence, the presented approach spots the islanding situation within three cycles

(173 samples). Therefore, the presented approach is also capable of detecting islanding state

accurately even with 0% active power mismatch.
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Fig. 5.6 Response of the proposed scheme in terms of DF during islanding situation with (a)
+10% active power mismatch (b) -5% reactive power mismatch (c) 0% active power mismatch

5.4.2 Non-islanding conditions

5.4.2.1 Feeder faults and abrupt load change

To examine response of the presented approach for critical non-islanding conditions,
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various cases of faults on distribution feeder and sudden change in load have been performed
on the HIL setup. Fig. 5.7 (a) shows the response of the proposed approach in the form of DF
during an LG fault with Ry = 1 Q and fault location of 25% of line length from the PCC. At
the same time, the response of the proposed approach in the form of DF for abrupt load change

(from 100% to 150%) is depicted in Fig. 5.7 (b).
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Fig. 5.7 Response of the presented algorithm in terms of DF during (a) LG fault on feeder with
Rf=1 Q (b) abrupt load change on target DG.

It can be concluded from Fig. 5.7 (a) that the percentage DF value suddenly rises to nearly 11
during feeder fault and maintains the same value up to sample number 678. Subsequently, as
spotted from Fig. 5.7 (b), the effect of sudden load change does not affect the pattern of DF
significantly. In both the cases mentioned above, the value of DF remains well beneath the
threshold. Hence, the proposed approach maintains proper stability for critical non-islanding

events and does not issue a trip command.
5.4.2.2 Capacitor Bank switching and starting of Induction Motor

Manufacturing/Engineering industries are one of main users of DG. In these industries,
a large number of induction motors are utilized. Consequently, to maintain the power-factor
close to unity, variable capacitor banks are installed. Therefore, the response of the proposed
scheme must be verified during frequent starting of the induction motor as well as in case of
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switching of Capacitor Bank. Here, in the developed HIL setup, a variable Capacitor Bank and
different rating of Induction Motor are used to generate various simulation cases of
switching/starting of Capacitor Bank/Induction Motor. Fig. 5.8 (a) shows the response of the
presented approach in the form of percentage DF value for switching of 4 kVAR Capacitor
Bank with 100% load on the DG. At the same time, the response of the presented scheme in
case of starting of 5 H.P. Induction Motor with 100% load on the DG is also depicted in Fig.
5.8 (b).
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Fig. 5.8 Response of the proposed approach in form of percentage DF value for (a) Capacitor
Bank switching and (b) Induction Motor starting at PCC.

It can be concluded from Fig. 5.8 (a) and (b) that in both the cases the value of DF stays
well beneath the threshold. Therefore, the presented approach works fine for Capacitor Bank

switching and Induction Motor starting.

5.4.3 Detection Time

To calculate the detection time of the presented approach, one of the islanding case
with -5% reactive power mismatch has been evaluated. The sequence of islanding detection

time given by the proposed scheme for the said case is shown in Fig. 5.9.
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Fig. 5.9 Islanding detection time sequence.

As observed from Fig. 5.9, the entire islanding detection time is divided into phasor
computation time, response time, program execution time, and propagation time. Based on this
fact, the event wise calculation of islanding detection time is depicted in Table 5.4. As the
phasor computation takes minimum 83 samples, the first estimated value of phasor is obtained
at 20.75 ms. This is based on 4 kHz sampling frequency (0.250 ms per sample). Hence, the
phasor computation time comes out to be 83 x 0.250 = 20.75 ms. After that, the response time
is based on the total numbers of samples (137) involved in various mathematical calculation
after phasor computation. This includes a number of samples involved in the calculation of
ACF (40), Max_StdACF (40), and DF (57). It is to be noted that the number of samples
required for the calculation of DF varies with respect to the mismatch in load-generation
power. Therefore, the total numbers of samples utilized for islanding detection are 220
(83+40+40+57) from the inception of the event. This 220 samples are equivalent to 55 ms.
However, in the actual field, the program execution time, and the time due to
propagation delay are inevitable. The execution time depends on the speed of the DSP
processor. In this case, for TMS320F28335 processor, it is 150 MHz which is equivalent to
6.67 ns per instruction. Therefore, the overall islanding detection time from the inception of

the islanding event would be around 60 ms which is equivalent to three cycles.
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Table 5.4 Detection time calculations.

Islanding Detection Time Samples .
. Time
Parameter required
Phasor computation time 83 83 x 0.250 = 20.75 ms
Response time 137 137 x 0.250 =34.25 ms

6.67 ns x 5kb=33.35ns
5 ms
60.00 ms

Program execution time -
Propagation delay --
Total Detection Time

5.4.4 Comparative assessment

The comparative assessment of the proposed scheme in terms of the percentage value
of NDZ and detection time with the techniques based on ROCOF [87], Overvoltage
/Undervoltage and Over Frequency/Under Frequency [83], Wavelet Transform [113], Data
mining [197] , SVM/ RVM classifiers, respectively [112], [198], Oscillatory frequency [182],
and Artificial Neural Network (ANN) [109] has been carried out. Table 5.5 shows the

comparison of the proposed technique with the technique mentioned above.

Table 5.5 Comparative assessment of the proposed scheme.

Islanding detection NDZ Det§ctlon Limitation
schemes Time
ROCOF = 15% =70 ms It has large value of NDZ in case of lower
power mismatches.
Oscillatory <59 > 45 ms It is very difficult to decide multiple
frequency thresholds.
OV/UV and N It issues nuisance tripping during critical non-
OF/UF > 15% 10ms 1025 islanding events.
Wavelet <1% 10 ms to 50 |It requires both current and voltage signals
Transform ’ ms which increases overall cost.
ANN <=10 % >=0.5s |It has large islanding detection time.
Classifier (SVM) 1% ~= 20 ms Itis sensitive to unseen II.OII—'ISIal’ldll’lg events
and hence, issues false tripping.
Data Mining <59, =200 ms Multlple input 51ggals are required which
increases complexity and cost.
Proposed scheme | No-NDZ <= 60 ms

It is to be noted from Table 5.5 that the conventional techniques such as OV/UV,
OF/UF, and ROCOF offer higher value of NDZ particularly in case of a lower mismatch
between load and generation power. Further, these techniques may initiate false tripping during
critical non-islanding events. Subsequently, it could be seen from Table 5.5 that the techniques
based on WT, ANN, SVM, and Datamining are unable to detect islanding condition during
balanced power condition. Further, the detection time of these techniques ranges in between
10 ms to 0.5 5. Moreover, the requirement of multiple input signal, difficulty in hardware
implementation and susceptibility to noise and unseen pattern of islanding/non-islanding

events are other limitations of the aforementioned schemes. On the other hand, the proposed
113



technique is economical compared to the multi-feature-based scheme as it requires only one
input signal. Further, unlike other techniques, utilization of MDFT algorithm by the proposed
technique makes the input signal free from noise and higher order harmonics. Moreover, it
remains stable against all types of critical non-islanding events and hence, does not initiate
nuisance tripping in case of unseen patterns. Also, the proposed scheme is easy to implement

in real time as its applicability has been verified on the developed HIL test setup.

5.5 Summary

In this chapter, a novel IDT based on ACF of the voltage signals is presented. The
appropriateness of the proposed scheme has been carried on a Hardware-In-Loop setup
established in the laboratory. A large number of islanding and non-islanding test scenarios
have been created on the developed test setup. The results confirm that the presented approach
is capable of distinguishing islanding state with non-islanding states correctly and quickly
(within three cycles from the inception of islanding). Moreover, it is also capable of
recognizing islanding state even in the case of a perfect power balanced condition.
Additionally, it offers improved steadiness in contrast to various non-islanding states and
hence, avoids nuisance tripping. Finally, a relative assessment of the proposed approach
compared with other techniques in terms of NDZ and detection time prove its superiority.
However, the research work involving the presented ACF based islanding technique is under
the review of experts. Hence, it could be said that there may be a chance of improvement in

the presented work.
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Chapter 6
Restoration of Recloser-Fuse Coordination for DG interfaced

Distribution Network

6.1 Introduction:

This chapter presents a new adaptive technique to restore coordination between
recloser and fuse connected in the distribution network in the presence of DGs. The proposed
technique is based on the derivation of modification factor which is defined as the ratio of the
calculated value of positive sequence impedance seen by a recloser (Zic.) to its predefined
value (Zpreser). Based on the value of MF, the recloser fast TCC has been altered. The value of
Zical 18 obtained by acquiring samples of currents and voltages at the location of the recloser.
The performance of the proposed scheme has been evaluated by modeling IEEE 34 bus
network in RTDS/RSCAD environment. At the same time, appropriateness of the proposed

scheme has been verified on a practical setup developed in the laboratory.

6.2 Proposed adaptive relaying algorithm
6.2.1 Practical radial DN and usual practice

As shown in Fig. 6.1, the secondary distribution of power is carried out with the help
of distribution transformers, distribution feeders, and laterals. Further, Inverse Definite

Minimum Time (IDMT) overcurrent relay, recloser, and fuse are used for the protection of

DN.
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Fig. 6.1 Single line diagram of a typical radial DN with DG.
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As the majority of faults on DN are transient in nature [135], [146], fuse saving concept is used
by the utilities in the real field. According to this concept, the fuse must not operate for all
temporary faults in the DN. In this situation, the recloser has to operate before fuse and hence,
giving a chance to clear the transient faults. This is possible by making recloser fast TCC below
the fuse Minimum Melting (MM) characteristic. It is well known that the recloser has two
characteristics viz (a) Fast TCC and (b) Slow TCC which is given by equation (6.1). Both these

characteristics are obtained by different values of 7DS.

A

(Ifault /]pickup )p -1

t

op_rec —

+B |xTDS (6.1)

Where, 4, B, and p are constants for inverse time-current characteristic and can be obtained
from [199]. The value of 7DS is decided based on the coordination among recloser and lateral
fuse. Moreover, I and Dyicip 1s the fault and relay pickup current, respectively.

In the proposed work, the fuse model is developed according to equation (6.2) which

gives the inverse characteristic of a fuse.

log(top_ ﬁM) =axlog(/ ﬁ,tse) +b (6.2)

Where, fop juse 1s the time of operation of the fuse; /s is the current flowing through the fuse
and, a and b are the fuse constants. In equation (6.2), the value of constant parameter “a” is
obtained by calculating the slope of F°¢ straight line on a log-log graph. The procedure for
calculation of parameter “b” is clearly described in [151], [155], [163].

Due to integration of DGs in the DN, the coordination among recloser and fuse is
disturbed because of additional fault current supplied by the DG. Therefore, in order to
maintain the coordination between recloser and downstream fuse, the recloser must have an

adaptive capability to change its fast-operating characteristic in the presence of DG.
6.2.2 Proposed adaptive algorithm

Fig. 6.2 shows the flowchart of the proposed adaptive algorithm. Initially, samples of
currents and voltages are acquired with the help of CTs and PTs at the recloser location. These

are given by equation (6.3) and (6.4).
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Fig. 6.2 Flow chart of the proposed relaying algorithm.

lypre = Ly SIWE+ ) (6.3)

Varbe = Vi SINOWE+ @1 (6.4)

Where, iane and vape are the three phase (a, b, and c¢) instantaneous values of currents and
voltages, respectively, measured at the recloser location. Thereafter, in order to eliminate
higher order harmonics, noise and dc components during normal/abnormal conditions, MDFT

algorithm [170] (as discussed in Chapter 3) has been used for calculation of phasor values of
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currents and voltages. The output of this algorithm is given by equation (6.5) and (6.6),

respectively.

1,=|L] 2 1, =|1| 20y, 1. =|L] 26, (6.5)

Ve =Vl 20 Vo =|Vil 20, Ve = V] 21 (6.6)

Where, Ia/b/c| and |T{,/b/c| are the magnitude of current and voltage fundamental phasor (for

phase a, b and c), respectively, %ﬂb/e and ﬁ/cyb/c are the angle of current and voltage

fundamental phasor (for phase a, b and c), respectively. The derived phasor values are further
utilized for the calculation of the sequence components of currents and voltages as per equation

(6.7) and (6.8), respectively.

1 1 1
(o J= VX[ A4 L ] Wmﬂ4=1i o 6.7)
(04 a

Do J= %[ A9V ase ] (6.8)

Where, [1012] and [T{m] are the zero, positive and negative sequence components of current and

voltage, respectively. The value of /; and V; is used for calculation of Z;..s as per equation

(6.9).

Vv
Zlcal :I_l (69)

Afterwards, the value of Zjcu is compared with Zjpreser; if the value of Zjeq is higher
than Zjpreser, 1t 1s necessary to check the status of the DG Circuit Breaker. However, the value
of Zica 1s increased due to the incorporation of the impedance of DG (Zps). When the DG (s)
is connected to the DN (DGCB status is “Close”), it is necessary to modify the recloser fast
TCC. This is achieved by calculating the value of modification factor as per equation (6.10)
which ultimately changes 7DS and hence, the modified recloser fast TCC is given by equation
(6.11). Conversely, when the status of DGCB is “Open,” then the recloser fast TCC need not
be modified.
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Zl t
MF:ﬂ 6.10
. (6.10)

lecal

t - A +B |[xMFxTDS (6.11)

op_rec ([F /]pickup ) p _1

6.2.3 Selection of Zjpreser

The value of Zjyreser 1s decided based on positive sequence impedance seen by the
recloser during the maximum loading condition with no DG integration in the DN. Here, at the
recloser location, the value of voltage remains almost constant whereas, the phase current
depends on the load impedance (Z1044), network impedance (Zyenvork) and the impedance of DG
(Zpc). Furthermore, as the parameters of feeder/lateral remain more or less constant, the value
of Znemork also remains almost constant. Conversely, the value of Z;..s depends on the load
present in the DN. Therefore, the phase current flowing through the recloser without and with

DG in the DN is given by (6.12) and (6.13), respectively.

%
I = ) 6.12
When DGCB is open (6.12)
(Z Network +Z Load ) P
I a (6.13)
= When DGCB is close .
(ZNetwork +Z Load + ZDG )

where, V and [ are the values of voltage and current, respectively at recloser location. As per
equation (6.12), during maximum loading condition of the DN, the current flowing through
the recloser 1s maximum. Hence, as per equation (6.9), the value of Zjc. 1s minimum, which is
the Zjpreser f the DN. Conversely, as observed from equation (6.13), the current flowing from

the recloser will be reduced depending on the incorporation of number of DGs in the DN.

6.3 Performance of evaluation of the proposed scheme on the standard network

6.3.1 Simulation model

In order to verify the performance of the proposed scheme, standard IEEE 34 bus
network has been utilized [183]. This network has been developed in the RTDS/RSCAD
environment. Moreover, various network components such as feeders, loads, laterals and
voltage regulators have been redesigned and modelled exclusively for 50 Hz frequency. Fig.
6.3 shows the single line diagram of the developed IEEE 34 bus network. As shown in Fig.

6.3, the recloser is located near bus 800. The synchronous generator based DG1 (0.5 MVA),
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DG2 (1.0 MVA), DG3 (1.5 MVA) and DG4 (0.3 MV A) are connected at buses 854, 840, 890
and 860, respectively. The parameters of DGs are given in Appendix. In this model, various
laterals (single-phase/two-phase/three-phase) are emanated from different buses of the
network. As the tailor-made models of recloser and fuse are not available in the
RTDS/RSCAD, they have been designed using equation (6.1) and (6.2), respectively. The
recloser model is developed in such a way that it is capable to perform single shot reclosing
and then remains in lockout condition with a dead time of 300 ms. Further, extremely inverse
characteristic has been used for fast and slow operation of recloser and the corresponding
values of 4, B and p are selected from [199]. Moreover, the operating range of recloser is
considered as 80 A to 10,000 A. Subsequently, the fuse characteristics have been designed as
per the procedure described in section 5.2.1 and the corresponding values of fuse constants “a”
and “b” are considered as -2.58 and 6.81, respectively. In addition, the minimum Coordination
Time Interval (CTI) of the order of 0.2 s between recloser fast TCC and fuse MM characteristic

has been maintained.
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Fig. 6.3 Single line diagram of standard IEEE 34 bus network developed in RTDS/RSCAD
environment.

6.3.2 Selection of Zlpreset for IEEE 34 bus network

In the proposed work, the value of Zjpese: has been selected as the procedure described

in Section 5.2.3. Here, samples of the currents and voltages are acquired at recloser location
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(bus 800) in the presence/absence of the DG/DGs. These values are utilized for calculation of
Zical (as per equation (6.9)). In the proposed work, various DGs located at different locations
having varying capacity have been integrated. Table 6.1 shows the simulation results in terms
of Z;car obtained (i) when no DG/single is connected and (ii) when multiple DGs with varying
capacity/location are connected in the DN. It is to be noted from Table 6.1 that as the capacity
of DG and its penetration increases, the value of Z;.u also increases. Furthermore, the
minimum value of Zcq is 312.35 Q. This is achieved when no DG is connected to the IEEE

34 bus network. Hence, the value of Zjp e 1s chosen as 312 Q for IEEE 34 bus network.

Table 6.1 Value of Zica without/with DG in IEEE 34 bus network.

Incorsi(l)lraltelon of Zical Incorporation of multiple Zical
Dé Q) DGs Q)
No DG 312.35 -- --
DG4 371.62 -- --
DGI1 426.32 DG4+DG1 493.23
DG2 475.82 DG4+DG1+DG2 781.43
DG3 538.64 DG4+DG1+DG2+DG3 1792.38

6.3.3 Coordination margin between recloser and fuse

Traditionally, coordination between recloser and fuse is carried out based on
unidirectional power flow (with no DG connected in the DN). The said coordination is
maintained within the specified minimum and maximum value of fault current, which is widely
known as coordination margin. Usually, in the distribution network, high impedance fault takes
place when high impedance entity gets in touch with the conductor or when the phase
conductor broke down and fall on the ground [200]. At this time, the minimum value of fault
current depends on the value of fault impedance. In [201], the minimum value of fault current
on IEEE 34 node network has been calculated based on 20 Q fault impedance. Moreover,
according to survey made in [202], it has been found that the most of electric utilities are
utilizing 40 Q fault impedance for the calculation of minimum fault current. Therefore, in the
proposed scheme, 40 Q fault impedance has been used for all simulations. Here, to obtain the
minimum and maximum fault current, two types of faults namely LG and triple line (LLL)
with varying fault resistance (0.01 Q and 40 Q) have been simulated at two different locations
(local end and far end) on the lateral. All the aforementioned faults have been performed on
the Lateral-A connected at bus 808 (refer Fig. 6.3) with and without considering the integration
of DG. Table 6.2 and Table 6.3 show the simulation results in terms of RMS value of recloser

(Zrecioser) and fuse (Zfuse) current during various fault conditions.
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Table 6.2 Recloser and fuse current without/with single DG incorporation in IEEE 34 bus network
for fault on Lateral - A.

Incorporation of single DG at a time

Fault ngzli’f ®y | NoPG DG4 DGI DG2 DG3
location (Q) I recloser ] fuse I recloser Ijhse I recloser Iﬁue I recloser ] fuse I recloser ] fuse
GV NGYERGYR NGV RGYE NGYN GV RGYR GV NG,
Local end LG 40 227 | 186 | 219 | 189 | 214 | 221 ] 200 | 206 | 203 | 190
LLL | 0.01 [ 551 [530| 540 [555] 553 | 585 | 547 | 581 | 540 | 572
Far end LG 40 200 | 172 184 | 176 | 175 [ 203 ] 175 | 190 | 178 | 182
LLL [0.01 | 394 |379] 382 | 387 386 | 401 [ 388 [ 406 [ 376 | 408

Table 6.3 Recloser and fuse current with multiple DGs incorporation in IEEE 34 bus network for
fault on Lateral - A.

With With With DG4+DG1+
Fault Fault R DG4+DG1 DG4+DG1+DG2 DG2+DG3
" - ) incorporation incorporation incorporation

location type Q
P ( ) 1, recloser 1  fuse 1, recloser 1  fuse 1, recloser [ fuse

(GYRN B GY) (A) (A) (A) (A)

Localend LG 40 205 | 222 191 223 182 218
ocale LLL | 001 554 | 598 553 619 573 625

LG 40 175 | 200 160 203 155 208
Far end

LLL 0.01 378 407 381 426 386 430

It is to be noted from Table 6.2 that the minimum and maximum value of fault current
flowing through the fuse is 172 A, and 530 A, respectively; when no DG is connected. Hence,
the initial coordination range between recloser and fuse without DG is 358 A (530 A—172 A).
Similarly, as observed from Table 6.3, the minimum and maximum value of fault current
flowing through the fuse is 176 A (for DG4), and 585 A (for DG1), respectively; when a single
DG with varying capacity is connected to the DN. On the other hand, it could be noted from
Table 6.3 that the minimum and maximum value of fault current flowing through the fuse is
200 A (for DG4+DG1) and 625 A (all four DGs), respectively, when multiple DGs are
connected to the network. Furthermore, it has been observed from Table 6.2 and Table 6.3 that
with the integration of DG in the DN, the existing coordination between recloser and lateral
fuse is lost. Therefore, in order to restore the coordination between recloser and fuse in the
presence of DG, it is necessary to modify the coordination margin adaptively such that recloser
operates before the fuse. In the proposed scheme, this is achieved by adaptively modifying the
recloser fast TCC (as per (6.11)). Table 6.4 shows the simulation results in terms of MF and
old/modified TDS of recloser fast TCC. The existing and modified coordination margin due to
incorporation of single DG(s) and multiple DGs are shown in Fig. 6.4 and Fig. 6.5,

respectively.
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Table 6.4 Modification of TDS of recloser fast TCC during integration of single/multiple DG.

Status of Interconnection of MF Old TDS M%(]i;fged
DGCB single/multiple DG (Sec) (Sec)
Open NO DG 1.00 0.55 0.55
Close DG4 0.84 0.55 0.46
Close DG4+DG1 0.63 0.55 0.35
Close DG4+DG1+DG2 0.40 0.55 0.22
Close DG4+DG1+DG2+DG3 0.20 0.55 0.15
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Fig. 6.5 Performance of proposed adaptive scheme for IEEE 34 bus network in terms of
coordination margin between recloser and fuse with (multiple DGs incorporation) and without
DGs.

As observed from in Fig. 6.4 and Fig. 6.5, due to integration of single/multiple DGs in
the DN, the coordination between recloser and fuse is lost. At the same time, the corresponding
CTTI is not maintained. However, the required coordination is restored by adaptively changing
the recloser fast TCC based on MF. As depicted in Table 6.4, with the integration of DG/DGs
in the DN, the value of MF changes which in turn reduces the TDS of recloser fast TCC. Hence,
the recloser fast TCC moves down depending upon the penetration of the DG, which leads to
earlier operation of recloser than fuse. Moreover, it has been further observed from both the
figures that the minimum CTI between recloser fast TCC and fuse MM characteristic is

maintained of the order of 0.2 s.
6.3.4 Validation of the proposed scheme on another lateral

In order to validate the performance of the proposed scheme during fault on a different

lateral, similar type of fault conditions, as carried out for Lateral-A, have been simulated on
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the Lateral-B (connected at bus 834). The simulation results obtained in terms of RMS value
of recloser and fuse currents are depicted in Table 6.5. It is to be noted from Table 6.5 that the
minimum and maximum value of fault current flowing through the fuse is 81 A and 198 A,
respectively, when no DG is connected to the DN. On the other hand, with the integration of
multiple DGs, the minimum and maximum value of fault current flowing through the fuse is
112 A (for DG4+DG1) and 323 A (for all DGs), respectively. For the above two cases, it has
been observed from Fig. 6.5 that the modified recloser fast TCCs, generated by proposed
scheme, are capable to provide proper coordination between recloser and fuse within the fault

current range of 81 A to 323 A.

Table 6.5 Recloser and fuse current with multiple DGs incorporation in IEEE 34 bus network for
fault on Lateral-B.

With With With DG4+DG1+
Fault Fault R DG4+DGl1 DG4+DG1+DG2 DG2+DG3
au au / incorporation incorporation incorporation

location type Q
P ( ) 1 recloser [ fuse 1 recloser [ fuse 1 recloser 1  fuse

A | A (A) (A) (A) (A)

Localend | EG 40 108 88 112 117 114 146
ocate LLL | 0.01 232 | 198 238 289 242 318

LG 40 96 81 91 112 94 131
Far end

LLL 0.01 148 105 159 206 162 230

6.4 Experimental evaluation of the presented scheme in the laboratory environment
In order to evaluate the performance of the presented algorithm, a prototype has been

developed in the laboratory environment.
6.4.1 Laboratory prototype

Fig. 6.6 shows circuit diagram of the developed laboratory prototype. As shown in Fig.
6.6, various electrical circuit components such as autotransformer (10 kVA, 415V, 50 Hz, 3-
phase), contactors (Cs), rheostats, variable choke coils, CTs, PTs, toggle switches (S1, S2, S3,
and S4), variable R-L load and fuses (15 A) have been utilized for the development of the said
laboratory prototype. In the developed prototype, the contactor acts as a circuit breaker whereas
CTs and PTs are used for collection of samples of current and voltage signals. Further,
rheostats and variable choke coils are used to design a distribution feeder and a lateral whereas
toggle switches have been used to create various faults. Moreover, a variable resistance (Run) is
used to limit the magnitude of fault current. Furthermore, in order to study the impact of DG

on the recloser—fuse coordination, a synchronous based DG (3 kVA, 415V, 50 Hz, 0.8 power
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Fig. 6.6 Hardware setup of the developed laboratory prototype

factor, star grounded) has been utilized. This DG is interconnected with the utility supply (415
V, 3-phase, 50 Hz) through distribution feeder and a contactor (DGCB) by performing

synchronization process with the help of grid synchronizing device.
6.4.2 Acquisition and processing of current and voltage samples

As observed from Fig. 6.6, the proposed scheme acquires samples of current and
voltage at a sampling frequency of 4 kHz for a fundamental frequency of 50 Hz through
Voltage and Current Sensor Signal Conditioning Circuit (VCSSCC). The VCSSCC unit scales
down the voltage and current signal to low voltage level. It is developed in such a way that it
gives a maximum 3 V peak-to-peak for 30 A and 500 V of current and voltage, respectively.
The low voltage signal from VCSSCC is further applied to a 12-bit ADC of the DSP processor
(TMS320F28335). An interface between MATLAB program (installed in a workstation) and
the processor is achieved with the help of XDS510PP emulator pod. The developed algorithm
has been written in MATLAB which is compiled and executed with the help of CCS v5.1 [190]
on DSP board. On the execution of the programmed code for fault situations, open/trip signal

is generated by the proposed algorithm, which is applied to an inbuilt DAC (DAC7614U). At
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the end, an auxiliary circuit is used to initiate the opening of the contactor ‘C’ with its contacts

C-1, C-2 and C-3.
6.4.3 Selection of Zipreset for the developed laboratory prototype

In order to select the value of Zjyreser for the developed laboratory prototype, the
samples of currents and voltages have been acquired at the recloser location during various
loading conditions. The variation in load at constant terminal voltage has been made with
respect to the full load capacity of the autotransformer in presence and absence of the DG. The
acquired samples of voltage and current are processed by the proposed algorithm and the value
of Zica 1s calculated for different loading conditions. These are shown in Table 6.6. It is to be
noted from Table 6.6 that the value of Z;cw 1s minimum during 100% loading condition with

no DG connected to the network. Hence, the value of Z;,eser is selected as 19.00 Q.

Table 6.6 Value of Z;., during various percentage loading conditions without/with DG

Loading condition : Ziea .ZIC“I
(%) Without DG With DG
(L) (L)
100 19.37 26.31
75 27.13 32.46
50 36.48 40.23
25 62.41 83.64

6.4.4 Recloser — fuse coordination margin of the developed laboratory prototype

As the prototype is developed with the phase voltage level of 230 V, the minimum fault
current is obtained for a fault impedance of 10 Q. Here, it is not feasible to consider higher
value of fault impedance (say 40 Q) as otherwise the magnitude of fault current becomes lower
than the full load current of the feeder. At the same time, in order to achieve maximum value
of fault current, LLL fault needs to be performed on the laboratory prototype. This is practically
not feasible due to restricted short time current capability of the laboratory equipment.
Therefore, the above hardware model has been simulated in RTDS/RSCAD platform to obtain
the maximum value of fault current. Table 6.7 shows results acquired from the laboratory
prototype (for LG faults) and RTDS/RSCAD simulation (for LLL faults) in term of Zrecioser and
Lise. It has been observed from Table 6.7 that the recloser and fuse current are almost equal
during no DG interconnection. Further, the minimum and maximum fault current flowing
through the fuse is 27.86 A and 88.32 A, respectively. Conversely, when DG is connected to
the network, the minimum and maximum fault current flowing through the fuse is 30.76 A and

116.46 A, respectively. Henceforth, the coordination margin between recloser and fuse without
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and with DG is 27.86 A to 88.32 A and 30.76 A to 116.46 A, respectively. These two margins

are shown in Fig. 6.7.

Table 6.7 RMS value of recloser and fusecurrent without/with DG incorporation in laboratory

prototype.
Fault Fault Rf Without DG With DG
Locati T 0 Results captured
ocation ype ( ) ]recloser (A) Ifuse (A) Irecluser (A) ]fuse (A)
LG 10 30.64 30.62 25.72 33.14 Hardware
Local end ; )
LLL 0.01 96.85 88.32 105.68 116.46 Simulation
LG 10 28.12 27.86 22.58 30.76 Hardware
Far end ; ;
LLL 0.01 88.62 82.42 98.84 108.63 Simulation
1000¢ T
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Fig. 6.7 The recloser—fuse coordination TCCs for the developed laboratory prototype

Moreover, in this work, fuse characteristic has been designed by taking fuse constants “a” and
“b” as -2.9 and 5.85, respectively, whereas the pickup current of recloser TCCs are set as 120%

of the full load capacity of the autotransformer. It has been observed from Fig. 6.7 that the
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coordination between recloser and fuse is lost due to incorporation of DG. In order to maintain
the said coordination, the proposed scheme changes the value of MF (0.72) as per equation
(6.10) which in turn lowers recloser fast TCC according to equation (6.11). The modified fast
TCC of the recloser is also shown in Fig. 6.7. It has been observed from Fig. 6.7 that the
recloser now operates prior to the fuse in the presence of DG. Moreover, it has been further
observed from Fig. 6.7 that the CTI between recloser fast TCC and fuse MM characteristic

without and with DG interconnection is maintained as 0.63 s and 0.263 s, respectively.

6.5 Comparative evaluation

Comparative evaluation of the proposed scheme has been carried out with two existing
schemes presented [151] and [163] which is as given below.

Effect of noise, harmonics and decaying DC: In both the schemes presented in [151]
and [163], the presence of noise, harmonics and decaying DC in the acquired instantaneous
current and voltage signals significantly affects modification index of the recloser fast TCC.
This results in improper coordination between recloser and fuse. Whereas, the proposed
scheme remains immune against noise, harmonics and decaying DC present in the acquired
current signal due to utilization of MDFT phasor computation algorithm. Hence, the
coordination between recloser and fuse remains unaffected.

Operating time: Both techniques take higher time to modify the recloser fast TCC due
to utilization of post-fault samples of current and voltage signals. Conversely, the proposed
scheme consumes low operating time as recloser fast TCC is updated at the time of
interconnection of DG and not during fault condition.

Cost: The technique proposed in [151] is economically not viable as it requires
communication of all fuse currents to the recloser which increases overall cost. On the other
hand, as the proposed scheme requires communication between recloser and DG only, the
overall cost is comparatively lower than the scheme reported in [151].

Effect of fault resistance: The technique proposed in [163] has not considered the effect
of high fault impedance on the selection of ‘k’. Hence, the coordination between recloser and
fuse is not maintained due to significant reduction in the value of ‘.4’. On the contrary, the
proposed technique is capable to maintain recloser-fuse coordination even during high
impedance fault on the network.

Effect of low DG penetration: The technique presented in [163] may not be able to
maintain sufficient CTI between recloser fast TCC and fuse MM characteristic during low
penetration of DGs. On the other hand, the proposed technique works well during vast variation

in the level of penetration of DGs.
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Practical/field validation: Both techniques have not been validated on the laboratory
prototype/field data. Whereas, the proposed technique is validated by developing a laboratory
prototype.

6.6 Summary

In this chapter, a new recloser-fuse coordination technique based on a modification
factor of recloser fast time-current characteristic is presented. The modification factor is the
ratio of Z;cas (Which is calculated by acquiring samples of currents and voltages at the location
of recloser) to Z;preser. It has been observed that the value of Z;c.; changes due to incorporation
of DG in the DN which in turn changes the value of MF. The appropriateness of the proposed
scheme has been verified by modeling IEEE 34 bus network in RTDS/RSCAD environment.
Subsequently, the performance of the presented scheme has also been tested on the developed
laboratory prototype. The results obtained from simulations as well as from the laboratory
prototype indicate that the proposed scheme upholds appropriate coordination between
recloser and fuse even in case of high as well as low penetration of DG in the DN. However,
the research work based on this technique is under the review of experts. Hence, it could be

said that there may be a chance for improvement in the presented technique.
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Chapter 7

Conclusions and Future Scope

7.1 Conclusions

In order to cater an ever increasing energy demand, researchers are finding one or
another way of providing reliable electrical energy to the consumer. The DG technology is one
of them. At the same time, economically viable DG technology has changed the global scenario
of power generation and utilization. In the past, most of the difficulties arose during the
transmission of the bulk power over a long distance due to transmission losses and huge
infrastructure requirement. Whereas, in today’s scenario, the power is generated right at the
demand site which has reduced the requirement of transmission infrastructures. This
technology provides better reliability of power and, at the same time, it is environment friendly.
Nowadays, in DG technology, renewable energy sources such as Solar and Wind have been
given significant importance. Though DG provides many advantages over the conventional
technology of power generation, it is affected by various technical and non-technical issues. In
the technical issues, as the DG is generally interconnected with an existing utility grid network,
protection of DN and consumers are the major concerned. In the interconnected mode
operation of the DG, the electrical parameters of the network such as voltage and frequency
remain within its operating range. However, sudden disconnection of DG from the DN, makes
these parameters to deviate at a very high value as compared to its nominal value. These
deviations are large enough to damage the equipment/appliances of DN/consumer. Moreover,
an integration of DG into DN makes the current flow in two directions in the radial network
which may cause mis-coordination of protective devices. Therefore, to provide proper
protection to the DN and consumers, research is ongoing in the area of anti-islanding protection
and restoration of coordination among protective devices of the DN in the presence of DG.

In case of islanding detection, there are various techniques based on different methods
of signal acquisition and utilization reported in literatures. During islanding situation, there is
an abrupt change in magnitude of various electrical parameters which are not only damage the
DN but also affect consumer’s equipment/property. Hence, this situation must be detected as
quickly as possible. As per various standards, it must be detected within 2 s from its inception.
In islanding detection, NDZ is the zone of active/reactive power imbalance between load and
generation during which several techniques are unable to detect islanding situation.
Subsequently, some techniques detect non-islanding event as islanding situation and issue a
nuisance trip to disconnect the DG. In both the cases, an anti-islanding protection fails to fulfil
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the selectivity and discrimination criteria of an accurate protection scheme. Moreover,
integration of DG into DN mis-coordinates the protective devices which will either mal-
operate or remains unoperated during an abnormal/fault condition.

In case of an unintentional islanding, the deviation in electrical parameters is large
enough to damage the equipment at the consumer end. Hence, in order to protect consumers
and DN, the islanding situation must be detected as quickly as possible. Simultaneously, in
order to restore the recloser — fuse coordination, it is desirable to develop fast and accurate
digital relaying scheme which is capable to disconnect the DG during islanding within
minimum time and restore the proper coordination between recloser and fuse in the presence
of DG in the DN. This thesis is devoted to the development of various protection schemes for
islanding detection and restoration of recloser — fuse coordination in the presence of DG into
DN.

Followings are the major conclusions of the research work carried out in this thesis.

1. Initially, an approach based on pattern recognition for the detection of islanding

situation has been presented. In this work, a simulation model of the standard IEEE
34 node network has been developed in RTDS/RSCAD environment. This model
dedicatedly designed for the 50 Hz fundamental frequency. A large number of test
cases of islanding and non-islanding events have been generated on the developed
model. Further, both the current and voltage signals have been acquired from the
terminal of the target DG for the formation of feature vector. As the negative
sequence component of currents has proved its higher efficiency in discriminating
islanding with non-islanding events, it has been utilized for the formation of the
feature vector. In the presented work, a relevance vector machine has been used as
a classifier model. This has given the highest efficiency of more than 98% in
discrimination between islanding and non-islanding events. At the same time, it
requires less number of training data. Furthermore, it also accurately discriminates
islanding situation in case of perfect power balance condition. In addition, it
remains immune to the non-islanding events. At the end, the comparative
assessment proves that the proposed scheme is superior in discriminating islanding
situation with non-islanding events. Nevertheless, this is one of the patterns
recognition based technique in which a large number of test cases are required to
generate. However, this technique requires only 40% of the total dataset for the
training of the classifier modal. In the case of simulation, it is possible to generate
a large number of test cases covering all aspects of islanding and non-islanding

situations. But, in real time application, it is not feasible to cover all the possibilities
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of islanding and non-islanding events. Therefore, it has been decided to develop

more practicable technique.

In the second approach, a sequence component of voltage has been utilized for the
detection of islanding situation. During this work, the same IEEE 34 node network,
developed in RTDS/RSCAD along with inverter and synchronous based DG, has
been utilized. A large number of simulation test cases of islanding and non-
islanding events have been generated in this model. The derived sequence
components have been further utilized for the derivation of the islanding detection
factor. An effective discrimination between islanding situation and non-islanding
events have been obtained by comparing the value of the IDF with the pre-set
threshold value. The results obtained in terms of IDF for various islanding and non-
islanding situations indicate that the proposed scheme accurately distinguishes
islanding situation with the non-islanding event. Further, it senses islanding
condition quickly, even in case of a very critical islanding situation such as perfect
power balance between load and generation condition. Furthermore, during a non-
islanding situation, the presented scheme remained stable and has not issued a trip
signal. Moreover, the comparison of the proposed scheme to the existing scheme
proves its superiority in the detection of islanding situation. Nevertheless, in order
to further authenticate the presented technique on hardware results, a laboratory
prototype has been developed. The acquired voltage signals are further utilized to
derive IDF as per the algorithm of the proposed technique. The hardware test results
indicate that the proposed algorithm has accurately detected islanding situation at
all mismatches of active and reactive power between load and generation.
However, in case of a sudden load change (100% to 50%), the proposed technique
mal-operates. Hence, it is necessary to develop accurate technique for islanding
detection, which is able to detect islanding situations from the experimental test

results as well as it remains stable during all non-islanding conditions.

In the third approach, modal components of the acquired voltage signals have been
utilized in the proposed work. In this work, the value of IDF has been calculated
from the obtained values of modal components which are derived from the phasor
values of acquired voltage signals. Further, the authenticity of the proposed scheme
has been verified by developing a prototype in the laboratory environment. In this
prototype, a synchronous generator based DG has been utilized. Furthermore, on
this prototype, various non-islanding events and islanding situations have been
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generated. The experimental results obtained from the prototype indicate that the
presented algorithm is able to detect islanding situation accurately and quickly
(within 3.5 cycles). Moreover, it is capable of detecting islanding situations with
lower or zero mismatch of active/reactive power between the load and generation.
Subsequently, it remains stable during non-islanding events. The comparative
evaluation of the proposed scheme with the existing schemes clearly indicate its
superiority in distinguishing islanding situations with non-islanding events.
Besides, the prototype based execution of the proposed scheme proved that this
scheme is easy to implement in the actual field. However, the time taken to detect
the islanding is around three and half cycles. Hence, there is a need to develop a

new islanding detection technique which takes lower time.

In the last approach of islanding detection, a discriminating factor derived from an
auto-correlation function of the voltage signals has been utilized for the detection
of islanding situation. The value of DF is calculated from the most affected lags of
the ACF during various islanding situations and non-islanding events.
Discrimination of an islanding situation with the non-islanding events has been
achieved by comparing the value DF with the pre-set threshold value. Further, the
validation of the presented scheme has been carried out by developing a Hardware-
In-Loop laboratory setup. In this setup, a power distribution test network has been
virtually developed in RTDS/RSCAD environment. Various islanding and non-
islanding test cases have been generated on the developed HIL model. The
experimental results show that the presented algorithm is able to differentiate
between islanding situation and non-islanding events efficiently. Moreover, the
proposed scheme is capable of identifying islanding situation even in case of the
perfect power balance condition. In addition, it provides better stability against
various non-islanding events and hence, avoids nuisance tripping. The detection
time of the proposed ACF based approach is less than three cycles. However, the
research work involving the presented technique is under the review of the experts.
Hence, it could be said that there may be a chance of improvement in the presented

work and the detection time could be further reduced.

In case of restoration of coordination between recloser and fuse in the presence of
DG into DN, an adaptive relaying technique based on the network impedance has
been presented. This technique is based on the positive sequence impedance of a
network seen by the recloser. It has been observed that the value of the impedance
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of the network seen by the recloser is varied with respect to the interconnection of
DGs in the network. Here, to calculate the value of Z;.a, the phasor values of the
acquired current and voltage samples from the recloser location have been utilized.
The value of Zjcu is further used for the derivation of modifying factor. In the
presented scheme, the recloser changes its fast operating TCC based on the value
of MF. The authenticity of the proposed technique has been evaluated by
developing an IEEE 34 bus network model in RTDS/RSCAD environment.
Simultaneously, its appropriateness has also been verified on a prototype developed
in the laboratory. The results obtained from simulations as well as from the
laboratory prototype indicate that the proposed scheme restores proper coordination
between recloser and fuse even in case of a high as well as low penetration of DG
in the DN. Apart from this, the prototype demonstration of the proposed scheme
attests its easy development of real hardware for its utilization in the actual field.
However, the research work involving the presented technique is under the review
of the experts. Hence, it could be said that there may be a chance of improvement

in the presented work.

7.2 Future scope

As none of the research work is complete, there is always a scope for further

improvement. Hence, it is almost impossible to propose a complete protection scheme which

is capable to take care of all kinds of abnormal conditions. It is, therefore, important to consider

some of the situations for which the further study is required. Following are the suggested areas

which can be explored to improve the protection schemes in the presence of DG into DN.

1.

Nowadays, an LVRT protection technique becomes a part of DG protection. In this
case, LVRT operates during islanding (it causes very low voltage around 15% of
nominal value) and does not allow the DG disconnection for a certain period of
time. Hence, an islanding detection in the presence of LVRT protection would be

one of areas of further research.

In the restoration of protection coordination between recloser and fuse in the
presence of DG into DN, a data/status communication between recloser and fuse
plays a vital role. Failure/delay in the communication would lead to mis-
coordination among these protective devices. Therefore, development of a new

technique for restoration of coordination between recloser and fuse without
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communication channel would be a grey area to be investigated for further research.

Integration of DG into DN leads to the change in the direction of current in the
network. Due to this, overcurrent relays located in the DN may lose its coordination
with other relays. In that case, primary and back up protection of the DN would
largely affect. Hence, designing a protection coordination strategy for overcurrent

relay placed in a DN in the presence of DG would be one of the areas of research.
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Appendix - A.

A.1 Capacity of power generation of the DGs

Table A.1 Capacity of the DGs utilized in the development of RTDS/RSCAD
simulation model

Capacity of Power Generation (E;/l[)éi;y
DG 1 (Synchronous based DG) : 1.0
DG 2 (Synchronous based DG) : 1.5
DG 3 (Synchronous based DG) : 0.5
DG 4 (Synchronous based DG) : 1.5
DG 5 (Inverter based DG) : 2.5

A.2 Simulation parameters of Synchronous based DGs

Table A.2 Various parameters of synchronous based DG used in the development of simulation
model in RTDS/RSCAD platform.

Parameters Value
Rated RMS Line-to-Neutral voltage . 24kV
Base angular frequency : 50Hz
Inertia Constant (H) ;. 1.7IMWs/KVA
Stator Resistance (Ra) : 0.003 pu
Stator Leakage Reactance (Xa) : 0.088 pu
D-axis unsaturated Reactance (Xd) : 1.56 pu
D-axis unsaturated Transient Reactance (Xd’) : 026 pu
D-axis unsaturated Sub-transient Reactance (Xd”) : 0.15pu
Q-axis unsaturated Reactance (Xq) : 1.06 pu
Q-axis unsaturated Transient Reactance (Xq’) : 0.62pu
Q-axis unsaturated Sub-transient Reactance (Xq”) : 0.15pu
D-axis unsaturated Transient Open Time Constant (Td0) . 3.7 sec
D-axis unsaturated Sub-transient Open Time Constant (Td0”) : 0.05 sec
Q-axis unsaturated Transient Open Time Constant (Tq0’) : 0.3 sec
Q-axis unsaturated Sub-transient Open Time Constant (Tq0”) : 0.05 sec

Mainly two models of synchronous generator are developed for the RTDS. These are
If rtds _sharc sld MACV31 and rtds vsc SM, for both normal time—step (= 50 pus) and small
time—step (= 1.4 — 2.5 ps) modules. In the presented work, If rtds sharc sld MACV31 with
normal time-step (= 50 ps) have been utilized. Fig. A. 1 shows the utilized model along with
excitation and governing system. In RTDS all kind of standard excitation systems are given.
Among all the available standard excitation system, in the presented work, IEEE Type ST1

excitation system has been utilized. Similarly, in case of governing system IEEE Type 1
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Governor/Turbine has been utilized.
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Fig. A.1 Model of the synchronous generator along with excitation and governing system used in
the RTDS/RSCAD simulation.

A.3 Simulation parameters of Power Transformers

Table A.3 Various parameters of power transformer used in the development of simulation
model in RTDS/RSCAD platform.

Parameters Value

Capacity : According to DG
Transformer Primary LL RMS Voltage . 24kV
Transformer Secondary LL RMS Voltage . 249kV

Positive Seq. Resistance : 0.0088667 pu
Positive Seq. Reactance 0.059371 pu
Zero Seq. Resistance 0.0 pu

Zero Seq. Reactance 0.0087 pu
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A.4 Simulation parameters of exciters

Table A.4 Various parameters of Exciter used in the development of simulation model in

RTDS/RSCAD platform.
Parameters Value
Voltage Regulator Time Constant (Ta) :0.02 sec
Voltage Regulator Gain (Ka) . 200
AVR lag time constant (Tb) . 20.0 sec
AVR lead time constant (Tc) . 1.0 sec
Excitation system regulation factor (Kc) : 0.175
Maximum controller output (Vrmx) : 5.7 pu
Minimum controller output (Vrmn) : -49pu

A.S5 Simulation parameters of Solar PV DG.

Table A.5 Various parameters of Solar PV DG used in the development of simulation model in

RTDS/RSCAD platform.
Parameters Value
No. of series connected Cell per string per PV Module ;36
No. of parallel string of Cells per PV Module co 1
No. of PV Module in series ;115
No. of PV Module in parallel . 285
Open circuit Voltage per PV Module . 21.7 Volts
Short circuit Current Per PV Module : 3.35 Amps
Reference Temperature : 25°C
Reference Solar intensity ;1000 W/m?
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Appendix - B.

B.1 Simulation modal data for synchronous generator used in HIL setup

Table B.1 Various parameters of synchronous based DG used in the development of simulation

model in RTDS/RSCAD platform

Parameter Value
Capacity 3 kVA
Rated RMS Line-to-Neutral voltage 0.415kV
Base angular frequency 50 Hz
Inertia Constant (H) 4.00 MWs/KVA
Stator Resistance (Ra) 0.08 pu
Stator Leakage Reactance (Xa) 0.288 pu
D-axis unsaturated Reactance (Xd) 1.86 pu
D-axis unsaturated Transient Reactance (Xd’) 0.36 pu
D-axis unsaturated Sub-transient Reactance (Xd”) 0.20 pu
Q-axis unsaturated Reactance (Xq) 1.46 pu
Q-axis unsaturated Transient Reactance (Xq’) 0.82 pu
Q-axis unsaturated Sub-transient Reactance (Xq”) 0.20 pu
D-axis unsaturated Transient Open Time Constant (Td0’) 4.5 sec
D-axis unsaturated Sub-transient Open Time Constant (Td0”) 0.08 sec
Q-axis unsaturated Transient Open Time Constant (Tq0’) 0.5 sec
Q-axis unsaturated Sub-transient Open Time Constant (Tq0”) 0.08 sec

B.2 Simulation modal data for distribution feeder used in HIL setup

Table B.2 Various parameters of design of distribution feeder used in the development of simulation

model in RTDS/RSCAD platform

Parameter Value
Length of feeder 5 km
Resistance 1.05 Q/km
Reactance 0.650 Q/km

B.3 Simulation modal data for load used in HIL setup

Table B.3 Various parameters of Solar PV DG used in the development of simulation model in

RTDS/RSCAD platform
Parameter Value
Maximum current capacity . 10A
Rated voltage 415V
Configuration Star / Delta
Type :  Resistive — Inductive
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