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Abstract

In this thesis, we study the degree of approximation of functions belonging to certain

function classes through trigonometric Fourier series using summability methods.

We divide the thesis into six chapters.

Chapter one is an introductory part of the thesis which deals with the upbring-

ing of approximation theory, basic definitions and some notations which are used

throughout the thesis. Literature survey and the objective of the work done is also

given in this chapter.

Chapter two is about the approximation of 2π-periodic functions in the weighted

Lipschitz class W (Lp, ξ(t)) (p ≥ 1) by almost summability means of their Fourier

series. We also obtain a result on the approximation of conjugate functions through

almost matrix means of their conjugate Fourier series, which in turn improves some

of the previous results. The deviation is measured in the corresponding weighted

norm. We also discuss some corollaries derived from our main results.

Chapter three deals with the approximation of functions by using Φ-method

of summability of conjugate Fourier series. Here we obtained a degree of approx-

imation of the conjugate function f̃ , conjugate to a 2π-periodic function f in the

generalized Hölder space Hα,p (0 < α ≤ 1, p ≥ 1) through Borel means of the

conjugate Fourier series. Our result improves some of the previous result.

In the fourth chapter, we obtain an estimate for the degree of approximation of

functions belonging to the generalized Zygmund space Zω
p (p ≥ 1) through product

means of Fourier series, which generalizes and improves some of the previous results.

The results are obtain in terms of the moduli of continuity. We also derive some

corollaries from our theorems.

In the fifth chapter, we obtain a quantitative estimate of Young’s theorem (well

known in the classical Fourier analysis) by using matrix means which generalizes the
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result obtained by Mazhar and Budaiwi [76].

In the sixth chapter, we study the degree of approximation of 2π-periodic func-

tions of two variables, defined on T 2 := [−π, π] × [−π, π] and belonging to certain

Lipschitz classes, by means of almost Euler summability of their Fourier series. The

degree of approximation so obtained depends on the modulus of continuity associ-

ated with the functions. We also derive some corollaries from our theorems for the

functions of Zygmund classes.
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Chapter 1

Introduction

Approximation theory is a branch of mathematical analysis which mainly concernes

with the approximation of functions by simpler and more easily calculated functions

(for example, polynomials or rational functions) and with estimation of an approxi-

mation error. Among all functions periodic function plays a crucial role, it has many

applications in physics and engineering. Therefore, the approximation of periodic

functions is an important problem.

The problem of representing a periodic function by a trigonometric series was

first encountered by a French physicist and mathematician Jean-Baptiste Joseph

Fourier (1768-1830) while solving the heat conduction problem. Later, different

mathematicians and physicists such as Leonhard Euler, Jean le Rond d’Alembert,

and Daniel Bernoulli, and others used this infinite trigonometric series of sine and

cosine functions to investigate problems in vibrating strings, astronomy and some

other fields of science. This infinite series of sine and cosine functions is popularly

known as Fourier series or trigonometric Fourier series. Fourier series is basically

a method of representing a complex periodic function by simpler functions. These

simple functions are sinusoids, which are summed to produce an approximation of

an original function. The theory of approximation of functions with Fourier series

is generally referred as Fourier series approximation or Fourier approximation.

Fourier approximation is originated from Weierstrass approximation theorem

given by Karl Weierstrass in 1885, which states that for any continuous 2π-periodic

function f , there exists a sequence of trigonometric polynomials which converges

1
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uniformly to f . Intuitively, Fourier approximation is the study of error estima-

tion of functions through their Fourier series using summability techniques. In the

present thesis, we shall confine ourselves to trigonometric Fourier series only.

1.1 Fourier series

Fourier series plays an important role in designing and analyzing electrical and

electronic communication systems. In an engineering system, inputs are obtained in

the form of electrical signals, electromagnetic signals, magnetic waves, sound waves,

vibrations, etc., and the analysis of these engineering systems are done based on

Fourier coefficients.

1.1.1 Trigonometric Fourier series

Let f be a 2π-periodic Lebesgue integrable function over the interval [−π, π]. Then

the trigonometric Fourier series of function f is defined by

f(x) ∼ a0

2
+
∞∑
n=1

(an cos nx+ bn sin nx), (1.1.1)

and the conjugate Fourier series is given by

∞∑
n=1

(bn cos nx− an sin nx), (1.1.2)

where

an =
1

π

∫ π

−π
f(x) cos nx dx, n = 0, 1, 2, ...,

and

bn =
1

π

∫ π

−π
f(x) sin nx dx, n = 1, 2, 3, ... .

are the Fourier coefficients of f .

For a Lebesgue integrable function f, the corresponding conjugate function f̃

f̃(x) = lim
ε→0+

f̃(x; ε) = lim
ε→0+

−1

π

∫ π

ε

f(x+ t)− f(x− t)
2 tan(t/2)

dt, (1.1.3)

exists almost everywhere [[159], p.51]. Let us denote by sn(f ;x) and s̃n(f ;x) the

nth partial sums of series (1.1.1) and (1.1.2), respectively, which are given by [[159],
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p.49]

sn(f ;x) =
1

π

∫ π

−π
f(x+ t)Dn(t)dt, (1.1.4)

s̃n(f ;x) = − 1

π

∫ π

−π
f(x+ t)D̃n(t)dt, (1.1.5)

where Dn(t) and D̃n(t) called the Dirichlet kernel and the Dirichlet conjugate kernel,

respectively, are given by

Dn(t) =
1

2
+

n∑
k=1

cos(kt) =
sin(n+ 1/2)t

2 sin (t/2)
, (1.1.6)

D̃n(t) =
n∑
k=1

sin(kt) =
cos(t/2)− cos(n+ 1/2)t

2 sin (t/2)
. (1.1.7)

We also use the following notations throughout the thesis

φx(t) = f(x+ t) + f(x− t)− 2f(x),

ψx(t) = f(x+ t)− f(x− t).

Note: It is known [151] that the conjugate Fourier series need not be a Fourier

series. For example, the series
∞∑
n=2

cos (nx)

log n
,

is a Fourier series, but the associated conjugate series

−
∞∑
n=2

sin (nx)

log n
,

is not a Fourier series. Hence a separate study of conjugate Fourier series (1.1.2) is

justified.

1.1.2 Double Trigonometric Fourier series

Let f be a 2π-periodic function in each variable and Lebesgue integrable over the two

dimensional torus T 2 := [−π, π] × [−π, π]. Then the double trigonometric Fourier

series of f is defined by

f(x, y) ∼
∞∑

m=−∞

∞∑
n=−∞

f̂(m,n)ei(mx+ny), (1.1.8)
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where

f̂(m,n) =
1

(2π)2

∫ π

−π

∫ π

−π
f(u, v)e−i(mu+nv)dudv

are the Fourier coefficients of the function f .

The double sequence of symmetric rectangular partial sums associated with the

Fourier series of f is given by

smn(x, y) =
m∑

k=−m

n∑
l=−n

f̂(k, l)ei(kx+ly),

and its integral representation is given by

smn(x, y) =
1

π2

∫ π

−π

∫ π

−π
f(x+ u, y + v)Dm(u)Dn(v)dudv, (1.1.9)

where Dk(t) =
sin(k+ 1

2
)t

2 sin(t/2)
is the Dirichlet kernel.

As we know, there are functions whose Fourier series diverge almost everywhere

[36] or converges slowly. In this case, one can use summability methods in order to

represent the function as a trigonometric polynomial.

1.2 Summability Methods

The theory of summability is concerned with the generalization of the notion of

the limit of a sequence or sum of a series which is usually affected by an auxiliary

sequence of linear means of the given sequences or series. A summability method is

said to be regular if it sums all convergent series to its Cauchy’s sum. The most well

known methods of summability are linear regular methods. Summability methods

are classified into two broad categories:

1. Methods based on a sequence-to-sequence transformation, usually termed as

T -method.

2. Methods based on a sequence-to-function transformation, usually termed as

Φ-method.
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1.2.1 T -Method

In T -method, the sequence of partial sums of an infinite series is transformed into

another sequence using an infinte matrix. Such methods are usually called sequence-

to-sequence transformations. Let
∑
un be an infinite series with sequence of partial

sums {sn} and let T ≡ (an,k) be an infinite matrix. By the T -transform (or T -means)

of sequence {sn}, we mean the sequence

τn =
∞∑
k=0

an,ksk, n = 0, 1, 2, ... .

Definition: The infinite series
∑
un is said to be summable to s by T -method (or

T -summable to s), if

lim
n→∞

τn = s.

Regularity of T -Method: The T -method is said to be regular, if

lim
n→∞

sn = s⇒ lim
n→∞

τn = s.

The necessary and sufficient conditions for the matrix T to be regular [152; 135] are

given as follows:

1. sup
n

∞∑
k=0

|an,k| <∞, n = 0, 1, 2, ...,

2. lim
n→∞

an,k = 0, k = 0, 1, 2, ...,

3. lim
n→∞

∞∑
k=0

an,k = 1.

1.2.2 Φ-Method

In Φ-method, the sequence of partial sums of an infinite series is transformed into

a function of continuous variable. Such methods are usually called sequence-to-

function transformations. Let
∑
un be an infinite series with sequence of partial

sums {sn} and let {φn(x)} be a sequence of continuous functions, by the Φ-transform

(or Φ-means) of sequence {sn}, we mean the function

τ(x) =
∑
n

φn(x)sn,
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where x is a continuous parameter.

Definition: Suppose τ(x) is defined for all x ≥ 0 and x is a continuous parameter

which tends to infinity. Then, the infinite series
∑
un is said to be summable to s

by Φ-method (or Φ-summable to s), if

lim
x→∞

τ(x) = s.

Regularity of Φ-Method: The Φ-method is said to be regular, if

lim
n→∞

sn = s⇒ lim
x→∞

τ(x) = s.

The necessary and sufficient conditions for the regularity of Φ-method [28] are as

follows:

1.
∑

n |φn(x)| is convergent for x ≥ 0,

2.
∑

n |φn(x)| < M, where M is constant independent of x > x0,

3.
∑

n φn(x)→ 1 as x→∞,

4. φn(x)→ 0 as x→∞, for every n.

1.2.3 Some Particular Cases of Summability Methods

Some of the most familiar methods of summability are those that are associated with

the names of great mathematicians like Cesàro, Euler, Hausdorff, Hölder, Nörlund,

Riesz, Borel, etc. We now briefly describe some important summability methods.

1. Cesàro Method: The Cesàro summability method is named after the famous

Italian mathematician E. Cesàro [12] who, in 1890, proposed it for positive

integers. Knopp [53], Hardy and Chapman [18; 19] further extended this

method for δ > −1.

Let δ > −1 be given. The mtrix T ≡ (an,k) defined by

an,k =

{
Aδ−1
n−k/A

δ
n, 0 ≤ k ≤ n,

0, k > n,

where

Aδn =
Γ(n+ δ + 1)

Γ(n+ 1)Γ(δ + 1)
=

n∑
k=0

Aδ−1
k ,



7

is called Cesàro matrix of order δ and the associated matrix method is called

the Cesàro method of order δ. The series
∑
un is said to be Cesàro (C, δ)-

summable to s, if

τ δn =
1

Aδn

n∑
k=0

Aδ−1
n−ksk → s, asn→∞. (1.2.1)

This method is regular for δ ≥ 0.

2. Harmonic Method: The Harmonic summability method was introduced by

M. Riesz [126] in 1924.

The matrix T ≡ (an,k) defined by

an,k =

{
1

(n+1−k) log(n+1)
, 1 ≤ k ≤ n;

0, k > n.

is called Harmonic matrix and the associated matrix method is called the

Harmonic method. The series
∑
un is said to be Harmonic (H, 1)-summable

to s, if

τn =
1

log(n+ 1)

n∑
k=0

sk
(n+ 1− k)

→ s, asn→∞. (1.2.2)

It can be verified that Harmonic method is regular. McFadden [79] proved

that every series summable by Harmonic method is summable (C, δ), δ > 0.

3. Nörlund Method: The Nörlund summability method was first introduced

by G.F. Voronoi in 1902 and was rediscovered by Nörlund [113] in 1919. This

method is therefore sometimes referred as the Nörlund-Voronoi method.

Let {pn} be a real valued sequence with p0 > 0, Pn :=
∑n

k=0 pk (n ∈ N0) and

p−1 = P−1 = 0 be given. Then the matrix T ≡ (an,k) defined by

an,k =

{
pn−k
Pn

, 0 ≤ k ≤ n;

0, k > n,

is called Nörlund matrix and the associated matrix method is called the

Nörlund method. The series
∑
un is said to be Nörlund (N, pn)-summable

to s, if

τn =
1

Pn

n∑
k=0

pn−ksk → s, asn→∞. (1.2.3)
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This method is regular if and only if

lim
n→∞

pk
Pn

= 0 ∀k, and
n∑
k=0

|pk| = O(|Pn|).

In particular, if we take an,k = 1
n+1

, then the (N, pn)-mean reduces to (H, 1)-

mean and if an,k = Γ(n+δ)
Γ(n+1)Γ(δ)

, then the (N, pn)-mean reduces to (C, δ)-mean.

4. Riesz Method: The Riesz summability method was introduced by Riesz

[126]. Let {pn} be a real valued sequence with p0 > 0, Pn :=
∑n

k=0 pk (n ∈ N0)

and p−1 = P−1 = 0 be given. Then the matrix T ≡ (an,k) defined by

an,k =

{
pk
Pn
, 0 ≤ k ≤ n;

0, k > n,

is called Riesz matrix and the associated matrix method is called the Riesz

method. The series
∑
un is said to be Riesz (R, pn)-summable to s, if

τn =
1

Pn

n∑
k=0

pksk → s, asn→∞. (1.2.4)

This method is regular if and only if

lim
n→∞

pk
Pn

= 0 ∀k, and
n∑
k=0

|pk| = O(|Pn|).

5. Euler Method: The Euler summability method was first applied by Euler

for q = 1. Later the method was extended to arbitrary values of q > −1 by

Knopp [53]. This method is therefore sometimes referred as the Euler-Knopp

summation method.

The matrix T ≡ (an,k) defined by

an,k =

{ (
n
k

)
qn−k

(1+q)n
, 0 ≤ k ≤ n;

0, k > n,

is called Euler matrix and the associated matrix method is called the Euler

method. The series
∑
un is said to be Euler (E, q)-summable to s, if

τ qn =
1

(1 + q)n

n∑
k=0

(
n

k

)
qn−ksk → s, asn→∞. (1.2.5)

This method is regular for q > 0.
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6. Borel Method: The Borel summability method was introduced by Borel [11]

in 1899. If we take

φn(x) = e−x
xn

n!
, 0 ≤ x <∞,

then the method reduces to Borel summability method. The series
∑
un is

said to be Borel (B, x)-summable to s, if

τ(x) = e−x
∞∑
n=0

xn

n!
sn → s, asx→∞. (1.2.6)

It can be verified that Borel method is regular. Borel methods are more

powerful than the Euler methods for q > 0.

7. Product of Two Summability Methods: Let A ≡ (an,m) and B ≡ (bn,m)

be two summability matrices. Then the product summability method is ob-

tained by superimposing the B-summability on A-summability to get BA-

summability. The BA-means of sequence {sn} is defined by

τB.An =
n∑
r=0

bn,r

r∑
k=0

ar,ksk.

Similarly, we can define product of a φ-method and a T -method or product of

two φ-methods. The product summability method is more powerful than the

individual summability method.

Example Consider the infinite series 1− 3
∑∞

n=1(−2)n−1.

Here sn = 1− 3
∑n

k=1(−2)k−1 = (−2)n.

The (C, 1)-means of the given series are

C1
n =

1

n+ 1

n∑
k=0

(−2)k =
1− (−2)n+1

3(n+ 1)
.

Since limn→∞C
1
n does not exist, the given series is not (C, 1)-summable. Also

(E, 1)-means of the given series are

E1
n =

1

2n

n∑
k=0

(
n

k

)
(−2)k = (−1)n,

and series is not (E, 1)-summable. The (C, 1)(E, 1)-means of the given series

are (CE)1
n = 1

n+1

∑n
k=0 E

1
k = 1

n+1

∑n
k=0(−1)k → 0 as n → ∞, and the given

series is (C, 1)(E, 1)- summable.
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1.3 Basic Definitions and Notations

1. Banach Space: A complete normed space is called Banach space.

Here we consider some well known examples of Banach space of functions

which are used in our work.

(i) The space of all real valued continuous functions over T := [a, b] is denoted

by C(T ) (or C[a, b]) and is equipped with the norm

||f ||c = sup{|f(x)| : x ∈ T}.

(ii) The space of all real valued continuous functions over T 2 := [a, b] × [c, d]

is denoted by C(T 2) and is equipped with the norm

||f ||c = sup{|f(x, y)| : (x, y) ∈ T 2}.

(iii) The space of all real valued functions integrable in the Lebesgue sense

with pth power [essentially bounded] over T := [a, b] is denoted by Lp(T ), 1 ≤
p <∞[p =∞] and is equipped with the norm

||f ||p =


(

1
2π

∫ b
a
|f(x)|p dx

) 1
p
, p ≥ 1;

ess sup
x∈T
|f(x)| , p =∞.

(iv) The space of all real valued functions integrable in the Lebesgue sense

with pth power [essentially bounded] over T 2 := [a, b] × [c, d] is denoted by

Lp(T 2), 1 ≤ p <∞[p =∞] and is equipped with the norm

||f ||p =


(

1
2π

∫ d
c

∫ b
a
|f(x, y)|p dxdy

) 1
p
, p ≥ 1;

ess sup
(x,y)∈T 2

|f(x, y)| , p =∞.

2. Modulus of Continuity: For f ∈ C(T ), the functions defined by

ω1(δ) = ω1(f ; δ) = sup
x

sup
|h|≤δ
{|f(x+ h)− f(x)|} ,

ω2(δ) = ω2(f ; δ) = sup
x

sup
|h|≤δ
{|f(x+ h) + f(x− h)− 2f(x)|} ,

are called the first and the second order modulus of continuity, respectively.
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For f ∈ C(T 2), the total modulus of continuity of first order is defined by

ω1(f ;u, v) = sup
x,y

sup
|h|≤u,|η|≤v

{
|f(x+ h, y + η)− f(x, y)|

}
,

while the two partial moduli of continuity of first order are defined by

ω1,x(f ;u) = ω1(f ;u, 0) = sup
x,y

sup
|h|≤u

{
|f(x+ h, y)− f(x, y)|

}
,

ω1,y(f ; v) = ω1(f ; 0, v) = sup
x,y

sup
|η|≤v

{
|f(x, y + η)− f(x, y)|

}
.

For f ∈ C(T 2), the total modulus of continuity of second order is defined by

ω2(f ;u, v) = sup
x,y

sup
|h|≤u,|η|≤v

{
|f(x+ h, y + η) + f(x− h, y + η)

+ f(x+ h, y − η) + f(x− h, y − η)− 4f(x, y)|
}
,

while the two partial moduli of continuity of second order are defined by

ω2,x(f ;u) =
1

2
ω2(f ;u, 0) = sup

x,y
sup
|h|≤u
{|f(x+ h, y) + f(x− h, y)− 2f(x, y)|},

ω2,y(f ; v) =
1

2
ω2(f ; 0, v) = sup

x,y
sup
|η|≤v
{|f(x, y + η) + f(x, y − η)− 2f(x, y)|}.

3. Integral Modulus of Continuity: For f ∈ Lp(T ), the functions defined by

ωp1(δ) = ωp1(f ; δ) = sup
|h|≤δ
{||f(x+ h)− f(x)||p} ,

ωp2(δ) = ωp2(f ; δ) = sup
|h|≤δ
{||f(x+ h) + f(x− h)− 2f(x)||p} ,

are called the first and the second order integral modulus of continuity, respec-

tively.

For f ∈ Lp(T 2), the total integral modulus of continuity of first order is defined

by

ωp1(f ;u, v) = sup
|h|≤u,|η|≤v

{
||f(x+ h, y + η)− f(x, y)||p

}
,

while the two partial integral moduli of continuity of first order are defined by

ωp1,x(f ;u) = ωp1(f ;u, 0) = sup
|h|≤u

{
||f(x+ h, y)− f(x, y)||p

}
,

ωp1,y(f ; v) = ωp1(f ; 0, v) = sup
|η|≤v

{
||f(x, y + η)− f(x, y)||p

}
.
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For f ∈ Lp(T 2), the total integral modulus of continuity of second order is

defined by

ωp2(f ;u, v) = sup
|h|≤u,|η|≤v

{
||f(x+ h, y + η) + f(x− h, y + η)

+ f(x+ h, y − η) + f(x− h, y − η)− 4f(x, y)||p
}
,

while the two partial integral moduli of continuity of second order are defined

by

ωp2,x(f ;u) =
1

2
ωp2(f ;u, 0) = sup

|h|≤u
{||f(x+ h, y) + f(x− h, y)− 2f(x, y)||p},

ωp2,y(f ; v) =
1

2
ωp2(f ; 0, v) = sup

|η|≤v
{||f(x, y + η) + f(x, y − η)− 2f(x, y)||p}.

4. Some Function Classes:

(a) Lipschitz Class: First we list some function classes of the functions of

one variable:

For 0 < α ≤ 1

Lipα = {f ∈ C(T ) : f(x+ t)− f(x) = O(tα)} .
For 0 < α ≤ 1 and p ≥ 1

Lip(α, p) = {f ∈ Lp(T ) : ||f(x+ t)− f(x)||p = O(tα)} .
For a modulus of continuity type function ξ(t) and p ≥ 1

Lip(ξ(t), p) = {f ∈ Lp(T ) : ||f(x+ t)− f(x)||p = O(ξ(t))} .
For a modulus of continuity type function ξ(t), p ≥ 1 and β ≥ 0

W (Lp, ξ(t)) =
{
f ∈ Lp(T ) : ||(f(x+ t)− f(x)) sinβ

(
x
2

)
||p = O(ξ(t))

}
.

If β = 0, then W (Lp, ξ(t)) = Lip(ξ(t), p), for ξ(t) = tα(0 < α ≤ 1),

Lip(ξ(t), p) = Lip(α, p), and Lip(α, p) = Lipα as p→∞.
Also, we have

Lipα ⊆ Lip(α, p) and Lip(ξ(t), p) ⊆ W (Lp, ξ(t)).

Now we list some function classes of the functions of two variables:

For 0 < α ≤ 1

Lipα = {f ∈ C(T 2) : ω(f ; δ) = O(δα)}.
For 0 < α, β ≤ 1
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Lip(α, β) = {f ∈ C(T 2) : ω1,x(f ;u) = O(uα), ω1,y(f ; v) = O(vβ)}
For 0 < α, β ≤ 1 and p ≥ 1

Lip(α, β; p) = {f ∈ Lp(T 2) : ωp1,x(f ;u) = O(uα), ωp1,y(f ; v) = O(vβ)}.
For a positive increasing function ψ(u, v) and p > 1

Lip(ψ(u, v); p) =
{
f ∈ C(T 2) : |f(x+ u, y + v)− f(x, y)| ≤M

(
ψ(u,v)

(uv)1/p

)}
.

For a positive increasing function ψ(u, v) and p > 1

Lip(ψ(u, v))Lp =
{
f ∈ Lp(T 2) : ||f(x+ u, y + v)− f(x, y)||p ≤M

(
ψ(u,v)

(uv)1/p

)}
.

As p→∞, Lip(α, β; p) = Lip(α, β).

(b) Zygmund Class: For 0 < α, β ≤ 2

Zyg(α, β) = {f ∈ C(T 2) : ω2,x(f ;u) = O(uα), ω2,y(f ; v) = O(vβ)}.
For 0 < α, β ≤ 2 and p ≥ 1

Zyg(α, β; p) = {f ∈ Lp(T 2) : ωp2,x(f ;u) = O(uα), ωp2,y(f ; v) = O(vβ)}.
As p→∞, Zyg(α, β; p) = Zyg(α, β).

(c) Function of Bounded Variation: Let f be a real valued function

defined on [a, b]. Then the total variation of f on [a, b] is defined by

V b
a (f) = Vf [a, b] = sup

P

{
n∑
k=1

|f(xi)− f(xi−1)|

}
,

where supremum is taken over all the possible partitions of [a, b]. If

V b
a (f) < ∞ then we say f is of bounded variation on [a, b] and we write

f ∈ BV [a, b].

(d) Hölder Space: For 0 < α ≤ 1 and some positive constant K, the well

known Hölder space Hα introduced by Prössdorf [118], is defined by

Hα = {f ∈ C(T ) : |f(x+ t)− f(x)| = O (|t|α)}.

The Hölder space Hα is a Banach space under the following norm

||f ||α = ||f(x)||c + sup
x

sup
t6=0

|f(x+ t)− f(x)|
|t|α

.

For a modulus of continuity type function ω, the well known Hölder space

Hω introduced by Leindler [68], is defined by

Hω = {f ∈ C(T ) : |f(x+ t)− f(x)| = O (ω(|t|))}.
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The Hölder space Hω is a Banach space under the following norm

||f ||ω = ||f(x)||c + sup
x

sup
t6=0

|f(x+ t)− f(x)|
ω(|t|)

.

In 1996, Das et al. [21] introduced a Banach space Hα,p by generalizing

Hα-space, defined by

Hα,p = {f ∈ Lp(T ) : ||f(x+ t)− f(x)||p = O (|t|α)}

with the following norm

||f ||α,p = ||f(x)||p + sup
t6=0

||f(x+ t)− f(x)||p
|t|α

.

In 2002, Das et al. [22] introduced a Banach space Hω
p by generalizing

Hα,p-space, defined by

Hω
p = {f ∈ Lp(T ) : ||f(x+ t)− f(x)||p = O (ω(|t|))}

with the following norm

||f ||ωp = ||f(x)||p + sup
t6=0

||f(x+ t)− f(x)||p
ω(|t|)

.

(e) Zygmund Space: For 0 < α ≤ 1 and some positive constant K, the

well known Zygmund space Zα, is defined by [62; 136]

Zα = {f ∈ C(T ) : |f(x+ t) + f(x− t)− 2f(x)| = O (|t|α)}.

The Zygmund space Zα is a Banach space under the following norm

||f ||α = ||f(x)||c + sup
x

sup
t6=0

|f(x+ t) + f(x− t)− 2f(x)|
|t|α

.

For a modulus of continuity type function ω, the well known Zygmund

space Zω, is defined by

Zω = {f ∈ C(T ) : |f(x+ t) + f(x− t)− 2f(x)| = O (ω(|t|))}.

The Zygmund space Zω is a Banach space under the following norm

||f ||ω = ||f(x)||c + sup
x

sup
t6=0

|f(x+ t) + f(x− t)− 2f(x)|
ω(|t|)

.
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Further, Zα,p-space was introduced by generalizing Zα-space, defined by

Zα,p = {f ∈ Lp(T ) : ||f(x+ t) + f(x− t)− 2f(x)||p = O (|t|α)}

with the following norm

||f ||α,p = ||f(x)||p + sup
t6=0

||f(x+ t) + f(x− t)− 2f(x)||p
|t|α

.

Zω
p -space was introduced by generalizing Zα,p-space, defined by

Zω
p = {f ∈ Lp(T ) : ||f(x+ t) + f(x− t)− 2f(x)||p = O (ω(|t|))}

with the following norm

||f ||ωp = ||f(x)||p + sup
t6=0

||f(x+ t) + f(x− t)− 2f(x)||p
ω(|t|)

.

There are many more function spaces, such as Basove spaces [3], Sobolev

space [114; 156; 144], generalized Sobolev space [116] and Dunkl-Sobolev space

[145] etc.

5. Fourier Approximation: If a function f in Lp-space is approximated by a

polynomial Tn(x) of degree ≤ n (which is either partial sums or some summa-

bility means of the Fourier series of f), then the error of approximation En(f),

in terms of n, is given by

En(f) = min
Tn
‖ f(x)− Tn(x) ‖p .

The polynomial Tn(x) is known as the Fourier approximant of f , and this

method of approximation is called Fourier approximation. If T ∗n(x) is the

polynomial of best approximation, then

En(f) = min
Tn
‖ f(x)− Tn(x) ‖p=‖ f(x)− T ∗n(x) ‖p .

6. Almost Convergence: The concept of almost convergence of sequences was

introduced and studied by G.G. Lorentz in 1948 [73]. A sequence {xn} is said

to be almost convergent to a limit L, if

lim
n→∞

1

n+ 1

k+n∑
i=k

xi = L, for all k ∈ N.
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Móricz and Rhoades [104] extended the definition of almost convergence to

double sequences of real numbers {xmn}, almost converging to L; if

lim
m,n→∞

1

(m+ 1)(n+ 1)

k+m∑
i=k

l+n∑
j=l

xij = L, for all k, l ∈ N.

1.4 Some Important Tools

To prove our results, we need the following well known results of mathematical

analysis:

1. Hölder Inequality: For 1 ≤ p ≤ ∞ and q such that 1
p

+ 1
q

= 1, if f ∈ Lp[a, b]
and g ∈ Lq[a, b], then fg ∈ L1[a, b], and

||fg||1 ≤ ||f ||p||g||q.

2. Minkowski Inequality: Let f, g ∈ Lp[a, b], 1 ≤ p ≤ ∞. Then f+g ∈ Lp[a, b]
and

||f + g||p ≤ ||f ||p + ||g||p.

3. Generalized Minkowski Inequality: Let f(u, v) ∈ Lp([a, b] × [c, d]) for

p ≥ 1. Then{∫ b

a

∣∣∣∣∫ d

c

f(u, v)dv

∣∣∣∣p du
}1/p

≤
∫ d

c

{∫ b

a

|f(u, v)|pdu
}1/p

dv.

4. Abel Lemma: Let {an} be a sequence of real numbers whose partial sums

sn =
∑n

k=1 ak, satisfy

|sn| ≤M, n = 1, 2, 3, ...,

for some M ∈ R, and let {bn} be a monotonic sequence of non-negative real

numbers. Then

(i) if {bn} is a non-increasing sequence, we have

n∑
k=1

akbk ≤Mb1, n = 1, 2, 3, ...,
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(ii) if {bn} is a non-decreasing sequence, we have

n∑
k=1

akbk ≤ 2Mbn+1, n = 1, 2, 3, ... .

5. Abel Transformation: Let {an} and {bn} be two sequences of real numbers.

Then
n∑
k=0

akbk =
n−1∑
k=0

Ak4bk + bnAn,

and for m ≥ 1

n∑
k=m

akbk =
n−1∑
k=m

Ak4bk + Anbn − Am−1bm,

where

Ak =
k∑
r=0

ar and 4bk = bk − bk+1.

1.5 Literature Survey

The first significant result in the approximation theory is the Weierstrass Approx-

imation Theorem, which is pivotal in developing the Approximation theory. The

Weierstrass Approximation Theorem was introduced by Carl Weierstrass in 1885,

which states that, any continuous function (continuous periodic function) defined on

a closed and bounded interval can be uniformly approximated by a sequence of poly-

nomials (trigonometric polynomials) to a desired degree of accuracy. This result has

been further generalized to the Lp-space, which states that, any Lp function defined

on a closed and bounded interval can be uniformly approximated by a sequence of

polynomials to a desired degree of accuracy, i.e. if f(t) ∈ Lp[a, b] (p ≥ 1), then for

every ε > 0 there exists a polynomial P (t) such that ||f − P ||p < ε. Since then

extensive research has been done in various directions concerning approximation of

functions and today this is one of the richest field of Mathematics.

Lebesgue [67] obtained the result for approximation of f ∈ Lipα by the par-

tial sums of its Fourier series and showed that |sn(f ;x) − f(x)| = O (n−α log n) .

Bernstien [5] used Cesàro summability of order 1, i.e. (C, 1)-means, for f ∈ Lipα
and obtained |σn(f ;x) − f(x)| = O(n−α), for 0 < α < 1 and |σn(f ;x) − f(x)| =
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O (n−1 log n), for α = 1. Further this problem is considered by Salem and Zyg-

mund [129] and they obtained |σn(f ;x)− f(x)| = O(n−α), for monotonic f ∈ Lipα.

Jackson [42] determined a degree of approximation of continuous periodic function

by trigonometric polynomial of order ω(f ;n−1). Alexits [1] extended the results

of Bernstien [5] to Cesáro summability of order δ, for f ∈ Lipα. The Bernsein’s

result [5] was further improved by Alexits and Kralik [2]. The result of Jackson [42]

has been studied further by Quade [119] in Lip(α, p)-class. He studied the de-

gree of approximation of functions by sn(f ;x), (C, 1)-means of its Fourier series

and by general trigonometric polynomials. Among the other reults, Quade [119]

proved the following ‖sn(f ;x) − f(x)‖p = O (n−α), for p > 1, 0 < α ≤ 1 and

‖sn(f ;x) − f(x)‖p = O (n−α log n), for p = 1, 0 < α ≤ 1. Izumi [41] stud-

ied the degree of approximation for Lip(α, p) functions by sn(f ;x) and obtained

‖sn(f ;x)− f(x)‖p = O
(
n−α−1/p

)
, for p > 1, 0 < α ≤ 1 and αp > 1.

A considerable amount of work has been done on the Euler summability of

Fourier series for continuous functions and Lipschitz functions by [52; 72; 10; 39].

Sahney and Rao [128], Khan [45], Holland et.al [40] studied the approximation prob-

lem using Nörlund and Riesz means of Fourier series for f ∈ Lip(α, p) with certain

conditions on pn. Holland [38] published a survey paper in which he discussed results

related to approximation by trigonometric polynomials, representation of functions

by their Fourier series and representation of functions by certain summability means

of their Fourier series.

The problem of apprximation of Lipα and Lip(α, p) functions by Nörlund means

and general matrix means was studied further by Mohapatra and Russell [95], Chan-

dra [14], with monotonicity condition on pn and an,k ≤ an,k+1 in terms of modulus

of continuity. Chandra and Mohapatra [17] proved results for the absolute Nörlund

summability of Fourier series. Chandra [16] obtaied a degree of approximation for

Lip(α, p) functions by Nörlund and Riesz means with monotonic weights pn. The

result was further considered by Leinder [70] by relaxing the monotonicity assump-

tions on pn. Mittal et al. [90; 91] extended the results of [16; 70] by using general

matrix means. Mittal [84] proved results for F1-effectiveness of (C, 1)T -method. The

author [84] also discussed the F1-effectiveness of (C, 1)(N, pn) and (N, pn)-methods



19

on which the approximation results already have been proved. Mittal and Bhard-

waj [85] studied the results of [14; 16; 119] further for a linear matrix operator. Mit-

tal and Rhoades [87] have obtained the error estimation of f through a summability

matrix which does not have monotone rows. A new class Lip(ψ(t), p) (p > 1) of 2π-

periodic functions was introduced by Khan and Ram [50], defined by, Lip(ψ(t), p) =

{f ∈ C[a, b] : |f(x+ t)− f(x)| ≤ M
(
ψ(t) t−1/p

)
}, for 0 < t < π where M is a posi-

tive number independent of x and t. They determined a degree of approximation for

f ∈ Lip(ψ(t), p) using Euler means. Nigam [110] and Nigam and Sharma [112] ob-

tained degree of approximation of order
(
(n+ 1)1/pξ(1/(n+ 1))

)
, for f ∈ Lip(ξ(t), p)

using (E, q)(C, 1) and (C, 1)(E, q)-summability methods, respectively. Although,

ξ(t) does not depend on p but these results depend on p. Lal and Yadav [66] ob-

tained a degree of approximation of f ∈ W (Lp, ξ(t)) using the (C, 1)(E, 1)-means.

Rhoades [123; 125] extended these results to Hausdorff matrices and proved that

for f ∈ W (Lp, ξ(t)), ‖Hn(f ;x) − f(x)‖p = O
(
nβ+1/pξ(1/n)

)
, by assuming some

additional conditions on ξ(t). He also derived a result for f ∈ Lipα. Lal [59] initi-

ated a study of (C, 1)(N, pn)-summability of Fourier series of f ∈ W (Lp, ξ(t)) which

was further improved by Singh et al. [138]. These results depend on p. Singh and

Sonker [140] pointed out some remarks in the results of [59; 66; 123] and studied

the problem further using Hausdorff summability means.

Various researchers studied about the approximation of conjugate functions by

conjugate Fourier series using various summability methods. The problem of ap-

proximation of conjugate function by Nörlund means of conjugate Fourier series has

been studied by [26; 122; 130]. Lal and Kushwaha [60], and Kȩska [44] proved some

useful results on En(f̃), for f ∈ Lipα(0 < α < 1) using triangular matrix and Euler-

Hausdorff means of conjugate Fourier series. Lal and Singh [64] and Sonker and

Singh [146] proved En(f̃) = O
(
n−α+1/p

)
using (C, 1)(E, q)-means in Lip(α, p)-class.

Lenski et. al [54; 57] also studied about approximation of conjugate functions by

some linear operators.

Motivated by these results in the Lipα, Lip(α, p)-classes, some authors studied

the problem further for Lip(ξ(t), p) andW (Lp, ξ(t))-classes. Mittal et al. [89] approx-

imated f̃ , conjugate of f in W (Lp, ξ(t))-class by linear opertors. Rhoades [124] and
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Lal and Mishra [61] proved their results for the class Lip(ξ(t), p) using the Haus-

dorff means and Euler-Hausdorff means, respectively. The authors obtained results

free from p in terms of ξ(t) with a single condition on ξ(t). Mishra et al. [83] used

(C, 1)(N, pn)-means of the conjugate Fourier series for the W (Lp, ξ(t))-class and

proved En(f̃) = O
(
nβ/2+p/2ξ(1/

√
n)
)

with additional assumptions on ξ(t) and

with a monotonic weight pn. Further, Mishra et al. [80] improved this result by

dropping the monotonicity on pn which in turn generalized the results of Lal [59].

Singh and Srivastava [141] approximated the conjugate of functions belonging to

W (Lp, ξ(t)) by Hausdorff means of conjugate Fourier series and proved En(f̃) =

O
(
(n+ 1)β+1/pξ(1/(n+ 1))

)
. The authors [141] studied the problem again to ob-

tain the results free from p, by using the (C, 1)T -means and proved En(f̃) =

O
(
(n+ 1)βξ(1/(n+ 1))

)
. Statistical convergence of the Fourier series of functions

studied by Mursaleen et al. [4; 29; 30] using various summability means.

The idea of almost convergence for single sequence was given by Lorentz [73].

Further this concept was extended for double sequence by Moricz and Rhoades

[104]. The concept of almost convergence led to the formulation of various almost

summability methods. King [51] investigated the regularity conditions for the almost

summability matrices. Then, Mazhar and Siddiqui [77] applied the concept of almost

convergence of sequences to almost convergence of trigonometric sequences. In [107],

Nanda introduced the spaces of strongly almost summable sequence spaces which

happened to be complete paranormed spaces under certain conditions. Sharma and

Qureshi [133] and Qureshi [120] obtained the degree of approximation of functions

belonging to Lipα-class by almost Riesz and almost Nörlund means of their Fourier

series by assuming that {pn} is a positive non-decreasing sequence in k. Later,

Qureshi [121] determined the degree of approximation of functions belonging to

Lipα-class by almost Riesz means of their conjugate Fourier series by assuming that

{pn} is a positive non-decreasing sequence in k. Working in the same direction, Lal

[58] determined the degree of approximation of functions belonging to W (Lp, ξ(t))-

class by almost matrix summability means of their Fourier series by assuming (an,k)

non-decreasing in k. The problem was further studied by Mittal and Mishra [86] by

assuming less restrictive conditions on the matrix elements (an,k). Mishra [81] stud-

ied the same problem for the conjugate of f ∈ W (Lp, ξ(t)) also. However, Mishra et.
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al [82] studied the same problem for f ∈ Lip(α, p) through almost Riesz means, a

particular case of matrix means used by Lal [58]. Recently, Deepmala and Piscoran

[24] proved a theorem on the degree of approximation for a functions belonging to

W (Lp, ξ(t))-class using almost Riesz means of its Fourier series with non-negative,

non-decreasing weights pn.

Alexits [1] studied the approximation of functions of Hα-class by Fejér means

of Fourier series in the sup norm. In 1975, Prössdorf [118] determined a degree of

approximation of functions in Hα-class by Fejér means of Fourier series in Hölder

metric. The result is generalized by Chandra [13], he obtained a degree of ap-

proximation using Nörlund and Riesz means of Fourier series in Hα-space. Later

Mohapatra and Chandra [93] determined the degree of approximation using Euler,

Borel and Taylor means of Fourier series in Hα-space. The problem was again con-

sidered by Mohapatra and Chandra [94] using the matrix means and obtained the

results of Prössdorf [118] and Chandra [13] as corollaries. In 1990, Chandra [15] re-

consider the problem using Borel means and obtained a better estimate than what

has been obtained in [93]. Leindler [68] generalized the result of Prössdorf [118] by

introducing Hω-space. Further, the problem of degree of approximation has been

studied in Hω-space by Totik [154], [155], Mazhar and Totik [78] and Shi and Sun

[134] using different methods of summability.

In 1996, Hα,p-space was introduced, and several results obtained previously by

Mohapatra and Chandra [94] were generalized by Das et al. [21]. In 2000, Mittal

and Rhoades [88] obtained the degree of approximation of functions in Hω-space,

and several results obtained previously by Singh [137] were generalized by removing

the hypothesis of monotonicity of the rows of the matrix. In 2002, Das et al. [22]

studied the approximation of functions belonging to space Hω
p through partial sums

of their Fourier series. The result was further considered and various results through

Cesàro, Nörlund, Riesz and generalized de la Vallée-Poussin means were obtained

by Leindler [71]. Krasniqi [56] obtained a degree of approximation of function of

space Hω
p through generalized Nörlund means of their Fourier series. In 2012, a

result on the degree of approximation through matrix means was obtained by Singh

and Sonker [139] which is generalization of results of Leindler [71]. Further, Deger

[25] obtained a result on the degree of approximation through matrix means by
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weakening the monotonicity conditions on (an,k), which is generalization of results

of Leindler [71] and Singh and Sonker [139]. In 2013, Zω
p -space was considered, and

some results on the degree of approximation of functions using matrix-Euler means

were obtained by Lal and Shireen [62]. Some other forms of the generalized Zyg-

mund classes have been investigated by Leindler [69], Móricz and Németh [100] and

Móricz [99]. Recently, some theorems on the degree of approximation of functions

in the Zω
p - space using Hausdorff means were proved by Singh et al. [136].

The classical Dirichlet-Jordan’s theorem [[159], p.57] states that if f is a 2π-

periodic function of bounded variation on [−π, π], then sn(f ;x) → 1
2

(
f(x + 0) +

f(x − 0)
)

as n → ∞, where f(x + 0) and f(x − 0) denote the right and left hand

limit of f at x, respectively. Steèkin [147] and Natanson [108] obtained a quanti-

tative estimate of the rate of convergence of a 2π-periodic continuous function of

bounded variation by sn(f ;x). A quantitative version of Dirichlet-Jordan’s theorem

was given by Bojanic [7]. Later, Bojanic and Mazhar [8] generalized the result of

Bojanic [7] and obtained an estimate by using Nörlund-Voronoi means. Further, Bo-

janic and Mazhar [9] generalized the result of Bojanic [7] and obtained an estimate

by using Cesáro means of order −1 < α ≤ 0. Mazhar [75] obtained an estimate

of the rate of convergence of functions of bounded variation using matrix means of

Fourier series, which generalized the previous results. Dubey [27] also obtained an

estimate by using matrix means. The analogous criterion for convergence of the

conjugate Fourier series of function of bounded variation was given by Young [[159],

p.59]. Later, Mazhar and Budaiwi [76] obtained the quantitative version of Young’s

theorem.

G. H. Hardy laid the foundation of classical studies on the double Fourier series

at the beginning of the 20th century. The theory of convergence and summabil-

ity of double Fourier series has been discussed by number of researchers including

Young [157], Moore [96], Titchmarsh [150], Gergen [31], Sunouchi [149]. The prob-

lem of convergence of the double Fourier series of the Lebesgue integrable periodic

function by Cesàro means has been studied by Marcinkiewicz [74], Gruenwald [35],

Chow [20]. Sharma [131; 132] studied the convergence of double Fourier series by

Harmonic means for Lebesgue periodic functions and the result is analogous to the
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result of Chow [20]. Herriot [37] obtained results regarding convergence of the dou-

ble Fourier series by Nörlund means, which are generalization of results obtained by

[74; 35]. The convergence of the double Fourier series and corresponding conjugate

Fourier series of functions of bounded variation have been studied by [97; 98; 153].

Móricz and Xianlianc Shi [105] studied the rate of uniform approximation of a

2π-periodic continuous function in Lipschitz class Lip(α, β) and in the Zygmund

class Zyg(α, β), 0 < α, β ≤ 1, by Cesàro means of positive order of its double

Fourier series. They also obtained the result for the conjugate function by using

corresponding Cesàro means. Further, Móricz and Rhoades [101] obtained the rate

of uniform approximation of f(x, y) in the Lipα-class by the Nörlund means of its

Fourier series. After that, Móricz and Rhoades [102] obtained the rate of uniform

approximation of continuous function f(x, y) in the Lipschitz class Lip(α, β) and in

the Zygmund class Zyg(α, β), 0 < α, β ≤ 1, by Nörlund means of its Fourier series.

In [102], they also obtained the result for the conjugate function by using the corre-

sponding Nörlund means. Móricz and Rhoades [103], and Mittal and Rhoades [92]

generalized the results of [101], [102] and [105] for a 2π-periodic continuous function

in the Lipschitz class Lip(α, β) and in the Zygmund class Zyg(α, β), 0 < α, β ≤ 1,

by using rectangular double matrix means of its double Fourier series. Lal ([65],

[63]) obtained results for the double Fourier series using double matrix means and

product matrix means. Also, Khan [47] studied the problem of approximation of

functions belonging to the class Lip(ψ(u, v); p) by Jackson type operator. Further,

Khan and Ram [49] studied the problem of approximation functions belonging to

the class Lip(ψ(u, v); p) by Gauss-Weierstrass integral of the double Fourier series

of f(x, y). Khan et al. [48] extended the result of Khan [47] for n-dimensional

Fourier series. In [55], Krasniqi obtained a result on the degree of approximation

of functions of class Lip(ψ(u, v); p), by Euler means of the double Fourier series of

function f(x, y). In fact, he generalized the result of Khan [50] for two-dimension

and for n-dimensions.

In our work we shall confine our investigation to the approximation problems of

periodic functions in subclasses of Lp-spaces or functions of bounded variation by

means of trigonometric Fourier series using summability methods.
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1.6 Objective of the Study

The objective of the present study is to fill a gap in the literature, by making some

advancement in the field of Fourier approximation. The pointwise objectives are as

follows:

• To study the Fourier approximation of the functions in W (Lp, ξ(t))-class and

their conjugates using almost matrix means (Chapter 2).

• To study the Fourier approximation of the conjugates of functions belong to

generalized Hölder space Hα,p using Borel exponential means (Chapter 3).

• To study the Fourier approximation of functions in generalized Zygmund space

Zω
p using product means (Chapter 4).

• To study the error estimation of conjugates of functions of bounded variation,

by their conjugate Fourier series using matrix means (Chapter 5).

• To introduce the function classes Lip(ψ(u, v))Lp , Lip(α, β; p) and Zyg(α, β; p)

and to determine the degree of approximation of two-variable functions be-

longing to them using almost Euler means (Chapter 6).



Chapter 2

Approximation of functions in a

weighted Lipschitz class by almost

matrix summability methods

This chapter is divided into two sections. In the first section, we discuss a problem

of approximation by almost Riesz means and in the second section we generalize the

problem discussed in the first section and, in addition, we also obtain a result for

conjugate functions.

2.1 Definitions

Let f be a 2π-periodic function belonging to the space Lp := Lp[0, 2π](p ≥ 1). Then

the almost Riesz means of the sequence {sn(f ;x)} are defined by

Rn,m(f ;x) =
1

Pn

n∑
k=0

pkQk,m(f ;x), (2.1.1)

where

Qk,m(f ;x) =
1

(k + 1)

m+k∑
γ=m

sγ(f ;x). (2.1.2)

The sequence of partial sums {sn(f ;x)} is said to be almost Riesz summable to s, if

Rn,m(f ;x)→ s as n→∞,

25



26

uniformly with respect to m [133].

Let T ≡ (an,k) be an infinite regular triangular matrix. We assume that {an,k} be

a non-negative and monotonic sequence in k, and An,τ =
∑n

k=τ an,k, with An,0 = 1.

The almost T -means of the sequence sn(f ;x) and s̃n(f ;x) are defined by

τn,m(f ;x) =
n∑
k=0

an,kSk,m(f ;x), (2.1.3)

and

τ̃n,m(f ;x) =
n∑
k=0

an,kS̃k,m(f ;x), (2.1.4)

where

Sk,m(f ;x) =
1

(k + 1)

m+k∑
ν=m

sν(f ;x), and S̃k,m(f ;x) =
1

(k + 1)

m+k∑
ν=m

s̃ν(f ;x).

The sequences {sn(f ;x)} and {s̃n(f ;x)} are said to be almost T -summable, if

τn,m(f ;x)→ s as n→∞, τ̃n,m(f ;x)→ s′ as n→∞,

uniformly with respect to m [133], wher s and s′ are finite numbers.

For a modulus of continuity type function ξ(t), p ≥ 1 and β ≥ 0, a function f ∈
W (Lp, ξ(t)), if ∣∣∣∣∣∣(f(x+ t)− f(x)) sinβ

(x
2

)∣∣∣∣∣∣
p

= O (ξ(t)) , t > 0. (2.1.5)

Khan [46] was the first to use the weight function of the form sinβp(x/2).

2.2 Approximation of functions by almost Riesz

summability methods

Recently, Deepmala and Piscoran [24] obtained a result on the degree of approxi-

mation of functions belnging to W (Lp, ξ(t))(p ≥ 1)-class using almost Riesz means

of its Fourier series with non-negative, non-decreasing weights pn. They proved the

following theorem:

Theorem 2.2.1. [24] Assume f is a 2π-periodic function and integrable in the sense

of Lebesgue over [0, 2π]. Then the degree of approximation of f ∈ W (Lp, ξ(t)) (p ≥
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1)-class with 0 ≤ β ≤ 1−1/p by an almost Riesz means of its Fourier series is given

by

||Rn,m(f ;x)− f(x)||p = O
(
P β+1/p
n ξ(P−1

n )
)
, ∀n > 0, (2.2.1)

provided that the positive increasing function ξ(t) has the following properties:

ξ(t)/t is non-increasing in t, (2.2.2)(∫ π/Pn

0

(
|φx(t)|
ξ(t)

)p
sinβp(t/2)dt

)1/p

= O(1), (2.2.3)

and (∫ π

π/Pn

(
t−δ|φx(t)|
ξ(t)

)p
dt

)1/p

= O(P δ
n), (2.2.4)

where δ is an arbitrary number such that (β−δ)q−1 > 0, p−1+q−1 = 1, 1 ≤ p ≤ ∞,
φx(t) = f(x+ t)−2f(x)+f(x− t), and conditions (2.2.3) and (2.2.4) hold uniformly

in x.

Remark 2.2.1. We note that in the statement of Theorem 2.2.1, the authors have

taken p ≥ 1, but in the proof they have used the Hölder’s inequality for p > 1.

Therefore, the proof is not valid for p = 1.

Remark 2.2.2. For p =∞, conditions (2.2.3) and (2.2.4) will not hold in the present

form.

Remark 2.2.3. Using the remarks of Zhang [[158], p.1140], we note that the assump-

tions 0 ≤ β ≤ 1 − 1/p with 1/p + 1/q = 1 and (β − δ)q − 1 > 0 of Theorem 2.2.1

imply that δ < 0. In this case, from condition (2.2.4), Theorem 2.2.1 is true for the

function f which is a constant almost everywhere and thus the result is trivial.

2.2.1 Reformulation of the Problem and Main Result

Motivated by the above remarks, we reconsider the problem of Theorem 2.2.1 and

note that the authors defined the function class W (Lp, ξ(t))(p ≥ 1) with the weight

function sinβp(x/2) whereas the deviation ||τn,m(f ;x)− f(x)||p is measured in the

ordinary Lp-norm. Actually, the function class W (Lp, ξ(t)) defined in (2.1.5) is a

subclass of the weighted Lp[0, 2π]-space with the weight function sinβp(x/2). So it
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is pertinent to measure the deviation in the weighted norm defined by

||f ||p,β =

(
1

2π

∫ 2π

0

|f(x)|psinβp(x/2)dx

)1/p

, p ≥ 1. (2.2.5)

We reformulate the problem of Theorem 2.2.1 for the almost Riesz means and mea-

sure the deviation in the weighted norm defined in (2.2.5). More precisely, we prove:

Theorem 2.2.2. Let f be a 2π-periodic function in W (Lp, ξ(t))(p ≥ 1)-class and

let {pn} be a non-negative, monotonic sequence such that

(n+ 1) max{p0, pn} = O(Pn). (2.2.6)

Then the degree of approximation of f by almost Riesz means of its Fourier series

is given by

||Rn,m(f ;x)− f(x)||p,β = O

(
ξ

(
π

n+ 1

)
+ (n+ 1)−σ

)
, (2.2.7)

where

t−σξ(t) is non-decreasing for some 0 < σ < 1. (2.2.8)

Note that the conditions (2.2.3) and (2.2.4) of Theorem 2.2.1 have been relaxed

in Theorem 2.2.2. Also, we prove the theorem for both non-decreasing and non-

increasing sequence {pn} with condition (2.2.6).

2.2.2 Lemma

We require the following lemma for the proof of our main result.

Lemma 2.2.3. Let Ln,m(t) = 1
2π

∑n
k=0

pk
(k+1)Pn

sin((k+2m+1) t
2

) sin((k+1) t
2

)

sin2( t
2

)
. Then

(i) Ln,m(t) = O(n+ 1), for 0 < t ≤ π

(n+ 1)
.

(ii) Ln,m(t) = O

(
1

(n+ 1)t2

)
, for

π

(n+ 1)
< t ≤ π.
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Proof.(i) For 0 < t ≤ π
n+1

, using sin(t/2) ≥ t/π and sinnt ≤ n sin t, we have

|Ln,m(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

pk
(k + 1)Pn

sin((k + 2m+ 1) t
2
) sin((k + 1) t

2
)

sin2( t
2
)

∣∣∣∣∣
≤ 1

2πPn

n∑
k=0

pk
(k + 1)

(k + 1)(k + 2m+ 1) sin2( t
2
)

sin2( t
2
)

=
1

2πPn

n∑
k=0

pk(k + 2m+ 1)

= O(n+ 1).

(ii) For π/(n+ 1) < t ≤ π, using sin(t/2) ≥ t/π and sinnt ≤ n sin t, we have

|Ln,m(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

pk
(k + 1)Pn

sin((k + 2m+ 1) t
2
) sin((k + 1) t

2
)

sin2( t
2
)

∣∣∣∣∣
≤ 1

2πPn

∣∣∣∣∣
n∑
k=0

pk
(k + 1)

(k + 1) sin( t
2
) sin((k + 2m+ 1) t

2
)

sin( t
2
)

π

t

∣∣∣∣∣
=

1

2πPnt

∣∣∣∣∣
n∑
k=0

pk sin
(
(k + 2m+ 1)

t

2

)∣∣∣∣∣ .
Then, using condition (2.2.6), monotonicity of {pn} and Abel’s lemma, we have

∣∣Ln,m(t)
∣∣ = O

(
1

(n+ 1)t2

)
.

(
Since

∣∣∣∣ n∑
k=0

sin((k + 2m+ 1)t/2)

∣∣∣∣ = O(1/t)

)

2.2.3 Proof of Theorem 2.2.2

Using the integral representation of Qk,m(f ;x) and definition of Rn,m(f ;x) given in

(2.1.1), we have

Rn,m(f ;x)− f(x) =
1

Pn

n∑
k=0

pk{Qk,m(f ;x)− f(x)}

=
1

2πPn

∫ π

0

φx(t)
n∑
k=0

pk
(k + 1)

cosmt− cos(k +m+ 1)t

2 sin2( t
2
)

dt

=
1

2πPn

∫ π

0

φx(t)
n∑
k=0

pk
(k + 1)

sin((k + 2m+ 1)t/2) sin((k + 1)t/2)

sin2( t
2
)

dt

=

∫ π

0

φx(t)Ln,m(t)dt,

which on applying the generalized Minkowski inequality gives
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||Rn,m(f ;x)− f(x)||p,β =

{
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

φx(t)Ln,m(t)dt

∣∣∣∣p sinβp(x/2)dx

}1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|φx(t)|psinβp(x/2)dx

)1/p

|Ln,m(t)|dt.

Since φx(t) ∈ W (Lp, ξ(t)) due to f ∈ W (Lp, ξ(t)) [[142], p.3, Note 1], we have

||Rn,m(f ;x)− f(x)||p,β =

∫ π

0

O(ξ(t))|Ln,m(t)|dt

= O(1)

[ ∫ π/(n+1)

0

ξ(t)|Ln,m(t)|dt+

∫ π

π/(n+1)

ξ(t)|Ln,m(t)|dt
]

= I1 + I2 say. (2.2.9)

Using Lemma 2.2.3 part(i), increasing nature of ξ(t) and the mean value theorem

for integrals, we have

I1 = O(1)

∫ π/(n+1)

0

ξ(t)|Ln,m(t)|dt = O(1)

∫ π/(n+1)

0

(n+ 1)ξ(t)dt

= O

(
ξ

(
π

n+ 1

))
. (2.2.10)

Using Lemma 2.2.3 part(ii), condition (2.2.8) and the mean value theorem for inte-

grals, we have

I2 = O(1)

∫ π

π/(n+1)

ξ(t)|Ln,m(t)|dt

= O(1)
1

(n+ 1)

∫ π

π/(n+1)

tσ

t2
ξ(t)

tσ
dt = O(1)

ξ(π)π−σ

(n+ 1)

(
π

n+ 1

)σ−1

= O
(
(n+ 1)−σ

)
. (2.2.11)

Collecting (2.2.9)− (2.2.11), we have

||Rn,m(f ;x)− f(x)||p,β = O

(
ξ

(
π

n+ 1

)
+ (n+ 1)−σ

)
.

Which completes the proof of Theorem 2.2.2.

2.3 Approximation of functions and their conju-

gates by almost matrix summability methods

Lal [58] determined the degree of approximation of functions in W (Lp, ξ(t))-class

by almost matrix summability means of its Fourier series by assuming (an,k) non-

decreasing in k. He obtained the following result:
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Theorem 2.3.1. [58] Let T ≡ (an,k) be an infinite regular triangular matrix such

that {an,k} is non-negative and non-decreasing sequence in k, An,τ =
∑τ

k=0 an,n−k,

and An,n = 1 ∀ n. If f(x) is a 2π-periodic function belonging to the class W (Lp, ξ(t))(p ≥
1) then its degree of approximation by τn,m(f ;x) =

∑n
k=0

an,n−k
n−k+1

∑n−k+m
ν=m sν , i.e., al-

most matrix means of its Fourier series is given by

||τn,m(f ;x)− f(x)||p = O
(
ξ(1/n)nβ+ 1

p
)
,

provided ξ(t) satisfies the following conditions{∫ 1/n

0

(
t|φx(t)|
ξ(t)

)p
sinβp tdt

} 1
p

= O

(
1

n

)
, (2.3.1)

{∫ π

1/n

(
t−δ|φx(t)|
ξ(t)

)p
dt

} 1
p

= O(nδ), (2.3.2)

where δ is an arbitrary number such that q(1 − δ) − 1 > 0, conditions (2.3.1) and

(2.3.2) hold uniformly in x, and p−1 + q−1 = 1.

For more details about conditions (2.3.1) and (2.3.2), one can see [45].

The above problem was further studied by Mittal and Mishra [86] by dropping the

monotonicity condition on the matrix elements (an,k). They obtained the following

result:

Theorem 2.3.2. [86] Let T ≡ (an,k) be an infinite regular triangular matrix such

that {an,k} is non-negative, An,k =
∑n

r=k an,r, and An,0 = 1 ∀ n. If f(x) is a 2π-

periodic function belonging to weighted W (Lp, ξ(t))(p ≥ 1)-class, then its degree of

approximation by τn,m(f ;x), i.e., almost matrix means of its Fourier series is given

by

||τn,m(f ;x)− f(x)||p = O
(
ξ(1/(n+ 1))(n+ 1)β+ 1

p
)
,

provided ξ(t) satisfies the following conditions{∫ π/(n+1)

0

(
t|φx(t)|
ξ(t)

)p
sinβp tdt

} 1
p

= O

(
1

n+ 1

)
, (2.3.3)

{∫ π

π/(n+1)

(
t−δ|φx(t)|
ξ(t)

)p
dt

} 1
p

= O((n+ 1)δ), (2.3.4)

uniformly in x, and p−1 + q−1 = 1, where δ is an arbitrary number such that q(1−
δ)− 1 > 0, and ξ(t)/t is decreasing function of t, holds.
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Mishra et. al [80] and Mishra [81] also studied the same problem for conjugate of

f ∈ W (Lp, ξ(t)). However, Mishra et. al [80] studied the problem for f ∈ Lip(α, p),
a subclass of W (Lp, ξ(t)) through almost Riesz means, a particular case of matrix

means used by Lal [58].

Remark 2.3.1. We note that in the statement of Theorem 2.3.1 and Theorem 2.3.2,

the authors have taken p ≥ 1, but in the proofs they used the Hölder’s inequality

for p > 1. Therefore, the proofs do not work for p = 1.

Remark 2.3.2. While proving the theorems, the authors [58; 86] obtained the integral

of the form

I1 = O(ξ(1/n))

{∫ 1/n

0

(
dt

t(1+β)q

)} 1
q

= O(ξ(1/n)nβ+1− 1
q ) = O(ξ(1/n)nβ+ 1

p ),

the above calculation is correct only if β < −1
p
, which implies β < 0. This contradicts

the definition of weighted Lipschitz class W (Lp, ξ(t)). In fact, for β ≥ 0 the above

integral is not convergent.

Further, in the proof of Theorem 2.3.1, the author [[58], p.73] obtained the integral

of the form

I2 =

{∫ π

1/n

∣∣∣∣t−δ sinβ tφx(t)

ξ(t)

∣∣∣∣pdt} 1
p
{∫ π

1/n

(
ξ(t)

t−δ
Mn,m(t)

sinβ t

)q
dt

} 1
q

=

{∫ π

1/n

∣∣∣∣t−δφx(t)ξ(t)

∣∣∣∣pdt} 1
p
{∫ π

1/n

(
ξ(t)

tβ+1−δAn,τ

)q
dt

} 1
q

.

The author then make the substitution y = 1/t to obtain

I2 = O(nδ)

{∫ n

1/π

(
ξ(1/y)

yδ−β−1
An,y

)q
dy

y2

} 1
q

= O(nδξ(1/n)An,τ )

{∫ n

1/π

dy

yq(δ−β−1)+2

} 1
q

= O(ξ(1/n)nβ+ 1
p ).

In the above calculation at the second step, the author has used the inequality

π| sin t| ≥ 2|t| for (1/n) < t < π. But this ineqaulity holds only for |t| ≤ π/2.

Then, the author applied mean value theorem for integrals by assuming ξ(1/y) as

a non-decreasing function. But, ξ(1/y) is non-increasing function as ξ(y) is increas-

ing function. Therefore, the evaluation of the integral I2 appears to be incorrect.
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However, the author [86] used (δ − β)q + 1 < 0 instead of q(1 − δ) − 1 > 0, in the

evaluation of I2.

2.3.1 Reformulation of the Problems and Main Results

Motivated by the above remarks, we reconsider the problems and obtain the de-

viation ||τn,m(f ;x)− f(x)|| in the weighted norm. We also relaxed the conditions

on ξ(t) used in the papers [58] and [86]. More precisely, we prove the following

theorems:

Theorem 2.3.3. Let f be a 2π-periodic function in W (Lp, ξ(t))(p ≥ 1)-class and

let {an,k} be a non-negative, monotonic sequence in k such that

(n+ 1) max{an,0, an,n} = O(1). (2.3.5)

Then the degree of approximation of f by almost matrix means of its Fourier series

is given by

||τn,m(f ;x)− f(x)||p,β = O
(
ξ(π/(n+ 1)) + (n+ 1)−σ

)
, (2.3.6)

where

t−σξ(t) is non-decreasing for some 0 < σ < 1. (2.3.7)

Theorem 2.3.4. Let f be a 2π-periodic function in W (Lp, ξ(t))(p ≥ 1)-class and let

{an,k} be a non-negative, monotonic sequence in k with (2.3.5). Then the degree of

approximation of f̃ , conjugate of f, by almost matrix means of its conjugate Fourier

series is given by

||τ̃n,m(f ;x)− f̃(x)||p,β = O
(
ξ(π/(n+ 1)) + (n+ 1)−σ

)
,

where ξ(t) satisfies the condition (2.3.7).

2.3.2 Lemmas

We require the following lemmas for the proof of our main results.

Lemma 2.3.5. Let Mn,m(t) = 1
2π

∑n
k=0 an,k

sin((k+2m+1)t/2) sin((k+1)t/2)

(k+1) sin2 (t/2)
. Then

(i) Mn,m(t) = O(n+ 1), for 0 < t ≤ (π/(n+ 1)).

(ii) Mn,m(t) = O(1/(n+ 1)t2), for (π/(n+ 1)) < t ≤ π.
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Proof.(i) Using sin(t/2) ≥ (t/π) and sinnt ≤ n sin t, for 0 < t ≤ (π/(n+ 1)).

We have

|Mn,m(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

an,k
(k + 1)

sin((k + 2m+ 1)t/2) sin((k + 1)t/2)

sin2(t/2)

∣∣∣∣∣
≤ 1

2π

n∑
k=0

an,k
(k + 1)

(k + 1)(k + 2m+ 1) sin2 (t/2)

sin2 (t/2)

=
1

2π

n∑
k=0

an,k(k + 2m+ 1)

= O(n+ 1).

(ii) Using sin(t/2) ≥ (t/π) and sinnt ≤ n sin t, for (π/(n+ 1)) < t ≤ π.

We have

|Mn,m(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

an,k
(k + 1)

sin((k + 2m+ 1)t/2) sin((k + 1)t/2)

sin2 (t/2)

∣∣∣∣∣
≤ 1

2π

∣∣∣∣∣
n∑
k=0

an,k
(k + 1)

(k + 1) sin(t/2) sin((k + 2m+ 1)t/2)

sin(t/2)

π

t

∣∣∣∣∣
=

1

2t

∣∣∣∣∣
n∑
k=0

an,k sin((k + 2m+ 1)t/2)

∣∣∣∣∣ .
Now, using condition (2.3.5), monotonicity of (an,k) and Abel’s lemma, we have

Mn,m(t) = O(1/(n+ 1)t2).

(
Since

∣∣∣∣ n∑
k=0

sin((k + 2m+ 1)t/2)

∣∣∣∣ = O(1/t)

)

Lemma 2.3.6. Let M̃n,m(t) = 1
2π

∑n
k=0 an,k

cos((k+2m+1)t/2) sin((k+1)t/2)

(k+1) sin2 (t/2)
. Then

(i) M̃n,m(t) = O(1/t), for 0 < t ≤ (π/(n+ 1)).

(ii) M̃n,m(t) = O(1/(n+ 1)t2), for (π/(n+ 1)) < t ≤ π.

Proof.(i) Using sin(t/2) ≥ (t/π) and cosnt ≤ 1, for 0 < t ≤ (π/(n+ 1)).
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We have ∣∣∣M̃n,m(t)
∣∣∣ =

1

2π

∣∣∣∣ n∑
k=0

an,k
(k + 1)

cos((k + 2m+ 1)t/2) sin((k + 1)t/2)

sin2 (t/2)

∣∣∣∣
≤ 1

2π

n∑
k=0

an,k
(k + 1)

(k + 1) sin(t/2)

sin2 (t/2)

= O(1/t)
n∑
k=0

an,k

= O(1/t).

(ii) Using sin(t/2) ≥ (t/π) and cosnt ≤ 1, for (π/(n+ 1)) < t ≤ π.

We have∣∣∣M̃n,m(t)
∣∣∣ =

1

2π

∣∣∣∣ n∑
k=0

an,k
(k + 1)

cos((k + 2m+ 1)t/2) sin((k + 1)t/2)

sin2 (t/2)

∣∣∣∣
≤ 1

2π

∣∣∣∣∣
n∑
k=0

an,k
(k + 1)

(k + 1) sin(t/2) cos((k + 2m+ 1)t/2)

sin(t/2)

π

t

∣∣∣∣∣
=

1

2t

∣∣∣∣∣
n∑
k=0

an,k cos((k + 2m+ 1)t/2)

∣∣∣∣∣ .
Now, using condition (2.3.5), monotonicity of (an,k) and Abel’s lemma, we have

M̃n,m(t) = O(1/(n+ 1)t2).

(
Since

∣∣∣∣ n∑
k=0

cos((k + 2m+ 1)t/2)

∣∣∣∣ = O(1/t)

)

2.3.3 Proof of Main Results

Proof of Theorem 2.3.3. Using the integral representation of Sk,m(f ;x) and defi-

nition of τn,m(f ;x) given in (2.1.3), we have

τn,m(f ;x)− f(x) =
n∑
k=0

an,k{Sk,m(f ;x)− f(x)}

=
1

2π

∫ π

0

φx(t)
n∑
k=0

an,k
(k + 1)

[cos(mt)− cos((k +m+ 1)t)]

2 sin2(t/2)
dt

=
1

2π

∫ π

0

φx(t)
n∑
k=0

an,k
(k + 1)

sin((k + 2m+ 1)t/2) sin((k + 1)t/2)

sin2(t/2)
dt

=

∫ π

0

φx(t)Mn,m(t)dt,
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which on applying the generalized Minkowski inequality gives

||τn,m(f ;x)− f(x)||p,β =

{
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

φx(t)Mn,m(t)dt

∣∣∣∣p sinβp(x/2)dx

}1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|φx(t)|p sinβp(x/2)dx

)1/p

|Mn,m(t)|dt.

Since φx(t) ∈ W (Lp, ξ(t)) due to f ∈ W (Lp, ξ(t)) [[142], p.3, Note 1], we have

||τn,m(f ;x)− f(x)||p,β =

∫ π

0

O(ξ(t))|Mn,m(t)|dt

= O(1)

[ ∫ π/(n+1)

0

+

∫ π

π/(n+1)

]
ξ(t)|Mn,m(t)|dt

= I1 + I2 say. (2.3.8)

Using Lemma 2.3.5 part(i), increasing nature of ξ(t) and the mean value theorem

for integrals, we have

I1 = O(1)

[ ∫ π/(n+1)

0

ξ(t)|Mn,m(t)|dt
]

= O(n+ 1)

[ ∫ π/(n+1)

0

ξ(t)dt

]
= O(ξ(π/(n+ 1))). (2.3.9)

Using Lemma 2.3.5 part(ii), condition (2.3.7) and the mean value theorem for inte-

grals, we have

I2 = O(1)

[ ∫ π

π/(n+1)

ξ(t)|Mn,m(t)|dt
]

= O

(
1

n+ 1

)[∫ π

π/(n+1)

ξ(t)

t2

]
= O

(
1

n+ 1

)[∫ π

π/(n+1)

tσ

t2
ξ(t)

tσ
dt

]
= O

(
1

n+ 1

)[
ξ(π)π−σ

(
π

n+ 1

)σ−1]
= O((n+ 1)−σ). (2.3.10)

Collecting (2.3.8)-(2.3.10), we have

||τn,m(f ;x)− f(x)||p,β = O
(
ξ(π/(n+ 1)) + (n+ 1)−σ

)
.

Which completes the proof of Theorem 2.3.3.

Proof of Theorem 2.3.4. Using the integral representation of S̃k,m(f ;x) and
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the definition of τ̃n,m(f ;x) given in (2.1.4), we have

τ̃n,m(f ;x)− f̃(x) =
n∑
k=0

an,k{S̃k,m(f ;x)− f̃(x)}

=
1

2π

∫ π

0

ψx(t)
n∑
k=0

an,k
(k + 1)

[sin((m+ k + 1)t)− sin(mt)]

2 sin2(t/2)
dt

=
1

2π

∫ π

0

ψx(t)
n∑
k=0

an,k
(k + 1)

cos((k + 2m+ 1)t/2) sin((k + 1)t/2)

sin2(t/2)
dt

=

∫ π

0

ψx(t)M̃n,m(t)dt,

which on applying the generalized Minkowski inequality gives

||τ̃n,m(f ;x)− f̃(x)||p,β =

{
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

ψx(t)M̃n,m(t)dt

∣∣∣∣p sinβp(x/2)dx

}1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|ψx(t)|p sinβp(x/2)dx

)1/p

|M̃n,m(t)|dt.

Since ψx(t) ∈ W (Lp, ξ(t)) due to f ∈ W (Lp, ξ(t)) [[142], p.3, Note 1], we have

=

∫ π

0

O(ξ(t))|M̃n,m(t)|dt

= O(1)

[ ∫ π/(n+1)

0

+

∫ π

π/(n+1)

]
ξ(t)|M̃n,m(t)|dt

= I1 + I2 say. (2.3.11)

Using Lemma 2.3.6 part(i), condition (2.3.7) and the mean value theorem for inte-

grals, we have

I1 = O(1)

[ ∫ π/(n+1)

0

ξ(t)|M̃n,m(t)|dt
]

= O(1)

[ ∫ π/(n+1)

0

ξ(t)

t
dt

]
= O(1)

[ ∫ π/(n+1)

0

tσξ(t)

t1+σ
dt

]
= O((n+ 1)σξ(π/(n+ 1)))

[ ∫ π/(n+1)

0

tσ−1dt

]
= O(ξ(π/(n+ 1))). (2.3.12)

Using Lemma 2.3.6 part(ii), condition (2.3.7) and the mean value theorems for
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integrals, we have

I2 = O(1)

[ ∫ π

π/(n+1)

ξ(t)|M̃n,m(t)|dt
]

= O

(
1

n+ 1

)[∫ π

π/(n+1)

ξ(t)

t2

]
= O

(
1

n+ 1

)[∫ π

π/(n+1)

tσξ(t)

t2+σ
dt

]
= O

(
1

n+ 1

)[
ξ(π)π−σ

(
π

n+ 1

)σ−1]
= O((n+ 1)−σ). (2.3.13)

Collecting (2.3.11)-(2.3.13), we have

||τ̃n,m(f ;x)− f̃(x)||p,β = O
(
ξ(π/(n+ 1)) + (n+ 1)−σ

)
.

Which completes the proof of Theorem 2.3.4.

2.3.4 Corollaries

We can derive the following corollaries from Theorem 2.3.3.

Corollary 2.3.1. The weighted class W (Lp, ξ(t)) becomes Lip(ξ(t), p), for β = 0.

Thus for f ∈ Lip(ξ(t), p),

||τn,m(f ;x)− f(x)||p = O

(
ξ

(
π

n+ 1

)
+ (n+ 1)−σ

)
,

where t−σξ(t) is non-decreasing for some 0 < σ < 1.

Corollary 2.3.2. The weighted class W (Lp, ξ(t)) becomes Lip(α, p), for β = 0 and

ξ(t) = tα. In this case, the function t−σξ(t) = tα−σ is increasing for 0 < σ < α ≤ 1.

Thus for f ∈ Lip(α, p),

||τn,m(f ;x)− f(x)||p = O
(
(n+ 1)−σ

)
.

However, we can obtain the degree of approximation of a function f ∈ Lip(α, p)

independently as under:

Putting ξ(t) = tα in (2.3.8), we have

I1 = O(1)

[ ∫ π/(n+1)

0

(n+ 1)tαdt

]
= O((n+ 1)−α), 0 < α ≤ 1, (2.3.14)

and

I2 = O(1/(n+ 1))

[ ∫ π

π/(n+1)

tα

t2
dt

]
=

{
O((n+ 1)−α), 0 < α < 1;

O
( log(n+1)

n+1

)
, α = 1.

(2.3.15)
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Combining (2.3.14) and (2.3.15), we have

||τn,m(f ;x)− f(x)||p =

{
O((n+ 1)−α), 0 < α < 1;

O
( log(n+1)

n+1

)
, α = 1.

Corollary 2.3.3. The weighted class W (Lp, ξ(t)) becomes Lipα, for β = 0, ξ(t) = tα,

and p→∞. Since

lim
p→∞
||τn,m(f ;x)− f(x)||p = ||τn,m(f ;x)− f(x)||∞ ,

using Corollary 2.3.2, we have

||τn,m(f ;x)− f(x)||∞ = O
(
(n+ 1)−σ

)
, 0 < σ < α ≤ 1.

Independently, we can obtain

||τn,m(f ;x)− f(x)||∞ =

{
O((n+ 1)−α), 0 < α < 1;

O
(

log(n+1)
n+1

)
, α = 1.

Similar corollaries can be derived from Theorem 2.2.2 and Theorem 2.3.4, also.



Chapter 3

Borel summability of conjugate

Fourier series in the Hölder metric

3.1 Definitions

Let f be a 2π-periodic function and Lebesgue integrable over [0, 2π]. Then the Borel

exponential means of {s̃n(f ;x)} are defined by [[36], p.182]

B̃r(f ;x) = e−r
∞∑
n=0

rn

n!
s̃n(f ;x) (r > 0), (3.1.1)

and the sequence {s̃n(f ;x)} is said to be Borel summable to s if

B̃r(f ;x) = e−r
∞∑
n=0

rn

n!
s̃n(f ;x)→ s as r →∞.

In 1996, Das et al. [21] introduced a Banach space Hα,p, by generalizing Hα-space,

defined by

Hα,p = {f ∈ Lp[0, 2π] : ||f(x+ t)− f(x)||p ≤ K|t|α}

with the following norm

||f ||α,p = ||f(x)||p + sup
t6=0

||f(x+ t)− f(x)||p
|t|α

. (3.1.2)

The metric induced by the above norm is called generalized Hölder metric.

Note: Let 0 ≤ β < α ≤ 1 and p ≥ 1. Then

||f ||β,p ≤ (2π)α−β||f ||α,p

40
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which implies

Hα,p ⊆ Hβ,p ⊆ Lp, p ≥ 1.

3.2 Some Known Results

Borel summability of Fourier series has been studied by Stone [148], Sinvhal [143],

Sahney and Kathal [127; 43], Mohapatra and Chandra [93; 15], Das et al. [23],

among others. Recently, Nigam and Hadish [111] studied a problem of approxima-

tion of conjugate functions through product summability means. Here, we recall

one of the result of Nigam and Hadish [111]

Theorem 3.2.1. Let f ∈ Hα,p. Then for 0 ≤ β < α ≤ 1, we have

||T̃n(f ;x)− f̃(x)||β,p =

 O
(
log(e(n+ 1))(n+ 1)β−α

)
, if 0 ≤ β < α < 1;

O
(

log(e(n+1)) log(π(n+1))
(n+1)

)
, if β = 0, α = 1,

where T̃n(f ;x) are the T (C, 1)-means of the sequence {s̃n(f ;x)}.

To the best of our knowledge, the degree of approximation of conjugate function

by Borel means in Hölder metric has not been investigated so far. This motivated

us to work in this direction. Our result improves Theorem 3.2.1.

3.3 Main Result

We prove the following theorem:

Theorem 3.3.1. Let f ∈ Hα,p. Then for 0 ≤ β < α ≤ 1, we have

||B̃r(f ;x)− f̃(x)||β,p = O
(
r−(α−β)σ

)
+O

(
r−(1−2σ)δ

)
. (3.3.1)

3.4 Lemmas

We require the following lemmas to prove our main result:
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Lemma 3.4.1. Let f ∈ Hα,p and 0 ≤ β < α ≤ 1. Then for 0 < t ≤ π and p ≥ 1

(i) ||ψx(t)||p = O(tα).

(ii) ||ψx+y(t)− ψx(t)||p = O(1)

{
tα

|y|α .

(iii) ||ψx+y(t)− ψx(t)||p = O
(
|y|βtα−β

)
.

Proof. (i) We omit this proof as it is an immediate consequence of definition of Hα,p.

(ii) We have

ψx+y(t)− ψx(t) =
1

2
{f(x+ y + t)− f(x+ y − t)} − 1

2
{f(x+ t)− f(x− t)},

which on applying the Minkowski inequality gives

||ψx+y(t)− ψx(t)||p ≤
1

2
||f(x+ y + t)− f(x+ t)||p +

1

2
||f(x+ y − t)− f(x− t)||p

= O(tα). (3.4.1)

Now, writing

ψx+y(t)− ψx(t) =
1

2
{f(x+ y + t)− f(x+ t)} − 1

2
{f(x+ y − t)− f(x− t)},

and proceeding as above, we get

||ψx+y(t)− ψx(t)||p = O(|y|α). (3.4.2)

(iii) From (3.4.1), we have

||ψx+y(t)− ψx(t)||p = O(tα) = O
(
tβtα−β

)
= O

(
|y|βtα−β

)
, for t ≤ |y|. (3.4.3)

If t ≥ |y|, then

|y|α−β ≤ tα−β (sinceα > β).

Which implies

||ψx+y(t)− ψx(t)||p = O(|y|α) (using (3.4.2))

= O
(
|y|β|y|α−β

)
= O

(
|y|βtα−β

)
. (3.4.4)
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Lemma 3.4.2. Let 0 < t ≤ π. Then for c = 2/π2

e−r(1−cos t) = O
(
e−rct

2)
. (3.4.5)

For the proof one can see [[23], Lemma 3].

3.5 Proof of Theorem 3.3.1

By using (1.1.3) and (1.1.5), we can write

s̃n(f ;x)− f̃(x) =
1

π

∫ π

0

ψx(t)
cos(n+ 1/2)t

sin(t/2)
dt. (3.5.1)

We write

τ̃r(x) = B̃r(f ;x)− f̃(x). (3.5.2)

therefore, from (3.1.1) and (3.5.1), we have

τ̃r(x) = e−r
∞∑
n=0

rn

n!
s̃n(f ;x)− f̃(x)

= e−r
∞∑
n=0

rn

n!

{
s̃n(f ;x)− f̃(x)

}
= e−r

∞∑
n=0

rn

n!

{
1

π

∫ π

0

ψx(t)
cos(n+ 1/2)t

sin(t/2)
dt

}
=

1

π

∫ π

0

ψx(t)

sin(t/2)

{
e−r

∞∑
n=0

rn

n!
cos(n+ 1/2)t

}
dt. (3.5.3)

Let

Mn(t) := e−r
∞∑
n=0

rn

n!
cos(n+ 1/2)t. (3.5.4)
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Then, we have the following expression for Mn(t)

Mn(t) = Re

{
e−r

∞∑
n=0

rn

n!
ei(n+1/2)t

}
= e−rRe

{
eit/2

∞∑
n=0

rn

n!
eint
}

= e−rRe

{
eit/2

∞∑
n=0

(reit)
n

n!

}
= e−rRe

{
eit/2ere

it}
= e−rer cos t cos

(
t/2 + r sin t

)
= e−r(1−cos t) cos

(
t/2 + r sin t

)
. (3.5.5)

Using (3.5.5) in (3.5.3), and then on applying the generalized Minkowski inequality,

we get

||τ̃r(x)||p ≤
1

π

∫ π

0

||ψx(t)||p
sin(t/2)

e−r(1−cos t)
∣∣ cos

(
t/2 + r sin t

)∣∣dt
=

1

π

{∫ 1
rσ

0

+

∫ π

1
rσ

}
||ψx(t)||p
sin(t/2)

e−r(1−cos t)
∣∣ cos

(
t/2 + r sin t

)∣∣dt
= I1 + I2 say. (3.5.6)

Using Lemma 3.4.1 part (i), | cos t| ≤ 1 and sin(t/2) ≥ t/π, we have

I1 =
1

π

∫ 1
rσ

0

||ψx(t)||p
sin(t/2)

e−r(1−cos t)
∣∣ cos

(
t/2 + r sin t

)∣∣dt
= O(1)

∫ 1
rσ

0

tα

t
e−r(1−cos t)dt

= O(1)

∫ 1
rσ

0

tα−1dt

= O
(
r−ασ

)
. (3.5.7)

Using Lemma 3.4.1 part (i), Lemma 3.4.2, | cos t| ≤ 1 and sin(t/2) ≥ t/π, we have

I2 =
1

π

∫ π

1
rσ

||ψx(t)||p
sin(t/2)

e−r(1−cos t)
∣∣ cos

(
t/2 + r sin t

)∣∣dt
= O(1)

∫ π

1
rσ

tα

t
e−rct

2

dt

= O
(
e
−rc
r2σ

)∫ π

1
rσ

tα−1dt

= O
(
r−(1−2σ)δ

)
, δ > 0, however large. (3.5.8)
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Collecting (3.5.6)-(3.5.8), we get

||τ̃r(x)||p = O
(
r−ασ

)
+O

(
r−(1−2σ)δ

)
. (3.5.9)

Now, we consider

τ̃r(x)− τ̃r(y) =
1

2π

∫ π

0

ψx+y(t)− ψx(t)
sin(t/2)

e−r(1−cos t) cos
(
t/2 + r sin t

)
dt.

Applying generalized Minkowski inequality, we obtain

||τ̃r(x)− τ̃r(y)||p ≤
1

2π

∫ π

0

||ψx+y(t)− ψx(t)||p
sin(t/2)

e−r(1−cos t)
∣∣ cos

(
t/2 + r sin t

)∣∣dt
=

1

π

{∫ 1
rσ

0

+

∫ π

1
rσ

}
||ψx+y(t)− ψx(t)||p

sin(t/2)
e−r(1−cos t)

∣∣ cos
(
t/2 + r sin t

)∣∣dt
= J1 + J2. (3.5.10)

Using Lemma 3.4.1 part (iii), | cos t| ≤ 1 and sin(t/2) ≥ t/π, we have

J1 =
1

π

∫ 1
rσ

0

||ψx+y(t)− ψx(t)||p
sin(t/2)

e−r(1−cos t)
∣∣ cos

(
t/2 + r sin t

)∣∣dt
≤ O(1)

∫ 1
rσ

0

|y|βtα−β

t
e−r(1−cos t)dt

= O
(
|y|β
) ∫ 1

rσ

0

tα−β−1dt

= O
(
|y|βr−(α−β)σ

)
. (3.5.11)

Using Lemma 3.4.1 part (iii), Lemma 3.4.2, | cos t| ≤ 1 and sin(t/2) ≥ t/π, we have

J2 =
1

π

∫ π

1
rσ

||ψx+y(t)− ψx(t)||p
sin(t/2)

e−r(1−cos t)
∣∣ cos

(
t/2 + r sin t

)∣∣dt
= O(1)

∫ π

1
rσ

|y|βtα−β

t
e−rct

2

dt

= O

(
|y|βe−cr1−2σ

)∫ π

1
rσ

tα−β−1dt

= O
(
|y|βr−(1−2σ)δ

)
, δ > 0, however large. (3.5.12)

Collecting (3.5.10)-(3.5.12), we get

||τ̃r(x)− τ̃r(y)||p = O
(
|y|βr−(α−β)σ

)
+O

(
|y|βr−(1−2σ)δ

)
. (3.5.13)
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Using the definition of the generalized Hölder norm (3.1.2), (3.5.9), and (3.5.13), we

obtain our desired estimate

||τ̃r(x)||β,p = ||τ̃r(x)||p + sup
y 6=0

||τ̃r(x)− τ̃r(y)||p
|y|β

= O
(
r−ασ

)
+O

(
r−(1−2σ)δ

)
+O

(
r−(α−β)σ

)
+O

(
r−(1−2σ)δ

)
= O

(
r−(α−β)σ

)
+O

(
r−(1−2σ)δ

)
. (3.5.14)

This completes the proof.

3.6 Corollary

The space Hα,p becomes Hα, as p→∞. Thus, we have the following corollary:

Corollary 3.6.1. Let f ∈ Hα. Then for 0 ≤ β < α ≤ 1, we have

||B̃r(f ;x)− f̃(x)||β = O
(
r−(α−β)σ

)
+O

(
r−(1−2σ)δ

)
.



Chapter 4

Trigonometric approximation of

functions in the generalized

Zygmund space

4.1 Definitions

Let f be a 2π-periodic Lebesgue integrable function. Also let T ≡ (an,k) be an

infinite regular triangular matrix with real entries. The sequence-to-sequence trans-

formation

tn(f ;x) =
n∑
k=0

an,ksk(f ;x) (4.1.1)

defines the T -means of the sequence sn(f ;x). The Fourier series 1.1.1 is said to be

T -summable to s, if tn(f ;x)→ s as n→∞.

If we take

an,k =

{
1

n+1
, 0 ≤ k ≤ n;

0, k > n,

then the T -means reduces to (C, 1)-means (Cesàro means of first order)

σn(f ;x) =
1

n+ 1

n∑
k=0

sk(f ;x). (4.1.2)

47
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The product of T -means with (C, 1)-means defines T (C, 1)-means

τn(f ;x) =
n∑
k=0

an,kσk(f ;x). (4.1.3)

A non-negative sequence a ≡ {an,k} is called almost monotonically decreasing (or

almost monotonically increasing) with respect to k, if there exists a constant K,

depending on the sequence a only such that an,p ≤ Kan,m, for all p ≥ m (or

an,p ≤ Kan,m, for all p ≤ m) and we write a ∈AMDS (or a ∈AMIS). We also use

the notation an << bn if there exist a positive constant K such that an ≤ Kbn, ∀n.

Let us recall the definitions of moduli of continuity:

For f ∈ C[0, 2π], the first and second order modulus of continuity, respectively, are

defined by

ω1(δ; f) = sup
x

sup
0<|h|≤δ

|f(x+ h)− f(x)|,

ω2(δ; f) = sup
x

sup
0<|h|≤δ

|f(x+ h) + f(x− h)− 2f(x)|.

For f ∈ Lp[0, 2π](p ≥ 1), the first and second order integral modulus of continuity,

respectively, are defined by

ω1
p(δ; f) = sup

0<|h|≤δ
||f(x+ h)− f(x)||p,

ω2
p(δ; f) = sup

0<|h|≤δ
||f(x+ h) + f(x− h)− 2f(x)||p.

It is clear that ω1(δ; f), ω2(δ; f), ω1
p(δ; f) and ω2

p(δ; f) are non-decreasing functions

in δ and that

ω2(δ; f) ≤ 2ω1(δ; f), ω2
p(δ; f) ≤ 2ω1

p(δ; f). (4.1.4)

Any real valued function ω(δ) defined on the interval [0, 2π] is said to be modulus

of continuity type function if it possesses the following properties:

ω(δ) is non-decreasing, continuous, ω(0) = 0, and

ω(δ1 + δ2) ≤ ω(δ1) + ω(δ2).

The following function spaces are well known in the literature.

Das et al. [9] defined the following space

Hω
p =

{
f ∈ Lp[0, 2π], p ≥ 1 : ω1

p(δ; f) = O (ω(δ))
}
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with the norm

||f ||ωp = ||f ||p + sup
t6=0

||f(x+ t)− f(x)||p
ω(|t|)

(4.1.5)

where ω is a modulus of continuity type function.

If we take ω(t) = tα, 0 < α ≤ 1, then Hω
p reduces to Hα,p-space (with the norm ||.||ωp

replaced by ||.||α,p) which is introduced earlier by Das et al. [10].

The space Hω
p was further generalized and the new space was defined as [62; 136]:

Zω
p =

{
f ∈ Lp[0, 2π], p ≥ 1 : ω2

p(δ; f) = O (ω(δ))
}

with the norm

||f ||ωp = ||f(x)||p + sup
t6=0

||f(x+ t) + f(x− t)− 2f(x)||p
ω(|t|)

, (4.1.6)

where ω is a modulus of continuity type function.

If we take ω(t) = tα, 0 < α ≤ 2, then Zω
p reduces to Zα,p space (with the norm ||.||ωp

replaced by ||.||α,p) [62].

The completeness of Hω
p and Zω

p can be discussed by considering the completeness

of Lp (p ≥ 1), and hence the spaces Hω
p and Zω

p are Banach spaces under their

respective norms. The space Hω
p is called the generalized Hölder space and the

corresponding norm is called the generalized Hölder norm. The space Zω
p is called

the generalized Zygmund space and the corresponding norm is called the generalized

Zygmund norm.

Remark 4.1.1. Given ω and ν, if ω(t)/ν(t) is nondecreasing, then

Hω
p ⊆ Hν

p ⊆ Lp, p ≥ 1,

Zω
p ⊆ Zν

p ⊆ Lp, p ≥ 1.

Remark 4.1.2. Given α and β,

Hα,p ⊆ Hβ,p ⊆ Lp, p ≥ 1, 0 < β < α ≤ 1,

Zα,p ⊆ Zβ,p ⊆ Lp, p ≥ 1, 0 < β < α ≤ 2.

Remark 4.1.3. For α and ω, from (4.1.4), it is clear that

Hα,p ⊆ Zα,p, p ≥ 1

Hω
p ⊆ Zω

p , p ≥ 1.
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4.2 Some Known Results

In 2002, the degree of approximation of functions in the Hω
p -space through partial

sums of the Fourier series was studied by Das et al. [22]. The problem was further

studied through Cesàro, Nörlund, Riesz and generalized de la Vallée-Poussin means

by Leindler [71]. The results on the degree of approximation through matrix means

was obtained by Singh and Sonker [139] and Deger [25] which are generalization of

the results of Leindler [71].

In 2013, some results on the degree of approximation of functions in Zω
p -space

using Matrix-Euler means were obtained by Lal and Shireen [62]. Recently, some

theorems on the degree of approximation of functions in the Zω
p -space using Haus-

dorff matrix means were proved by Singh et al. [136].

Remark 4.2.1. We observe that the several authors including Leindler [71], Singh

and Sonker [139], Lal and Shireen [62] and Singh et. al [136] determined estimates

for degree of approximation of the following order

||Tn(f ;x)− f(x)||νp = O

(
ω(1/n)

ν(1/n)
log n

)
; f ∈ Zω

p or f ∈ Hω
p ,

where Tn(f ;x) are some summability means of the sequence {sn(f ;x)}.
Here we consider the problem of degree of approximation of functions in the general-

ized Zygmund class Zω
p by T (C, 1)-means and obtain an estimate, which generalize

and improve some of the previous results.

4.3 Main Result

We prove the following theorem:

Theorem 4.3.1. Let ω and ν be moduli of continuity such that ω(t)/ν(t) is non-

decreasing. Moreover, let the function

γ(t) := t−ε
ω(t)

ν(t)
(4.3.1)

be non-increasing for some 0 < ε < 1. Let T ≡ (an,k) be lower triangular regular

matrix with non-negative entries. If one of the following condition is satisfied:
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(i) {an,k} is AMIS,

(ii) {an,k} is AMDS and (n+ 1)an,0 << 1,

then for f ∈ Zω
p (p ≥ 1)

||τn(f ;x)− f(x)||νp <<
ω(1/n)

ν(1/n)
, ∀n ≥ 1, (4.3.2)

where τn(f ;x) denote the T (C, 1)-means of the sequence {sk(f ;x)}.

4.4 Lemmas

We need the following lemmas for the proof of our theorem:

Lemma 4.4.1. [[62], p.8] Let f ∈ Zω
p , ω and ν be defined as in Theorem 4.3.1.

Then for 0 < t ≤ π and p ≥ 1

(i)||φx(t)||p = O(ω(t)).

(ii)||φx+y(t) + φx−y(t)− 2φx(t)||p = O(1)

{
(ω(t)),

(ω(|y|)).

(iii)||φx+y(t) + φx−y(t)− 2φx(t)||p = O(1)ν(|y|)ω(t)

ν(t)
,

where φx(t) = f(x+ t) + f(x− t)− 2f(x).

Lemma 4.4.2. If the conditions of Theorem 4.3.1 are satisfied with some 0 < ε < 1.

Then, for f ∈ Zω
p (p ≥ 1), we have

||σn(f ;x)− f(x)||νp <<
ω(1/n)

ν(1/n)
, ∀n ≥ 1. (4.4.1)

Proof. The (C, 1) transform of the sequence {sn(f ;x)}, denoted by σn(f ;x), is

given by

σn(f ;x) =
1

n+ 1

n∑
k=0

sk(f ;x).



52

Using (4.1.2), we can write

ln(x) := σn(f ;x)− f(x)

=
2

π

∫ π

0

φx(t)

(
1

n+ 1

n∑
k=0

Dk(t)

)
dt

=
2

π

∫ π

0

φx(t)
2

n+ 1

(
sin(n+ 1)t/2

2 sin t/2

)2

dt

=
2

π

∫ π

0

φx(t)Kn(t)dt

=
2

π

∫ 1/n

0

φx(t)Kn(t)dt+
2

π

∫ π

1/n

φx(t)Kn(t)dt.

Using sinnt ≤ n sin t, sin t ≤ 1 and sin(t/2) < t/π, we obtain the following estimates

|Kn(t)| ≤ n+ 1 and |Kn(t)| ≤ π2

2(n+ 1)t2
. (4.4.2)

Using the generalized Minkowski inequality, Lemma 4.4.1 and (4.4.2), we obtain

||ln(x)||p ≤ 2

π

∫ 1/n

0

||φx(t)||p|Kn(t)|dt+
2

π

∫ π

1/n

||φx(t)||p|Kn(t)|dt

<<
2

π

∫ 1/n

0

ω(t)(n+ 1)dt+
2

π

∫ π

1/n

ω(t)
π2

2(n+ 1)t2
dt

<<
2(n+ 1)

π

∫ 1/n

0

ω(t)dt+
π

n+ 1

∫ π

1/n

ω(t)
1

t2
dt.

Using non-decreasing nature of ω(t), ν(t) and non-increasing nature of γ(t), we have

||ln(x)||p <<
2(n+ 1)

π
ω(1/n)

∫ 1/n

0

dt+
πν(π)

n+ 1

∫ π

1/n

ω(t)

tεν(t)

1

t2−ε
dt

<< ω(1/n) +
π

n+ 1

∫ π

1/n

γ(t)
1

t2−ε
dt

<< ω(1/n) +
γ(1/n)

n+ 1
n1−ε

<< ω(1/n) +
ω(1/n)

ν(1/n)

<<
ω(1/n)

ν(1/n)
. (4.4.3)

Now, we consider

ln(x+ y) + ln(x− y)− 2ln(x) =
2

π

∫ π

0

{φx+y(t) + φx−y(t)− 2φx(t)}Kn(t)dt.
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Using the generalized Minkowski inequality, Lemma 4.4.1, we obtain

||ln(x+ y) + ln(x− y)− 2ln(x)||p

≤ 2

π

∫ π

0

||φx+y(t) + φx−y(t)− 2φx(t)||p|Kn(t)|dt

<<
2

π

∫ π

0

ω(t)

ν(t)
ν(|y|)|Kn(t)|dt

<< ν(|y|)

{∫ 1/n

0

+

∫ π

1/n

}
ω(t)

ν(t)
|Kn(t)|dt.

Using (4.4.2), non-decreasing nature of ω(t)
ν(t)

and non-increasing nature of γ(t), we

get

||ln(x+ y) + ln(x− y)− 2ln(x)||p

<< ν(|y|)
{∫ 1/n

0

ω(t)

ν(t)
(n+ 1)dt+

∫ π

1/n

ω(t)

ν(t)

π2

2(n+ 1)t2
dt

}
<< ν(|y|)

{
(n+ 1)

ω(1/n)

ν(1/n)

∫ 1/n

0

dt+
1

n+ 1

∫ π

1/n

γ(t)
1

t2−ε
dt

}
<< ν(|y|)

{
ω(1/n)

ν(1/n)
+
γ(1/n)

n+ 1
n1−ε

}
<< ν(|y|)ω(1/n)

ν(1/n)
. (4.4.4)

Using the definition of Zygmund norm given in (4.1.6), we have

||ln(x)||νp = ||ln(x)||p + sup
y 6=0

||ln(x+ y) + ln(x− y)− 2ln(x)||p
ν(|y|)

.

Using (4.4.3) and (4.4.4), we obtain our required result

||ln(x)||νp = ||σn(f ;x)− f(x)||νp <<
ω(1/n)

ν(1/n)
, ∀n ≥ 1.

If we take ω(t) = tα and ν(t) = tβ then the class Zω
p reduces to Zα,p. In this

case ω(t)
ν(t)

= tα−β is non-decreasing function for 0 < β < α ≤ 2. Thus, Lemma 4.4.2

reduces to the following corollary

Corollary 4.4.1. If f ∈ Zα,p (p ≥ 1), then

||σn(f ;x)− f(x)||β,p <<


nβ−α, 0 < α− β < 1;

n−1, 1 < α− β < 2;
logn
n
, α− β = 1.
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Here we recall the results of Leindler [71] and Quade [119]:

Theorem 4.3.1.[[71], p.56] If the conditions of Theorem 4.3.1 are satisfied with

some 0 < ε < 1. Then, for f ∈ Hω
p (p ≥ 1), we have

||σn(f ;x)− f(x)||νp <<
ω(1/n)

ν(1/n)
log n, ∀n ≥ 2.

Remark 4.4.1. We note that the Lemma 4.4.2 improves and generalizes Theorem

4.3.1.

Theorem 4.3.2.[[119], p.541] If f ∈ Lip(α, p) 0 < α ≤ 1, then

(i) if p > 1or if p = 1, α < 1, ||σn(f ;x)− f(x)||p = O(n−α).

(ii) if p = α = 1, ||σn(f ;x)− f(x)||p = O

(
log n

n

)
.

Remark 4.4.2. We note that the Corollary 4.4.1 partially includes Theorem 4.3.2.

4.5 Proof of Theorem 4.3.1.

Since the function given in (4.3.1) is non-increasing, the sequence

γn := γ(1/n) = nε
ω(1/n)

ν(1/n)

is non-decreasing, which implies that

ω(1/n)

ν(1/n)
>> n−ε >>

1

n
, 0 < ε ≤ 1. (4.5.1)

It is given that, the function ω(t)
ν(t)

is non-decreasing, the sequence ω(1/n)
ν(1/n)

is non-

increasing. Then, for r := [n/2], we have

ω(1/r)

ν(1/r)
<<

ω(1/n)

ν(1/n)
. (4.5.2)

Now, we shall discuss the proof.

Proof of part (i). We have

τn(f ;x)− f(x) =
n∑
k=0

an,kσk(f ;x)− f(x)

=
n∑
k=0

an,k (σk(f ;x)− f(x)) =
n∑
k=0

an,klk(x).
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Using {an,k} ∈ AMIS, non-decreasing nature of ω(t)
ν(t)

and non-increasing nature of

γ(t), we have

||τn(f ;x)− f(x)||νp ≤
n∑
k=0

an,k||lk(x)||νp

=

(
r∑

k=0

+
n∑

k=r+1

)
an,k||lk(x)||νp

<< an,r

(
1 +

r∑
k=0

ω(1/k)

ν(1/k)

)
+

n∑
k=r+1

an,k
ω(1/k)

ν(1/k)
(by (4.4.1))

<< an,r

(
1 + rε

ω(1/r)

ν(1/r)

r∑
k=0

k−ε

)
+
ω(1/r)

ν(1/r)

n∑
k=r+1

an,k

<< an,r

(
1 + rε

ω(1/n)

ν(1/n)
r1−ε

)
+
ω(1/n)

ν(1/n)

n∑
k=0

an,k (by (4.5.2)).

Since {an,k} ∈ AMIS implies that 1 =
∑n

k=0 an,k >
∑n

k=r an,k >> (n−r+1)an,r >>

nan,r, we have

||τn(f ;x)− f(x)||νp <<
1

n

{
1 +

ω(1/n)

ν(1/n)
n

}
+
ω(1/n)

ν(1/n)

<<
ω(1/n)

ν(1/n)
, ∀n ≥ 1 (by (4.5.1)).

Proof of part (ii). Using {an,k} ∈ AMDS, non-decreasing nature of ω(t)
ν(t)

and non-

increasing nature of γ(t), we have

||τn(f ;x)− f(x)||νp ≤
n∑
k=0

an,k||ln(x)||νp

=

(
r∑

k=0

+
n∑

k=r+1

)
an,k||ln(x)||νp

<< an,0

{
1 +

r∑
k=0

ω(1/k)

ν(1/k)

}
+

n∑
k=r+1

an,k
ω(1/k)

ν(1/k)
(by (4.4.1))

<< an,0

{
1 + rε

ω(1/r)

ν(1/r)

r∑
k=0

k−ε

}
+
ω(1/r)

ν(1/r)

n∑
k=r+1

an,k

<< an,0

{
1 +

ω(1/n)

ν(1/n)
r

}
+
ω(1/n)

ν(1/n)
(by (4.5.2)).



56

Since (n+ 1)an,0 << 1, we have

||τn(f ;x)− f(x)||νp <<
1

n

{
1 +

ω(1/n)

ν(1/n)
n

}
+
ω(1/n)

ν(1/n)

<<
ω(1/n)

ν(1/n)
, ∀n ≥ 1 (by (4.5.1)).

This completes the proof.



Chapter 5

An error estimate in the

approximation through conjugate

Fourier series of functions of

bounded variation

5.1 Some Known Results

The well known Dirichlet-Jordan theorem [[159], p.57] states that:

Theorem 5.1.1. If f ∈ BV [−π, π], then

lim
n→∞

(
sn(f ;x)− 1

2

(
f(x+ 0) + f(x− 0)

))
= 0. (5.1.1)

In particular, sn(f ;x) converges to f(x) at every point of continuity of f.

A quantitative version of Dirichlet-Jordan’s theorem was given by Bojanic [7],

Bojanic and Mazhar [8], Bojanic and Mazhar [9] and Mazhar [75] by using different

summability means of the Fourier series.

The analogous criterion for convergence of the conjugate Fourier series of function

of bounded variation was given by Young [[159], p.59]. He proved

57
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Theorem 5.1.2. If f ∈ BV [−π, π], then a necessary and sufficient condition for

the convergence of the conjugate Fourier series at x is the existence of the integral

f̃(x) = lim
ε→0+

f̃(x; ε) = lim
ε→0+

{
−2

π

∫ π

ε

ψx(t)

2 tan(t/2)
dt

}
,

which represents then the conjugate Fourier series of f .

Later, Mazhar and Budaiwi [76] obtained the quantitative version of Young’s

theorem, by proving∣∣∣∣s̃n(f ;x)− f̃
(
x;
π

n

)∣∣∣∣ ≤ 9

n

n∑
k=1

V
π/k

0 (ψx), (5.1.2)

where V b
a (f) = Vf [a, b] := the total variation of f on [a, b], −π ≤ a < b ≤ π.

5.2 Main Result

The aim of this paper is to generalize the result of Mazhar and Budaiwi [76]

by determining an estimate of the rate of convergence using matrix means, i.e.,

T̃n(f ;x) =
∑n

k=0 an,ks̃k(f ;x). Here we assume that {an,k} is a non-negative and

monotonic sequence in k, and An,τ =
∑n

k=τ an,k with An,0 = 1. We also assume that

{an,n} is a non-increasing sequence in n.

Theorem 5.2.1. Let f ∈ BV [−π, π]. Then the error estimate in the approximation

of f̃ , conjugate of f, by the matrix means of its conjugate Fourier series is given by

(i) if {an,k} is a non-increasing sequence in k, then∣∣T̃n(f ;x)− f̃(x; δ)
∣∣ ≤ 2an,n

n∑
k=1

V
πak,k

0 (ψx)

+ an,0

n−1∑
k=0

V
πak,k

0 (ψx)

(
1

ak+1,k+1

− 1

ak,k

)
,

(ii) if {an,k} is a non-decreasing sequence in k, then∣∣T̃n(f ;x)− f̃(x; δ)
∣∣ ≤ 2an,n

n∑
k=1

V
πak,k

0 (ψx)

+ 2an,n

n−1∑
k=0

V
πak,k

0 (ψx)

(
1

ak+1,k+1

− 1

ak,k

)
,

where δ = πan,n → 0 as n→∞.
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5.3 Lemma

We shall require the following lemma for the proof of our theorem.

Lemma 5.3.1. If βn(u) =
∫ π
u

∑n
k=0 an,k

cos((k+1/2)t)
2 sin(t/2)

dt, then

|βn(u)| ≤

 an,0
π2

2

(
1
u
− 1

π

)
, if {an,k} is non-increasing in k;

an,nπ
2
(

1
u
− 1

π

)
, if {an,k} is non-decreasing in k.

Proof. Using sin(t/2) ≥ t/π, condition of monotonicity of {an,k} and Abel’s Lemma,

we have∣∣∣∣ n∑
k=0

an,k
cos
(
(k + 1/2)t

)
2 sin(t/2)

∣∣∣∣ =
1

2 sin(t/2)

∣∣∣∣ n∑
k=0

an,k cos
(
(k + 1/2)t

)∣∣∣∣
≤ π

2t

∣∣∣∣ n∑
k=0

an,k cos
(
(k + 1/2)t

)∣∣∣∣
≤


π2

2t2
an,0, if an,k is non-increasing in k;

π2

t2
an,n, if an,k is non-decreasing in k.

If {an,k} is a non-increasing sequence, then we have

|βn(u)| ≤
∫ π

u

∣∣∣∣ n∑
k=0

an,k
cos
(
(k + 1/2)t

)
2 sin(t/2)

∣∣∣∣dt
≤

∫ π

u

an,0
π2

2t2
dt

= an,0
π2

2

(
1

u
− 1

π

)
.

If {an,k} is a non-decreasing sequence, then we have

|βn(u)| ≤
∫ π

u

∣∣∣∣ n∑
k=0

an,k
cos
(
(k + 1/2)t

)
2 sin(t/2)

∣∣∣∣dt
≤

∫ π

u

an,n
π2

t2
dt

= an,nπ
2

(
1

u
− 1

π

)
.
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5.4 Proof of Theorem 5.2.1.

Using the integral representation of s̃n(f ;x) and the definition of f̃ , we have

T̃n(f ;x)− f̃(x; δ) = − 2

π

∫ π

0

ψx(t)

( n∑
k=0

an,kD̃k(t)

)
dt+

2

π

∫ π

δ

ψx(t)

2 tan(t/2)
dt

= − 2

π

∫ δ

0

ψx(t)

( n∑
k=0

an,kD̃k(t)

)
dt

+
2

π

∫ π

δ

ψx(t)
n∑
k=0

an,k
cos
(
(k + 1/2)t

)
2 sin(t/2)

dt

= I1 + I2, say. (5.4.1)

Using |D̃k(t)| ≤ k and the hypothesis that the row sum An,0 is 1, we have

∣∣∣∣ n∑
k=0

an,kD̃k(t)

∣∣∣∣ ≤ n∑
k=0

an,kk ≤ n.

Using the above estimate, we have

|I1| =

∣∣∣∣− 2

π

∫ δ

0

ψx(t)

( n∑
k=0

an,kD̃k(t)

)
dt

∣∣∣∣
≤ 2

π

∫ δ

0

|ψx(t)|
∣∣∣∣ n∑
k=0

an,kD̃k(t)

∣∣∣∣dt
≤ 2

π

∫ δ

0

n|ψx(t)− ψx(0)|dt

≤ 2

π
n

∫ δ

0

V t
0 (ψx)dt

≤ 2

π
nδV δ

0 (ψx). (5.4.2)

Now consider the second integral, using integration by parts, we get

I2 =
2

π

∫ π

δ

ψx(t)
n∑
k=0

an,k
cos
(
(k + 1/2)t

)
2 sin(t/2)

dt

=
2

π
[ψx(t)βn(t)]πδ −

2

π

∫ π

δ

βn(t)
d

dt
{ψx(t)}

= − 2

π
ψx(δ)βn(δ)− 2

π

∫ π

δ

βn(t)dψx(t).
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If {an,k} is non-increasing sequence, then using Lemma 5.3.1

|I2| ≤
2

π
|ψx(δ)||βn(δ)|+ 2

π

∫ π

δ

|βn(t)||dψx(t)|

≤ an,0π

(
1

δ
− 1

π

)
|ψx(δ)− ψx(0)|+ πan,0

∫ π

δ

(
1

t
− 1

π

)
|dV t

0 (ψx)|

≤ an,0
π

δ
V δ

0 (ψx)− an,0V δ
0 (ψx)− an,0V π

0 (ψx) + an,0V
δ

0 (ψx)

+ πan,0

∫ π

δ

1

t
|dV t

0 (ψx)|

= an,0
π

δ
V δ

0 (ψx)− an,0V π
0 (ψx) + an,0V

π
0 (ψx)− an,0

π

δ
V δ

0 (ψx)

+ πan,0

∫ π

δ

1

t2
V t

0 (ψx)dt

= πan,0

∫ π

δ

1

t2
V t

0 (ψx)dt. (5.4.3)

Collecting (5.4.1)-(5.4.3), we get∣∣∣T̃n(f ;x)− f̃(x; δ)
∣∣∣ ≤ 2

π
nδV δ

0 (ψx) + πan,0

∫ π

δ

1

t2
V t

0 (ψx)dt.

Substituting t = π
s

in the above equation, we get∣∣∣T̃n(f ;x)− f̃(x; δ)
∣∣∣ ≤ 2

π
nδV δ

0 (ψx) + an,0

∫ π/δ

1

V
π/s

0 (ψx)ds.

Choosing δ = πλn,n, we have∣∣∣T̃n(f ;x)− f̃(x; δ)
∣∣∣ ≤ 2nan,nV

πan,n
0 (ψx) + an,0

∫ 1/an,n

1

V
π/s

0 (ψx)ds

= 2nan,nV
πan,n

0 (ψx) + an,0

n−1∑
k=0

∫ 1/ak+1,k+1

1/ak,k

V
π/s

0 (ψx)ds.

Using the hypothesis that {an,n} is non-increasing and V
π/s

0 (ψx) is a non-increasing

function of s, we have∣∣∣T̃n(f ;x)− f̃(x; δ)
∣∣∣ ≤ 2nan,nV

πan,n
0 (ψx) + an,0

n−1∑
k=0

V
πak,k

0 (ψx)

∫ 1/ak+1,k+1

1/ak,k

ds

= 2nan,nV
πan,n

0 (ψx) + an,0

n−1∑
k=0

V
πak,k

0 (ψx)

(
1

λk+1,k+1

− 1

ak,k

)

≤ 2an,n

n∑
k=1

V
πak,k

0 (ψx) + an,0

n−1∑
k=0

V
πak,k

0 (ψx)

(
1

ak+1,k+1

− 1

ak,k

)
.



62

This completes the proof of part (i).

If {an,k} is non-decreasing sequence, then we proceed in the similar manner and get∣∣∣T̃n(f ;x)− f̃(x; δ)
∣∣∣ ≤ 2nan,nV

πan,n
0 (ψx) + 2an,n

n−1∑
k=0

V
πak,k

0 (ψx)

(
1

ak+1,k+1

− 1

ak,k

)

≤ 2an,n

n∑
k=1

V
πak,k

0 (ψx) + 2an,n

n−1∑
k=0

V
πak,k

0 (ψx)

(
1

ak+1,k+1

− 1

ak,k

)
.

This completes the proof of part (ii).

Further, if f is continuous function, then using V η
0 (ψx) ≤ V x+η

x−η (f) ≤ 2ωV (f)(η), our

result reduces to:

(i) if {an,k} is a non-increasing sequence in k, then∣∣∣T̃n(f ;x)− f̃(x; δ)
∣∣∣ ≤ 4an,n

n∑
k=1

ωV (f)(πak,k)

+ 2an,0

n−1∑
k=0

ωV (f)(πak,k)

(
1

ak+1,k+1

− 1

ak,k

)
.

(ii) if {an,k} is a non-decreasing sequence in k, then∣∣∣T̃n(f ;x)− f̃
(
x; δ)

∣∣∣ ≤ 4an,n

n∑
k=1

ωV (f)(πak,k)

+ 4an,n

n−1∑
k=0

ωV (f)(πak,k)

(
1

ak+1,k+1

− 1

ak,k

)
.

5.5 Corollaries

Let Ñn(f ;x) denotes the nth term of the Nörlund means of {s̃n(f ;x)}. Then

Ñn(f ;x) =
∑n

k=0
pn−k
Pk

s̃k(f ;x). Here we assume {pn} to be a non-negative and

monotonic sequence in n. The diagonal entries an,n = p0
Pn
, which is non-increasing

sequence, therefore the hypothesis that an,n is a non-increasing sequence in n, is

satisfied automatically.

Then the Theorem 5.2.1 reduces to the following corollary:

Corollary 5.5.1. Let f ∈ BV [−π, π]. Then

(i) if {pn} is a non-decreasing sequence, then∣∣∣∣Ñn(f ;x)− f̃(x; δ)

∣∣∣∣ ≤ 2

Pn

n∑
k=1

V
π/Pk

0 (ψx) +
pn
Pn

n−1∑
k=0

pk+1V
π/Pk

0 (ψx).
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(ii) if {pn} is a non-increasing sequence, then∣∣∣∣Ñn(f ;x)− f̃(x; δ)

∣∣∣∣ ≤ 2

Pn

n∑
k=1

V
π/Pk

0 (ψx) +
2

Pn

n−1∑
k=0

pk+1V
π/Pk

0 (ψx).

This is equivalent to the result for Nörlund-Voronoi means of Fourier series

[8]. For continuous function of bounded variation, we have V η
0 (ψx) ≤ V x+η

x−η (f) ≤

2ωV (f)(η). Thus above corollary becomes

Corollary 5.5.2. Let f ∈ BV [−π, π] and be a continuous function. Then

(i) if {pn} is a non-decreasing sequence, then∣∣∣∣Ñn(f ;x)− f̃(x; δ)

∣∣∣∣ ≤ 4

Pn

n∑
k=1

ωV (f)(π/Pk) +
2pn
Pn

n−1∑
k=0

pk+1ωV (f)(π/Pk).

(ii) if {pn} is a non-increasing sequence, then∣∣∣∣Ñn(f ;x)− f̃(x; δ)

∣∣∣∣ ≤ 4

Pn

n∑
k=1

ωV (f)(π/Pk) +
4

Pn

n−1∑
k=0

pk+1ωV (f)(π/Pk).

Similar corollaries can be obtained for Riesz means of the conjugate Fourier

series.



Chapter 6

Approximation of certain bivariate

functions by almost Euler means

of double Fourier series

6.1 Definitions

Let f(x, y) be a 2π-periodic function in each variable and Lebesgue integrable over

the two dimensional torus T 2 := [−π, π]× [−π, π]. Then the Euler means Emn(x, y)

of the sequence {skl(x, y)} are defined by

Emn(x, y) =
1

(1 + q1)m(1 + q2)n

m∑
k=0

n∑
l=0

(
m

k

)(
n

l

)
q1
m−kq2

n−lskl(x, y), q1, q2 > 0,

(6.1.1)

and the almost Euler means of the sequence {skl(x, y)} are defined by

τ rsmn(x, y) =
1

(1 + q1)m(1 + q2)n

m∑
k=0

n∑
l=0

(
m

k

)(
n

l

)
q1
m−kq2

n−lSrskl (x, y), (6.1.2)

where

Srskl (x, y) =
1

(k + 1)(l + 1)

r+k∑
γ=r

s+l∑
µ=s

sγµ(x, y).

Here, we generalize the definitions of Lip(α, β) and Zyg(α, β) given in [92] and [105],

respectively, by introducing a new Lipschitz class Lip(α, β; p) and a Zygmund class

64
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Zyg(α, β; p). The Lipschitz class Lip(α, β; p) (p ≥ 1), for 0 < α, β ≤ 1 is defined as

Lip(α, β; p) = {f ∈ Lp(T 2) | ωp1,x(f ;u) = O(uα), ωp1,y(f ; v) = O(vβ)}. (6.1.3)

We also use the notion of the integral modulus of smoothness. For 0 < α, β ≤ 2,

the Zygmund class Zyg(α, β; p) (p ≥ 1) is defined as

Zyg(α, β; p) = {f ∈ Lp(T 2) | ωp2,x(f ;u) = O(uα), ωp2,y(f ; v) = O(vβ)}. (6.1.4)

We know that ωp2(f ;u, v), ωp2,x(f ;u) and ωp2,y(f ; v) are non-decreasing functions in

u and v and, that

2 max{ωp2,x(f ;u), ωp2,y(f ; v)} ≤ ωp2(f ;u, v) ≤ 2{ωp2,x(f ;u) + ωp2,y(f ; v)},

and ωp2,x(f ;u) ≤ 2ωp1,x(f ;u), ωp2,y(f ; v) ≤ 2ωp1,y(f ; v). (6.1.5)

From (6.1.5) it is clear that Lip(α, β; p) ⊆ Zyg(α, β; p), for 0 < α, β ≤ 1, and

similar to one-dimensional case, Lip(α, β; p) = Zyg(α, β; p), for 0 < α, β < 1, but

Lip(α, β; p) 6= Zyg(α, β; p), for max(α, β) = 1 [[159], p.44].

Let ω(δ) be a nondecreasing function of δ ≥ 0. Then ω(δ) is of the first kind [92] if

∫ π

δ

ω(u)

u2
du = O

{
ω(δ)

δ

}
, 0 < δ ≤ π, (6.1.6)

and ω(δ) is of the second kind [92] if

∫ π

δ

ω(u)

u2
du = O

{
ω(δ)

δ
log

π

δ

}
, 0 < δ ≤ π. (6.1.7)

Here we also generalize the definition of Lip(ψ(u, v); p) (p > 1)-class [47; 48; 49] by

introducing a new Lipschitz class Lip(ψ(u, v))Lp (p > 1) defined as

||f(x+ u, y + v)− f(x, y)||p ≤M

(
ψ(u, v)

(uv)1/p

)
. (6.1.8)
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Throughout the chapter we shall use the following notations

φx,y(u, v) = {f(x+ u, y + v) + f(x− u, y + v) + f(x+ u, y − v)

+ f(x− u, y − v)− 4f(x, y)},

Srk(u) =
sin((k + 1)u

2
) sin((k + 2r + 1)u

2
)

sin2(u/2)
=

r+k∑
γ=r

Dγ(u), (6.1.9)

Ssl (v) =
sin((l + 1)v

2
) sin((l + 2s+ 1)v

2
)

sin2(v/2)
=

s+l∑
µ=s

Dµ(v), (6.1.10)

Rr
m(u) =

m∑
k=0

(
m

k

)
qm−k1

(k + 1)
Srk(u), q1 > 0, (6.1.11)

Rs
n(v) =

n∑
l=0

(
n

l

)
qn−l2

(l + 1)
Ssl (v), q2 > 0. (6.1.12)

Note 1. Note that φx,y(u, v) satisfies the following inequalities:

|φx,y(u, v)| ≤ 2
(
ω2,x(f ;u) + ω2,y(f ; v)

)
, (6.1.13)

and ||φx,y(u, v)||p ≤ 2
(
ωp2,x(f ;u) + ωp2,y(f ; v)

)
. (6.1.14)

Clearly

||φx,y(u, v)||p = ||f(x+ u, y + v) + f(x− u, y + v) + f(x+ u, y − v)

+ f(x− u, y − v)− 4f(x, y)||p

≤ ||f(x+ u, y + v) + f(x− u, y + v)− 2f(x, y + v)||p

+ ||f(x+ u, y − v) + f(x− u, y − v)− 2f(x, y − v)||p

+ 2||f(x, y + v) + f(x, y − v)− 2f(x, y)||p

≤ sup
|h|≤u
{||f(x+ h, y + v) + f(x− h, y + v)− 2f(x, y + v)||p}

+ sup
|h|≤u
{||f(x+ h, y − v) + f(x− h, y − v)− 2f(x, y − v)||p}

+ 2 sup
|k|≤v
{||f(x, y + k) + f(x, y − k)− 2f(x, y)||p}

≤ 2
(
ωp2,x(f ;u) + ωp2,y(f ; v)

)
.
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6.2 Some Known Results

Móricz and Xianlianc Shi [105], Móricz and Rhoades [101], Móricz and Rhoades

[102] and Mittal and Rhoades [92] studied the rate of uniform approximation of a

2π-periodic continuous function f(x, y) in Lipschitz class Lip(α, β) and in Zygmund

class Zyg(α, β), 0 < α, β ≤ 1, by considering different summability means. Also, the

problem of approximation of a 2π-periodic function f(x, y) in Lip(ψ(u, v); p) (p > 1)-

class has been studied by Krasniqi [55] and Khan et. al [48] by using Euler means

and Jackson type operator, respectively.

6.3 Main Results

In this chapter, we study the problem in more generalized function classes defined

in Section 6.1 and determine the degree of approximation by almost Euler means of

the double Fourier series. We prove the following theorems:

Theorem 6.3.1. Let f(x, y) be a 2π-periodic function in each variable and belongs

to Lp(T 2) (1 ≤ p <∞). Then the degree of approximation of f(x, y) by almost Euler

means of its double Fourier series is given by:

(i) If both ωp2,x and ωp2,y are of the first kind, then

||τ rsmn(x, y)− f(x, y)||p = O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
.

(ii) If ωp2,x is of the first kind and ωp2,y is of the second kind, then

||τ rsmn(x, y)− f(x, y)||p = O

(
ωp2,x

(
f ;

1

m+ 1

)
+ log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

))
.

(iii) If ωp2,x is of the second kind and ωp2,y is of the first kind, then

||τ rsmn(x, y)− f(x, y)||p = O

(
log(π(m+ 1))ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
.

(iv) If both ωp2,x and ωp2,y are of the second kind, then

||τ rsmn(x, y)− f(x, y)||p =O

(
log(π(m+ 1))ωp2,x

(
f ;

1

m+ 1

)
+ log(π(n+ 1))

ωp2,y

(
f ;

1

n+ 1

))
.
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For p = ∞, the partial integral moduli of smoothness ωp2,x and ωp2,y reduce to

the moduli of smoothness ω2,x and ω2,y, respectively. Thus, for p =∞, we have the

following theorem:

Theorem 6.3.2. Let f(x, y) be a 2π-periodic function in each variable and belongs

to L∞(T 2). Then the degree of approximation of f(x, y) by almost Euler means of

its double Fourier series is given by:

(i) If both ω2,x and ω2,y are of the first kind, then

||τ rsmn(x, y)− f(x, y)||∞ = O

(
ω2,x

(
f ;

1

m+ 1

)
+ ω2,y

(
f ;

1

n+ 1

))
.

(ii) If ω2,x is of the first kind and ω2,y is of the second kind, then

||τ rsmn(x, y)− f(x, y)||∞ = O

(
ω2,x

(
f ;

1

m+ 1

)
+ log(π(n+ 1))ω2,y

(
f ;

1

n+ 1

))
.

(iii) If ω2,x is of the second kind and ω2,y is of the first kind, then

||τ rsmn(x, y)− f(x, y)||∞ = O

(
log(π(m+ 1))ω2,x

(
f ;

1

m+ 1

)
+ ω2,y

(
f ;

1

n+ 1

))
.

(iv) If both ω2,x and ω2,y are of the second kind, then

||τ rsmn(x, y)− f(x, y)||∞ =O

(
log(π(m+ 1))ω2,x

(
f ;

1

m+ 1

)
+ log(π(n+ 1))

ω2,y

(
f ;

1

n+ 1

))
.

Theorem 6.3.3. Let f(x, y) be a 2π-periodic function in each variable and belongs

to the class Lip(ψ(u, v))Lp (p > 1). If the positive increasing function ψ(u, v) satisfies

the condition

(uv)−σψ(u, v) is non-decreasing for some 1/p < σ < 1, (6.3.1)

then the degree of approximation of f(x, y) by almost Euler means of its double

Fourier series is given by

||τ rsmn(x, y)− f(x, y)||p = O

((
(m+ 1)(n+ 1)

)1/p
(
ψ

(
1

m+ 1
,

1

n+ 1

)
+ (n+ 1)−σ

ψ

(
1

m+ 1
, π

)
+ (m+ 1)−σψ

(
π,

1

n+ 1

)
+
(
(m+ 1)(n+ 1)

)−σ))
.
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For p =∞, the class Lip(ψ(u, v))Lp reduces to the class Lip(ψ(u, v))L∞ , defined

as

|f(x+ u, y + v)− f(x, y)| ≤Mψ(u, v).

Thus, for p =∞ we have the following theorem:

Theorem 6.3.4. Let f(x, y) be a 2π-periodic function in each variable and belongs

to the class Lip(ψ(u, v))L∞ . If the positive increasing function ψ(u, v) satisfies the

condition

(uv)−σψ(u, v) is non-decreasing for some 0 < σ < 1, (6.3.2)

then the degree of approximation of f(x, y) by almost Euler means of its double

Fourier series is given by

||τ rsmn(x, y)− f(x, y)||p = O

(
ψ

(
1

m+ 1
,

1

n+ 1

)
+ (n+ 1)−σψ

(
1

m+ 1
, π

)
+(m+ 1)−σψ

(
π,

1

n+ 1

)
+
(
(m+ 1)(n+ 1)

)−σ)
.

6.4 Lemmas

The following lemmas are required to prove the main results:

Lemma 6.4.1. Let Rr
m(u) and Rs

n(v) be given by (6.1.11) and (6.1.12), respectively.

Then

(i)Rr
m(u) = O

(
(1 + q1)m(m+ 1)

)
, for 0 < u ≤ 1

m+ 1
.

(ii)Rs
n(v) = O

(
(1 + q2)n(n+ 1)

)
, for 0 < v ≤ 1

n+ 1
.

Proof: (i) For 0 < u ≤ 1
m+1

, using sin(u/2) ≥ u/π and sinmu ≤ m sinu, we
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have

|Rr
m(u)| =

∣∣∣∣ m∑
k=0

(
m

k

)
qm−k1

(k + 1)
Srk(u)

∣∣∣∣
=

∣∣∣∣ m∑
k=0

(
m

k

)
qm−k1

(k + 1)

sin((k + 1)u
2
) sin((k + 2r + 1)u

2
)

sin2(u/2)

∣∣∣∣
≤

m∑
k=0

(
m

k

)
qm−k1

(k + 1)

(k + 1)(k + 2r + 1) sin(u
2
) sin(u

2
)

sin2(u/2)

=
m∑
k=0

(
m

k

)
qm−k1 (k + 2r + 1)

= (1 + q1)m(m+ 2r + 1)

= O
(
(1 + q1)m(m+ 1)

)
. (6.4.1)

(ii) It can be proved similar to part (i).

Lemma 6.4.2. Let Rr
m(u) and Rs

n(v) be given by (6.1.11) and (6.1.12), respectively.

Then

(i)Rr
m(u) = O

(
(1 + q1)m

(m+ 1)u2

)
, for

1

m+ 1
< u ≤ π.

(ii)Rs
n(v) = O

(
(1 + q2)n

(n+ 1)v2

)
, for

1

n+ 1
< v ≤ π.

Proof: (i) For 1
m+1

< u ≤ π, using sin(u/2) ≥ u/π and sinu ≤ 1, we have

|Rr
m(u)| =

∣∣∣∣ m∑
k=0

(
m

k

)
qm−k1

(k + 1)
Srk(u)

∣∣∣∣
=

∣∣∣∣ m∑
k=0

(
m

k

)
qm−k1

(k + 1)

sin((k + 1)u
2
) sin((k + 2r + 1)u

2
)

sin2(u/2)

∣∣∣∣
≤

m∑
k=0

(
m

k

)
qm−k1

(k + 1)

π2

u2

=
π2

(m+ 1)u2

m∑
k=0

(
m+ 1

k + 1

)
qm−k1

=
π2

(m+ 1)u2

(
(1 + q1)m+1 − qm+1

1

)
= O

(
(1 + q1)m

(m+ 1)u2

)
. (6.4.2)

(ii) It can be proved similar to part (i).
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6.5 Proof of Main Results

Proof of Theorem 2.1: Using the integral representation of skl(x, y) given in

(1.1.9), we have

skl(x, y)− f(x, y) =
1

4π2

∫ π

0

∫ π

0

φx,y(u, v)Dk(u)Dl(v)dudv.

Therefore,

Srskl (x, y)− f(x, y) =
1

(k + 1)(l + 1)

r+k∑
γ=r

s+l∑
µ=s

(
sγµ(x, y)− f(x, y)

)
=

1

(k + 1)(l + 1)

r+k∑
γ=r

s+l∑
µ=s

∫ π

0

∫ π

0

φx,y(u, v)

4π2
Dγ(u)Dµ(v)dudv

=

∫ π

0

∫ π

0

φx,y(u, v)

4π2(k + 1)(l + 1)

( r+k∑
γ=r

Dγ(u)

)( s+l∑
µ=s

Dµ(v)

)
dudv.

Now

τ rsmn(x, y)− f(x, y)

=

{
1

(1 + q1)m(1 + q2)n

m∑
k=0

n∑
l=0

(
m

k

)(
n

l

)
q1
m−kq2

n−lSrskl (x, y)

}
− f(x, y)

=
1

4π2

∫ π

0

∫ π

0

φx,y(u, v)

(1 + q1)m(1 + q2)n

( m∑
k=0

(
m
k

)
qm−k1 Srk(u)

(k + 1)

)( n∑
l=0

(
n
l

)
qn−l2 Ssl (v)

(l + 1)

)
dudv

=
1

4π2

∫ π

0

∫ π

0

φx,y(u, v)
Rr
m(u)

(1 + q1)m
Rs
n(v)

(1 + q2)n
dudv,
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which on applying the generalized Minkowski inequality, gives

||τ rsmn(x, y)− f(x, y)||p

=

∣∣∣∣∣∣∣∣ 1

4π2

∫ π

0

∫ π

0

φx,y(u, v)
Rr
m(u)

(1 + q1)m
Rs
n(v)

(1 + q2)n
dudv

∣∣∣∣∣∣∣∣
p

=

{
1

2π

∫ 2π

0

∫ 2π

0

∣∣∣∣ 1

4π2

∫ π

0

∫ π

0

φx,y(u, v)
Rr
m(u)

(1 + q1)m
Rs
n(v)

(1 + q2)n
dudv

∣∣∣∣pdxdy}1/p

≤ 1

4π2

∫ π

0

∫ π

0

||φx,y(u, v)||p
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

=
1

π2

{∫ 1
(m+1)

0

∫ 1
(n+1)

0

+

∫ π

1
(m+1)

∫ 1
(n+1)

0

+

∫ 1
(m+1)

0

∫ π

1
(n+1)

+

∫ π

1
(m+1)

∫ π

1
(n+1)

}
||φx,y(u, v)||p

|Rr
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=
1

4π2
{I1 + I2 + I3 + I4}, say. (6.5.1)

Proof of part (i): Using Lemma 6.4.1 and (6.1.14), we have

I1 =

∫ 1
(m+1)

0

∫ 1
(n+1)

0

||φx,y(u, v)||p
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

= O
(
(m+ 1)(n+ 1)

) ∫ 1
(m+1)

0

∫ 1
(n+1)

0

(
ωp2,x(f ;u) + ωp2,y(f ; v)

)
dudv

= O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
. (6.5.2)

Using Lemma 6.4.1, Lemma 6.4.2, (6.1.6) and (6.1.14), we have

I2 =

∫ π

1
(m+1)

∫ 1
(n+1)

0

||φx,y(u, v)||p
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

= O

(
n+ 1

m+ 1

)∫ π

1
(m+1)

∫ 1
(n+1)

0

(
ωp2,x(f ;u) + ωp2,y(f ; v)

)dudv
u2

= O

(
n+ 1

m+ 1

)∫ π

1
(m+1)

(
1

n+ 1

)(
ωp2,x(f ;u) + ωp2,y

(
f ;

1

n+ 1

))
du

u2

= O

(
1

m+ 1

){∫ π

1
(m+1)

ωp2,x(f ;u)

u2
du+ ωp2,y

(
f ;

1

n+ 1

)∫ π

1
(m+1)

du

u2

}
= O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
. (6.5.3)

Similarly, we have

I3 = O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
. (6.5.4)
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Using Lemma 6.4.2, (6.1.6) and (6.1.14), we have

I4 =

∫ π

1
(m+1)

∫ π

1
(n+1)

||φx,y(u, v)||p
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

= O

(
1

(m+ 1)(n+ 1)

)∫ π

1
(m+1)

∫ π

1
(n+1)

(
ωp2,x(f ;u) + ωp2,y(f ; v)

)dudv
u2v2

= O

(
1

(m+ 1)(n+ 1)

)∫ π

1
(m+1)

(n+ 1)

(
ωp2,x(f ;u) + ωp2,y

(
f ;

1

n+ 1

))
du

u2

= O

(
1

m+ 1

){∫ π

1
(m+1)

ωp2,x(f ;u)

u2
du+ ωp2,y

(
f ;

1

n+ 1

)∫ π

1
(m+1)

du

u2

}
= O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
. (6.5.5)

Collecting (6.5.1)− (6.5.5), we have

||τ rsmn(x, y)− f(x, y)||p = O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
,

which proves part (i).

Proof of part (ii): Using (6.5.2) and (6.5.3), we have

I1 = O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
, (6.5.6)

I2 = O

(
ωp2,x

(
f ;

1

m+ 1

)
+ ωp2,y

(
f ;

1

n+ 1

))
. (6.5.7)

Using Lemma 6.4.1, Lemma 6.4.2, (6.1.7) and (6.1.14), we have

I3 =

∫ 1
(m+1)

0

∫ π

1
(n+1)

||φx,y(u, v)||p
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

= O

(
m+ 1

n+ 1

)∫ 1
(m+1)

0

∫ π

1
(n+1)

(
ωp2,x(f ;u) + ωp2,y(f ; v)

)dudv
v2

= O

(
m+ 1

n+ 1

)∫ 1
(m+1)

0

(n+ 1)

[
ωp2,x(f ;u) + log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

)]
du

= O(m+ 1)

{∫ 1
(m+1)

0

ωp2,x(f ;u)du+ log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

)∫ 1
(m+1)

0

du

}
= O

(
ωp2,x

(
f ;

1

m+ 1

)
+ log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

))
. (6.5.8)
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Using Lemma 6.4.2, (6.1.6), (6.1.7) and (6.1.14), we have

I4 =

∫ π

1
(m+1)

∫ π

1
(n+1)

||φx,y(u, v)||p
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

= O

(
1

(m+ 1)(n+ 1)

)∫ π

1
(m+1)

∫ π

1
(n+1)

(
ωp2,x(f ;u) + ωp2,y(f ; v)

)dudv
u2v2

= O

(
1

(m+ 1)(n+ 1)

)∫ π

1
(m+1)

(n+ 1)

[
ωp2,x(f ;u) + log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

)]
du

u2

= O

(
1

m+ 1

){∫ π

1
(m+1)

ωp2,x(f ;u)

u2
du+ log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

)∫ π

1
(m+1)

du

u2

}
= O

(
ωp2,x

(
f ;

1

m+ 1

)
+ log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

))
. (6.5.9)

Collecting (6.5.1), (6.5.6)-(6.5.9), we have

||τ rsmn(x, y)− f(x, y)||p = O

(
ωp2,x

(
f ;

1

m+ 1

)
+ log(π(n+ 1))ωp2,y

(
f ;

1

n+ 1

))
,

which proves part (ii).

In the similar manner, we can prove part (iii) and part (iv).

Proof of Theorem 2.2: We have

|τ rsmn(x, y)− f(x, y)|

=

∣∣∣∣ 1

4π2

∫ π

0

∫ π

0

φx,y(u, v)
Rr
m(u)

(1 + q1)m
Rs
n(v)

(1 + q2)n
dudv

∣∣∣∣
≤ 1

4π2

∫ π

0

∫ π

0

|φx,y(u, v)| |R
r
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=
1

4π2

[ ∫ 1
(m+1)

0

∫ 1
(n+1)

0

+

∫ π

1
(m+1)

∫ 1
(n+1)

0

+

∫ 1
(m+1)

0

∫ π

1
(n+1)

+

∫ π

1
(m+1)

∫ π

1
(n+1)

]
|φx,y(u, v)| |R

r
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=
1

4π2
{I1 + I2 + I3 + I4}, say.

Using (6.1.13) and following the proof of Theorem 2.1 with supremum norm, we will

get the required result.

Proof of Theorem 2.3: Following the proof of Theorem 2.1, using the generalized
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Minkowski inequality and the fact that φx,y(u, v) ∈ Lip(ψ(u, v))Lp(p > 1), we have

||τ rsmn(x, y)− f(x, y)||p

=

∣∣∣∣∣∣∣∣ 1

4π2

∫ π

0

∫ π

0

φx,y(u, v)
Rr
m(u)

(1 + q1)m
Rs
n(v)

(1 + q2)n
dudv

∣∣∣∣∣∣∣∣
p

≤ 1

4π2

∫ π

0

∫ π

0

||φx,y(u, v)||p
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

=
1

4π2

[ ∫ 1
(m+1)

0

∫ 1
(n+1)

0

+

∫ π

1
(m+1)

∫ 1
(n+1)

0

+

∫ 1
(m+1)

0

∫ π

1
(n+1)

+

∫ π

1
(m+1)

∫ π

1
(n+1)

]
(6.5.10)

M
ψ(u, v)

(uv)1/p

|Rr
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=
1

4π2
{I1 + I2 + I3 + I4}, say. (6.5.11)

Using Lemma 6.4.1, we have

I1 ≤
∫ 1/(m+1)

0

∫ 1/(n+1)

0

M
ψ(u, v)

(uv)1/p

|Rr
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

= O
(
(m+ 1)(n+ 1)

)
ψ

(
1

m+ 1
,

1

n+ 1

)∫ 1/(m+1)

0

∫ 1/(n+1)

0

(uv)−1/pdudv

= O

(
ψ

(
1

m+ 1
,

1

n+ 1

)(
(m+ 1)(n+ 1)

)1/p
)
. (6.5.12)

Using Lemma 6.4.1 and Lemma 6.4.2, we have

I2 ≤
∫ 1/(m+1)

0

∫ π

1/(n+1)

M
ψ(u, v)

(uv)1/p

|Rr
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=

∫ 1/(m+1)

0

∫ π

1/(n+1)

M
(uv)−σψ(u, v)

(uv)1/p−σ
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

= O

(
m+ 1

n+ 1

)(
ψ( 1

m+1
, π)(

1
m+1

.π
)σ )∫ 1/(m+1)

0

∫ π

1/(n+1)

(uv)σ

v2(uv)1/p
dudv

= O

(
ψ

(
1

m+ 1
, π

)
(m+ 1)1/p(n+ 1)1/p−σ

)
. (6.5.13)

Similarly, we have

I3 = O

(
ψ

(
π,

1

n+ 1

)
(m+ 1)1/p−σ(n+ 1)1/p

)
. (6.5.14)
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Using Lemma 6.4.1 and Lemma 6.4.2, we have

I4 ≤
∫ π

1/(m+1)

∫ π

1/(n+1)

M
ψ(u, v)

(uv)1/p

|Rr
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=

∫ π

1/(m+1)

∫ π

1/(n+1)

M
(uv)−σψ(u, v)

(uv)1/p−σ
|Rr

m(u)|
(1 + q1)m

|Rs
n(v)|

(1 + q2)n
dudv

= O

(
1

(m+ 1)(n+ 1)

)(
ψ(π, π)

(π)2σ

)∫ π

1/(m+1)

∫ π

1/(n+1)

(uv)σ

(uv)2+1/p
dudv

= O
(
(m+ 1)(n+ 1)

)1/p−σ
. (6.5.15)

Collecting (6.5.11)-(6.5.15), we have

||τ rsmn(x, y)− f(x, y)||p = O

((
(m+ 1)(n+ 1)

)1/p
(
ψ

(
1

m+ 1
,

1

n+ 1

)
+ (n+ 1)−σ

ψ

(
1

m+ 1
, π

)
+ (m+ 1)−σψ

(
π,

1

n+ 1

)
+
(
(m+ 1)(n+ 1)

)−σ))
.

Proof of Theorem 2.4: We have

|τ rsmn(x, y)− f(x, y)|

=

∣∣∣∣ 1

4π2

∫ π

0

∫ π

0

φx,y(u, v)
Rr
m(u)

(1 + q1)m
Rs
n(v)

(1 + q2)n
dudv

∣∣∣∣
≤ 1

4π2

∫ π

0

∫ π

0

|φx,y(u, v)| |R
r
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=
1

4π2

[ ∫ 1
(m+1)

0

∫ 1
(n+1)

0

+

∫ π

1
(m+1)

∫ 1
(n+1)

0

+

∫ 1
(m+1)

0

∫ π

1
(n+1)

+

∫ π

1
(m+1)

∫ π

1
(n+1)

]
Mψ(u, v)

|Rr
m(u)|

(1 + q1)m
|Rs

n(v)|
(1 + q2)n

dudv

=
1

4π2
{I1 + I2 + I3 + I4}, say. (6.5.16)

Now we follow the proof of Theorem 2.3 with supremum norm to get the result.

6.6 Corollaries

If f ∈ Zyg(α, β; p), then

ωp2,x(f ;u) = O(uα) and ωp2,y(f ; v) = O(vβ).
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For 0 < α, β < 1, ∫ π

δ

uα

u2
du = O

(
δα−1

)
and

∫ π

δ

vβ

v2
dv = O

(
δβ−1

)
,

which implies that uα and vβ are of the first kind.

For α = β = 1, ∫ π

δ

uα

u2
du = O

(
log

π

δ

)
and

∫ π

δ

vβ

v2
dv = O

(
log

π

δ

)
,

which implies that uα and vβ are of the second kind.

Thus, Theorem 2.1 reduces to the following corollary:

Corollary 6.6.1. If f ∈ Zyg(α, β; p), then

||τ rsmn(x, y)− f(x, y)||p =


O
(
(m+ 1)−α + (n+ 1)−β

)
, 0 < α, β < 1;

O
(
(m+ 1)−α + log(n+1)

n+1

)
, 0 < α < 1, β = 1;

O
( log(m+1)

m+1
+ (n+ 1)−β

)
, α = 1, 0 < β < 1;

O
( log(m+1)

m+1
+ log(n+1)

n+1

)
, α = 1, β = 1.

For p = ∞, the Zygmund class Zyg(α, β; p) reduces to Zyg(α, β). In this case,

from Theorem 2.2, we have the following corollary:

Corollary 6.6.2. If f ∈ Zyg(α, β), then

||τ rsmn(x, y)− f(x, y)||∞ =


O
(
(m+ 1)−α + (n+ 1)−β

)
, 0 < α, β < 1;

O
(
(m+ 1)−α + log(n+1)

n+1

)
, 0 < α < 1, β = 1;

O
( log(m+1)

m+1
+ (n+ 1)−β

)
, α = 1, 0 < β < 1;

O
( log(m+1)

m+1
+ log(n+1)

n+1

)
, α = 1, β = 1.



Conclusions and Future Scope

In the present thesis, we aimed to determine the degree of approximation of functions

belonging to Lipschitz classes: Lipα, Lip(α, p), Lip(ξ(t), p) and W (Lp, ξ(t)), p ≥ 1,

and their conjugates using almost triangular matrix means. Functions belonging to

Zygmund space and Hölder space and their conjugates are also considered to obtain

degree of approximation by product means and Borel means of theie trigonometric

Fourier series and their conjugate Fourier series, respectively. We also obtained the

error estimates for conjugates of functions of bounded variation using triangular

matrix means. Double Fourier series is also used to estimate the degree of approxi-

mation of f belonging to Lip(α, β; p), Zyg(α, β; p) and Lip(ψ(u, v))Lp using almost

Euler means. Some corollaries of the results are also discussed to justify that our

results extend and improve some of the earlier results, and contribute significantly

to the literature.

During this study we observed that this work can be extended in several directions.

Some of the possible options for future work are listed below:

• We can study the statistical convergence of Fourier series of functions belong-

ing to different function classes using summability methods.

• The work of this thesis can be extended to the other Fourier series such as

Walsh [6; 32] and Bessel [[109], pp.775,812] Fourier series.

• We can extend our study to approximation of double conjugate Fourier series

by using summability methods. We can also extend our work to the double

Walsh-Fourier series [33; 34; 106].

• Our work can be extended to obtain the results on approximation properties

of non-periodic functions by Fourier transform [117; 115].
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Int. Math. Forum 6(13), 613–625.

[57]  L enski, W. o. and Szal, B.: 2014, Approximation of conjugate functions by gen-

eral linear operators of their Fourier series at the Lebesgue points, Demonstr.

Math. 47(4), 878–892.



84

[58] Lal, S.: 2004, On the approximation of function belonging to weighted (Lp, ξ(t))

class by almost matrix summability method of its Fourier series, Tamkang J.

Math. 35(1), 67–76.

[59] Lal, S.: 2009, Approximation of functions belonging to the generalized Lipschitz

class by C1 · Np summability method of Fourier series, Appl. Math. Comput.

209(2), 346–350.

[60] Lal, S. and Kushwaha, J. K.: 2009, Approximation of conjugate of functions

belonging to the generalized Lipschitz class by lower triangular matrix means,

Int. J. Math. Anal. (Ruse) 3(21), 1031–1041.

[61] Lal, S. and Mishra, A.: 2013, Euler-Hausdorff matrix summability operator

and trigonometric approximation of the conjugate of a function belonging to

the generalized Lipschitz class, J. Inequal. Appl. 2013(1), 1–14.

[62] Lal, S. and Shireen: 2013, Best approximation of functions of generalized Zyg-

mund class by matrix-Euler summability means of Fourier series, Bull. Math.

Anal. Appl. 5(4), 1–13.

[63] Lal, S. and Singh, H. P.: 2009, Double matrix summability of double Fourier

series, Int. J. Math. Anal. (Ruse) 3(34), 1669–1681.

[64] Lal, S. and Singh, P. N.: 2002, Degree of approximation of conjugate of

Lip(α, p) function by (C, 1)(E, 1) means of conjugate series of a Fourier se-

ries, Tamkang J. Math. 33(3), 269–274.

[65] Lal, S. and Tripathi, V. N.: 2003, On the study of double Fourier series by

double matrix summability methods, Tamkang J. Math. 34(1), 1–16.

[66] Lal, S. and Yadav, K. N. S.: 2001, On degree of approximation of function

belonging to the Lipschitz class by (C, 1)(E, 1) means of its Fourier series,

Bull. Calcutta Math. Soc. 93(3), 191–196.

[67] Lebesgue, H.: 1910, Sur la représentation trigonométrique approchée des fonc-
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[101] Móricz, F. and Rhoades, B. E.: 1987, Approximation by Nörlund means of

double Fourier series for Lipschitz functions, J. Approx. Theory 50(4), 341–358.
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