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Abstract

In the present thesis, we study the degree of approximation of functions belonging to

certain Lipschitz classes and subclasses of Lp(p ≥ 1)-space (written as Lp throughout

the thesis) through trigonometric Fourier series. We also study the approximation

properties of some functions by means of Walsh–Fourier series and Fourier–Laguerre

series. This thesis is divided into six chapters.

Chapter 1 is introductory in nature and includes the introduction of different

Fourier series, basic definitions, concepts and the literature review. The objective

of the work done and layout of the thesis is also given in this chapter.

In Chapter 2, we estimate the pointwise approximation of periodic functions

belonging to Lp(ω)β(orLp(ω̃)β)-class, where ω(or ω̃) is an integral modulus of con-

tinuity type function associated with f , and its conjugate function using product

summability generated by the product of two general linear operators. We also mea-

sure the degree of approximation in the weighted norm for a function f belonging

to weighted Lipschitz class W (Lp, ξ(t)) and its conjugate f̃ , respectively. We prove

the following theorems in this chapter:

Theorem 2.3.1 Let f ∈ Lp(ω)β with 0 < β < 1− 1
p
, p > 1, and the entries of the

lower triangular matrices A ≡ (an,k) and B ≡ (bn,k) satisfy the following conditions:

bn,n �
1

n+ 1
, n ∈ N0, (0.0.1)

|bn,mam,0 − bn,m+1am+1,1| �
bn,m

(m+ 1)2
for 0 ≤ m ≤ n− 1 (0.0.2)

and

m−1∑
k=0

|(bn,mam,m−k − bn,m+1am+1,m+1−k)− (bn,mam,m−k−1 − bn,m+1am+1,m−k)|

i



ii

� bn,m
(m+ 1)2

for 0 ≤ m ≤ n− 1, (0.0.3)

with An,n = Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f by

BA means of its Fourier series is given by

∣∣tBAn (f ;x)− f(x)
∣∣ = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω(1/(n+ 1))

)
,

provided that the positive non-decreasing function ω satisfies the following condi-

tions:

ω(t)/t is a non-increasing function, (0.0.4){∫ π/(n+1)

0

(
|φ(x, t)| sinβ(t/2)

ω(t)

)p
dt

}1/p

= Ox

(
(n+ 1)−1/p

)
, (0.0.5)

{∫ π

π/(n+1)

(
t−γ
|φ(x, t)| sinβ(t/2)

ω(t)

)p
dt

}1/p

= Ox

(
(n+ 1)γ−1/p

)
, (0.0.6)

where γ is an arbitrary number such that 1/p < γ < β + 1/p and p−1 + q−1 = 1.

Theorem 2.3.2 Let f be a 2π-periodic function belonging to the class Lp(ω̃)β, 0 <

β < 1/p, p > 1 and the entries of the lower triangular matrices A ≡ (an,k) and

B ≡ (bn,k) satisfy the following conditions:

bn,n �
1

n+ 1
, n ∈ N0, (0.0.7)

|bn,mam,m−l − bn,m+1am+1,m+1−l| �
bn,m

(m+ 1)2
for 0 ≤ l ≤ m ≤ n− 1. (0.0.8)

with An,n = Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f̃ ,

conjugate of f , by BA means of its conjugate Fourier series is given by∣∣∣t̃BAn (f ;x)− f̃(x)
∣∣∣ = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω̃(1/(n+ 1))

)
,

provided that the positive non-decreasing function ω̃ satisfies the following condi-

tions:

ω̃(t)/tβ+1−σ is non-decreasing for β < σ < 1/p, (0.0.9){∫ π/(n+1)

0

(
t−σ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)p
dt

}1/p

= Ox

(
(n+ 1)σ−1/p

)
, (0.0.10)

{∫ π

π/(n+1)

(
t−γ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)p
dt

}1/p

= Ox

(
(n+ 1)γ−1/p

)
, (0.0.11)
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where γ is an arbitrary number such that 1/p < γ < β + 1/p and p−1 + q−1 = 1.

We discussed the case p = 1 separetly and two more theorems are proved for p = 1

(Theorem 2.6.1 and Theorem 2.6.2).

In weighted Lp-norm, we prove following theorems:

Theorem 2.10.1 Let f be a 2π-periodic function belonging to W (Lp, ξ(t)) with

p ≥ 1, β ≥ 0 and let the entries of the lower triangular matrices A ≡ (an,k) and B ≡
(bn,k) satisfy the conditions (0.0.1) - (0.0.3) of Theorem 2.3.1 with An,n = Bn,n = 1

for n = 0, 1, 2, ... . Then the degree of approximation of f by BA means of its

Fourier series is given by∥∥tBAn (f ;x)− f(x)
∥∥
p,β

= O

(
ξ(π/(n+ 1)) + (n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
,

provided that the positive non-decreasing function ξ(t) satisfies the condition:

ξ(t)/tσ is non–decreasing function for some 0 < σ < 1. (0.0.12)

Theorem 2.10.2 Let f be a 2π-periodic function belonging to W (Lp, ξ(t)) with

p ≥ 1, β ≥ 0 and let the entries of the lower triangular matrices A ≡ (an,k) and

B ≡ (bn,k) satisfy the conditions (0.0.1) − (0.0.3) of Theorem 2.3.1 with An,n =

Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f̃ , conjugate of f,

by BA means of its conjugate Fourier series is given by∥∥∥t̃BAn (f ;x)− f̃(x)
∥∥∥
p,β

= O

(
ξ(π/(n+ 1)) + (n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
where ξ(t) and σ are the same as in Theorem 2.10.1.

In Chapter 3, we determine the degree of trigonometric approximation of 2π-

periodic functions and their conjugates, in terms of the moduli of continuity associ-

ated with them, by matrix means of corresponding Fourier series. We also discuss

some analogous results with remarks and corollaries.

Theorem 3.3.1 Let f be a 2π-periodic function belonging to the class Lp(ω)β, β ≥
0 and let T ≡ (an,k) be a lower triangular regular matrix with non-negative and

non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ = O (1/t(n+ 1)).

Then the degree of approximation of f by matrix means of its Fourier series is given

by

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt

)
,
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provided that ω is a function of modulus of continuity type such that∫ v

0

ω(t)

tβ+1
dt = O

(
ω(v)

vβ

)
, 0 < v < π. (0.0.13)

Theorem 3.3.2 Let f be a 2π-periodic function belonging to the class Lp(ω̃)β, β ≥
0 and let T ≡ (an,k) be a lower triangular regular matrix with non-negative and

non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ = O (1/t(n+ 1)).

Then the degree of approximation of f̃ , conjugate of f , by matrix means of conjugate

Fourier series is given by∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

= O

(
1

n+ 1

∫ π

1/(n+1)

ω̃(t)

tβ+2
dt

)
,

provided that ω̃ is a function of modulus of continuity type such that∫ v

0

ω̃(t)

tβ+1
dt = O

(
ω̃(v)

vβ

)
, 0 < v < π. (0.0.14)

Theorem 3.10.1 Let f be a 2π-periodic function belonging to Lip(ω(t), p)-class

with p ≥ 1 and let T ≡ (an,k) be a lower triangular regular matrix with non-

negative and non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ =

O (1/t(n+ 1)). Then the degree of approximation of f by matrix means of its

Fourier series is given by

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1 /(n+1)

ω(t)

t2+1/p
dt

)
,

provided ω(t) is a positive non-decreasing function satisfying the following condition:∫ v

0

ω (t)

t1+1/p
dt = O

(
ω (v)

v1/p

)
, 0 < v < π. (0.0.15)

Theorem 3.10.2 Let f be a 2π-periodic function belonging to Lip(ω(t), p)-class

with p ≥ 1 and let T ≡ (an,k) be a lower triangular regular matrix with non-

negative and non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ =

O (1/t(n+ 1)). Then the degree of approximation of f̃ , conjugate of f, by matrix

means of its conjugate Fourier series is given by∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

= O

(
1

n+ 1

∫ π

1 /(n+1)

ω(t)

t2+1/p
dt

)
,

provided ω(t) is a positive non-decreasing function satisfying the condition (0.0.15)

of Theorem 3.10.1.
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In Chapter 4, we generalize the definition of Lip (α, p, w) defined by Guven [36]

to the weighted Lipschitz class Lip(ξ(δ), p, w), where ξ(δ) is a positive non-decreasing

function, and determine the degree of approximation of f ∈ Lip(ξ(δ), p, w) through

matrix means of its trigonometric Fourier series. We note that some earlier results

are particular cases of our following result:

Theorem 4.2.1 Let 1 < p < ∞, w ∈ Ap, f ∈ Lip(ξ(δ), p, w) and A = (an,k) be a

lower triangular regular matrix satisfying one of the following conditions:

(i) {an,k} ∈ AMDS in k and (n+ 1)an,0 = O(1),

(ii) {an,k} ∈ AMIS in k,

(iii)
n∑
k=0

∣∣∣∣∆k

(
An,0 − An,k+1

k

)∣∣∣∣ = O (1/n) .

Then

‖f(x)− tn(f ;x)‖p,w = O(ξ(1/n)),

where ξ(δ) is a positive non-decreasing function satisfying

ξ(1/δ)δσ is an non-decreasing function for some σ > 0. (0.0.16)

Chapter 5 deals with the approximation by triangular matrix means of Walsh–

Fourier series in Lp[0, 1)-space, where {an,k} is almost monotone sequence. We

generalize some earlier results [91; 93; 105] under less conditions on an,k. We prove

the following:

Theorem 5.2.1 Let f ∈ Lp[0, 1), 1 ≤ p ≤ ∞. Let T ≡ (an,k) be a lower triangular

regular matrix with non-negative entries, where n = 2m + k for 1 ≤ k ≤ 2m and

m ≥ 1. Then

(i) if {an,k} ∈ AMIS in k and nan,n = O(1), then

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2jan,2j+1−1ω̇p(f ; 2−j) + ω̇p(f ; 2−m)

)
,

(ii) if {an,k} ∈ AMDS in k, then

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2jan,2j ω̇p(f ; 2−j) + ω̇p(f ; 2−m)

)
.

Theorem 5.2.2 Let f ∈ Lip(α, p), α > 0 and 1 ≤ p ≤ ∞. Let T ≡ (an,k) be a

lower triangular regular matrix with non-negative entries, where n = 2m + k for
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1 ≤ k ≤ 2m and m ≥ 1. Then

(i) if {an,k} ∈ AMIS in k and nan,n = O(1), then

‖tn(f ;x)− f(x)‖p =


O(n−α) , if 0 < α < 1

O(n−1 log n) , if α = 1

O(n−1) , if α > 1,

(ii) if {an,k} ∈ AMDS in k, then

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2(1−α)jan,2j + 2−mα

)
.

Chapter 6 deals with the approximation properties of f ∈ L[0,∞) by Cesáro

means of order λ ≥ 1 of the Fourier-Laguerre series of f for any x > 0. We prove

the result for x = 0 separately.

Theorem 6.2.1 Let f be a function belonging to L[0,∞). Then the degree of

approximation of f by the Cesáro means of order λ ≥ 1 of the Fourier-Laguerre

series of f is given by

|Cλ
n(f ;x)− f(x)| = o (ξ(n)) ,

where ξ(t) is a positive non-decreasing function such that ξ(t)→∞ as t→∞ and

satisfies the following conditions:

Φ(t) =

∫ ε

t

yα/2−1/4|φ(x, y)|dy = o (ξ(1/t)) , t→ 0, (0.0.17)

∫ δ

t

|ψ(x, u)|
u

du = o (ξ(1/t)) , t→ 0, (0.0.18)

and ∫ ∞
n

e−y/2 yα/2−13/12|φ(x, y)|dy = o
(
n−1/2ξ(n)

)
, n→∞, (0.0.19)

where δ is a fixed positive constant and α ≥ −1
2
. This holds uniformly for every fixed

positive interval 0 < ε ≤ x ≤ ω <∞.
For x = 0, we prove the following theorems:

Theorem 6.4.1 Let f be a function belonging to L[0,∞). Then the degree of

approximation of f at x = 0 by the Cesáro means of order λ ≥ 1 of the Fourier-

Laguerre series of f is given by

|Cλ
n(f ; 0)− f(0)| = o

(
nα/2+3/4ξ(n)

)
,
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where ξ(t) is a positive non-decreasing function such that ξ(t)→∞ as t→∞ and

satisfies the conditions (0.0.17) and (0.0.19) of Theorem 6.2.1 for x = 0, ε > 0 and

α ∈ [−1/2, 1/2].

Theorem 6.7.1 The degree of approximation of f ∈ L[0,∞) at x = 0 by the

Hausdorff means of the Fourier-Laguerre series generated by H ∈ H1 is given by

|Hn(f ; 0)− f(0)| = o(ξ(n)),

where ξ(t) is a positive non-decreasing function such that ξ(t)→∞ as t→∞ and

satisfies the following conditions

Φ(y) =

∫ t

0

|ϕ(y)|dy = o
(
tα+1ξ(1/t)

)
, t→ 0, (0.0.20)

∫ n

ε

ey/2 y−((2α+3)/4)|ϕ(y)|dy = o
(
n−((2α+1)/4)ξ(n)

)
, (0.0.21)

and ∫ ∞
n

ey/2 y−1/3|ϕ(y)|dy = o(ξ(n)), n→∞, (0.0.22)

where ε is a fixed positive constant and α > −1/2.

We also discuss some particular cases of Theorem 6.7.1.
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Chapter 1

Introduction

Approximation theory is a vast field of mathematical territory which works out to

approximate a typically unknown function [i.e. we have limited information about

the function in terms of its properties] by some simple function, e.g. algebraic or

trigonometric polynomials. Intuitively, Fourier approximation is the study of error

estimation of functions through their Fourier series (which may be trigonometric,

Walsh, Laguerre etc.) using summability techniques.

As we know that the Fourier Series of a function need not to be convergent to

the function everywhere in the domain, the summability methods play key role to

find the sum of non-convergent series which in turn approximate the function under

consideration.

1.1 Fourier Series

A Fourier series has been defined to be a series in terms of orthogonal elements in

the space, and this orthogonality property is attractive due to its computational

aspects. Corresponding to different orthogonal sets, we can define several Fourier

series. Some of them are discussed here:

1



2

Trigonometric Fourier Series:

Let f be a 2π periodic function belonging to Lp := Lp[0, 2π](p ≥ 1)-space. The

trigonometric Fourier series of f is defined as

f(x) ∼ a0

2
+
∞∑
k=1

(ak cos kx+ bk sin kx). (1.1.1)

The nth partial sum of the Fourier series (1.1.1), i.e.,

sn(f ;x) :=
a0

2
+

n∑
ν=1

(aν cos νx+ bν sin νx), ∀n ∈ N with s0(f ;x) =
a0

2
, (1.1.2)

is also called trigonometric polynomial of degree (or order) ≤ n.

Consider the power series
∞∑
ν=0

cνz
ν , z ∈ C, where

cν =

{
aν − ibν , ν ≥ 1

a0/2, ν = 0.

If z = eix, then

∞∑
ν=0

cνz
ν =

∞∑
ν=0

cνe
iνx = a0/2 +

∞∑
ν=1

(aν − ibν)(cos νx+ i sin νx)

= a0/2 +
∞∑
ν=1

(aν cos νx+ bν sin νx) + i
∞∑
ν=1

(aν sin νx− bn cos νx).

The imaginary part of
∞∑
ν=0

cνe
iνx is called conjugate Fourier series and its nth

partial sum is defined by

s̃n(f ;x) :=
n∑
ν=1

(aν sin νx− bν cos νx), ∀n ∈ N with s̃0(f ;x) = 0. (1.1.3)

The conjugate of f, denoted by f̃ , is defined as

f̃(x) = − 1

2π
lim
ε→0

∫ π

ε

ψ(x, t) cot(t/2)dt, (1.1.4)

where ψ(x, t) = f(x + t)− f(x− t). We also write φ(x, t) := f(x + t) + f(x− t)−
2f(x) [152].
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It is known that the series conjugate to a Fourier series is not necessarily itself a

Fourier series, e.g. the series
∞∑
ν=0

cos νθ

log(ν + 2)

is a Fourier series but the corresponding sine series is not a Fourier series. Therefore,

a separate study of conjugate Fourier series is required.

Walsh Fourier Series:

Consider a sequence of functions {rn(x)} on the interval I := [0, 1) defined as:

r0(x) =

{
1, 0 ≤ x < 2−1

−1, 2−1 ≤ x < 1.

Now, extend it to the real line by periodicity of 1, i.e., r0(x + 1) = r0(x) and set

rn(x) = r0(2nx), n ≥ 1, x ∈ R. These functions are known as Rademacher’s func-

tions.

The Walsh system {wn(x)} is obtained by taking all possible products of Rademacher’s

functions. For this, we use the Paley enumeration of the Walsh system [99]. Set

w0(x) = 1 and if

n =
∞∑
j=0

kj2
j, kj = 0 or 1

is the dyadic representation of n ∈ N, then wn(x) =
∞∏
j=0

[rj(x)]kj for n ∈ N.

The Walsh system is complete orthonormal system.

The dyadic addition of x, y ∈ I with dyadic expansions x =
∞∑
k=0

xk2
−k−1 and y =

∞∑
k=0

yk2
−k−1 is defined as

x⊕ y =
∞∑
k=0

|xk − yk|
2k+1

.

Let f be a 1-periodic Lebesgue integrable function on I. The Walsh-Fourier series

of f is defined as
∞∑
k=0

f̂(k)wk(x), (1.1.5)
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where f̂(k) is known as the kth-Walsh-Fourier coefficient of f and given by f̂(k) =∫ 1

0
f(t)wk(t)dt.

The nth partial sum of the Walsh-Fourier series (1.1.5), i.e.,

sn(f ;x) :=
n−1∑
k=0

f̂(k)wk(x), ∀n ∈ N, (1.1.6)

is also called the Walsh polynomial of degree (or order) ≤ n. The collection of all

Walsh polynomials of degree ≤ n is denoted by Pn. The collection P2n coincides with

the collection of An-measurable functions on I, where An is the finite σ-algebra

generated by the collection of dyadic intervals of the form Im(k) := [k2−m, (k +

1)2−m], m ≥ 0, k = 0, 1, ..., 2m − 1.

The integral representation of sn(f ;x) in (1.1.6) is given by

sn(f ;x) =

∫ 1

0

f(x⊕ t)Dn(t)dt, (1.1.7)

where Dn(t) =
n−1∑
k=0

wk(t) is the Walsh-Dirichlet kernel having the property that

D2n(t) =

{
2n, t ∈ [0, 2−n)

0, t ∈ [2−n, 1].
(1.1.8)

For more details one can see [32].

Fourier-Laguerre Series:

Let f be a Lebesgue integrable function on [0,∞), i.e., f ∈ L[0,∞). The Fourier-

Laguerre expansion of f is given by

f(x) ∼
∞∑
n=0

anL
(α)
n (x), (1.1.9)

where

Γ(α + 1)

(
n+ α

n

)
an =

∫ ∞
0

e−xxαf(x)L(α)
n (x)dx, (1.1.10)

the existence of the above integral is presumed and L
(α)
n (x) denotes the nth Laguerre

polynomial of order α > −1, defined by the generating function

∞∑
n=0

L(α)
n (x)ωn = (1− ω)−α−1 exp

(
−xω
1− ω

)
.
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The nth partial sum of the Fourier-Laguerre series (1.1.9), i.e.,

sn(f ;x) =
n∑
k=0

akL
(α)
k (x), (1.1.11)

is also called Fourier-Laguerre polynomial of degree (or order) ≤ n.

When x = 0,

L(α)
n (0) =

(
n+ α

n

)

and
n∑
r=0

L(α)
r (x) = L(α+1)

n (x).

Laguerre polynomials L
(α)
n (x) form orthogonal set with the weight function e−xxα

on [0,∞). Fore more details one can see [136].

The study of other Fourier series like corrected Fourier series [107], Fourier–

Bessel’s series [141] and hexagonal Fourier series [148] also develops an extensive

field of Fourier expansions and approximations.

1.2 Summability

Summability is a well developed field for the study of non-convergent series in which

one attempts to attach a value to the non-convergent infinite series, i.e., summability

extends the notion of the sum of a convergent series. Throughout the last century,

the mathematicians such as Abel, Cesáro, Euler, Hausdorff, Hölder, Nörlund, Riesz

and Lebesgue have formulated various process of summability of infinite series.

The most well known methods of summability are linear. Toeplitz [140] was the

first to put such methods systematically and we call them T -methods. Let
∑
un be

an infinite series with sequence of partial sums {sn} and let T = (an,k) be an infinite

lower triangular matrix. Then the sequence -to-sequence transformation

tn =
n∑
k=0

an,ksk =
n∑
k=0

an,n−ksn−k, n = 0, 1, 2, ... ,

are called linear means (determined by the matrix T ) of the sequence {sn}.
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Definition 1.2.1. The infinite series
∑
un is said to be summable to s by T -method,

if

lim
n→∞

tn = s,

where s is a finite number.

Regularity of Summability Process:

Definition 1.2.2. The summability matrix T or the sequence-to-sequence transfor-

mation {tn} is said to be regular, if

lim
n→∞

sn = s⇒ lim
n→∞

tn = s.

The necessary and sufficient conditions on an,k which make the matrix T regular

were found by Toeplitz [140] and Silverman [120] and given as follows:

1. lim
n→∞

∞∑
k=0

an,k = 1 (row sums tend to 1),

2.
∞∑
k=0

|an,k| < M for every n ∈ N ∪ {0} (uniformly bounded summable rows),

3. lim
n→∞

an,k = 0 for every k ∈ N ∪ {0} (terms of any column tends to 0),

where M is a constant independent of n.

1.2.1 Some Particular Cases of Matrix-T

1. Cesàro Matrix of Order δ: For a positive real number δ, if

an,k =

{
Eδ−1
n−k/E

δ
n, 0 ≤ k ≤ n

0, k > n,

where

Eδ
n =

Γ(n+ δ + 1)

Γ(n+ 1)Γ(δ + 1)
=

n∑
k=0

Eδ−1
k ,

then the linear means tn become Cesàro means of order δ, i.e., (C, δ)-means.

The series
∑

un is said to be summable to s by Cesàro means, if

tδn =
1

Eδ
n

n∑
k=0

Eδ−1
n−ksk → s as n→∞.
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2. Harmonic Matrix: If

an,k =

{
1

(n−k+1) logn
, 0 ≤ k ≤ n

0, k > n,

then the linear means tn become Harmonic means, i.e., (H, 1)-means.

The series
∑

un is said to be summable to s by Harmonic means, if

tn =
1

log n

n∑
k=0

sk
n− k + 1

→ s as n→∞.

3. Nörlund Matrix: If

an,k =

{
pn−k/Pn, 0 ≤ k ≤ n

0, k > n,

where Pn =
n∑
k=0

pk 6= 0, and p−1 = 0 = P−1, {pn} is any sequence of real

numbers, then the linear means tn become Nörlund means, i.e., (Np)- means.

The series
∑

un is said to be summable to s by Nörlund means, if

tn =
1

Pn

n∑
k=0

pn−ksk → s as n→∞.

4. Riesz Matrix: If

an,k =

{
pk/Pn, 0 ≤ k ≤ n

0, k > n,

where Pn =
n∑
k=0

pk 6= 0, and p−1 = 0 = P−1, {pn} is any sequence of real

numbers, then the linear means tn become Riesz means, i.e., (N̄p)- means.

The series
∑

un is said to be summable to s by Riesz means, if

tn =
1

Pn

n∑
k=0

pksk → s as n→∞.

5. Euler Matrix: For a positive real number q, if

an,k =


(
n

k

)
qn−k/(1 + q)n, 0 ≤ k ≤ n

0, k > n,
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then the linear means tn become Euler means, i.e., (E, q)-means of order q.

The series
∑

un is said to be summable to s by Euler means, if

tn =
1

(1 + q)n

n∑
k=0

(
n

k

)
qn−ksk → s as n→∞.

6. Hausdorff Matrix: The Hausdorff means of
∑

un are defined by

Hn =
n∑
k=0

hn,ksk, n = 0, 1, 2, ...,

with

hn,k =


(
n

k

)
∆n−kµk, 0 ≤ k ≤ n

0, k > n,

where ∆µn = µn−µn+1 is forward difference operator and ∆k+1µn = ∆k(∆µn).

If H = (hn,k) is regular, then {µn} known as moment sequence, has the repre-

sentation

µn =

∫ 1

0

undγ(u),

where γ(u), known as mass function, has the following properties:

(a) γ(u) is continuous at u = 0,

(b) γ(u) ∈ BV [0, 1] such that γ(0) = 0, γ(1) = 1,

(c) γ(u) = 2−1[γ(u+ 0) + γ(u− 0)] for 0 < u < 1.

The series
∑

un is said to be summable to s by the Hausdorff means, if

Hn → s as n→∞.

Tylor means [17], Bochner–Riesz means [18] and almost Riesz means [22] are

also very useful summability techniques.

1.2.2 Composition of Two Summability Methods

Let A ≡ (an,m) and B ≡ (bn,m) be two infinite lower triangular matrices of real

numbers. When we superimpose the B−summability on A−summability, we get
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BA means of
∑
un defined by

tBAn =
n∑

m=0

bn,m

(
m∑
k=0

am,ksk

)
=

n∑
m=0

m∑
k=0

bn,mam,ksk.

The composite summability method is more effective than the individual summabil-

ity method. It has been discussed very well by Mishra et al. [81, pp.261–262] that the

product summability C1Np is stronger than the single (C, 1) summability method.

1.3 Some Basic Definitions and Results

1. Lp-Norm: The Lp norm of f ∈ Lp[0, 2π] is defined by

‖f‖p =


(

1
2π

∫ 2π

0
|f(x)|pdx

)1/p

, 1 ≤ p <∞

ess sup
x∈[0,2π]

|f(x)|, p =∞.

2. Weighted Lp-Norm: The weighted norm of f ∈ Lp[0, 2π] with the weighted

function w(x) is defined by

‖f‖p,w =

(
1

2π

∫ 2π

0

|f(x)|pw(x)dx

)1/p

, 1 ≤ p <∞. (1.3.1)

3. Modulus of Continuity: Let f(x) be a function in the interval [a, b]. Then

the modulus of continuity ω(δ) of the function f(x) is defined as

ω(δ) := ω(f ; δ) = sup
|x−y|≤δ

|f(x)− f(y)|, a ≤ x, y ≤ b.

Some basic properties of the modulus of continuity ω(δ) [56; 95] are as follows:

(a) ω(δ) ≥ 0, and ω(δ) = 0, if δ = 0.

(b) ω(δ1) ≤ ω(δ2) for 0 < δ1 < δ2.

(c) f is uniformly continuous on [a, b] if and only if

lim
δ→0

ω(δ) = 0.

(d) ω(nδ) ≤ nω(δ) for n ∈ N and δ > 0.
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Also ω satisfies the following:

δ−1
2 ω(δ2) ≤ 2δ−1

1 ω(δ1) for δ2 ≥ δ1 > 0. (1.3.2)

4. Integral Modulus of Continuity: The integral modulus of continuity of a

2π periodic function f in Lp[0, 2π](1 ≤ p <∞)-space is defined by

ωp(f ;h) = sup
0<|t|≤h

‖ f(x+ t)− f(x) ‖p .

5. Generalized Modulus of Continuity: The generalized moduli of continuity

of f in Lp[0, 2π]−space are defined by

ωβf(δ)Lp := sup
0≤|t|≤δ

{∣∣∣∣sin t

2

∣∣∣∣βp ∫ 2π

0

|φ(x, t)|pdx

}1/p

, β ≥ 0

and

ω̃βf(δ)Lp := sup
0≤|t|≤δ

{∣∣∣∣sin t

2

∣∣∣∣βp ∫ 2π

0

|ψ(x, t)|pdx

}1/p

, β ≥ 0.

6. The Hölder Inequality: Let x and y be scalar-valued Lebesgue-measurable

functions on the Lebesgue-measurable set E such that
∫
E
| x(t) |p dt <∞ and∫

E
| y(t) |q dt <∞, where p > 1 and p−1+q−1 = 1. Then

∫
E
| x(t)y(t) | dt <∞

and ∫
E

| x(t)y(t) | dt ≤
(∫

E

| x(t) |p dt
)1/p(∫

E

| y(t) |q dt
)1/q

.

For p = 1 and q =∞, we have∫
E

| x(t)y(t) | dt ≤
(∫

E

| x(t) | dt
)

(ess sup
t∈E
| y(t) |).

7. Generalized Minkowski Inequality: Let g(x, t) ∈ Lp([a, b] × [c, d]) for

p ≥ 1. Then{∫ b

a

∣∣∣∣∫ d

c

g(x, t)dt

∣∣∣∣p dx
}1/p

≤
∫ d

c

{∫ b

a

|g(x, t)|pdx
}1/p

dt.

8. Abel’s Transformation: Let {an}∞n=0 and {bn}∞n=0 be two sequences of real

numbers, then

n∑
k=m

akbk =
n−1∑
k=m

Ak4bk + Anbn − Am−1bm, (1.3.3)
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where Ak =
k∑
r=0

ar and 4bk ≡ bk − bk+1.

For m = 0, (1.3.3) reduces to

n∑
k=0

akbk =
n−1∑
k=0

Ak4bk + bnAn.

1.4 Important Functions Spaces

A function f ∈ Lipα, if |f(x+ t)− f(x)| = O(tα) for 0 < α ≤ 1,

f ∈ Lip(α, p), if
(∫ 2π

0
|f(x+ t)− f(x)|pdx

)1/p

= O(tα) for 0 < α ≤ 1, p ≥ 1,

f ∈ Lip(ξ(t), p), if
(∫ 2π

0
|f(x+ t)− f(x)|pdx

)1/p

= O(ξ(t))

and f ∈ W (Lp, ξ(t)), if(∫ 2π

0

|(f(x+ t)− f(x)) sinβ(x/2)|pdx
)1/p

= O(ξ(t)), β ≥ 0, p ≥ 1,

where ξ(t) is positive non-decreasing modulus of continuity type function.

It is important to note that the function ξ(t), in the definition of

W (Lp, ξ(t))-class is not the same as the ξ(t) in the definition of Lip(ξ(t), p)-class.

The ξ(t) in the Lip(ξ(t), p)-class depends on t only, whereas the ξ(t) in theW (Lp, ξ(t))-

class depends on both t and β [52]. If we take ξ(t) = tβψ(t) for β ≥ 0 and some

positive non-decreasing function ψ(t), then the W (Lp, ξ(t))-class defined above re-

duces to the W (Lp, ψ(t))-class defined by Khan [52].

If β = 0, then W (Lp, ξ(t)) ≡ Lip(ξ(t), p) and for ξ(t) = tα(0 < α ≤ 1), Lip(ξ(t), p) ≡
Lip(α, p). Lip(α, p)→ Lipα as p→∞. Thus

Lipα ⊆ Lip(α, p) ⊆ Lip(ξ(t), p) ⊆ W (Lp, ξ(t)).

In the thesis, we also used some subclasses of Lp-space in terms of generalized integral

modulus of continuity [58; 77].

Let ω be a modulus of continuity type function on [0, 2π]. Then two subclasses of

Lp−space are defined by

Lp(ω)β = {f ∈ Lp : ωβf(δ)Lp ≤ ω(δ)},

Lp(ω̃)β = {f ∈ Lp : ω̃βf(δ)Lp ≤ ω̃(δ)}.
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If β = 0, Lp(ω)β (orLp(ω̃β)) coincides with Lip(ξ(δ), p) for ω(δ) = δα(0 < α ≤
1), Lp(ω)β ≡ Lip(α, p) and Lip(α, p)→ Lipα as p→∞.

There are many more function spaces such as Basove spaces [3], Lebesgue space

with Muckenhoupt weights [38], grand Lorentz space [47], sobolev space [100; 142]

and generalized sobolev space [103] etc.

1.5 Fourier Approximation

If a function f in Lp-space is approximated by a polynomial Tn(x) of degree ≤ n

(which are either partial sums or some summability means of the Fourier series of

f), then the error of approximation En(f), in terms of n, is given by

En(f) = min
Tn
‖ f(x)− Tn(x) ‖p .

The polynomial Tn(x) is known as the Fourier-approximant of f , and this method

of approximation is called Fourier approximation.

If T ∗n(x) is the polynomial of best approximation, then

En(f) = min
Tn
‖ f(x)− Tn(x) ‖p=‖ f(x)− T ∗n(x) ‖p .

1.6 Literature Review

Approximation by Fourier series lies at the heart of signal analysis and in digital

signal processing [106] including audio, videos, images, speech, radio transmission

etc. Nowadays wavelet transform and Fourier transform also have been of growing

interest for researchers [101; 104] to provide additional and remarkable tools in the

area of filtering and signal analysis but Fourier series is the best choice for processing

periodic signals.

Among the results studied by various researchers over the last decades, perhaps

the best known result was due to Weierstrass [146]. This result has been extended

further for trigonometric polynomials. Lebesgue [72] obtained the result for approx-

imation of f ∈ Lipα(0 < α ≤ 1) by partial sums of its Fourier series and obtained

|sn(f ;x) − f(x)| = O (n−α log n) . Bernstien [7] used Cesàro summability of order

1, i.e. (C, 1) means, for f ∈ Lipα(0 < α ≤ 1) to prove that En(f) = O(n−α) for
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0 < α < 1 and En(f) = O (n−1 log n) for α = 1. Jackson [45] also gave theorems

dealing with the errors in the approximation of f ∈ Lipα(0 < α ≤ 1) by the partial

sums sn(f ;x) and (C, 1) means of its Fourier series. Alextis [1] extended the results

of Bernstien [7] for Cesàro summability of order δ for f ∈ Lipα(0 < α ≤ 1). Results

of Jackson [45] has been studied further by Quade [108] in Lp-norm. He proved

‖sn(f ;x)− f(x)‖p =

{
O (n−α) , p > 1

O (n−α log n) , p = 1.
He also gave the similar results for

(C, 1) summability means. Sahney and Goel [117] studied Nörlund means of Fourier

series in f ∈ Lipα(0 < α ≤ 1)-class. Holland et.al. [43], Chandra [13; 14] has ex-

tended the problem further using Nörlund and Riesz means with monotonic weights

pn. Holland [42] has gone through all the results on trigonometric approximation of

continuous functions and published a survey paper in 1981 for these results.

Chandra [13; 14] studied the problem further and proved the approximation

results for f ∈ Lipα choosing Nörlund means with monotonicity condition on pn

and a lower triangular matrix T ≡ (an,k) such that an,k ≤ an,k+1. Chandra and

Mohapatra [16] proved the results for absolute Nörlund summability of Fourier series.

Chandra [15], Leinder [73] and Mittal et al. [87; 88] extended the results of [13; 14;

108] for f ∈ Lip(α, p) by relaxing the condition of monotonicity on an,k to obtain

En(f) of order n−α. A nice discussion has been done by Bojanić and Mazhar [10] on

the error when a function of bounded variation has been approximated by various

summability means of its Fourier series. Wei and Yu [145] also gave nice results and

discussed the applications of their results to more general classes of sequences.

Mittal [83] proved the results for F1-effectiveness of C1T method. The au-

thor [83] also discussed the F1-effectiveness of C1Np and Np methods on which the

approximation results already have been proved. Mittal and Bhardwaj [84] studied

the results of [13; 14; 15; 108] further for a linear matrix operator. Mittal and

Rhoades [85] have obtained the error estimation of f through a matrix which does

not have monotone rows. A new class Lip(ψ(t), p)(p > 1) of 2π periodic functions

was defined by Khan and Ram [54] as Lip(ψ(t), p) = {f : |f(x + t) − f(x)| ≤
M
(
ψ(t) t−1/p

)
} 0 < t < π and M is a positive number independent of x and t.

The authors in [54] determined the degree of approximation for f ∈ Lip(ψ(t), p)

using Euler means. Nigam [96] and Nigam and Sharma [98] obtained En(f) =
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O
(
(n+ 1)1/pξ(1/(n+ 1))

)
for f ∈ Lip(ξ(t), p) using (E, q)(C, 1) and (C, 1)(E, q)

summability methods, respectively. Although, ξ(t) does not depend on p but these

results depend on p. Lal and Yadav [71] obtained the degree of approximation

of f ∈ W (Lp, ξ(t)) using a triangular matrix involving the product (C, 1)(E, 1).

Rhoades [113; 116] extended these results to a wider class of Hausdorff matrices

and proved that for f ∈ W (Lp, ξ(t)), ‖f(x) − Hn(f ;x)‖p = O
(
nβ+1/pξ(1/n)

)
as-

suming two additional conditions on ξ(t). He also derived a result for f ∈ Lipα.

Lal [66] had initiate for the study of C1Np summability of f ∈ W (Lp, ξ(t)) which

was further improved by Singh et al. [123]. These results depend on p. Singh and

Sonker [125] pointed out some remarks in the results of [66; 71; 113] and stud-

ied this problem further using Hausdorff summability means. Singh and Srivas-

tava [135] studied all these results to obtain the degree of approximation free from

p. The authors [135] obtained the results for f ∈ W (Lp, ω(t), β)-class using C1T

operator with weaker conditions on ω(t). Obviously, the results are independent of

p and hence more sharper than the earlier. Krasniqi [59],  Lenski [75] and  Lenski

and Szal [78] have given results in terms of modulus of continuity for more general

summability means, generated by product of two triangular matrices. Mohapatra

and Szal [90] also obtained similar results in Lp-space and Lip(α, p)-class. A num-

ber of results have been obtained by Kranz et al. [58], Krasniqi [61] and  Lenski and

Szal [76; 77] in the space Lp(ω)β.

Following Ky [62], recently Guven [36; 37] extended the results of Chandra [15] to

a weighted Lipschitz class. Singh and Srivastava [126] continued this work and ex-

tended the theorem of Guven [36] to the matrix means under the relaxed condition

of monotonicity and replaced the results of [37] by a single result. Das et al. [19]

obtained the approximation results in Banach space with Hölder metric using (E C)

means of Fourier series. Mohapatra and Chandra [89] also obtained results in Hölder

metric using lower triangular matrix means. Das et al. [20; 21] introduced a regular

trigonometric summation method and applied it to determined En(f) in generalized

Hölder metric space H
(w)
p . Leindler [74] and Singh and Sonker [124] obtained the

degree of approximation in generalized Hölder metric. The authors [124] generalized

results of Leindler [74] using matrix means which has almost monotone rows. Very
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recently, Jafrov [46] approximated f through the Nörlund submethod of summabil-

ity with monotonicity on pn. Guven and Yurt [39] have given the direct and converse

trigonometric approximation results in the Lebesgue space of function of severable

variable with the help of moduli of smoothness of fractional order.

As conjugate Fourier series needs the separate study, many researchers investi-

gated about the conjugate function of f in different classes, namely, Lipα, Lip(α, p),

Lip(ξ(t), p) and W (Lp, ξ(t)), through various summability methods. Quarshi [109;

110], Lal and Kushwaha [67], Lal and Mishra [68] and Kȩska [50] have proved some

useful results on En(f̃) for f ∈ Lipα(0 < α < 1) using almost Riesz, triangular ma-

trix and Euler–Hausdorff means of conjugate Fourier series. Lal [65] proved the re-

sults for conjugate of almost Lipschitz functions by (C, 1)(E, 1) means. Qureshi [111],

Lal and Singh [70] and Sonker and Singh [134] proved En(f̃) = O
(
n−α+1/p

)
using

Nörlund, (N, p, q)(E, 1) and (C, 1)(E, q) means, respectively in Lip(α, p)(p ≥ 1)-

class.

Being motivated by these results in the Lipα, Lip(α, p)-classes, some authors

studied the problem further for Lip(ξ(t), p) and W (Lp, ξ(t))-classes. Mittal et al. [86]

approximated f̃ by linear opertors in W (Lp, ξ(t))-class. Rhoades [115] and Lal

and Mishra [68] proved their results for the class Lip(ξ(t), p) using the Hausdorff

means and product means Eq∆H, respectively. The authors gave their results free

from p in terms of ξ(t) with a single condition on ξ(t). Mishra et al. [82] used

C1Np summability means of the conjugate Fourier series for the W (Lp, ξ(t))-class

and proved En(f̃) = O
(
nβ/2+p/2ξ(1/

√
n)
)

with additional assumption conditions

on ξ(t) and monotonic weight pn. Further, Mishra et al. [81] studied this re-

sult by dropping the monotonicity on pn which in turn generalized the results

of Lal [66]. Singh and Srivastava [127] approximated conjugate of functions be-

longing to W (Lp, ξ(t)) by Hausdorff means of conjugate Fourier series and proved

En(f̃) = O
(
(n+ 1)β+1/pξ(1/(n+ 1))

)
. The authors [128] studied this problem

again to obtain the results free from p by using the C1T means to proved that

En(f̃) = O
(
(n+ 1)βξ(1/(n+ 1))

)
.

In analogy with the theory of trigonometric Fourier series, an extensive parallel

theory of Wash-Fourier series has been developed. In the past few decades, the

system of Walsh functions has been the subject of growing interest. A list of papers
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on Walsh functions have been published in [5] stressing their application in com-

puter science and electric engineering. Billard [8] and Gosselin [33] proved that the

Walsh series of L2 functions converges almost everywhere. For f ∈ Lp, 1 < p <∞
Paley [99] proved that Wn(f) → f as n → ∞. Results of Ladhawala [64] and

Butzer and Wagner [11] conclude that Walsh Fourier series is absolutely conver-

gent for f ∈ Lip(α, p). Móricz and Schipp [92] studied the integrability and con-

vergence of Walsh-Fourier series in L[0, 1] with coefficients of bounded variation.

The investigators like Butzer and Wagner [12], Schipp [119], Skvorcov [131] and

Powell [102] examined the conditions for Walsh series to represent a dydically dif-

ferentiable function f . A good amount of work has been done by Arutjunjan and

Talaljan [4], Skvorcov [130] on the uniqueness of approximation by Walsh series.

Wade [144] published a paper related to the research done on Walsh series dur-

ing the period 1971 − 1981. Fine [24], Yano [149], Jastrebova [49], Schipp [118],

Bǎiarstanova [6] and Skvorcov [132] have done good work on Cesáro summability

of Walsh–Fourier series. Móricz and Siddiqi [93] considered the Nörlund means of

Walsh–Fourier series of a function in Lp(1 ≤ p ≤ ∞)-space and gave the results

on the rate of convergence by Nörlund means. The authors [93] observed that the

earlier results on Cesàro means are special cases of their results. The authors also

suggested an extension of their work [93, pp.386-388] which was carried out by

Fridli [26]. Tevzade [138] and Goginava [30] studied the problem for Cesàro means

of negative order.

Móricz and Rhoades [91] considered the weighted means and obtained the re-

sults for the Walsh–Fourier series of functions in Lp[0, 1) and Lip(α, p)(α > 0, 1 ≤
p ≤ ∞)-classes. Later Priti et al. [105] obtained the results using a lower triangu-

lar matrix means T ≡ (an,k) such that
n−1∑
k=0

aγn,n−k = O(n1−γ) for some 1 < γ ≤ 2.

The analogous of [91; 93; 105] has been discussed by Blahota and Nagy [9] very re-

cently. Rhoades [114] proved the results for a regular triangular matrix means with

coefficients of general bounded variation. Weisz [147] introduced dyadic martingale

Hardy spaces Hp and obtained that the maximal operator of the (C, α)-means is

bounded from the space Hp to Lp(1/(α+ 1) < p <∞) and uniformly continuous on

Hp. Goginava [31] considered the maximal operator of Fejer-Walsh means. Fridli et

al. [27] also extended the results of Yano [149], Jastrebova [49] and Skvorcov [132] to
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Hp-space and homogeneous Banach spaces. Tephnadze [137] has derived the neces-

sary and sufficient conditions for modulus of continuity so that Fejer-Walsh means

is convergent in Hp-space.

Some authors such as Konyagin [57], Episkoposian and Müller [23] and Gàt et al.

[29] studied the convergence and divergence properties of Walsh–Fourier series. The

authors [23] proved some universality properties that there are countable sets E

such that sn(f ;x) is not uniformly universal on E, ∀ f ∈ Cw. Hankel matrix trans-

formation of Walsh–Fourier series also has been of growing interest for researchers

(see [2] and references therein).

A smooth function can be represented as a series of orthogonal polynomials. La-

guerre polynomials Ln(x) and generalized Laguerre polynomials L
(α)
n (x) form com-

plete orthogonal set of functions on the interval [0,∞). Laguerre series is useful to

get good results in data compression task and it is also useful in the spectral theory

for nonlinear differential equations [51]. Hille [40] proved that Laguerre series of a

certain class of functions are Able summable and used the results in convergence

of Laguerre series [41]. The equiconvergence theorems and summability theorem at

x = 0 has been given in [136]. The author [136] proved that Fourier–Laguerre series

of a Lebesgue measurable function on [0,∞) and continuous at x = 0 is (C,K)

summable at x = 0 with the sum f(0) provided K > α + 1/2. Gupta [35] also

proved that σKn (0) = o(log n), K > α + 1/2, where σKn (0) is nth (C,K) means

of Fourier-Laugerre series. Similar result has been proved by Singh [122] that

σKn (0) = f(0)+O(n−1/2)+O(ψ(1/n)), K > α+1/2, α > −1 with some assumption

conditions on the function ψ(t). The author [121] also studied the absolute (C, 1)

summability factors at the point x 6= 0. Khan and Khan [53] established theorems on

En(f) of a function by Cesáro means of Fourier-Laguerre series, the series obtained

by product of two Laugerre polynomials. The authors [60; 69; 97; 133; 139] has

obtained the results at x = 0 by Nörlund, (N, p, q), (E, 1), and (C, 1)(E, q) summa-

bility means of Fourier-Laugerre series for α ∈ (−1,−1/2) with a set of assumption

conditions. The authors in [55] used Harmonic-Euler product sumability means and

proved the similar results. Greene [34] obtained the results on the oscillatory region

of Fourier–Laguerre series and proved that outside this region |L(α)
n (x)| increases

monotonically bounded.
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1.7 Objective of the Study

The objective of present study is to fill the gap in the literature by making some

advancement in the field of Fourier approximation. The pointwise objectives are as

follows:

• To study the trigonometric approximation of functions and their conjugates be-

longing to certain subclasses of Lp-space such as Lp(ω)β, L
p(ω̃)β andW (Lp, ξ(t))

using product summability methods (Chapter 2).

• To obtain the degree of approximation of functions in the classes Lp(ω)β, L
p(ω̃)β

and Lip(ω(t), p) by linear operators (Chapter 3).

• To introduced generalized Lipschitz class with Muckenhoupt weights Lip(ξ(δ), p, w)

and to determine the degree of approximation of functions by matrix means

of trigonometric Fourier series (Chapter 4).

• To determine En(f) for functions in Lp[0, 1)-space by means of its Walsh-

Fourier series (Chapter 5).

• To study the approximation of f ∈ L[0,∞) by summability means of its

Fourier-Laguerre series (Chapter 6).



Chapter 2

Approximation in Certain

Subclasses of Lp-space Using

Product Summability

2.1 Introduction

A good amount of research work has been done in the field of Fourier series approx-

imation in the subclasses of Lp-space through the summability means (as filters).

Product summability means are more general methods as the product transforma-

tion has a key role in signal theory in the form of double digital filter. To enhance

the quality of digital filter, the summability matrices without monotone rows are

more useful than the matrices with monotone rows.

Let A ≡ (an,m) and B ≡ (bn,m) be two infinite lower triangular matrices of real

numbers such that

A(or B) =

{
an,m(or bn,m) ≥ 0, 0 ≤ m ≤ n

an,m(or bn,m) = 0, m > n,

n∑
m=0

an,m = 1 and
n∑

m=0

bn,m = 1, where n = 0, 1, 2, ...,

and let

An,r =
r∑

m=0

an,m and Bn,r =
r∑

m=0

bn,m.

19
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When we superimpose the B−summability on A−summability, we have BA

means of {sk(f ;x)} defined by (see [59; 78; 79])

tBAn (f ;x) =
n∑

m=0

m∑
k=0

bn,mam,ksk(f ;x), n = 0, 1, 2, ... . (2.1.1)

Similarly, BA means of {s̃k(f ;x)} defined by

t̃BAn (f ;x) =
n∑

m=0

m∑
k=0

bn,mam,ks̃k(f ;x), n = 0, 1, 2, ... . (2.1.2)

We write (BA)n(t) as

(BA)n(t) =
1

2π

n∑
m=0

m∑
k=0

bn,mam,k
sin (k + 1/2)t

sin (t/2)

and (B̃A)n(t) as

(B̃A)n(t) =
1

2π

n∑
m=0

m∑
k=0

bn,mam,k
cos (k + 1/2)t

sin (t/2)
.

We also write K1 � K2 if ∃ a positive constant C (it may depend on some param-

eters) such that K1 ≤ CK2.

2.2 Degree of Approximation in Lp(ω)β and Lp(ω̃)β-

Classes

The product summability means of Fourier series have been considered in various

directions, for example, Mittal [83, Theorem 1, p.437] has estimated the deviation

tBAn (f ; .)− f(.) pointwise with lower triangular infinite matrix B defined by:

bn,m =

{
1

n+1
, 0 ≤ m ≤ n

0, m > n.

This matrix corresponds to the Cesàro summability of order 1 and is denoted by

C1. He also discussed the (F1)-effectiveness of C1A method. Lenski and Szal [78,

Theorem 2.1, p.1121] have extended the results of Mittal [83] to more general means
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BA and proved their results in terms of modulus of continuity. They proved the

following result:

∣∣tBAn (f ;x)− f(x)
∣∣� n∑

m=0

bn,m

[
1

m+ 1

m∑
k=0

ωxf(π/k + 1)

]
,

for every natural number n and all real x, where ωxf(δ) = sup
0≤t≤δ

∣∣∣∣1t
∫ t

0

φ(x, u)du

∣∣∣∣ ,
known as the integral modulus of continuity of f.

Lenski and Szal [77] defined the class Lp(ω)β and proved their results by using

the sequence αn = (an,k)
n
k=0 of Rest Bounded Variation (RBV S) or Head Bounded

Variation (HBV S). They estimated the pointwise deviation as follows [77, Theorem

3, p.16] :

|Tn,A(f ;x)− f(x)| = Ox

(
(n+ 1)β+ 1

p
+1 an ω (π/n+ 1)

)
,

where an =

{
an,0 for {an,k} ∈ RBV S
an,n for {an,k} ∈ HBV S.

The authors have also obtained these type of deviations for f ∈ Lp(ω̃)β-class [77,

Theorems 1 and 2, p.16] as follows:

|T̃n,A(f ;x)− f̃(x)| = Ox

(
(n+ 1)β+1+1/panω̃(π/(n+ 1))

)
,

under assumption conditions on ω̃. Kranz et al. [58] have also obtained such type of

results. Later, Krasniqi [59] replaced the summability means by the product means

of Fourier series and the result is as follows:

Theorem A [59, Theorem 3.1, p.4]: Let an,p, bp,k satisfy the following conditions:

an,m ≥ 0, bm,k ≥ 0 and
n∑

m=0

m∑
k=0

an,mbm,k = 1,

r−1∑
k=0

|bm,kbm,k+1| ≤ Kbm,r, 0 ≤ r ≤ m ∀m.

Suppose ω(t) is such that∫ π

u

t−2ω(t)dt = O(H(u)) (u→ +0),

where H(u) ≥ 0 and ∫ t

0

H(u)du = O(tH(t)) (t→ +0).
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Then

‖Tn,AB(f ;x)− f(x)‖ = O

(
n∑

m=0

an,mbm,m ×H

(
n∑

m=0

an,mbm,m

))
.

Recently, Krasniqi [61, Theorem 10, p.97] used the lower triangular infinite matrix

A ≡ (an,k) with an,m ≤
n∑

k=m

| 4 an,k| and proved his result for the same class Lp(ω)β

as follows:

|Tn,A(f ;x)− f(x)| = Ox

(
(n+ 1)β+ 1

p
+1

n∑
k=0

|∆an,k| ω (π/n+ 1)

)
.

Similar results are also proved for f ∈ Lp(ω̃)β. Clearly in these results, the error of

approximation depends on p.

In the sequence of product means of Fourier series, Lenski and Szal [79] estimated

the pointwise deviation of f̃ , conjugate function of f , by general product means of

its conjugate Fourier series in terms of modulus of continuity. Further, very recently

Singh and Srivastava [129, Theorem 2.2, p.4] obtained the degree of approximation

of functions belonging to weighted Lipschitz class by C1A means of its Fourier series

and the result is given as

‖tC1A
n (f ;x)− f(x)‖p = O((n+ 1)βω(1/(n+ 1))),

where ω(t) is a positive non-decreasing function.

We note that deviation in this result is free from p.

Being motivated from these results, we study the earlier results further for f and its

conjugate function f̃ with less assumption conditions on the product matrix. In our

theorems, we obtain the deviations free from p and more sharper than the earlier

results.

2.3 Main Results

Theorem 2.3.1. Let f ∈ Lp(ω)β with 0 < β < 1− 1
p
, p > 1, and the entries of the

lower triangular matrices A ≡ (an,k) and B ≡ (bn,k) satisfy the following conditions:

bn,n �
1

n+ 1
, n ∈ N0, (2.3.1)
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|bn,mam,0 − bn,m+1am+1,1| �
bn,m

(m+ 1)2
for 0 ≤ m ≤ n− 1 (2.3.2)

and

m−1∑
k=0

|(bn,mam,m−k − bn,m+1am+1,m+1−k)− (bn,mam,m−k−1 − bn,m+1am+1,m−k)|

� bn,m
(m+ 1)2

for 0 ≤ m ≤ n− 1, (2.3.3)

with An,n = Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f by

BA means of its Fourier series is given by

∣∣tBAn (f ;x)− f(x)
∣∣ = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω(1/(n+ 1))

)
,

provided that the positive non-decreasing function ω satisfies the following conditions:

ω(t)/t is non-increasing function, (2.3.4){∫ π/(n+1)

0

(
|φ(x, t)| sinβ(t/2)

ω(t)

)p
dt

}1/p

= Ox

(
(n+ 1)−1/p

)
, (2.3.5)

{∫ π

π/(n+1)

(
t−γ
|φ(x, t)| sinβ(t/2)

ω(t)

)p
dt

}1/p

= Ox

(
(n+ 1)γ−1/p

)
, (2.3.6)

where γ is an arbitrary number such that 1/p < γ < β + 1/p and p−1 + q−1 = 1.

Theorem 2.3.2. Let f be a 2π-periodic function belonging to the class Lp(ω̃)β, 0 <

β < 1/p, p > 1 and the entries of the lower triangular matrices A ≡ (an,k) and

B ≡ (bn,k) satisfy the following conditions:

bn,n �
1

n+ 1
, n ∈ N0, (2.3.7)

|bn,mam,m−l − bn,m+1am+1,m+1−l| �
bn,m

(m+ 1)2
, for 0 ≤ l ≤ m ≤ n− 1. (2.3.8)

with An,n = Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f̃ ,

conjugate of f , by BA means of its conjugate Fourier series is given by

∣∣∣t̃BAn (f ;x)− f̃(x)
∣∣∣ = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω̃(1/(n+ 1))

)
,
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provided that the positive non-decreasing function ω̃ satisfies the following conditions:

ω̃(t)/tβ+1−σ is non-decreasing for β < σ < 1/p, (2.3.9)

{∫ π/(n+1)

0

(
t−σ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)p
dt

}1/p

= Ox

(
(n+ 1)σ−1/p

)
, (2.3.10)

{∫ π

π/(n+1)

(
t−γ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)p
dt

}1/p

= Ox

(
(n+ 1)γ−1/p

)
, (2.3.11)

where γ is an arbitrary number such that 1/p < γ < β + 1/p and p−1 + q−1 = 1.

Note 1. Condition (2.3.4) implies that

ω(π/(n+ 1))

π/(n+ 1)
≤ ω(1/(n+ 1))

1/(n+ 1)
, i.e., ω

(
π

n+ 1

)
= O

(
ω

(
1

n+ 1

))
.

Similarly, using the condition (1.3.2), we have

ω̃(π/(n+ 1))

π/(n+ 1)
≤ 2

ω̃(1/(n+ 1))

1/(n+ 1)
, i.e., ω̃

(
π

n+ 1

)
= O

(
ω̃

(
1

n+ 1

))
.

2.4 Lemmas

To prove our theorems, we need the following lemmas:

Lemma 2.4.1. If the conditions (2.3.2) and (2.3.3) hold, then

|bn,rar,r−l − bn,r+1ar+1,r+1−l| �
bn,r

(r + 1)2
for 0 ≤ l ≤ r − 1 ≤ n− 2.

For the proof one can see [78, Lemma 3.2, p.1123].

Lemma 2.4.2. If the matrices A and B satisfy the conditions An,n = Bn,n = 1,

then

|(BA)n(t)| = O (n+ 1) for 0 < t ≤ π/(n+ 1).

Proof. Using 1/sin(t/2) = O (π/t) and 0 ≤ sin(nt) ≤ nt for 0 < t ≤ π/(n+ 1), we
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have

|(BA)n(t)| =

∣∣∣∣∣ 1

2π

n∑
m=0

m∑
k=0

bn,mam,k
sin (k + 1/2)t

sin(t/2)

∣∣∣∣∣
≤ 1

2π

n∑
m=0

m∑
k=0

bn,mam,k

∣∣∣∣sin (k + 1/2)t

sin(t/2)

∣∣∣∣
= O

( n∑
m=0

m∑
k=0

bn,mam,k
(k + 1)t

t

)

= O

(
(n+ 1)

n∑
m=0

bn,m

( m∑
k=0

am,k

))

= O

(
(n+ 1)

n∑
m=0

bn,mAm,m

)
= O ((n+ 1)Bn,n) = O(n+ 1),

in view of An,n = Bn,n = 1.

Lemma 2.4.3. If the matrices A and B satisfy the conditions (2.3.1) − (2.3.3) of

Theorem 2.3.1, then

|(BA)n(t)| = O

(
1

t2

(
n∑

m=0

bn,m
m+ 1

+
1

n+ 1

))
for π/(n+ 1) < t ≤ π.

Proof. Using 1/sin(t/2) = O (π/t) for π/(n+ 1) < t ≤ π,

|(BA)n(t)| =

∣∣∣∣∣ 1

2π

n∑
m=0

m∑
k=0

bn,mam,k
sin (k + 1/2)t

sin(t/2)

∣∣∣∣∣
= O

(
1

t

) ∣∣∣∣∣
n∑

m=0

m∑
k=0

bn,mam,k sin (k + 1/2)t

∣∣∣∣∣ .
Now, using Abel’s transformation after changing the order of summation, we have
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∣∣∣∣∣
n∑

m=0

m∑
k=0

bn,mam,k sin(k + 1/2)t

∣∣∣∣∣

=

∣∣∣∣∣
n∑

m=0

m∑
k=0

bn,mam,m−k sin (m− k + 1/2)t

∣∣∣∣∣
=

∣∣∣∣ n∑
k=0

[ n−1∑
m=k

(bn,mam,m−k − bn,m+1am+1,m+1−k)
k∑

l=m

sin (l − k + 1/2)t

+bn,nan,n−k

n∑
l=k

sin (l − k + 1/2)t

]∣∣∣∣
= O

(
1

t

)( n−1∑
m=0

[
m∑
k=0

|bn,mam,m−k − bn,m+1am+1,m+1−k|

]
+

n∑
k=0

bn,nan,n−k

)

= O

(
1

t

)[ n−1∑
m=0

m−1∑
k=0

|bn,mam,m−k − bn,m+1am+1,m+1−k|+ bn,n

+
n−1∑
m=0

|bn,mam,0 − bn,m+1am+1,1|
]

= O

(
1

t

)[n−1∑
m=0

m.
bn,m

(m+ 1)2
+ bn,n +

n−1∑
m=0

bn,m
(m+ 1)2

]

= O

(
1

t

)[ n∑
m=0

bn,m
(m+ 1)

+
1

(n+ 1)

]
,

in view of Lemma 2.4.1, conditions (2.3.1) and (2.3.2); and An,n = 1.

Hence

|(BA)n(t)| = O

(
1

t2

(
n∑

m=0

bn,m
m+ 1

+
1

n+ 1

))
.

Lemma 2.4.4. If the matrices A and B satisfy the conditions An,n = 1 and Bn,n =

1, then

|(B̃A)n(t)| = O (1/t) for 0 < t ≤ π/(n+ 1).
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Proof. Using 1/sin(t/2) = O (π/t) for 0 < t ≤ π/(n+ 1), we have

|(B̃A)n(t)| =

∣∣∣∣∣ 1

2π

n∑
m=0

m∑
k=0

bn,mam,k
cos (k + 1/2)t

sin(t/2)

∣∣∣∣∣
≤ 1

2π

n∑
m=0

m∑
k=0

bn,mam,k

∣∣∣∣cos (k + 1/2)t

sin(t/2)

∣∣∣∣
= O

(
1

t

n∑
m=0

bn,mAm,m

)

= O

(
1

t
Bn,n

)
= O (1/t) ,

in view of An,n = Bn,n = 1.

Lemma 2.4.5. If the matrices A and B satisfy the conditions (2.3.7) and (2.3.8) of

Theorem 2.3.2, then

|(B̃A)n(t)| = O

(
1

t2

(
n∑

m=0

bn,m
m+ 1

+
1

n+ 1

))
for π/(n+ 1) < t ≤ π.

Proof. Using 1/sin(t/2) = O (π/t) for π/(n+ 1) < t ≤ π,

|(B̃A)n(t)| =

∣∣∣∣∣ 1

2π

n∑
m=0

m∑
k=0

bn,mam,k
cos (k + 1/2)t

sin(t/2)

∣∣∣∣∣
= O

(
1

t

) ∣∣∣∣∣
n∑

m=0

m∑
k=0

bn,mam,k cos (k + 1/2)t

∣∣∣∣∣ .

Now, using Abel’s transformation after changing the order of summation, we have
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∣∣∣∣∣
n∑

m=0

m∑
k=0

bn,mam,k cos(k + 1/2)t

∣∣∣∣∣
=

∣∣∣∣∣
n∑

m=0

m∑
k=0

bn,mam,m−k cos (m− k + 1/2)t

∣∣∣∣∣
=

∣∣∣∣ n∑
k=0

[ n−1∑
m=k

(bn,mam,m−k − bn,m+1am+1,m+1−k)
k∑

l=m

cos (l − k + 1/2)t

+bn,nan,n−k

n∑
l=k

cos (l − k + 1/2)t

]∣∣∣∣
= O

(
1

t

)( n−1∑
m=0

[
m∑
k=0

|bn,mam,m−k − bn,m+1am+1,m+1−k|

]
+

n∑
k=0

bn,nan,n−k

)

= O

(
1

t

)[ n−1∑
m=0

m−1∑
k=0

|bn,mam,m−k − bn,m+1am+1,m+1−k|+ bn,n

+
n−1∑
m=0

|bn,mam,0 − bn,m+1am+1,1|
]

= O

(
1

t

)[n−1∑
m=0

m
bn,m

(m+ 1)2
+ bn,n +

n−1∑
m=0

bn,m
(m+ 1)2

]

= O

(
1

t

)[ n∑
m=0

bn,m
(m+ 1)

+
1

(n+ 1)

]
,

in view of conditions (2.3.7) and (2.3.8); and An,n = 1.

Hence

|(B̃A)n(t)| = O

(
1

t2

(
n∑

m=0

bn,m
m+ 1

+
1

n+ 1

))
.

Note 2. Conditions (2.3.2) and (2.3.3) can of Theorem 2.3.1 be replaced by a single

condition (2.3.8) of Theorem 2.3.2 in the light of Lemma 2.4.1.

2.5 Proof of Theorem 2.3.1

By using the integral representation of sk(f ;x), we have

sk(f ;x)− f(x) =
1

2π

∫ π

0

φ(x, t)
sin (k + 1/2)t

sin(t/2)
dt.
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From (2.1.1), we have

tBAn (f ;x)− f(x) =
n∑

m=0

m∑
k=0

bn,mam,k(sk(f ;x)− f(x))

=
n∑

m=0

m∑
k=0

bn,mam,k

(
1

2π

∫ π

0

φ(x, t)
sin (k + 1/2)t

sin(t/2)
dt

)
=

1

2π

∫ π

0

φ(x, t)
n∑

m=0

m∑
k=0

bn,mam,k
sin (k + 1/2)t

sin(t/2)
dt

=

∫ π

0

φ(x, t)(BA)n(t)dt

=

∫ π/(n+1)

0

φ(x, t)(BA)n(t)dt+

∫ π

π/(n+1)

φ(x, t)(BA)n(t)dt

= I1 + I2. (2.5.1)

Now, using Lemma 2.4.2, 1/sin(t/2) = O (π/t) for 0 < t ≤ π/(n + 1) and Hölder’s

inequality, we have

|I1| ≤
∫ π/(n+1)

0

|φ(x, t)(BA)n(t)| dt = lim
ε→0

∫ π/(n+1)

ε

|φ(x, t)||(BA)n(t)|dt

= O

(
lim
ε→0

∫ π/(n+1)

ε

|φ(x, t)| sinβ(t/2)

ω(t)

(n+ 1)ω(t)

sinβ(t/2)
dt

)

= O

[
(n+ 1)

{∫ π/(n+1)

0

(
|φ(x, t)| sinβ(t/2)

ω(t)

)p
dt

}1/p

×
{

lim
ε→0

∫ π/(n+1)

ε

(
ω(t)

sinβ(t/2)

)q
dt

}1/q]

= Ox

[
(n+ 1)1−1/pω(π/(n+ 1))

{
lim
ε→0

∫ π/(n+1)

ε

t−qβdt

}1/q ]
= Ox

[
(n+ 1)1−1/pω(π/(n+ 1))(n+ 1)β−1/q

]
= Ox

(
ω(π/(n+ 1))(n+ 1)β+1−1/p−1/q

)
= Ox

(
ω(π/(n+ 1))(n+ 1)β

)
, (2.5.2)

in view of condition (2.3.5), mean value theorem for integrals, 0 < β < 1− 1/p and

p−1 + q−1 = 1.

Again, using Lemma 2.4.3, 1/sin(t/2) = O (π/t) for π/(n+ 1) < t ≤ π and Hölder’s
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inequality, we have

|I2| ≤
∫ π

π/(n+1)

|φ(x, t)(BA)n(t)| dt

=

∫ π

π/(n+1)

|φ(x, t)|
t2(n+ 1)

dt+

∫ π

π/(n+1)

|φ(x, t)|
t2

n−1∑
m=0

bn,m
(m+ 1)

dt

= I21 + I22. (2.5.3)

I21 = O

[∫ π

π/(n+1)

|φ(x, t)|
t2(n+ 1)

dt

]
= O

[
(n+ 1)−1

∫ π

π/(n+1)

t−γ|φ(x, t)| sinβ(t/2)

ω(t)

ω(t)

t−γ+2 sinβ(t/2)
dt

]
= O

[
(n+ 1)−1

{∫ π

π/(n+1)

(
t−γ|φ(x, t)| sinβ(t/2)

ω(t)

)p
dt

}1/p

×
{∫ π

π/(n+1)

(
ω(t)

t−γ+2 sinβ(t/2)

)q
dt

}1/q ]
= Ox

[
(n+ 1)γ−1−1/p

{∫ π

π/(n+1)

(
ω(t)

t
t−(−γ+β+1)

)q
dt

}1/q ]
= Ox

[
(n+ 1)γ−1−1/pω(π/(n+ 1))(n+ 1)

{∫ π

π/(n+1)

t−q(−γ+β+1)dt

}1/q ]
= Ox

[
(n+ 1)γ−1/pω(π/(n+ 1))(n+ 1)−γ+β+1−1/q

]
= Ox

(
ω(π/(n+ 1))(n+ 1)β

)
, (2.5.4)

in view of conditions (2.3.4) and (2.3.6), mean value theorem for integrals, 1/p <

γ < β + 1/p and p−1 + q−1 = 1.

I22 = O

[ n∑
m=0

bn,m
(m+ 1)

{∫ π

π/(n+1)

(
t−γ|φ(x, t)| sinβ(t/2)

ω(t)

)p
dt

}1/p

×
{∫ π

π/(n+1)

(
ω(t)

t−γ+2 sinβ(t/2)

)q
dt

}1/q ]
= Ox

[ n∑
m=0

bn,m
(m+ 1)

(n+ 1)γ−1/p

{∫ π

π/(n+1)

(
ω(t)

t
t−(−γ+β+1)

)q
dt

}1/q ]
= Ox

[ n∑
m=0

bn,m
(m+ 1)

(n+ 1)γ−1/pω(π/(n+ 1))(n+ 1)(n+ 1)−γ+β+1−1/q

]

= Ox

(
n∑

m=0

bn,m
(m+ 1)

ω(π/(n+ 1))(n+ 1)β+1

)
, (2.5.5)
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in view of conditions (2.3.4) and (2.3.6), mean value theorem for integrals, 1/p <

γ < β + 1/p and p−1 + q−1 = 1.

Further, we have

(n+ 1)βω(π/(n+ 1)) +
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω(π/(n+ 1)

= ω(π/(n+ 1))(n+ 1)β

[
1 +

n∑
m=0

bn,m
m+ 1

(n+ 1)

]
≥ 2ω(π/(n+ 1))(n+ 1)β,

that is

(n+ 1)βω(π/(n+ 1)) = O

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω(π/(n+ 1)

)
. (2.5.6)

Collecting (2.5.1) - (2.5.6), we have

|tBAn (f ;x)− f(x)| = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω(1/(n+ 1))

)
, (2.5.7)

in view of Note 1.

Hence the proof of Theorem 2.3.1 is completed.

2.6 Proof of Theorem 2.3.2

By using the integral representation of s̃n(f ;x), we have

s̃n(f ;x)− f̃(x) =
1

2π

∫ π

0

ψ(x, t)
cos(n+ 1/2)t

sin (t/2)
dt.

Therefore from (2.1.2), we have

t̃BAn (f ;x)− f̃(x) =

∫ π

0

ψ(x, t)(B̃A)n(t)dt

=

(∫ π/(n+1)

0

+

∫ π

π/(n+1)

)(
ψ(x, t)(B̃A)n(t)dt

)
= I

′

1 + I
′

2. (2.6.1)
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Now, using Lemma 2.4.4, 1/sin(t/2) = O (π/t) for 0 < t ≤ π/(n + 1) and Hölder’s

inequality, we have

|I ′1| ≤
∫ π/(n+1)

0

∣∣∣ψ(x, t)(B̃A)n(t)
∣∣∣ dt = lim

ε→0

∫ π/(n+1)

ε

|ψ(x, t)||(B̃A)n(t)|dt

= O

(
lim
ε→0

∫ π/(n+1)

ε

t−σ|ψ(x, t)| sinβ(t/2)

ω̃(t)

ω̃(t)

t1−σ sinβ(t/2)
dt

)

= O

[{∫ π/(n+1)

0

(
t−σ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)p
dt

}1/p

×
{

lim
ε→0

∫ π/(n+1)

ε

(
ω̃(t)

t1−σ sinβ(t/2)

)q
dt

}1/q]
= Ox

[
(n+ 1)σ−1/p ×

{
lim
ε→0

∫ π/(n+1)

ε

(
ω̃(t)

tβ+1−σ

)q
dt

}1/q]
= Ox

[
(n+ 1)σ−1/pω̃(π/(n+ 1))(n+ 1)β+1−1/q−σ

]
= Ox

(
ω̃(π/(n+ 1))(n+ 1)β

)
, (2.6.2)

in view of conditions (2.3.9) and (2.3.10), mean value theorem for integrals and

p−1 + q−1 = 1.

Again, using Lemma 2.4.5, 1/sin(t/2) = O (π/t) for π/(n+ 1) < t ≤ π and Hölder’s

inequality, we have

|I ′2| ≤
∫ π

π/(n+1)

∣∣∣ψ(x, t)(B̃A)n(t)
∣∣∣ dt

=

∫ π

π/(n+1)

|ψ(x, t)|
t2(n+ 1)

dt+

∫ π

π/(n+1)

|ψ(x, t)|
t2

n−1∑
m=0

bn,m
(m+ 1)

dt

= I
′

21 + I
′

22. (2.6.3)

Now,

I
′

21 = O

[∫ π

π/(n+1)

|ψ(x, t)|
t2(n+ 1)

dt

]
= O

[
(n+ 1)−1

∫ π

π/(n+1)

t−γ|ψ(x, t)| sinβ(t/2)

ω̃(t)

ω̃(t)

t−γ+2 sinβ(t/2)
dt

]
= O

[
(n+ 1)−1

{∫ π

π/(n+1)

(
t−γ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)p
dt

}1/p

×
{∫ π

π/(n+1)

(
ω̃(t)

t−γ+2 sinβ(t/2)

)q
dt

}1/q ]
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= Ox

[
(n+ 1)γ−1−1/p

{∫ π

π/(n+1)

(
ω̃(t)

t
t−(−γ+β+1)

)q
dt

}1/q ]
= Ox

[
(n+ 1)γ−1−1/pω̃(π/(n+ 1))(n+ 1)

{∫ π

π/(n+1)

t−q(−γ+β+1)dt

}1/q ]
= Ox

[
(n+ 1)γ−1/pω̃(π/(n+ 1))(n+ 1)−γ+β+1−1/q

]
= Ox

(
ω̃(π/(n+ 1))(n+ 1)β

)
, (2.6.4)

in view of conditions (1.3.2) and (2.3.11), mean value theorem for integrals, 1/p <

γ < β + 1/p and p−1 + q−1 = 1.

Similarly,

I
′

22 = O

[ n∑
m=0

bn,m
(m+ 1)

{∫ π

π/(n+1)

(
t−γ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)p
dt

}1/p

×
{∫ π

π/(n+1)

(
ω̃(t)

t−γ+2 sinβ(t/2)

)q
dt

}1/q ]
= Ox

[ n∑
m=0

bn,m
(m+ 1)

(n+ 1)γ−1/p

{∫ π

π/(n+1)

(
ω̃(t)

t
t−(−γ+β+1)

)q
dt

}1/q ]
= Ox

[ n∑
m=0

bn,m
(m+ 1)

(n+ 1)γ−1/pω̃(π/(n+ 1))(n+ 1)(n+ 1)−γ+β+1−1/q

]

= Ox

(
n∑

m=0

bn,m
(m+ 1)

ω̃(π/(n+ 1))(n+ 1)β+1

)
, (2.6.5)

in view of conditions (1.3.2) and (2.3.11), mean value theorem for integrals, 1/p <

γ < β + 1/p and p−1 + q−1 = 1.

Further, we have

(n+ 1)βω̃(π/(n+ 1)) +
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω̃(π/(n+ 1)

= ω̃(π/(n+ 1))(n+ 1)β

[
1 +

n∑
m=0

bn,m
m+ 1

(n+ 1)

]
≥ 2ω̃(π/(n+ 1))(n+ 1)β,

that is

(n+ 1)βω̃(π/(n+ 1)) = O

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω̃(π/(n+ 1)

)
. (2.6.6)
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Collecting (2.6.1) - (2.6.6), we have

|t̃BAn (f ;x)− f̃(x)| = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω̃(1/(n+ 1))

)
, (2.6.7)

in view of Note 1.

Hence the proof of Theorem 2.3.2 is completed.

Remark 2.6.1. In the proof of above theorems, we have used Hölder’s inequality for

p > 1. Therefore, the proof is not applicable for p = 1. Thus, for p = 1, we have the

following theorems:

Theorem 2.6.1. Let f ∈ L1(ω)β with 0 < β < 1 and the entries of the lower

triangular matrices A and B satisfy the conditions (2.3.1)−(2.3.3) of Theorem 2.3.1

with An,n = Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f by

BA means of its Fourier series is given by∣∣tBAn (f ;x)− f(x)
∣∣ = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω(1/(n+ 1))

)
,

provided that the positive non-decreasing function ω satisfies the following condition:

ω(t)/tβ is non-decreasing function (2.6.8)

with the conditions (2.3.4)− (2.3.6) of Theorem 2.3.1 for p = 1 and 1 < γ < β + 1.

Theorem 2.6.2. Let f be a 2π-periodic function belonging to the class L1(ω̃)β and

the entries of the lower triangular matrices A ≡ (an,k) and B ≡ (bn,k) satisfy the

conditions (2.3.7) and (2.3.8) of Theorem 2.3.2 with An,n = Bn,n = 1 for n =

0, 1, 2, ... . Then the degree of approximation of f̃ , conjugate of f , by BA means of

its conjugate Fourier series is given by∣∣∣t̃BAn (f ;x)− f̃(x)
∣∣∣ = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω̃(1/(n+ 1))

)
,

provided that the positive non-decreasing function ω̃, satisfies the conditions (2.3.9)−
(2.3.11) of Theorem 2.3.2 for p = 1, β < σ < 1 and 1 < γ < β + 1.

The work of Theorems 2.3.1 and 2.6.1 has been published in Acta Comment. Univ. Tartu.
Math. 20(2016), no. 1, 23− 34.
The work of Theorems 2.3.2 and 2.6.2 has been published in The Journal of Analysis(Springer
Publication) (2017), 1− 13.
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2.7 Proof of Theorem 2.6.1

Following the proof of Theorem 2.3.1 and Hölder’s inequality for p = 1, q =∞, we

have

|I1| = O

[
(n+ 1)

∫ π/(n+1)

0

|φ(x, t)| sinβ(t/2)

ω(t)
dt

× ess sup
0<t≤π/(n+1)

∣∣∣∣ ω(t)

sinβ(t/2)

∣∣∣∣ ]
= Ox

[
(n+ 1)(n+ 1)−1 ess sup

0<t≤π/(n+1)

∣∣∣∣ω(t)

tβ

∣∣∣∣ ]
= Ox

(
ω(π/(n+ 1))(n+ 1)β

)
, (2.7.1)

in view of conditions (2.6.8) and (2.3.5) for p = 1.

Similarly,

I21 = O

[
(n+ 1)−1

∫ π

π/(n+1)

t−γ|φ(x, t)| sinβ(t/2)

ω(t)
dt

× ess sup
π/(n+1)<t≤π

∣∣∣∣ ω(t)

t−γ+2 sinβ(t/2)

∣∣∣∣ ]
= Ox

[
(n+ 1)γ−1−1ω

(
π

n+ 1

)(
(n+ 1)2+β−γ

π2+β−γ

)]
= Ox

(
ω(π/(n+ 1))(n+ 1)β

)
, (2.7.2)

in view of decreasing nature of ω(t)/tβ+2−γ and condition (2.3.6) for p = 1.

I22 = O

[ n∑
m=0

bn,m
(m+ 1)

∫ π

π/(n+1)

t−γ|φ(x, t)| sinβ(t/2)

ω(t)
dt

×ess sup
π/(n+1)<t≤π

∣∣∣∣ ω(t)

t−γ+2 sinβ(t/2)

∣∣∣∣ ]
= Ox

[
n∑

m=0

bn,m
(m+ 1)

(n+ 1)γ−1ω

(
π

n+ 1

)(
(n+ 1)2+β−γ

π2+β−γ

)]

= Ox

(
n∑

m=0

bn,m
(m+ 1)

ω(π/(n+ 1))(n+ 1)β+1

)
, (2.7.3)

in view of decreasing nature of ω(t)/tβ+2−γ and condition (2.3.6) for p = 1.

Collecting (2.7.1) - (2.7.3), we have

∣∣tBAn (f ;x)− f(x)
∣∣ = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω(1/(n+ 1))

)
,
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in view of Note 1.

Hence the proof of Theorem 2.6.1 is completed.

2.8 Proof of Theorem 2.6.2

Following the proof of Theorem 2.3.2, by Hölder’s inequality for p = 1, q = ∞, we

have

|I ′1| = O

[{∫ π/(n+1)

0

(
t−σ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)
dt

}

×ess sup
0<t≤π/(n+1)

∣∣∣∣ ω̃(t)

t1−σ sinβ(t/2)

∣∣∣∣]
= Ox

[
(n+ 1)σ−1ω̃(π/(n+ 1))(n+ 1)β+1−σ

]
= Ox

(
ω̃(π/(n+ 1))(n+ 1)β

)
, (2.8.1)

in view of conditions (2.3.9) and (2.3.10) for p = 1.

I
′

21 = O

[
(n+ 1)−1

{∫ π

π/(n+1)

(
t−γ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)
dt

}
× ess sup

π/(n+1)<t≤π

∣∣∣∣ ω̃(t)

t−γ+2 sinβ(t/2)

∣∣∣∣ ]
= Ox

[
(n+ 1)γ−2ω̃(π/(n+ 1))(n+ 1)−γ+β+2

]
= Ox

(
ω̃(π/(n+ 1))(n+ 1)β

)
, (2.8.2)

in view of condition (1.3.2) and (2.3.11) for p = 1, mean value theorem for integrals

and 1 < γ < β + 1.

Similarly,

I
′

22 = O

[ n∑
m=0

bn,m
(m+ 1)

∫ π

π/(n+1)

(
t−γ|ψ(x, t)| sinβ(t/2)

ω̃(t)

)
dt

× ess sup
π/(n+1)<t≤π

∣∣∣∣ ω̃(t)

t−γ+2 sinβ(t/2)

∣∣∣∣ ]
= Ox

[ n∑
m=0

bn,m
(m+ 1)

(n+ 1)γ−1ω̃(π/(n+ 1))(n+ 1)(n+ 1)−γ+β+1

]

= Ox

(
n∑

m=0

bn,m
(m+ 1)

ω̃(π/(n+ 1))(n+ 1)β+1

)
, (2.8.3)
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in view of conditions (1.3.2) and (2.3.11) for p = 1, mean value theorem for integrals

and 1 < γ < β + 1.

Collecting (2.8.1) - (2.8.3), we have

|t̃BAn (f ;x)− f̃(x)| = Ox

(
n∑

m=0

bn,m
m+ 1

(n+ 1)β+1ω̃(1/(n+ 1))

)
. (2.8.4)

Hence the proof of Theorem 2.6.2 is completed.

2.9 Degree of Approximation in a Weighted Lp-

Norm

Various investigators have studied the problem of determining the degree of ap-

proximation of a 2π-periodic function f belonging to a weighted Lipschitz class

W (Lp, ξ(t)) and its conjugate f̃ through different summability means of the Fourier

series and its conjugate series, respectively. Lal [66], Singh, et al. [123] and Mishra

et al. [81] have considered the C1Np means in various directions. Lal [66] have ob-

tained the degree of approximation of f ∈ W (Lp, ξ(t))-class using the C1Np means

of the Fourier series of f as follows:

Theorem A [66, Theorem 2] Let f be a 2π periodic function and Lebesgue inte-

grable on [0, 2π] and is belonging to W (Lp, ξ(t))-class then its degree of approxima-

tion by C1Np means of its Fourier series is given by∥∥tCNn (f ;x)− f(x)
∥∥
p

= O
(

(n+ 1)β+1/pξ(1/(n+ 1))
)
,

provided ξ(t) satisfies the following conditions :

ξ(t)/t be a non− increasing sequence, (2.9.1){∫ 1/(n+1)

0

(
t|φ(x, t)|
ξ(t)

)
sinβp(t)dt

}1/p

= O((n+ 1)−1), and (2.9.2)

{∫ π

1/(n+1)

(
t−δ|φ(x, t)|

ξ(t)

)p
dt

}1/p

= O
(
(n+ 1)δ

)
, (2.9.3)

where δ is an arbitrary number such that q(1−δ)−1 > 0, p−1+q−1 = 1, 1 ≤ p ≤ ∞,
conditions (2.9.2) and (2.9.3) hold uniformly in x.
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Singh et al. [123] studied the results of Lal [66] further and pointed out some er-

rors [123, Remark 2.4, p.4]. The authors [123] improved the earlier results of Lal [66]

by replacing the monotonicity on {pn} by the condition (n + 1)pn = O(Pn) [123,

Theorem 3.2, pp.4–5].

In the sequel, recently Mishra et al. [81] have obtained the subsequent results for

conjugate Fourier series using the C1Np means as follows:

Theorem B [81, Theorem 3.1] Consider the regular Nörlund transform Np gen-

erated by the non-negative {pn} such that

(n+ 1)pn = O(Pn). (2.9.4)

Let f be a 2π periodic function and Lebesgue integrable on [0, 2π], then the degree

of approximation of f̃(x), conjugate to f ∈ W (Lp, ξ(t))(p ≥ 1)-class with 0 ≤ β ≤
1− 1/p by C1Np means of conjugate series of its Fourier series is given by∥∥∥t̃CNn (f ;x)− f̃(x)

∥∥∥
p

= O
(

(n+ 1)β+1/pξ(1/(n+ 1))
)
,

provided positive integer function ξ(t) satisfies the following conditions :

ξ(t)/t is non− increasing in t, (2.9.5){∫ π/(n+1)

0

(
|ψx(t)|
ξ(t)

)p
sinβp(t/2)dt

}1/p

= O(1), (2.9.6)

and {∫ π

π/(n+1)

(
t−δ|ψx(t)|
ξ(t)

)p
dt

}1/p

= O
(
(n+ 1)δ

)
, (2.9.7)

where δ is an arbitrary number such that q(β−δ)−1 > 0, p−1+q−1 = 1, 1 ≤ p ≤ ∞,
conditions (2.9.6) and (2.9.7) hold uniformly in x.

Recently, Zhang [150] has pointed out that results of Mishra et al. [81] hold

only for the function which is constant almost everywhere under their assumption

conditions. Zhang [150, p.1140] explained that the assumption conditions (β−δ)q−
1 > 0 with p−1 + q−1 = 1 and 0 ≤ β ≤ 1− 1/p gives that δ < 0. From the condition

(2.9.7), as n → ∞, the function becomes constant almost everywhere. The same

observations are also true for the results of Singh et al. [123].

We reformulate the problems further with less assumption conditions on ξ(t)

and resolve the issue raised by Zhang [150]. We note that several authors define the
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function class W (Lp, ξ(t)) with weight function sinβp(x/2) [54; 123, and references

therein] or sinβp(x) [66, and references therein] but the degree of approximation is

measured in ordinary Lp-norm. Also, the function class W (Lp, ξ(t)) is a subclass of

the weighted Lp[0, 2π]-space with the weight function sinβp(x/2), so it is relevant to

measure the degree of approximation in the weighted norm defined in (1.3.1).

2.10 Main Results

We study the above problems further to get better degree of approximation un-

der relaxed conditions on the positive non-decreasing function ξ(t) using the more

general summability means, the product means, defined in (2.1.1) and (2.1.2) for

Fourier series and its conjugate series. More precisely, we prove the following:

Theorem 2.10.1. Let f be a 2π-periodic function belonging to W (Lp, ξ(t)) with

p ≥ 1, β ≥ 0 and let the entries of the lower triangular matrices A ≡ (an,k) and

B ≡ (bn,k) satisfy the conditions (2.3.1) - (2.3.3) of Theorem 2.3.1 with An,n =

Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f by BA means of

its Fourier series is given by

∥∥tBAn (f ;x)− f(x)
∥∥
p,β

= O

(
ξ(π/(n+ 1)) + (n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)

provided that the positive non-decreasing function ξ(t) satisfies the condition:

ξ(t)/tσ is non-decreasing function for some 0 < σ < 1. (2.10.1)

Theorem 2.10.2. Let f be a 2π-periodic function belonging to W (Lp, ξ(t)) with

p ≥ 1, β ≥ 0 and let the entries of the lower triangular matrices A ≡ (an,k) and

B ≡ (bn,k) satisfy the conditions (2.3.1) - (2.3.3) of Theorem 2.3.1 with An,n =

Bn,n = 1 for n = 0, 1, 2, ... . Then the degree of approximation of f̃ , conjugate of f,

by BA means of its conjugate Fourier series is given by

∥∥∥t̃BAn (f ;x)− f̃(x)
∥∥∥
p,β

= O

(
ξ(π/(n+ 1)) + (n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)

where ξ(t) and σ are the same as in Theorem 2.10.1.
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Remark 2.10.1. If the entries of matrix B satisfy one more condition, that is,
n∑

m=0

bn,m
m+ 1

= O(1/(n+ 1)), then the degree of approximation in our results reduces

to O
(
ξ(π/(n+ 1)) +(n+ 1)−σ

)
which is a better approximation.

2.11 Proof of Theorem 2.10.1

Following the proof of Theorem 2.3.1, we have

tBAn (f ;x)− f(x) =
1

2π

∫ π

0

φ(x, t)
n∑

m=0

m∑
k=0

bn,mam,k
sin (k + 1/2)t

sin(t/2)
dt

=

∫ π

0

φ(x, t)(BA)n(t)dt.

Using generalized Minkowski inequality, we have

∥∥tBAn (f ;x)− f(x)
∥∥
p,β

=

{
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

φ(x, t)(BA)n(t)dt

∣∣∣∣p sinβp(x/2)dx

}1/p

≤
∫ π

0

{
1

2π

∫ 2π

0

|φ(x, t)|p sinβp(x/2)dx

}1/p

(BA)n(t)dt

=

∫ π

0

O(ξ(t))(BA)n(t)dt

= O

(∫ π/(n+1)

0

ξ(t)(BA)n(t)dt+

∫ π

π/(n+1)

ξ(t)(BA)n(t)dt

)
= I1 + I2. (2.11.1)

Now, using Lemma 2.4.2 and mean value theorem for integrals, we have

I1 = O

(∫ π/(n+1)

0

ξ(t)(BA)n(t)dt

)

= O

(
(n+ 1)

∫ π/(n+1)

0

ξ(t)dt

)
= O(ξ(π/(n+ 1))). (2.11.2)

The work of Theorems 2.10.1 and 2.10.2 has been communicated for possible publication.
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Further, using Lemma 2.4.3, we have

I2 = O

(∫ π

π/(n+1)

ξ(t)

t2

(
n∑

m=0

bn,m
m+ 1

+
1

n+ 1

)
dt

)

= O

((
n∑

m=0

bn,m
m+ 1

)∫ π

π/(n+1)

ξ(t)

t2
dt+

1

n+ 1

∫ π

π/(n+1)

ξ(t)

t2
dt

)
= I21 + I22. (2.11.3)

Now,

I21 = O

(
n∑

m=0

bn,m
m+ 1

∫ π

π/(n+1)

ξ(t)

tσ
.

1

t2−σ
dt

)

= O

(
n∑

m=0

bn,m
m+ 1

ξ(π)

πσ
[
tσ−1

]π
π/(n+1)

)

= O

(
(n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
, (2.11.4)

in view of condition (2.10.1) and mean value theorem for integrals.

Similarly,

I22 = O

(
1

(n+ 1)

∫ π

π/(n+1)

ξ(t)

tσ
.

1

t2−σ
dt

)
= O

(
1

(n+ 1)

ξ(π)

πσ
[
tσ−1

]π
π/(n+1)

)
= O

(
(n+ 1)−σ

)
, (2.11.5)

in view of condition (2.10.1) and mean value theorem for integrals.

Further,

(n+ 1)−σ + (n+ 1)1−σ
n∑

m=0

bn,m
m+ 1

≥ (n+ 1)−σ + (n+ 1)−σ
n∑

m=0

bn,m

≥ 2(n+ 1)−σ,

so that,

(n+ 1)−σ = O

(
(n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
. (2.11.6)

Therefore

I2 = O

(
(n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
. (2.11.7)
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Collecting (2.11.1) - (2.11.7), we have∥∥tBAn (f ;x)− f(x)
∥∥
p,β

= O

(
ξ(π/(n+ 1)) + (n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
.

Hence the proof of Theorem 2.10.1 is completed.

2.12 Proof of Theorem 2.10.2

Following the proof of Theorem 2.3.2

t̃BAn (f ;x)− f̃(x) =
1

2π

∫ π

0

ψ(x, t)(B̃A)n(t)dt.

Using generalized Minkowski inequality, we have∥∥∥t̃BAn (f ;x)− f̃(x)
∥∥∥
p,β

=

(
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

ψ(x, t)(B̃A)n(t)dt

∣∣∣∣p sinβp(x/2)dx

)1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|ψ(x, t)|p sinβp(x/2)dx

)1/p

|(B̃A)n(t)|dt

=

∫ π

0

O(ξ(t))|(B̃A)n(t)|dt

= O

(∫ π/(n+1)

0

+

∫ π

π/(n+1)

)(
ξ(t)|(B̃A)n(t)|dt

)
= I

′

1 + I
′

2. (2.12.1)

Now, using Lemma 2.4.4, we have

I
′

1 = O

(∫ π/(n+1)

0

ξ(t)(B̃A)n(t)dt

)

= O

(∫ π/(n+1)

0

ξ(t)

tσ
tσ−1dt

)
= O(ξ(π/(n+ 1))), (2.12.2)

in view of condition (2.10.1) and mean value theorem for integrals.

Further, using Lemma 2.4.5, we have

I
′

2 = O

(∫ π

π/(n+1)

ξ(t)

t2

(
n∑

m=0

bn,m
m+ 1

+
1

n+ 1

)
dt

)

= O

((
n∑

m=0

bn,m
m+ 1

)∫ π

π/(n+1)

ξ(t)

t2
dt+

1

n+ 1

∫ π

π/(n+1)

ξ(t)

t2
dt

)
= I

′

21 + I
′

22. (2.12.3)
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Proceeding in the same manner as the proof of Theorem 2.10.1, we have

I
′

2 = O

(
(n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
. (2.12.4)

Collecting (2.12.1) - (2.12.4), we have

∥∥∥t̃BAn (f ;x)− f̃(x)
∥∥∥
p,β

= O

(
ξ(π/(n+ 1)) + (n+ 1)1−σ

n∑
m=0

bn,m
m+ 1

)
.

Hence the proof of Theorem 2.10.2 is completed.

2.13 Particular Cases

1. If we replace the matrix B ≡ (bn,k) by C1 matrix i.e., the matrix corresponding

to Cesàro means of order 1, then

bn,m =

{
1

n+1
, 0 ≤ m ≤ n

0, m > n.

Thus, we get C1A-version of Theorem 2.10.1 and 2.10.2.

2. Further, if we replace the right hand side of conditions (2.3.2) and (2.3.3) by
bn,m

(n+m+1)2
, then, for the C1A-means, the conditions (2.3.2) and (2.3.3) reduces

to

|am,0 − am+1,1| �
1

(n+m+ 1)2
for 0 ≤ m ≤ n− 1 (2.13.1)

and
m−1∑
k=0

|(am,m−k − am+1,m+1−k)− (am,m−k−1 − am+1,m−k)|

� 1

(n+m+ 1)2
for 0 ≤ m ≤ n− 1. (2.13.2)

Using the above conditions (2.13.1) and (2.13.2), the Lemma 2.4.3 becomes as

following:

|(C1A)n(t)| = O

(
1

(n+ 1)t2

(
n∑

m=0

1

n+m+ 1
+

1

n+ 1

))

= O

(
t−2

n+ 1

)
,
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in view of
n∑

m=0

1

(n+m+ 1)
= O(1).

And for C1A-means, the results of Theorem 2.10.1 becomes∥∥∥tC1A
n (f ;x)− f(x)

∥∥∥
p,β

= O
(
ξ(π/(n+ 1)) + (n+ 1)−σ

)
.

Similarly, Lemma 2.4.5 changes as

|(C̃1A)n(t)| = O

(
t−2

n+ 1

)
,

and for C1A-means, the results of Theorem 2.10.2 becomes∥∥∥t̃C1A
n (f ;x)− f̃(x)

∥∥∥
p,β

= O
(
ξ(π/(n+ 1)) + (n+ 1)−σ

)
.



Chapter 3

Approximation in Certain

Subclasses of Lp-space by Linear

Operators

In this chapter, we study the degree of trigonometric approximation of 2π-periodic

functions and their conjugates, in terms of the moduli of continuity associated with

them, by matrix means of corresponding Fourier series. We also discuss some anal-

ogous results with remarks and corollaries.

3.1 Introduction

Let T = (an,k) be a lower triangular matrix with non-negative entries such that

an,−1 = 0 and An,k =
n∑
r=k

an,r.

The sequence to sequence transformations

tn(f ;x) =
n∑
k=0

an,ksk(f ;x), n = 0, 1, 2 ... (3.1.1)

and

t̃n(f ;x) =
n∑
k=0

an,ks̃k(f ;x), n = 0, 1, 2 ... , (3.1.2)

define matrix means of the sequences {sn(f ;x)} and {s̃n(f ;x)}, respectively. The

Fourier series (1.1.1) of f is said to be summable to s by T -means if lim
n→∞

tn(f ;x) = s,

45
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where s is a finite number. Similarly, the conjugate series of Fourier series of f is

said to be summable to s̄ by T -means if lim
n→∞

t̃n(f ;x) = s̄, where s̄ is a finite number.

We write

Kn(t) = 1
2π

n∑
k=0

an,n−k
sin(n− k + 1/2)t

sin t/2
, K̃n(t) =

1

2π

n∑
k=0

an,n−k
cos(n− k + 1/2)t

sin(t/2)

and τ = [1/t] , the integer part of 1/t.

3.2 Degree of Approximation in Lp(ω)β and Lp(ω̃)β-

Classes

A number of papers have been written dealing with the degree of approximation

through Fourier series representation of a function, or a conjugate function, by

various summability means represented by lower triangular matrix (see e.g.,[61; 68;

77; 113; 115] and references therein). In the sequel, Lenski and Szal [77], Kranz

et al. [58] and Krasniqi [61] have proved many interesting results on the point-wise

approximation of f ∈ Lp(ω)β (or Lp(ω̃)β) and its conjugate f̃ . In all these papers,

the authors have used the following conditions or conditions similar to them:(∫ π/(n+1)

0

(
t|ψ(x, t)|
ω̃(t)

)p
sinβp(t/2)dt

)1/p

= Ox((n+ 1)−1), (3.2.1)

(∫ π

π/(n+1)

(
t−γ|ψ(x, t)|

ω̃(t)

)p
sinβp(t/2)dt

)1/p

= Ox((n+ 1)γ), (3.2.2)

(∫ π/(n+1)

0

(
|ψ(x, t)|
ω̃(t)

)p
sinβp(t/2)dt

)1/p

= Ox((n+ 1)−1/p), (3.2.3)

(∫ π/(n+1)

0

(
ω̃(t)

t sinβ(t/2)

)q
dt

)1/q

= Ox

(
(n+ 1)β+1/p ω̃

(
π

n+ 1

))
, (3.2.4)

where 1 < p <∞ and 0 < γ < β + 1/p.

For more details one can see Krasniqi [61, pp.91-92]. From the recent results of Lal

and Mishra [68] and Rhoades [115], we observe that the conditions (3.2.1)-(3.2.4)

can be replaced by a single condition. These observations motivated us to study the

problem further.
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3.3 Main Results

We extend the above results in two different directions namely (i) we replace the

summability means used by the authors in [58; 61; 77] by matrix means and relax

the conditions (3.2.1)-(3.2.4); (ii) we extend the results of Lal and Mishra [68]; and

Rhoades [115] to more general classes Lp(ω)β and Lp(ω̃)β. More precisely, we prove

the following:

Theorem 3.3.1. Let f be a 2π-periodic function belonging to the class Lp(ω)β, β ≥
0 and let T ≡ (an,k) be a lower triangular regular matrix with non-negative and non-

decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ = O (1/t(n+ 1)). Then

the degree of approximation of f by matrix means of its Fourier series is given by

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt

)
,

provided that ω is a function of modulus of continuity type such that∫ v

0

ω(t)

tβ+1
dt = O

(
ω(v)

vβ

)
, 0 < v < π. (3.3.1)

Theorem 3.3.2. Let f be a 2π-periodic function belonging to the class Lp(ω̃)β, β ≥
0 and let T ≡ (an,k) be a lower triangular regular matrix with non-negative and non-

decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ = O (1/t(n+ 1)). Then

the degree of approximation of f̃ , conjugate of f , by matrix means of conjugate

Fourier series is given by∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

= O

(
1

n+ 1

∫ π

1/(n+1)

ω̃(t)

tβ+2
dt

)
,

provided that ω̃ is a function of modulus of continuity type such that∫ v

0

ω̃(t)

tβ+1
dt = O

(
ω̃(v)

vβ

)
, 0 < v < π. (3.3.2)

Remark 3.3.1. An,n−τ = O (1/t(n+ 1))⇒ An,0 = O(1) as for τ = n, 1/t < τ + 1 =

n+ 1.

The work of Theorems 3.3.1 and 3.3.2 has been published in Asian-Eur. J. Math.(World
Scientific Publication) 10 (2017), no. 3, 12 pp.
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Remark 3.3.2. (i) The degree of approximation in our results does not depend on p.

(ii) For β = 0, class Lp(ω)β or Lp(ω̃)β reduces to Lip(ξ(t), p)-class and condition

(3.3.1) or (3.3.2) reduces to condition (6) i.e.,
∫ v

0
ω(t)
t
dt = O (ω(v)) of Rhoades [115,

Theorem 2, p. 393; Theorem 5, p. 395 ] . Thus our theorems extend Theorem

2, 3, 5 and 6 of Rhoades [115] and Theorem 3.1, 3.2 of Lal and Mishra [68] to

their matrix analogous.

3.4 Lemmas

To prove our theorems, we need the following lemmas:

Lemma 3.4.1. If pn is non-negative and non-increasing sequence, then for 0 ≤ a <

b ≤ ∞, 0 < t ≤ π and for any n∣∣∣∣∣
b∑

k=a

pke
i(n−k)t

∣∣∣∣∣ =

{
O (P (t−1)) , for any a

O (t−1pa) , a ≥ t−1,

where P [t−1] = Pτ =
τ∑
k=0

pk.

Proof. For the proof one can see [80, Lemma 5.11, p.8].

Lemma 3.4.2. Let T ≡ (an,k) be a lower triangular regular matrix with non-

negative and non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ =

O (1/t(n+ 1)). Then

|Kn(t)| =

{
O (n+ 1) , for 0 < t ≤ 1/(n+ 1)

O (1/t2(n+ 1)) , for 1/(n+ 1) < t ≤ π.

Proof. Case I: For 0 < t ≤ 1/(n+ 1), using 1/sin(t/2) = O (π/t) and sin (nt) ≤ nt,

we have

|Kn(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

an,n−k
sin (n− k + 1/2)t

sin(t/2)

∣∣∣∣∣
≤ 1

2π

n∑
k=0

an,n−k

∣∣∣∣sin (n− k + 1/2)t

sin (t/2)

∣∣∣∣
= O

(
n∑
k=0

an,n−k
(n− k + 1/2)t

t

)
= O(n+ 1)An,0 = O (n+ 1) , (3.4.1)



49

in view of An,0 = O(1).

Case II: For 1/(n+ 1) < t ≤ π, using 1/sin(t/2) = O (π/t) and τ = [1/t], we have

|Kn(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

an,n−k
sin (n− k + 1/2)t

sin (t/2)

∣∣∣∣∣
= O (1/t)

∣∣∣∣∣
n∑
k=0

an,n−k sin (n− k + 1/2)t

∣∣∣∣∣
= O (1/t)

∣∣∣∣Im
(

n∑
k=0

an,n−ke
i(n−k+1/2)t

)∣∣∣∣
= O (1/t)

∣∣∣∣ n∑
k=0

an,n−ke
i(n−k)t

∣∣∣∣. (3.4.2)

Following Lemma 3.4.1, we have∣∣∣∣ n∑
k=0

an,n−ke
i(n−k)t

∣∣∣∣ =

∣∣∣∣eint n∑
k=0

an,n−ke
−ikt
∣∣∣∣

≤
∣∣∣∣ τ−1∑
k=0

an,n−ke
−ikt
∣∣∣∣+

∣∣∣∣ n∑
k=τ

an,n−ke
−ikt
∣∣∣∣

≤
τ−1∑
k=0

an,n−k + 2an,n−τ max
τ≤k≤n

∣∣∣∣1− e−i(k+1)t

1− e−it

∣∣∣∣
≤ An,n−τ+1 + 2an,n−τ (1/ sin (t/2))

≤ An,n−τ + 2(τ + 1)an,n−τ = O(An,n−τ )

= O (1/t(n+ 1)) . (3.4.3)

Hence,

|Kn(t)| = O
(
1/t2(n+ 1)

)
. (3.4.4)

Collecting (3.4.1)-(3.4.4), Lemma 3.4.2 is completed.

Lemma 3.4.3. Let T ≡ (an,k) be a lower triangular regular matrix with non-

negative and non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ =

O (1/t(n+ 1)). Then

|K̃n(t)| =

{
O (1/t) , for 0 < t ≤ 1/(n+ 1)

O (1/(n+ 1)t2) , for 1/(n+ 1) < t ≤ π.
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Proof. Case I: For 0 < t ≤ 1/(n+ 1), using 1/sin(t/2) = O (π/t) , we have

|K̃n(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

an,n−k
cos (n− k + 1/2)t

sin(t/2)

∣∣∣∣∣
≤ 1

2π

n∑
k=0

an,n−k

∣∣∣∣cos (n− k + 1/2)t

sin (t/2)

∣∣∣∣
= O(1/t)

n∑
k=0

an,n−k = O(1/t)An,0 = O (1/t) , (3.4.5)

in view of An,0 = O(1).

Case II: For 1/(n+ 1) < t ≤ π, using 1/sin(t/2) = O (π/t) and τ = [1/t], we have

|K̃n(t)| =

∣∣∣∣∣ 1

2π

n∑
k=0

an,n−k
cos (n− k + 1/2)t

sin (t/2)

∣∣∣∣∣
= O

(
1

t

) ∣∣∣∣∣
n∑
k=0

an,n−k cos (n− k + 1/2)t

∣∣∣∣∣
= O

(
1

t

) ∣∣∣∣Re

(
n∑
k=0

an,n−ke
i(n−k+1/2)t

)∣∣∣∣
= O

(
1

t

) ∣∣∣∣ n∑
k=0

an,n−ke
i(n−k)t

∣∣∣∣. (3.4.6)

Following Lemma 3.4.2, we have

|K̃n(t)| = O
(
1/(n+ 1)t2

)
. (3.4.7)

Collecting (3.4.5)-(3.4.7), Lemma 3.4.3 is completed.

3.5 Proof of Theorem 3.3.1

Following the section 2.5, we have

tn(f ;x)− f(x) =

∫ π

0

φ(x, t)Kn(t)dt.
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Using generalized Minkowski inequality and 1/sin(t/2) = O (π/t) for 0 < t ≤ π, we

have

‖tn(f ;x)− f(x)‖p =

(
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

φ(x, t)Kn(t)dt

∣∣∣∣p dx)1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|φ(x, t)|p| sinβp(t/2)|dx
)1/p |Kn(t)|

| sinβ(t/2)|
dt

=

∫ π

0

ω(t)

tβ
|Kn(t)|dt

=

(∫ 1/(n+1)

0

+

∫ π

1/(n+1)

)(
ω(t)

tβ
|Kn(t)|dt

)
= I1 + I2. (3.5.1)

Now, using Lemma 3.4.2 for 0 < t ≤ 1/(n+1) and mean value theorem for integrals,

we have

I1 =

∫ 1/(n+1)

0

ω(t)

tβ
|Kn(t)|dt = O

(
(n+ 1)

∫ 1/(n+1)

0

t
ω(t)

tβ+1
dt

)

= O

(
(n+ 1)(1/(n+ 1))

∫ 1/(n+1)

0

ω(t)

tβ+1
dt

)
= O

(
ω (1/(n+ 1)) (n+ 1)β

)
, (3.5.2)

in view of condition (3.3.1).

Using Lemma 3.4.2 for 1/(n+ 1) < t ≤ π, we have

I2 =

∫ π

1/(n+1)

ω(t)

tβ
|Kn(t)|dt

= O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt

)
.

Now,

1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt ≥ 1

(n+ 1)
ω (1/(n+ 1))

∫ π

1/(n+1)

1

tβ+2
dt

=
1

n+ 1
ω (1/(n+ 1))

[
(n+ 1)β+1 − 1

πβ+1

]
≥ 1

2
ω (1/(n+ 1)) (n+ 1)β,

that is

ω (1/(n+ 1)) (n+ 1)β = O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt

)
. (3.5.3)
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Collecting (3.5.1)-(3.5.3), we have

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt

)
.

Hence the proof of Theorem 3.3.1 is completed.

3.6 Proof of Theorem 3.3.2

Following the section 2.6, we have

t̃n(f ;x)− f̃(x) =

∫ π

0

ψ(x, t)K̃n(t)dt.

Using generalized Minkowski inequality and 1/sin(t/2) = O (π/t) for 0 < t ≤ π, we

have∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

=

(
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

ψ(x, t)K̃n(t)dt

∣∣∣∣p dx)1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|ψ(x, t)|p| sinβp(t/2)|dx
)1/p |K̃n(t)|

| sinβ(t/2)|
dt

=

∫ π

0

ω̃(t)

tβ
|K̃n(t)|dt

=

(∫ 1/(n+1)

0

+

∫ π

1/(n+1)

)(
ω̃(t)

tβ
|K̃n(t)|dt

)
= I

′

1 + I
′

2. (3.6.1)

Now, using Lemma 3.4.3 for 0 < t ≤ 1/(n+ 1), we have

I
′

1 =

∫ 1/(n+1)

0

ω̃(t)

tβ
|K̃n(t)|dt

= O

(∫ 1/(n+1)

0

ω̃(t)

tβ+1
dt

)
= O

(
ω̃ (1/(n+ 1)) (n+ 1)β

)
, (3.6.2)

in view of condition (3.3.2).

Again, using Lemma 3.4.3 for 1/(n+ 1) < t ≤ π, we have

I
′

2 =

∫ π

1/(n+1)

ω̃(t)

tβ
|K̃n(t)|dt

= O

(
1

n+ 1

∫ π

1/(n+1)

ω̃(t)

tβ+2
dt

)
.
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Now,

1

n+ 1

∫ π

1/(n+1)

ω̃(t)

tβ+2
dt ≥ 1

(n+ 1)
ω̃ (1/(n+ 1))

∫ π

1/(n+1)

1

tβ+2
dt

=
1

n+ 1
ω̃ (1/(n+ 1))

[
(n+ 1)β+1 − 1

πβ+1

]
≥ 1

2
ω̃ (1/(n+ 1)) (n+ 1)β,

that is

ω̃ (1/(n+ 1)) (n+ 1)β = O

(
1

n+ 1

∫ π

1/(n+1)

ω̃(t)

tβ+2
dt

)
. (3.6.3)

Collecting (3.6.1)-(3.6.3), we get∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

= O

(
1

n+ 1

∫ π

1/(n+1)

ω̃(t)

tβ+2
dt

)
.

Hence the proof of Theorem 3.3.2 is completed.

3.7 Particular Cases

1. If

an,k =

{
pn−k/Pn, 0 ≤ k ≤ n

0, k > n,

where Pn =
n∑
k=0

pk 6= 0 → ∞ as n → ∞, then the matrix T reduces to the

Nörlund matrix Np. Also for non-decreasing sequence {an,k} in k, {pn} is non-

increasing. If we replace matrix T = {an,k} with Nörlund matrix Np = {pn},
where pn is non-increasing, we get Np-version of Theorem 3.3.1 and Theorem

3.3.2.

2. If β = 0 in our theorems, we get analogous results for Lip(ξ(t), p)-class.

3. Further, if β = 0 and ω(t) = ω̃(t) = tα(0 < α ≤ 1), then f ∈ Lip(α, p)-class

and conditions (3.3.1) and (3.3.2) reduce to∫ v

0

ω(t)

t
dt =

∫ v

0

tα−1dt = vα = O(ω(v)), 0 < v < π

and ∫ v

0

ω̃(t)

t
dt =

∫ v

0

tα−1dt = vα = O(ω̃(v)), 0 < v < π.
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Thus for f ∈ Lip(α, p)(0 < α ≤ 1), we have

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1/(n+1)

tα−2dt

)

=

 O
(
(n+ 1)−α

)
, for 0 < α < 1

O
(

log π(n+1)
n+1

)
, for α = 1.

Similarly, ∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

=

 O
(
(n+ 1)−α

)
, for 0 < α < 1

O
(

log π(n+1)
n+1

)
, for α = 1.

3.8 Remarks

1. We note that the auxiliary conditions mentioned in (3.2.1)-(3.2.4) have been

replaced by a single condition (3.3.1) or (3.3.2).

Further, using Hölder’s inequality and condition (3.2.4), we have{
(n+ 1)πβ

π

∫ π/(n+1)

0

ω̃(t)

tβ+1
dt

}
≤

{
(n+ 1)

π

∫ π/(n+1)

0

ω̃(t)

t sinβ(t/2)
dt

}

≤ (n+ 1)1−1/p

{∫ π/(n+1)

0

(
ω̃(t)

t sinβ(t/2)

)q
dt

}1/q

= O
(
(n+ 1)β+1ω̃(π/(n+ 1))

)
,

which is particular case of
∫ v

0
ω̃(t)
tβ+1dt = O

(
ω̃(v)
vβ

)
, but not otherwise. Thus the

conditions (3.3.1) or (3.3.2) are more general than (3.2.4).

2. From condition (3.5.3), we have

1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt ≥ 1

2
(n+ 1)βω (1/(n+ 1)) ,

and using δ−1
2 ω(δ2) ≤ 2δ−1

1 ω(δ1) for δ2 ≥ δ1 > 0, we have

1

n+ 1

∫ π

1/(n+1)

ω(t)

tβ+2
dt ≤ 1

n+ 1
2
ω(1/(n+ 1))

1/(n+ 1)

∫ π

1/(n+1)

1

tβ+1
dt

≤ 2

β
(n+ 1)βω(1/(n+ 1)).

Thus the degree of approximation in our results is the same like O
(
(n+ 1)β

ω(1/(n+ 1))
)
. Also for a given ω(t) [Particular Case 3], the degree of approx-

imation is independent of p.
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3.9 Degree of Approximation in Lip(ω(t), p)−Class

Recently, Srivastava and Singh [135] defined a function class:

Lip(ω(t), p) =
{
f ∈ Lp[0, 2π] : ‖f(x+ t)− f(x)‖p = O(t−1/pω(t))

}
,

where t > 0, p ≥ 1 and ω(t) is a positive non-decreasing function. Note that the

function class Lip(ψ(t), p) defined by Khan and Ram [54, p.47] and classical Lipschitz

classes Lip(ξ(t), p), Lip(α, p) and Lipα are included in Lip(ω(t), p) [135, p.224].

They [135] proved the following theorem:

Theorem A [135, Theorem 1] Let T ≡ (an,k) be a lower triangular matrix with

non-negative and non-decreasing (with respect to k) entries. Then the degree of ap-

proximation of a 2π -periodic function f ∈ Lip(ω(t), p) with p ≥ 1 by matrix means

of its Fourier series is given by

‖tn(f ;x)− f(x)‖p = O
(

(n+ 1)1/pω(π/(n+ 1))
)
,

provided ω (t) is a positive non-decreasing function and satisfies the following con-

ditions:

ω(t)/tσ is an non-decreasing function for 0 < σ < 1, (3.9.1)

|φ(x, t)|/ω(t) t−1/p is bounded function of t, (3.9.2)(∫ π

π/(n+1)

(
ω(t)

t1+1/p

)p
dt

)1/p

= O ((n+ 1)ω (π/ (n+ 1))) , (3.9.3)

where p−1 + q−1 = 1. Also condition (3.9.2) holds uniformly in x.

Very recently, the above result of Srivastava and Singh [135] has been improved by

Zhang [151] up to a limited extent. He [151] replaced the conditions (3.9.1)-(3.9.3)

of Theorem A by some weaker conditions and gave the result as follows:

Theorem B [151, Theorem 1] Let T ≡ (an,k) be a lower triangular matrix with

non-negative and non-decreasing (with respect to k) entries. Then the degree of ap-

proximation of a 2π -periodic function f(x) by matrix means of its Fourier series is

given by

|tn(f ;x)− f(x)| = O
(
(n+ 1)1/pω(π/(n+ 1)) + (n+ 1)−σ

)
, p > 1,
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provided a positive non-decreasing function ω(t) satisfies the following conditions:

there exists a σ (1/p < σ < 1) such that
ω(t)

tσ
is an non-decreasing function,

(3.9.4)
|φ(x, t)|
ω(t) t−1/p

is a bounded function of t, also it bounds uniformly in x. (3.9.5)

3.10 Main Results

We study the problem further and extend it to conjugate functions also. We replace

the conditions (3.9.1)-(3.9.5) by a single condition. More precisely, we prove the

following:

Theorem 3.10.1. Let f be a 2π-periodic function belonging to Lip(ω(t), p)-class

with p ≥ 1 and let T ≡ (an,k) be a lower triangular regular matrix with non-

negative and non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ =

O (1/t(n+ 1)). Then the degree of approximation of f by matrix means of its Fourier

series is given by

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1 /(n+1)

ω(t)

t2+1/p
dt

)
,

provided ω(t) is a positive non-decreasing function satisfying the following condition:∫ v

0

ω (t)

t1+1/p
dt = O

(
ω (v)

v1/p

)
, 0 < v < π. (3.10.1)

Theorem 3.10.2. Let f be a 2π-periodic function belonging to Lip(ω(t), p)-class

with p ≥ 1 and let T ≡ (an,k) be a lower triangular regular matrix with non-

negative and non-decreasing (with respect to 0 ≤ k ≤ n) entries with An,n−τ =

O (1/t(n+ 1)). Then the degree of approximation of f̃ , conjugate of f, by matrix

means of its conjugate Fourier series is given by∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

= O

(
1

n+ 1

∫ π

1 /(n+1)

ω(t)

t2+1/p
dt

)
,

provided ω(t) is a positive non-decreasing function satisfying the condition (3.10.1)

of Theorem 3.10.1.
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Remark 3.10.1. We see that ω(t) satisfying (3.9.4) also satisfies the condition (3.10.1)

for 1/p < σ < 1, as:∫ v

0

ω(t)

t1+1/p
dt =

∫ v

0

ω(t)

tσ
tσ−1−1/pdt = O

(
ω(v)

vσ

[
tσ−1/p

σ − 1/p

]v
0

)
= O

(
ω(v)

v1/p

)
.

Thus condition (3.9.4) is replaced by (3.10.1) and condition (3.9.5) is removed as it

is not required.

Remark 3.10.2. For ω (t) = t1/pξ (t) , the Lip(ω(t), p)−class coincides with Lip(ξ(t), p)

-class and condition (3.10.1) of Theorem 3.10.1 reduces to the condition (6) of

Rhoades [115, Theorem 2, p.393]. Thus our theorems extend Theorems 2, 3, 5

and 6 of Rhoades [115] and Theorems 3.1, 3.2 of Lal and Mishra [68] to their

matrix analogous.

3.11 Proof of Theorem 3.10.1

Following the section 2.5, we have

tn(f ;x)− f(x) =

∫ π

0

φ(x, t)Kn(t)dt.

Using generalized Minkowski inequality, we have

‖tn(f ;x)− f(x)‖p =

(
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

φ(x, t)Kn(t)dt

∣∣∣∣p dx)1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|φ(x, t)|pdx
)1/p

|Kn(t)|dt

=

∫ π

0

ω(t)

t1/p
|Kn(t)|dt

=

(∫ 1/(n+1)

0

+

∫ π

1/(n+1)

)(
ω(t)

t1/p
|Kn(t)|dt

)
= I1 + I2. (3.11.1)

Now, using Lemma 3.4.2 for 0 < t ≤ 1/(n+ 1) and mean value theorem, we have

I1 =

∫ 1/(n+1)

0

ω(t)

t1/p
|Kn(t)|dt = O

(
(n+ 1)

∫ 1/(n+1)

0

t.
ω(t)

t1+1/p
dt

)
= O

(
(n+ 1)(n+ 1)−1ω (1/(n+ 1)) (n+ 1)1/p

)
= O

(
ω (1/(n+ 1)) (n+ 1)1/p

)
, (3.11.2)

The work of Theorems 3.10.1 and 3.10.2 has been published in Boll. Unione Mat. Ital.(Springer
Publication) 9 (2016), no. 4, 495− 504.
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in view of condition (3.10.1).

Again, using Lemma 3.4.2 for 1/(n+ 1) < t ≤ π, we have

I2 =

∫ π

1/(n+1)

ω(t)

t1/p
|Kn(t)|dt

= O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

t2+1/p
dt

)
. (3.11.3)

Now, using mean value theorem, we have

1

n+ 1

∫ π

1/(n+1)

ω (t)

t2+1/p
dt ≥ 1

(n+ 1)
ω (1/(n+ 1))

∫ π

1/(n+1)

1

t2+1/p
dt

=
1

(n+ 1)
ω (1/(n+ 1))

[
(n+ 1)1+1/p − 1

π1+1/p

]
=

(n+ 1)1+1/p

(n+ 1)
ω (1/(n+ 1))

[
1− 1

((n+ 1)π)1+1/p

]
≥ 1

2
ω (1/(n+ 1)) (n+ 1)1/p,

that is

ω (1/(n+ 1)) (n+ 1)1/p = O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

t2+1/p
dt

)
. (3.11.4)

Collecting (3.11.1)-(3.11.4), we have

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

t2+1/p
dt

)
.

Hence the proof of Theorem 3.10.1 is completed.

3.12 Proof of Theorem 3.10.2

Following the section 2.6, we have

t̃n(f ;x)− f̃(x) =

∫ π

0

ψ(x, t)
1

2π

n∑
k=0

an,n−k
cos (n− k + 1/2)t

sin(t/2)
dt

=

∫ π

0

ψ(x, t)K̃n(t)dt.
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Using generalized Minkowski inequality, we have

∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

=

(
1

2π

∫ 2π

0

∣∣∣∣∫ π

0

ψ(x, t)K̃n(t)dt

∣∣∣∣p dx)1/p

≤
∫ π

0

(
1

2π

∫ 2π

0

|ψ(x, t)|pdx
)1/p

|K̃n(t)|dt

=

∫ π

0

ω(t)

t1/p
|K̃n(t)|dt

=

(∫ 1/(n+1)

0

+

∫ π

1/(n+1)

)(
ω(t)

t1/p
|K̃n(t)|dt

)
= I

′

1 + I
′

2. (3.12.1)

Now, using Lemma 3.4.3 for 0 < t ≤ 1/(n+ 1), we have

I
′

1 =

∫ 1/(n+1)

0

ω (t)

t1/p
|K̃n(t)|dt

= O

(∫ 1/(n+1)

0

ω (t)

t1+1/p
dt

)
= O

(
ω(1/(n+ 1)(n+ 1)1/p

)
, (3.12.2)

in view of condition (3.10.1).

Again, using Lemma 3.4.3 for 1/(n+ 1) < t ≤ π, we have

I
′

2 =

∫ π

1/(n+1)

ω (t)

t1/p
|K̃n(t)|dt

= O

(
1

n+ 1

∫ π

1/(n+1)

ω (t)

t2+1/p
dt

)
.

Now, following the proof of Theorem 3.10.1, we have

ω (1/(n+ 1)) (n+ 1)1/p = O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

t2+1/p
dt

)
. (3.12.3)

Collecting (3.12.1)-(3.12.3), we get

∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

= O

(
1

n+ 1

∫ π

1/(n+1)

ω(t)

t2+1/p
dt

)
.

Hence the proof of Theorem 3.10.2 is completed.
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3.13 Corollaries

The following corollaries can be derived from our theorems:

1. If ω (t) = t1/pξ (t) , then f ∈ Lip (ξ (t) , p)-class and condition (3.10.1) reduces

to the condition ∫ v

0

ξ(t)

t
dt = O (ξ(v)) , 0 < v < π.

Thus for f ∈ Lip (ξ (t) , p) , we have

‖tn(f ;x)− f(x)‖p = O

(
1

n+ 1

∫ π

1/(n+1)

ξ(t)

t2
dt

)
and ∥∥∥t̃n(f ;x)− f̃(x)

∥∥∥
p

= O

(
1

n+ 1

∫ π

1/(n+1)

ξ(t)

t2
dt

)
.

2. If ω (t) = tα+1/p, then f ∈ Lip (α, p)-class and condition (3.10.1) reduces to

the condition ∫ v

0

tα−1dt = O (vα) , 0 < v < π.

Thus for f ∈ Lip (α, p), we have∥∥∥t̃n(f ;x)− f̃(x)
∥∥∥
p

= O

(
1

n+ 1

∫ π

1/(n+1)

tα−2dt

)

=

 O
(
(n+ 1)−α

)
, for 0 < α < 1

O
(

log π(n+1)
n+1

)
, for α = 1.

Corollaries 1 and 2 are analogous to the results given by Rhoades [115, Theo-

rems 2, 3, 5 and 6, pp.393-395] and Lal and Mishra [68, Theorem 3.1, Theorem

3.2, pp.4-5].

3. If we take

an,k =

{
pn−k/Pn, 0 ≤ k ≤ n

0, k > n,

where Pn =
n∑
k=0

pk 6= 0→∞ as n→∞, then the matrix T reduces to Nörlund

matrixNp. Also for non-decreasing sequence {an,k} in k, {pn} is non-increasing.

If we replace matrix T = {an,k} with Nörlund matrix Np = {pn} where pn is

non-increasing, we get Nörlund-version of Theorem 3.10.1 and Theorem 3.10.2.



Chapter 4

Approximation in Generalized

Lipschitz Class with Muckenhoupt

Weights

4.1 Introduction

In this chapter, we generalize the definition of Lip (α, p, w) to the weighted Lipschitz

class Lip(ξ(δ), p, w), where ξ(δ) is a positive non-decreasing function and determine

the degree of approximation of f ∈ Lip(ξ(δ), p, w) through matrix means of its

trigonometric Fourier series. Our results generalize some earlier results.

A measurable 2π periodic function w : R→ [0,∞] is said to be a weight function

if the set w−1({0,∞}) has Lebesgue measure zero. For 1 < p <∞, a weight function

w belongs to the Muckenhoupt class Ap if

sup
I

(
1

|I|

∫
I

w(x)dx

)(
1

|I|

∫
I

[w(x)]−1/(p−1)dx

)p−1

<∞,

where the supremum is taken over all intervals I with length |I| ≤ 2π. The weighted

Lebesgue space Lpw, space of all 2π-periodic measurable functions f on [0, 2π] is

defined as:

f ∈ Lpw if ‖f‖p,w =

(∫ 2π

0

|f(x)|pw(x)dx

)1/p

<∞.
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For 1 < p < ∞, let w ∈ Ap and f ∈ Lpw. Then the modulus of continuity of the

function f is defined by

Ω(f ; δ)p,w = sup
|h|≤δ
‖∆h(f)‖p,w, δ > 0,

where ∆h(f ;x) = 1
h

∫ h
0
|f(x + t) − f(x)|dt. The modulus of continuity Ω(f ; δ)p,w is

non-negative, non-decreasing, continuous function such that lim
δ→0

Ω(f ; δ)p,w = 0 and

Ω(f1 + f2; δ)p,w ≤ Ω(f1; δ)p,w + Ω(f2; δ)p,w. For more details one can see [63; 94].

The weighted Lipschitz class Lip(α, p, w)(0 < α ≤ 1) [36; 37; 126] is defined by

Lip(α, p, w) = {f ∈ Lpw : Ω(f ; δ)p,w = O(δα), δ > 0}

We extend this class to the generalized Lipschitz class Lip(ξ(δ), p, w) defined by

Lip(ξ(δ), p, w) = {f ∈ Lpw : Ω(f ; δ)p,w = O(ξ(δ)), δ > 0} ,

where ξ(δ) is a positive non-decreasing function of δ.

For ξ(δ) = δα, the Lip(ξ(δ), p, w)-class reduces to the Lip(α, p, w)-class. For w(x) =

1 ∀x ∈ [0, 2π] and ξ(δ) = δα(< α ≤ 1), the Lip(ξ(δ), p, w)-class reduces to the well

known Lip(α, p)-class.

A positive sequence a = {an,k} is called almost monotonically decreasing(AMDS)

or almost monotonically increasing(AMIS) with respect to k, if there exist a con-

stant K = K(a), depending on the sequence a only, such that an,p ≤ Kan,m or

an,p ≥ Kan,m for all p ≥ m. We write ∆kan,k = an,k − an,k+1 and [x], the greatest

integer contained in x.

Many authors such as Chandra [15], Mittal et al. [87] and Leindler [73] have

studied the approximation properties of the means Nn(f ;x), Rn(f ;x) and matrix

means tn(f ;x) with almost monotone sequence in the Lebesgue space Lp. Chandra

[15] has proved ‖Nn(f ;x) − f(x)‖p = ‖Rn(f ;x) − f(x)‖p = O(n−α), n ∈ N, in

Lip(α, p)(0 < α ≤ 1) with monotonicity conditions on the summability means

generated by the sequence {pn}. Mittal et al. [87] generalized the paper of Chandra

[15] partially, and extended its results to matrix means with

∣∣∣∣∣
n∑
k=0

an,k − 1

∣∣∣∣∣ = O(n−α).

On the other hand, Leindler [73] has relaxed the condition of monotonicity on {pn}
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and proved some of the results of Chandra [15] for almost monotone weights {pn}.
Later, Guven [36] has extended the results of Chandra [15] for the weighted Lipschitz

class Lip(α, p, w)(0 < α ≤ 1, 1 < p <∞) and proved the following results:

Theorem A [36, Theorem 1, p.101 ]

Let 1 < p < ∞, w ∈ Ap, 0 < α ≤ 1 and let {pn} be a monotonic sequence of

positive real numbers such that (n+ 1)pn = O(Pn). Then, for every f ∈ Lip(α, p, w)

the estimate

‖Nn(f ;x)− f(x)‖p,w = O(n−α), n = 1, 2, ...

holds.

Theorem B [36, Theorem 2, p.101 ]

Let 1 < p < ∞, w ∈ Ap, 0 < α ≤ 1 and let {pn} be a sequence of positive real

numbers satisfying the relation
n−1∑
m=0

∣∣∣∣ Pm
m+ 1

− Pm+1

m+ 2

∣∣∣∣ = O

(
Pn
n+ 1

)
. Then, for every

f ∈ Lip(α, p, w) the estimate

‖Rn(f ;x)− f(x)‖p,w = O(n−α), n = 1, 2, ...

satisfied.

Also Guven [37] has proved the following results for an,k ∈ AMIS or AMDS:

Theorem C [37, Theorem 1, p.14 ]

Let 1 < p < ∞, w ∈ Ap, 0 < α ≤ 1, f ∈ Lip(α, p, w) and A = (an,k) be a lower

triangular regular matrix with |s(A)
n − 1| = O(n−α) . If one of the conditions

(i) A has almost monotone decreasing rows and (n+ 1)an,0 = O(1),

(ii) A has almost monotone increasing rows and (n+ 1)an,r = O(1),

where r = [n/2], holds, then

‖f − T (A)
n (f)‖p,w = O(n−α).

Recently, Singh and Srivastava [126] extended the results of Guven [36] to the

matrix means τn(f ;x) under the relaxed conditions of monotonicity in the same class

Lip(α, p, w). We study these results further for more general class Lip(ξ(δ), p, w).
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4.2 Main Result

Theorem 4.2.1. Let 1 < p < ∞, w ∈ Ap, f ∈ Lip(ξ(δ), p, w) and A = (an,k) be a

lower triangular regular matrix with satisfying one of the following conditions:

(i) {an,k} ∈ AMDS in k and (n+ 1)an,0 = O(1),

(ii) {an,k} ∈ AMIS in k,

(iii)
n∑
k=0

∣∣∣∣∆k

(
An,0 − An,k+1

k

)∣∣∣∣ = O (1/n) .

Then

‖f(x)− tn(f ;x)‖p,w = O(ξ(1/n)),

where ξ(δ) is a positive non-decreasing function satisfying

ξ(1/δ)δσ is an non-decreasing function for some σ > 0. (4.2.1)

Note 3. For the case (iii), we must have 0 < σ < 1.

4.3 Lemmas

To prove our theorem, we need the following lemmas:

Lemma 4.3.1. Let 1 < p <∞, w ∈ Ap, and f ∈ Lip(ξ(δ), p, w). Then

‖f − sn(f ;x)‖p,w = O(ξ(1/n)), n ∈ N. (4.3.1)

Proof. Let T ∗n (n ∈ N∪{0}) be the trigonometric polynomial of best approximation

of f. Then

En(f)p,w =‖ f(x)− T ∗n(x) ‖p,w .

From Theorem 2 of [63], we have

En(f)p,w = O (Ω(f, 1/n)p,w)

= O (ξ(1/n)) .

The work of this chapter has been communicated for possible publication.
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By the uniform boundedness of sn(f ;x) in the space Lpw (for more details see [44]),

we have

‖f − sn(f ;x)‖p,w ≤ ‖f − T ∗n(x)‖p,w + ‖T ∗n(x)− sn(f ;x)‖p,w

= ‖f − T ∗n(x)‖p,w + ‖sn(f(x)− T ∗n(x))‖p,w

= O (‖f − T ∗n(x)‖p,w)

= O (ξ(1/n)) .

Lemma 4.3.2. Let either {an,k} ∈ AMDS in k and (n+ 1)an,0 = O(1) or {an,k} ∈
AMIS. Then

n∑
k=0

an,kξ(1/k) = O(ξ(1/n)).

Proof. Let r = [n/2] and {an,k} ∈ AMIS. Then

n∑
k=0

an,kξ(1/k) ≤
r∑

k=0

an,kξ(1/k) +
n∑

k=r+1

an,kξ(1/k)

≤ Kan,r

r∑
k=0

ξ(1/k)kσ

kσ
+ ξ(1/(r + 1))

n∑
k=r+1

an,k

≤ Kan,rξ(1/(r))r
σ

n∑
k=0

k−σ + ξ(1/(r + 1))
n∑
k=0

an,k

= O(ξ(1/r)(r/n)1−σ) + ξ(1/n)

= O(ξ(1/n)),

in view of ran,r ≤ (n− r)an,r ≤ K(an,r+1 + ...+ an,n) ≤ An,0 and condition (4.2.1).

If {an,k} ∈ AMDS and (n+ 1)an,0 = O(1), then

n∑
k=0

an,kξ(1/k) ≤ Kan,0

n∑
k=0

ξ(1/k)kσ

kσ

= O(Kan,0ξ(1/n)nσn1−σ)

= O(ξ(1/n)),

in view of condition (4.2.1).



66

4.4 Proof of Theorem 4.2.1

We prove both the cases (i) and (ii) together. From 3.1.1, we have

tn(f ;x)− f(x) =
n∑
k=0

an,k{sk(f ;x)− f(x)},

Using Lemma 4.3.1 and 4.3.2, we have

‖tn(f ;x)− f(x)‖p,w =
n∑
k=0

an,k‖sk(f ;x)− f(x)‖p,w

= O

(
n∑
k=0

an,kξ(1/k)

)
= O (ξ(1/n)) , (4.4.1)

Now, we prove the case (iii). Using Abel’s transform, we have

‖tn(f ;x)− f(x)‖p,w = O

(
n∑
k=0

an,kξ(1/k)

)

=
n−1∑
k=0

∆kξ(1/k)
k∑
i=0

an,i + ξ(1/n)
n∑
i=0

an,i

=
n−1∑
k=0

(An,0 − An,k+1) (ξ(1/k)− ξ(1/k + 1)) + ξ(1/n)An,0

=
n−1∑
k=0

(An,0 − An,k+1)

(
kσξ(1/k)

kσ
− (k + 1)σξ(1/(k + 1))

(k + 1)σ

)
+ ξ(1/n)

= O(nσξ(1/n))
n−1∑
k=0

(An,0 − An,k+1)

(
1

kσ
− 1

(k + 1)σ

)
+ ξ(1/n)

= O(nσξ(1/n))
n∑
k=0

k−σ(An,0 − An,k+1)

k
+ ξ(1/n), (4.4.2)

in view of An,0 = 1.

Again, using Abel’s transform, we have
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n∑
k=0

k−σ(An,0 − An,k+1)

k

=
n−1∑
k=0

∆k
(An,0 − An,k+1)

k

k∑
i=0

i−σ +
(An,0 − An,n+1)

n

n∑
i=0

i−σ

=
n−1∑
k=0

k1−σ∆k
(An,0 − An,k+1)

k
+

(An,0 − An,n+1)

n
n1−σ

= n1−σ
n−1∑
k=0

∆k
(An,0 − An,k+1)

k
+ n−σ

= O(n−σ), (4.4.3)

in view of An,n+1 = 0 and condition (iii) of Theorem 4.2.1 .

Collecting, (4.4.1) and (4.4.3), we have

‖tn(f ;x)− f(x)‖p,w = O (ξ(1/n)) .

Hence the proof of Theorem 4.2.1 is completed.

4.5 Particular Cases

1. If ξ(δ) = δα(0 < α ≤ 1), then the Lip(ξ(δ), p, w)-class reduces to the Lip(α, p, w)

-class and Lemma 4.3.1 reduces to Lemma 4 of Guven [36, p.102]; and Theorem

4.2.1 is a partial extension of results of Singh and Srivastava [126, Theorem

1].

2. Further, if we take

an,k =

{
pn−k/Pn, 0 ≤ k ≤ n

0, k > n,

then our matrix means reduce to Nörlund means. If (an,k) ∈ AMDS, then

the Nörlund matrix A has almost monotone increasing rows and if (an,k) ∈
AMIS, then the Nörlund matrix A has almost monotone decreasing rows and

(n+ 1)an,0 = (n+ 1) pn
Pn

= O(1). Thus, our Theorem 4.2.1 reduces to Theorem

A of Guven [36, Theorem 1, p.101] for σ > α.
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3. Similarly, if ξ(δ) = δα(0 < α ≤ 1) and

an,k =

{
pk/Pn, 0 ≤ k ≤ n

0, k > n,

then our matrix means reduce to Rn(f ;x) means. Also

An,0 − An,k+1 =
n∑
i=0

an,i −
n∑

i=k+1

an,i

=

(
n∑
i=0

pi −
n∑

i=k+1

pi

)
/Pn

=
k∑
i=0

pi/Pn = Pk/Pn.

So that,

∆k

(
An,0 − An,k+1

k

)
=

An,0 − An,k+2

k + 1
− An,0 − An,k+1

k

=
1

Pn

(
Pk+1

k + 1
− Pk

k

)
,

i.e., condition (iii) of Theorem 4.2.1 reduces to the condition on {pn} of The-

orem B of Guven [36, Theorem 2, p.101] for 0 < α < 1. Thus, our Theorem

4.2.1 reduces to Theorem B of Guven [36, Theorem 2, p.101].



Chapter 5

Approximation by Matrix Means

of Walsh–Fourier Series in

Lp-Norm

5.1 Introduction

The study of approximation properties of the periodic functions in Lp[0, 1)(1 ≤ p ≤
∞)-spaces, in general, and in Lipschitz classes Lipα and Lip(α, p), in particular,

through Walsh- Fourier series, has been a problem of growing interests over the

decades. In this chapter, we determine the degree of approximation of 1-periodic

functions in Lp[0, 1) and Lip(α, p) classes by the polynomials generated by matrix

means of the Walsh-Fourier series associated with the functions under relaxed con-

ditions on the matrix T ≡ (an,k). We then show that many of the theorems in the

literature dealing with this area are special cases of our work.

Let Lp(I)(1 ≤ p < ∞) be the space of all pth integrable functions defined on

I := [0, 1). For p =∞, Lp is interpreted to be CW (I). The space CW (I) is collection

of all uniformly W -continuous functions on I, where a function f : I → R is said to

be uniformly W -continuous if it is uniformly continuous from the dyadic topology

on I to the usual topology on R. The dyadic topology is generated by the collection

of all dyadic intervals Im(k). For more details one can see the litreture [30; 105; 144].

In this chapter, we study the approximation by means of Walsh-Fourier series in
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the norms of Lp(I), 1 ≤ p <∞ and CW (I). The Lp norm of f ∈ Lp(I) is defined by

‖f‖p =


(∫ 1

0
|f(x)|pdx

)1/p

, 1 ≤ p <∞

ess sup
x∈I
|f(x)|, p =∞.

(5.1.1)

The dyadic modulus of continuity of f in Lp-space, denoted by ω̇p(f ; δ), is defined

as

ω̇p(f ; δ) = sup
0<t<δ

‖f(x⊕ t)− f(x)‖p , (5.1.2)

where 1 ≤ p ≤ ∞, δ > 0. Accordingly, for α > 0, the Lipschitz classes are defined

by

Lip(α, p) = {f ∈ Lp(I) : ω̇p(f ; δ) = O(δα)}. (5.1.3)

Let T ≡ (an,k) be a lower triangular matrix. Then the sequence to sequence trans-

formation

tn(f ;x) =
n∑
k=1

an,ksk(f ;x), n ∈ N0 = N ∪ {0}, (5.1.4)

defines the matrix means of {sn(f ;x)}. The Walsh-Fourier series (1.1.5) is said to

be summable to s by T -means, if lim
n→∞

tn(f ;x) = s, where s is a finite number.

We also write

An,k :=
n∑
r=k

an,r, 0 ≤ k ≤ n, whereAn,0 = 1 ∀n; An,k ≥ An,k+1 for 0 ≤ k ≤ n,

Ln(t) :=
n∑
k=1

an,kDk(t), n ≥ 1, called the matrix mean kernel,

Kn(t) :=
1

n

n∑
k=1

Dk(t), n ≥ 1, called the Walsh-Fejer kernel,

and

Rn,k(t) =
k∑
i=1

an,n−k+iDi(t) for n = 2m + k, 1 ≤ k ≤ 2m, m ≥ 1.

Recently, Priti et al. [105] extended the results of [91; 93] using a lower triangular

matrix means T ≡ (an,k) as follows:

Theorem A: Let f ∈ Lp(I), 1 ≤ p ≤ ∞, n = 2m + k, 1 ≤ k ≤ 2m, m ≥ 1. Let

T ≡ (an,k) be an infinite regular triangular matrix such that

n−1∑
k=0

aγn,n−k = O(n1−γ) for some 1 < γ ≤ 2.
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(i) If an,k ≤ an,k+1 ∀ 0 ≤ k ≤ n− 1, then

‖tn(f ;x)− f(x)‖p ≤
5

2

m−1∑
j=0

2j(An,2j − An,2j+1)ω̇p(f ; 2−j) + ω̇p(f ; 2−m),

(ii) if an,k ≥ an,k+1 ∀ 0 ≤ k ≤ n− 1, then

‖tn(f ;x)− f(x)‖p ≤
5

2

m−1∑
j=0

2jan,2j ω̇p(f ; 2−j) + ω̇p(f ; 2−m).

The analogous of [91; 93; 105] has been discussed by Blahota and Nagy [9] very re-

cently. The authors [9] used Θ-means, generated by the sequence of lower triangular

matrices Θn = (θk,n) with θ0,k = 1 ∀ 1 ≤ k ≤ n.

5.2 Main Results

We consider matrix means of the Walsh–Fourier series generated by a lower trian-

gular matrix T ≡ (an,k) , where {an,k} is almost monotone sequence with respect to

k, and find the rate of approximation of f ∈ Lp(I) and its subclass Lip(α, p) under

the less conditions. More precisely, we prove the following:

Theorem 5.2.1. Let f ∈ Lp(I), 1 ≤ p ≤ ∞. Let T ≡ (an,k) be a lower triangular

regular matrix with non-negative entries, where n = 2m + k for 1 ≤ k ≤ 2m and

m ≥ 1. Then

(i) if {an,k} ∈ AMIS in k and nan,n = O(1), then

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2jan,2j+1−1ω̇p(f ; 2−j) + ω̇p(f ; 2−m)

)
,

(ii) if {an,k} ∈ AMDS in k, then

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2jan,2j ω̇p(f ; 2−j) + ω̇p(f ; 2−m)

)
.

Theorem 5.2.2. Let f ∈ Lip(α, p), α > 0 and 1 ≤ p ≤ ∞. Let T ≡ (an,k) be

a lower triangular regular matrix with non-negative entries, where n = 2m + k for

1 ≤ k ≤ 2m and m ≥ 1. Then
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(i) if {an,k} ∈ AMIS in k and nan,n = O(1), then

‖tn(f ;x)− f(x)‖p =


O(n−α) , if 0 < α < 1

O(n−1 log n) , if α = 1

O(n−1) , if α > 1,

(ii) if {an,k} ∈ AMDS in k, then

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2(1−α)jan,2j + 2−mα

)
.

Note 4. For {an,k} ∈ AMIS the condition nan,n = O(1) is sufficient to satisfy the

condition (2.4) of Priti et al. [105, p. 35], i.e.,
n−1∑
k=0

aγn,n−k = O(n1−γ). We have

relaxed this condition for {an,k} ∈ AMDS in our results.

5.3 Lemmas

To prove our results, we need the following lemmas.

Lemma 5.3.1. Let n = 2m + k for 1 ≤ k ≤ 2m and m ≥ 1. Then

Ln(t) = −
m−1∑
j=0

rj(t)w2j−1(t)
2j−1∑
i=1

(an,2j+1−i − an,2j+1−i−1)iKi(t)−
m−1∑
j=0

rj(t)w2j−1(t)2jK2j(t)an,2j

+
m−1∑
j=0

(An,2j − An,2j+1)D2j+1(t) + An,n−kD2m(t) + rm(t)Rn,k(t).

For the proof one can see [105, Lemma 2, p.37].

Lemma 5.3.2. Let f ∈ Lp(I)(1 ≤ p ≤ ∞) and g ∈ P2m(m ≥ 0). Then∫ 1

0

|gj(t)rj(t)|ω̇p(f, t)dt ≤ 2−1ω̇p(f, 2
−m)

∫ 1

0

|g(t)|dt,

The work of this chapter has been communicated for possible publication.
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Proof: Since g ∈ P2m , it takes a constant value, say gm(k), on each dyadic interval

Im(k)(0 ≤ k < 2m). If t ∈ Im(k), then t⊕ 2−m−1 ∈ Im(k). For 1 ≤ p <∞, we have

∫ 1

0

|gj(t)rj(t)|ω̇p(f, t)dt =

∣∣∣∣∣
2m−1∑
k=0

gm(k)

∣∣∣∣∣
∫
Im+1(2k)

ω̇p(f ; 2−m−1)dt

≤
2m−1∑
k=0

|gm(k)|
∫
Im+1(2k)

ω̇p(f ; 2−m−1)dt

=
2m−1∑
k=0

|gm(k)|2−m−1ω̇p(f ; 2−m)

= 2−1ω̇p(f ; 2−m)
2m−1∑
k=0

|gm(k)|2−m

= 2−1ω̇p(f ; 2−m)
2m−1∑
k=0

|gm(k)|
∫
Im(k)

dt

= 2−1ω̇p(f ; 2−m)

∫ 1

0

|g(t)|dt.

Similarly for p =∞, we can prove that∫ 1

0

|gj(t)rj(t)|ω̇∞(f ; t)dt ≤ 2−1ω̇∞(f ; 2−m)

∫ 1

0

|g(t)|dt.

Lemma 5.3.3.

K2m(t) ≥ 0,

∫ 1

0

|Kn(t)|dt ≤ 2, and

∫ 1

0

K2m(t)dt = 1,

for each t ∈ I, where m ≥ 0 and n ≥ 1.

For more details one can see [93, p.380].

Lemma 5.3.4. Let T ≡ (an,k) be a lower triangular regular matrix with non-negative

entries satisfying one of the following conditions:

(i) {an,k} ∈ AMIS in k and nan,n = O(1),

(ii) {an,k} ∈ AMDS in k.

Then there exist a constant C such that

In,k =

∫ 1

0

|Rn,k(t)|dt ≤ C for 0 ≤ k ≤ n and n ≥ 1.
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Proof: Using Lemma 2 [92, p.104], we have

In,k =

∫ 1

0

|Rn,k|dt =

∫ 1

0

∣∣∣∣∣
k∑
i=1

an,n−k+iDi(t)

∣∣∣∣∣ dt
=

∫ 1

0

∣∣∣∣∣
k−1∑
i=0

an,n−iDk−i(t)

∣∣∣∣∣ dt ≤ 4(k − 1) max
0≤i≤k−1

|an,n−i|. (5.3.1)

Now, if {an,k} ∈ AMIS and nan,n = O(1), then

(k − 1) max
0≤i≤k−1

|an,n−i| ≤ K(k − 1)an,n ≤ nan,n = O(1). (5.3.2)

If {an,k} ∈ AMDS, then

(k − 1) max
0≤i≤k−1

|an,n−i| ≤ K(k − 1)an,n−k+1 = O(1). (5.3.3)

Using (5.3.2) and (5.3.3) in (5.3.1), we have In,k ≤ 4 = C.

5.4 Proof of Theorem 5.2.1

We will prove the results for 1 ≤ p <∞. The proof is similar and even simpler for

p =∞.
From (1.1.7), we can write

sn(f ;x)− f(x) =

∫ 1

0

f(x⊕ t)Dn(t)dt− f(x),

and then from (5.1.4)

tn(f ;x)− f(x) =

∫ 1

0

f(x⊕ t)
n∑
k=1

an,kDk(t)dt− f(x)

=

∫ 1

0

f(x⊕ t)Ln(t)dt− f(x)

=

∫ 1

0

Ln(t)[f(x⊕ t)− f(x)]dt.
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Using generalized Minkowski’s inequality, we have

‖tn(f ;x)− f(x)‖p =

(∫ 1

0

∣∣∣∣∫ 1

0

Ln(t)[f(x⊕ t)− f(x)]dt

∣∣∣∣p dx)1/p

≤
∫ 1

0

(∫ 1

0

|f(x⊕ t)− f(x)|pdx
)1/p

|Ln(t)|dt

=

∫ 1

0

‖f(x⊕ t)− f(x)‖p|Ln(t)|dt

= O

(∫ 1

0

ω̇p(f, t)|Ln(t)|dt
)
.

Now, using Lemma 5.3.1,

‖tn(f ;x)− f(x)‖p ≤
∫ 1

0

∣∣∣∣∣∣
m−1∑
j=0

rj(t)w2j−1(t)
2j−1∑
i=1

i(an,2j+1−i − an,2j+1−i−1)Ki(t)

∣∣∣∣∣∣ ω̇p(f ; t)dt

+

∫ 1

0

∣∣∣∣∣
m−1∑
j=0

rj(t)w2j−1(t)2jK2j(t)an,2j

∣∣∣∣∣ ω̇p(f ; t)dt

+

∫ 1

0

∣∣∣∣∣
m−1∑
j=0

(An,2j − An,2j+1)D2j+1(t)

∣∣∣∣∣ ω̇p(f ; t)dt

+

∫ 1

0

|An,n−kD2m(t)|ω̇p(f ; t)dt+

∫ 1

0

|rm(t)Rn,k(t)|ω̇p(f ; t)dt

= I1 + I2 + I3 + I4 + I5. (5.4.1)

Firstly, we estimate I1 as follows:

Let gj(t) = w2j−1(t)
2j−1∑
i=1

i(an,2j+1−i − an,2j+1−i−1)Ki(t). Then using Lemma 5.3.2, we

have

I1 =

∫ 1

0

∣∣∣∣∣
m−1∑
j=0

rj(t)gj(t)

∣∣∣∣∣ ω̇p(f ; t)dt ≤
m−1∑
j=0

∫ 1

0

|rj(t)gj(t)|ω̇p(f ; t)dt (5.4.2)

≤
m−1∑
j=0

2−1ω̇p(f ; 2−j)

∫ 1

0

|g(t)|dt.
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Further,∫ 1

0

|gj(t)|dt ≤
∫ 1

0

|w2j−1(t)|
2j−1∑
i=1

i|an,2j+1−i − an,2j+1−i−1||Ki(t)|dt

≤
2j−1∑
i=1

i|an,2j+1−i − an,2j+1−i−1|
∫ 1

0

|Ki(t)|dt

≤ 2
2j−1∑
i=1

i|an,2j+1−i − an,2j+1−i−1|,

in view of sup
t∈I
|wk(t)| = sup

t∈I
|
∞∏
j=0

(rj(t))
kj | = 1.

If {an,k} ∈ AMIS and nan,n = O(1), then

2
2j−1∑
i=1

i|an,2j+1−i − an,2j+1−i−1| = 2
2j+1−1∑
r=2j+1

(2j+1 − r)|an,r − an,r−1|

= 2j+2

2j+1−1∑
r=2j+1

(an,r − an,r−1)− 2
2j+1−1∑
r=2j+1

r(an,r − an,r−1)

= 2j+2(an,2j+1−1 − an,2j)− 2

−2jan,2j −
2j+1−1∑
r=2j+1

an,r + 2j+1an,2j+1−1


= 2

2j+1−1∑
r=2j

an,r − 2jan,2j ≤ 2
2j+1−1∑
r=2j

an,r ≤ K2j+1an,2j+1−1. (5.4.3)

If {an,k} ∈ AMDS, then

2
2j−1∑
i=1

i|an,2j+1−i − an,2j+1−i−1| = 2
2j+1−1∑
r=2j+1

(2j+1 − r)|an,r − an,r−1|

= 2j+2

2j+1−1∑
r=2j+1

(an,r−1 − an,r) + 2
2j+1−1∑
r=2j+1

r(an,r − an,r−1)

≤ K2j+1an,2j . (5.4.4)

From (5.4.3) and (5.4.4), we have

∫ 1

0

|gj(t)|dt ≤

{
K2j+1an,2j+1−1, if {an,k} ∈ AMIS and nan,n = O(1)

K2j+1an,2j , if {an,k} ∈ AMDS,
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and

I1 ≤


K

m−1∑
j=0

2jan,2j+1−1ω̇p(f ; 2−j), if {an,k} ∈ AMIS and nan,n = O(1)

K
m−1∑
j=0

2jan,2j ω̇p(f ; 2−j), if {an,k} ∈ AMDS.

Now, let hj(t) = 2jan,2jw2j−1K2j(t). Then

I2 =

∫ 1

0

∣∣∣∣∣
m−1∑
j=0

rj(t)hj(t)

∣∣∣∣∣ ω̇p(f ; t)dt ≤
m−1∑
j=0

∫ 1

0

|rj(t)hj(t)|ω̇p(f ; t)dt

≤
m−1∑
j=0

2−1ω̇p(f ; 2−j)

∫ 1

0

|hj(t)|dt,

and ∫ 1

0

|hj(t)|dt ≤ 2jan,2j

∫ 1

0

K2jdt = 2jan,2j ,

in view of Lemma 5.3.3.

Hence,

I2 ≤
m−1∑
j=0

2j−1an,2j ω̇p(f ; 2−j). (5.4.5)

Further,

I3 =

∫ 1

0

∣∣∣∣∣
m−1∑
j=0

(An,2j − An,2j+1)D2j+1(t)

∣∣∣∣∣ ω̇p(f ; t)dt

≤
m−1∑
j=0

(An,2j − An,2j+1)

∫ 1

0

|D2j+1(t)ω̇p(f ; t)|dt

≤
m−1∑
j=0

(An,2j − An,2j+1)ω̇p(f ; 2−j−1), (5.4.6)

in view of (1.1.8).

If {an,k} ∈ AMIS and nan,n = O(1), then

An,2j − An,2j+1 =
n∑

k=2j

an,k −
n∑

k=2j+1

an,k =
2j+1−1∑
k=2j

an,k ≤ K2jan,2j+1 .

If {an,k} ∈ AMDS, then

An,2j − An,2j+1 ≤ K2jan,2j .
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Hence,

I3 ≤



m−1∑
j=0

K2jan,2j+1ω̇p(f ; 2−j−1), if {an,k} ∈ AMIS and nan,n = O(1)

m−1∑
j=0

K2jan,2j ω̇p(f ; 2−j−1), if {an,k} ∈ AMDS.

Similarly, using (1.1.8), we have

I4 =

∫ 1

0

|An,n−kD2m(t)|ω̇p(f ; t)dt

= O(ω̇p(f ; 2−m)). (5.4.7)

Using Lemma 5.3.4, we have

I5 =

∫ 1

0

|rm(t)Rn,k(t)|ω̇p(f ; t)dt

≤ 2−1ω̇p(f ; 2−m)

∫ 1

0

|Rn,k(t)|dt

= O
(
ω̇p(f ; 2−m)

)
. (5.4.8)

Collecting (5.4.1) - (5.4.8), we have

(i) if {an,k} ∈ AMIS and nan,n = O(1), then

‖tn(f ;x)− f(x)‖p = O

(m−1∑
j=0

2jan,2j+1−1ω̇p(f ; 2−j) +
m−1∑
j=0

2j−1an,2j ω̇p(f ; 2−j)

+
m−1∑
j=0

2jan,2j+1−1ω̇p(f ; 2−j)

)
+O(ω̇p(f ; 2−m))

= O

(
m−1∑
j=0

2jan,2j+1−1ω̇p(f ; 2−j) + ω̇p(f ; 2−m)

)
, (5.4.9)

(ii) if {an,k} ∈ AMDS, then

‖tn(f ;x)− f(x)‖p = O

(m−1∑
j=0

2jan,2j ω̇p(f ; 2−j) +
m−1∑
j=0

2j−1an,2j ω̇p(f ; 2−j)

+
m−1∑
j=0

2jan,2j ω̇p(f ; 2−j)

)
+O(ω̇p(f ; 2−m))

= O

(
m−1∑
j=0

2jan,2j ω̇p(f ; 2−j) + ω̇p(f ; 2−m)

)
. (5.4.10)

Hence the proof of Theorem 5.2.1 is completed.
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5.5 Proof of Theorem 5.2.2

We have f ∈ Lip(α, p)⇒ ω̇p(f ; δ) = O(δα).

(i) If {an,k} ∈ AMIS with nan,n = O(1), then from (5.4.9), we have

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2(1−α)jan,2j+1−1 + 2−mα

)

= O

(
an,2m−1

m−1∑
j=0

2(1−α)j + 2−mα

)

= O

(
2−m

m−1∑
j=0

2(1−α)j + 2−mα

)

=


O(n−α) , if 0 < α < 1

O(n−1 log n) , if α = 1

O(n−1) , if α > 1,

in view of n−1 ≤ 2−m for n = 2m + k, 1 ≤ k ≤ 2m and m ≥ 1.

(ii) If {an,k} ∈ AMDS, then from (5.4.10), we have

‖tn(f ;x)− f(x)‖p = O

(
m−1∑
j=0

2(1−α)jan,2j + 2−mα

)
.

Hence the proof of Theorem 5.2.2 is completed.

Note 5. If we take {an,k} ∈ AMDS and nan,0 = O(1) in case (ii) of Theorem 5.2.2,

then for both the cases (i) and (ii)

‖tn(f ;x)− f(x)‖p =


O(n−α) , if 0 < α < 1

O(n−1 log n) , if α = 1

O(n−1) , if α > 1.

5.6 Particular Cases

1. Since every monotone sequence is almost monotone, results of Priti et al. [105,

Theorem 1 and 2, p.35] are particular cases our results in the light of Note 4.

2. If we take

an,k =

{
qn−k/Qn, 0 ≤ k ≤ n

0, k > n,
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where Qn =
n∑
k=0

qk, then our matrix reduces to Nörlund matrix. If {an,k} ∈

AMDS, then the Nörlund matrix has almost monotone increasing rows and

if (an,k) ∈ AMIS, then the Nörlund matrix has almost monotone decreasing

rows and

nan,n = O(1)⇒ nq0

Qn

= O(1).

Then
nγ−1

Qγ
n

n−1∑
k=0

qγk ≤
nγ−1

Qγ
n
qγ0 .n = O(1)

which is the condition (2.6) of Móricz and Siddiqi [93, p.379]. Thus, our results

reduce to the results of Móricz and Siddiqi [93, Theorem 1 and 2, pp.379–380].

3. Similarly, if

an,k =

{
pk/Pn, 0 ≤ k ≤ n

0, k > n,

where Pn =
n∑
k=0

pk, then our matrix reduces to Riesz matrix of [91, p.2].

If {an,k} ∈ AMIS with nan,n = O(1), then the Riesz matrix has almost

monotone increasing rows with npn
Pn

= O(1); and if {an,k} ∈ AMDS, then the

Riesz matrix has almost monotone decreasing rows. Thus our results reduce

to the results of Móricz and Rhoades [91, Theorem 1 and 2, p.3].



Chapter 6

Approximation of f ∈ L[0,∞) by

Means of Fourier-Laguerre Series

The problem of determining the degree of approximation of f ∈ L[0,∞), the space

of Lebesgue integrable functions defined on [0,∞), has been studied by various

investigators through summability means of Fourier-Laguerre series of f at x = 0.

We note that the problem is not studied for x > 0. In this chapter, we further study

the problem and determine the degree of approximation of f ∈ L[0,∞) by Cesáro

means of order λ ≥ 1 of the Fourier-Laguerre series of f for any x > 0. We prove

the result for x = 0 separately.

6.1 Introduction

The Cesáro means of order λ, of the Fourier-Laguerre series are given by

Cλ
n(f ;x) =

1(
n+ λ

n

) n∑
r=0

(
λ+ n− r − 1

n− r

)
sr(f ;x). (6.1.1)

The Fourier-Laguerre series is said to be summable to s by Cesáro means, if

Cλ
n(f ;x)→ s as n→∞.

We also write

φ(x, y) = f(y)− f(x), ψ(x, u) = f(x± u)− f(x)

81
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and

r∑
k=0

(
k + α

k

)−1

L
(α)
k (x)L

(α)
k (y) = Γ(α + 1)Aαr (x, y) (6.1.2)

=
(r + 1)(
r + α

r

) L(α)
r (x)L

(α)
r+1(y)− L(α)

r+1(x)L
(α)
r (y)

x− y
(6.1.3)

=
(r + 1)(
r + α

r

) L(α)
r+1(x)L

(α−1)
r+1 (y)− L(α−1)

r+1 (x)L
(α)
r+1(y)

x− y
(6.1.4)

=
(r + 1)(
r + α

r

) (L(α)
r+1(x)

L
(α−1)
r+1 (y)− L(α−1)

r+1 (x)

x− y
− L(α−1)

r+1 (x)
L

(α)
r+1(y)− L(α)

r+1(x)

x− y

)
.

(6.1.5)

For more details one can see [136].

The authors in [35; 55; 60; 97; 122; 139] have studied the problems of determining

the degree of approximation of f ∈ L[0,∞) using different summability means such

as Cesáro, Nörlund, Euler and product means of Fourier-Laguerre series of f at the

point x = 0. Also these results are proved for different ranges of α, for instant, the

authors in [35; 122] have fixed α ≥ −1/2, and the authors in [55; 60; 97; 139] have

fixed −1 ≤ α ≤ −1/2. Singh [121] has studied the absolute (C, 1)-summability of

the series
∞∑
n=1

anL
(α)
n (x)

(log(n+ 1))1+ε
,

where an’s are Fourier-Laguerre coefficient of some f ∈ L[0,∞) with x > 0. However,

the approximation of f by means of Fourier-Laguerre series has not been studied so

far for x > 0, which motivated us to study the problem further.

6.2 Main Result

Theorem 6.2.1. Let f be a function belonging to L[0,∞). Then the degree of ap-

proximation of f by the Cesáro means of order λ ≥ 1 of the Fourier-Laguerre series
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of f is given by

|Cλ
n(f ;x)− f(x)| = o (ξ(n))

where ξ(t) is a positive non-decreasing function such that ξ(t)→∞ as t→∞ and

satisfies the following conditions:

Φ(t) =

∫ ε

t

yα/2−1/4|φ(x, y)|dy = o (ξ(1/t)) , t→ 0, (6.2.1)

∫ δ

t

|ψ(x, u)|
u

du = o (ξ(1/t)) , t→ 0, (6.2.2)

and ∫ ∞
n

e−y/2 yα/2−13/12|φ(x, y)|dy = o
(
n−1/2ξ(n)

)
, n→∞, (6.2.3)

where δ is a fixed positive constant and α ≥ −1
2
. This holds uniformly for every fixed

positive interval 0 < ε ≤ x ≤ ω <∞.

6.3 Lemmas

To prove our theorem, we need the following lemmas:

Lemma 6.3.1. [136, Theorem 7.6.4 p.177]. Let α be an arbitrary real number, c

and ε be fixed positive constants. Then

L(α)
n (x) =

{
O (nα) , 0 ≤ x ≤ c

n

O
(
x−(2α+1)/4n(2α−1)/4

)
, c

n
≤ x ≤ ε,

as n→∞.

For α ≥ −1/2, both bounds hold in both intervals.

Lemma 6.3.2. [136, Theorem 8.22.1 p.198 ]. Let α be an arbitrary real number

and x ∈ [cn−1, ω]. Then

Lαn(x) = k(x)n
α
2
− 1

4 cos (2
√
nx+ γ) +O

(
n
α
2
− 3

4

)
, x > 0,

where k(x) = π−1/2ex/2x
−α
2
− 1

4 and γ = −(α+1/2)π/2. The bound for the remainder

holds uniformly in [ε, ω].
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Lemma 6.3.3. [136, Theorem 8.91.7, p.241]. Let α and ρ be arbitrary real numbers,

ω > 0 and 0 < η < 4. Then

max e−x/2xρ|L(α)
n (x)| ∼ nQ,

where

Q =

{
max (ρ− 1/2, α/2− 1/4) , ω ≤ x ≤ (4− η)n

max (ρ− 1/3, α/2− 1/4) , x > n.

Lemma 6.3.4. [136, p.237]. If both x and y belong to the interval [cn−1, ω], then

L
(α)
n (y)− L(α)

n (x)
√
y −
√
x

= k(y)n
α
2
− 1

4
cos (2

√
ny + γ)− cos (2

√
nx+ γ)

√
y −
√
x

+x
−α
2
− 3

4 O(n
α
2
− 1

4 ) + y
−α
2
− 3

4 O(n
α
2
− 1

4 ).

Lemma 6.3.5. If condition (6.2.1) holds, then∫ t

0

yα|φ(x, y)|dy = o
(
ξ (1/t) t

α
2

+ 1
4

)
.

Proof: We have

Φ(t) =

∫ δ

t

yα/2−1/4|φ(x, y)|dy

Φ
′
(t) = −tα/2−1/4|φ(x, t)|

−Φ
′
(t)tα/2+1/4 = tα|φ(x, t)|

−
∫ t

0

yα/2+1/4Φ
′
(y)dy =

∫ t

0

yα|φ(x, y)|dy

on integrating L.H.S. by parts, we have∫ t

0

yα|φ(x, y)|dy = o
(
t
α
2

+ 1
4 ξ (1/t)

)
.

Lemma 6.3.6. If condition (6.2.3) holds, then∫ n

ω

e−y/2yα/2−3/4|φ(x, y)|dy = o (ξ(n)) ,

where ω is a fixed positive number and n→∞.

Proof: The proof is similar to the proof of Lemma 6.3.5.
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6.4 Proof of Theorem 6.2.1

From (1.1.10) and (6.1.2), we have the following representation of sn(f ;x) obtained

in (1.1.11),

sn(f ;x) =
n∑
k=0

(
Γ(α + 1)

(
k + α

k

))−1(∫ ∞
0

e−yyαf(y)L
(α)
k (y)dy

)
L

(α)
k (x)

= (Γ(α + 1))−1

∫ ∞
0

e−yyαf(y)
n∑
k=0

L
(α)
k (x)L

(α)
k (y)(

k + α

k

) dy

=

∫ ∞
0

e−yyαf(y)Aαn(x, y)dy.

Therefore, from (6.1.1) we have

Cλ
n(f ;x)− f(x) =

1(
n+ λ

n

) n∑
r=0

(
λ+ n− r − 1

n− r

)∫ ∞
0

e−yyα(f(y)− f(x))Aαr (x, y)dy

=
1(

n+ λ

n

) n∑
r=0

(
λ+ n− r − 1

n− r

)∫ ∞
0

e−yyαφ(x, y)Aαr (x, y)dy.

Now

∫ ∞
0

e−yyαφ(x, y)Aαr (x, y)dy =

(∫ 1/n

0

+

∫ ε

1/n

+

∫ x−δ

ε

+

∫ x+δ

x−δ
+

∫ ω

x+δ

+

∫ n

ω

+

∫ ∞
n

)(
e−yyαφ(x, y)Aαr (x, y)dy

)
= I1 + I2 + I3 + I4 + I5 + I6 + I7. (6.4.1)

For 0 ≤ y < ε, using formula (6.1.4), Lemma 6.3.1 and Lemma 6.3.5, we have

|I1| ≤
∫ 1/n

0

yα|φ(x, y)||Aαr (x, y)|dy

= O

(
r1−α

∫ 1/n

0

yα|φ(x, y)|
[
rα/2−1/4rα−1 + rα/2−3/4rα

]
dy

)

= O

(
rα/2+1/4

∫ 1/n

0

yα|φ(x, y)|dy

)
= o(ξ(n)). (6.4.2)
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Similarly,

|I2| ≤
∫ ε

1/n

yα|φ(x, y)||Aαr (x, y)|dy

= O

(
r1−α

∫ ε

1/n

yα|φ(x, y)|
[
rα/2−1/4rα/2−3/4y−α/2+1/4

+ rα/2−3/4rα/2−1/4y−α/2−1/4

]
dy

)
= O

(∫ ε

1/n

yα/2−1/4|φ(x, y)|dy
)

= o(ξ(n)), (6.4.3)

in view of condition (6.2.1).

Further, using the formula (6.1.4), we have

I3 =

∫ x−δ

ε

e−yyαφ(x, y)Aαr (x, y)dy

= O

(
r1−α

∫ x−δ

ε

e−yyαφ(x, y)
L

(α)
r+1(x)L

(α−1)
r+1 (y)− L(α−1)

r+1 (x)L
(α)
r+1(y)

x− y
dy

)
= I31 + I32. (6.4.4)

Using Lemma 6.3.2, we have

|I31| = O

(
r1−α

∫ x−δ

ε

e−yyα|φ(x, y)|
x− y

rα/2−1/4

[
π−1/2ey/2y−α/2+1/4rα/2−3/4

cos (2
√
ry − (α + 1/2)π/2 + π/2) + r

α
2
− 5

4

]
dy

)
= O

(∫ x−δ

ε

e−y/2yα/2+1/4|φ(x, y)|
x− y

sin (2
√
ry − (α + 1/2)π/2)dy

)
+O

(
r−1/2

∫ x−δ

ε

e−yyα|φ(x, y)|
x− y

dy

)
+ o(1)

= o(1), (6.4.5)

the first integral tends to 0 by Riemann-Lebesgue theorem and the second integral

tends to 0 as r →∞.
Similarly,

|I32| = o(1). (6.4.6)

Now we evaluate I4, using Lemma 6.3.2 and Lemma 6.3.4 in formula (6.1.5). Since

the variables are bounded by a fixed positive interval, so the remainder terms in the
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lammas depend only on n. Thus, we have (see [136, p.267])

Aαr (x, y) = r1−αrα/2−1/4r(α−1)/2−1/4 k(x)k(y)√
x+
√
y{

√
y cos[2

√
rx+ γ]

sin[2
√
ry + γ]− sin[2

√
rx+ γ]

√
y −
√
x

−
√
x sin[2

√
rx+ γ]

cos[2
√
ry + γ]− cos 2[

√
rx+ γ]

√
y −
√
x

+O(1)

}
.

Following the calculations of [136, p.267], we have

Aαr (x, y) =
1

2

√
x
(
π−1/2ex/2x−α/2−1/4

)2
y−1/2 sin{2

√
r(
√
y −
√
x)}

√
y −
√
x

+O(1)

Thus,

I4 =

∫ x+δ

x−δ
e−yyαφ(x, y)Aαr (x, y)dy

=

(∫ x−1/n

x−δ
+

∫ x+1/n

x−1/n

+

∫ x+δ

x+1/n

)
e−yyαφ(x, y)Aαr (x, y)dy

= I41 + I42 + I43.

|I41| = O

(∫ x−1/n

x−δ

|φ(x, y)|(
√
x+
√
y)

|x− y|
dy

)

=

∫ δ

1/n

ψ(x, u)

u
du = o(ξ(n)),

in view of condition (6.2.2).

Similarly,

|I43| = o(ξ(n)).

|I42| = O

(∫ x+1/n

x−1/n

|φ(x, y)|
∣∣∣∣sin{2√r(√y −√x)}

√
y −
√
x

∣∣∣∣ dy
)

= O

(
r1/2

∫ 1/n

0

ψ(x, u)du

)
= O(r1/2n−1ξ(n)) = o(ξ(n)),

in view of condition (6.2.2).

Hence,

|I4| = o(ξ(n)). (6.4.7)
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Similar to I3,

|I5| = o(ξ(n)). (6.4.8)

Again, using Lemma 6.3.3 for ω ≤ y ≤ n ( taking η = 3) in formula (6.1.4), we have

|I6| ≤ O(r1−α)

∫ n

ω

e−yyα−1|φ(x, y)||L(α)
r+1(x)||L(α−1)

r+1 (y)|dy

+O(r1−α)

∫ n

ω

e−yyα−1|φ(x, y)||L(α−1)
r+1 (x)||L(α)

r+1(y)|dy

= I61 + I62. (6.4.9)

I61 = O

(
r−α/2+3/4

∫ n

ω

e−y/2yα/2−3/4|φ(x, y)|e−y/2yα/2−1/4|L(α−1)
r+1 (y)|dy

)
=

(
r−α/2+3/4rα/2−3/4

) ∫ n

ω

e−y/2yα/2−3/4|φ(x, y)|dy

= o(ξ(n)),

in view of Lemma 6.3.6.

Similarly,

I62 = o(ξ(n)).

Thus,

|I6| = o(ξ(n)). (6.4.10)

Further, using formula (6.1.3) and Lemma 6.3.3 for y ≥ n, we have

|I7| = O(r1−α)rα/2−1/4

∫ ∞
n

e−yyα−1|φ(x, y)|{|L(α)
r (y)|+ |L(α)

r+1(y)|}dy

= O(r1−α)rα/2−1/4rα/2−1/4

∫ n

ω

e−y/2yα/2−13/12|φ(x, y)|dy

= o(ξ(n)), (6.4.11)

in view of condition (6.2.3).

Collecting (6.4.1) - (6.4.11), we have

|Cλ
n(f ;x)− f(x)| =

1(
n+ λ

n

) n∑
r=0

(
λ+ n− r − 1

n− r

)
o(ξ(n))

= o

(
ξ(n)n−λ

n∑
r=0

(n− r)λ−1

)
= o(n ξ(n)n−λnλ−1)

= o(ξ(n)).

Hence the proof of Theorem 6.2.1 is completed.
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Note 6. As mentioned above, Theorem 6.2.1 is not true for x = 0. So, we prove the

following theorem for x = 0 :

Theorem 6.4.1. Let f be a function belonging to L[0,∞). Then the degree of ap-

proximation of f at x = 0 by the Cesáro means of order λ ≥ 1 of the Fourier-

Laguerre series of f is given by

|Cλ
n(f ; 0)− f(0)| = o

(
nα/2+3/4ξ(n)

)
,

where ξ(t) is a positive non-decreasing function such that ξ(t)→∞ as t→∞ and

satisfies the conditions (6.2.1) and (6.2.3) of Theorem 6.2.1 for x = 0, ε > 0 and

α ∈ [−1/2, 1/2].

Note 7. For x = 0, I3 +I4 +I5 =
∫ −δ
ε

+
∫ δ
−δ +

∫ ω
δ

=
∫ ω
ε

= I
′
3. So the condition (6.2.2)

is not required for x = 0.

6.5 Proof of Theorem 6.4.1

For x = 0, from (6.1.2), we have

A(α)
r (0, y) = A(α)

r (y) =
1

Γ(α + 1)

r∑
k=0

(
k + α

k

)−1

L
(α)
k (0)L

(α)
k (y)

=
1

Γ(α + 1)

r∑
k=0

(
k + α

k

)−1(
k + α

k

)
L

(α)
k (y)

=
1

Γ(α + 1)

r∑
k=0

L
(α)
k (y) =

1

Γ(α + 1)
L(α+1)
r (y) (6.5.1)

and φ(y) := φ(0, y) = f(y)− f(0).

Cλ
n(f ; 0)− f(0) =

(Γ(α + 1))−1(
n+ λ

n

) n∑
r=0

(
λ+ n− r − 1

n− r

)∫ ∞
0

e−yyαφ(y)L(α+1)
r (y)dy.

The work of Theorems 6.2.1 and 6.4.1 has been communicated for possible publication.
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Now

∫ ∞
0

e−yyαφ(y)L(α+1)
r (y)dy =

(∫ 1/n

0

+

∫ ε

1/n

+

∫ ω

ε

+

∫ n

ω

+

∫ ∞
n

)
(
e−yyαφ(y)L(α+1)

r (y)dy
)

= I1 + I2 + I
′

3 + I4 + I5. (6.5.2)

Using Lemma 6.3.1 for 0 ≤ y ≤ 1
n
, we have

|I1| ≤
∫ 1/n

0

yα|φ(y)|rα+1dy

= o

(
sup

0≤y≤n−1

|φ(y)|rα+1n−α−1

)
= o(1). (6.5.3)

Again using Lemma 6.3.1 for 1
n
≤ y ≤ ε, we have

|I2| ≤
∫ ε

1/n

yα|φ(y)|y−(α+1)/2−1/4r(α+1)/2−1/4dy

= O

(
rα/2+1/4n1/2

∫ ε

1/n

yα/2−1/4|φ(y)|dy
)

= o
(
rα/2+1/4n1/2ξ(n)

)
= o

(
nα/2+3/4ξ(n)

)
, (6.5.4)

in view of condition (6.2.1).

Further, using Lemma 6.3.2, we have

|I ′3| ≤
∫ ω

ε

e−yyα|φ(y)|
[
π−1/2ey/2y−α/2−3/4rα/2+1/4

cos (2
√
ry − (α + 1/2)π/2− π/2) + rα/2−1/4

]
dy

= O

(
rα/2+1/4

∫ ω

ε

e−y/2yα/2−3/4|φ(y)| sin(2
√
ry − (α + 1/2)π/2)dy

)
+O

(
rα/2−1/4

∫ ω

ε

e−yyα|φ(y)|dy
)

+ o(1).

= o(1), (6.5.5)

the first integral tends to 0 by Riemann-Lebesgue theorem and the second integral

tends to 0 as r →∞ for α ∈ [−1/2, 1/2].
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Using Lemma 6.3.3 for ω ≤ y ≤ n (taking α + 1 for α and η = 3), we have

|I4| ≤
∫ n

ω

e−yyα|φ(y)||L(α+1)
r (y)|dy

=

∫ n

ω

e−y/2yα/2−3/4|φ(y)|e−y/2yα/2+3/4|L(α+1)
r (y)|dy

= O

(
rα/2+1/4

∫ n

ω

e−y/2yα/2−3/4|φ(y)|dy
)

= o
(
rα/2+1/4ξ(n)

)
, (6.5.6)

in view of Lemma 6.3.6.

Similarly,

|I5| ≤
∫ ∞
n

e−yyα|φ(y)||L(α+1)
r (y)|dy

=

∫ ∞
n

e−y/2yα/2−13/12|φ(y)|e−y/2yα/2+13/12|L(α+1)
r (y)|dy

= o
(
rα/2+3/4n−1/2ξ(n)

)
= o

(
rα/2+1/4ξ(n)

)
, (6.5.7)

in view of condition 6.2.3.

Collecting (6.5.2) - (6.5.7), we have

|Cλ
n(f ; 0)− f(0)| = o

(
nα/2+3/4ξ(n)

)
.

Hence the proof of Theorem 6.4.1 is completed.

Remark 6.5.1. When we approximate the function f satisfying the conditions (6.2.1)−
(6.2.3) of Theorem 6.2.1 for x > 0, the Laguerre polynomials are of order α > −1/2

while for x = 0, the Laguerre polynomials are of order α ∈ [−1/2, 1/2].

6.6 Approximation by Hausdorff Means of Fourier-

Laguerre Series

Now, we determine the degree of approximation of functions belonging to L[0,∞)

by the Hausdorff means of its Fourier-Laguerre series at x = 0. Our theorem extends

some of the recent results of [60; 97; 133] in the sense that the summability methods

used by these authors have been replaced by the Hausdorff matrices.

The Hausdorff means of the Fourier-Laguerre series are defined by

Hn(f ;x) :=
n∑
k=0

hn,ksk(f ;x), n = 0, 1, 2, ... . (6.6.1)
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The Fourier-Laguerre series is said to be summable to s by the Hausdorff means, if

Hn(f ;x) → s as n → ∞. The class of all regular Hausdorff matrices with moment

sequence {µn} associated with mass function γ(u) having constant derivative, is

denoted by H1.

We also write

ϕ(y) =
e−yyα(f(y)− f(0))

Γ(α + 1)
,

and

g(u, y) =
n∑
k=0

(
n

k

)
uk(1− u)n−kL

(α+1)
k (y).

Gupta [35] obtained the degree of approximation of f ∈ L[0,∞) by Cesàro means

of order k of the Fourier-Laguerre series at the point x = 0, where k > α + 1/2.

Nigam and Sharma [97] have used (E, 1) means of the Fourier-Laguerre series for

−1 < α < −1/2 which is more appropriate range from the application point of view.

The authors have proved the following result:

Theorem A. If

E1
n =

1

2n

n∑
k=0

(
n

k

)
sk →∞ as n→∞,

then the degree of approximation of Fourier-Laguerre expansion at the point x = 0

by (E, 1) means E1
n is given by

E1
n(0)− f(0) = o(ξ(n)),

provided that

Φ(t) =

∫ t

0

|ϕ(y)|dy = o
(
tα+1ξ(1/t)

)
, t→ 0, (6.6.2)∫ n

δ

ey/2y−((2α+3)/4)|ϕ(y)|dy = o
(
n−((2α+1)/4)ξ(n)

)
, (6.6.3)

∫ ∞
n

ey/2y−1/3|ϕ(y)|dy = o(ξ(n)), n→∞, (6.6.4)

where δ is a fixed positive constant and α ∈ (−1,−1/2), and ξ(t) is a positive

monotonic non-decreasing function of t such that ξ(n)→∞ as n→∞.
Following, Nigam and Sharma [97], Krasniqi [60] has used the (C, 1)(E, q) means of

the Fourier-Laguerre series to obtain the degree of approximation of f ∈ L[0,∞) at

point x = 0 and has proved the following result:



93

Theorem B. The degree of approximation of the Fourier-Laguerre expansion at the

point x = 0 by the [(C, 1)(E, q)]n means is given by

[(C, 1)(E, q)]n(0)− f(0) = o(ξ(n)),

provided that the conditions (6.6.2)− (6.6.4) given in Theorem A are satisfied.

Remark 6.6.1. We observe that Krasniqi [60, p.37] has optimized
v∑
k=0

(
v

k

)
qkk(2α+1)/4

by its maximum value (1 + q)vv(2α+1)/4. This is possible only when α > −1/2. But

the author has used −1 < α < 1/2 [60, Theorem 2.1, p.35]. Similar error can also

be seen in [97; 133].

6.7 Main Result

Theorem 6.7.1. The degree of approximation of f ∈ L[0,∞) at x = 0 by the

Hausdorff means of the Fourier-Laguerre series generated by H ∈ H1 is given by

|Hn(f ; 0)− f(0)| = o(ξ(n)),

where ξ(t) is a positive non-decreasing function such that ξ(t)→∞ as t→∞ and

satisfies the following conditions

Φ(y) =

∫ t

0

|ϕ(y)|dy = o
(
tα+1ξ(1/t)

)
, t→ 0, (6.7.1)

∫ n

ε

ey/2 y−((2α+3)/4)|ϕ(y)|dy = o
(
n−((2α+1)/4)ξ(n)

)
, (6.7.2)

and ∫ ∞
n

ey/2 y−1/3|ϕ(y)|dy = o(ξ(n)), n→∞, (6.7.3)

where ε is a fixed positive constant and α > −1/2.

Note 8. The functions f in Theorem 6.4.1 and Theorem 6.7.1 are not necessarily

same.

The work of Theorem 6.7.1 has been published in Mathematical Analysis and its Applications,
207–217, Springer Proc. Math. Stat., 143, Springer, New Delhi, 2015.
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6.8 Lemmas

Lemma 6.8.1. For 0 < u < 1 and 0 ≤ y ≤ ε,∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ =

{
O
(
n(α+1)

)
, if 0 ≤ y ≤ 1

n

O
(
y−(2α+3)/4n(2α+1)/4

)
, if 1

n
≤ y ≤ ε,

as n→∞.

Proof.∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ =

∣∣∣∣∣
∫ 1

0

(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
L

(α+1)
k (y)dγ(u)

∣∣∣∣∣
=

∣∣∣∣∣M
∫ 1

0

(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
L

(α+1)
k (y)du

∣∣∣∣∣
Now, using Lemma 6.3.1 for 0 ≤ y ≤ 1

n
(taking α + 1 for α and c = 1), we have∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ ≤ ∫ 1

0

(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
O(kα+1)du

= O

(
nα+1

∫ 1

0

(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
du

)

= O

(
nα+1

∫ 1

0

du

)
= O

(
nα+1

)
. (6.8.1)

Again, using Lemma 6.3.1 for 1
n
≤ y ≤ ε, we have∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ =

∫ 1

0

(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
O
(
y−(2α+3)/4k(2α+1)/4

)
du

= O

(
y−(2α+3)/4n(2α+1)/4

∫ 1

0

(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
du

)
= O

(
y−(2α+3)/4n(2α+1)/4

)
. (6.8.2)

Collecting (6.8.1) and (6.8.2), the proof of Lemma 6.8.1 is completed.

Lemma 6.8.2. For 0 < u < 1,∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ =

{
O
(
ey/2y−(2α+3)/4n(2α+1)/4

)
, if ε ≤ y ≤ n

O
(
ey/2y−(3α+5)/6n(α+1)/2

)
, if y ≥ n,

as n→∞.
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Proof. following the Lemma 6.8.1, we have

∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ =

∣∣∣∣∣
∫ 1

0

(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
L

(α+1)
k (y)du

∣∣∣∣∣

Now, using Lemma 6.3.3 for ε ≤ y ≤ n (taking α + 1 for α and η = 3), we have

∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ =

∣∣∣∣ ∫ 1

0

e(y/2)y−(2α+3)/4(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
e−(y/2)y(2α+3)/4L

(α+1)
k (y)du

∣∣∣∣
=

∫ 1

0

ey/2y−(2α+3)/4(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
O
(
k(2α+1)/4

)
du

= O
(
ey/2y−(2α+3)/4n(2α+1)/4

)
. (6.8.3)

Again, using Lemma 6.3.3 for y ≥ n, we have

∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ =

∣∣∣∣ ∫ 1

0

e(y/2)y−(3α+5)/6(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
e−(y/2)y(3α+5)/6L

(α+1)
k (y)du

∣∣∣∣
=

∫ 1

0

ey/2y−(3α+5)/6(1− u)n
n∑
k=0

(
n

k

)(
u

1− u

)k
O
(
k(α+1)/2

)
du

= O
(
ey/2y−(3α+5)/6n(α+1)/2

)
. (6.8.4)

Collecting (6.8.3) and (6.8.4), the proof of Lemma 6.8.2 is completed.
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6.9 Proof of Theorem 6.7.1

From 6.6.1, we have

Hn(f ; 0)− f(0) =
n∑
k=0

(
n

k

)
∆n−kµk

(
1

Γ(α + 1)

∫ ∞
0

e−yyαf(y)L
(α+1)
k (y)dy − f(0)

)

=
n∑
k=0

(
n

k

)
∆n−kµk

1

Γ(α + 1)

∫ ∞
0

e−yyα(f(y)− f(0))L
(α+1)
k (y)dy

=
n∑
k=0

(
n

k

)
∆n−kµk

∫ ∞
0

ϕ(y)L
(α+1)
k (y)dy

=

∫ ∞
0

ϕ(y)

(
n∑
k=0

(
n

k

)
∆n−kµkL

(α+1)
k (y)

)
dy

=

∫ ∞
0

ϕ(y)

(
n∑
k=0

(
n

k

)∫ 1

0

uk(1− u)n−kdγ(u)L
(α+1)
k (y)

)
dy

=

∫ ∞
0

ϕ(y)

(∫ 1

0

n∑
k=0

(
n

k

)
uk(1− u)n−kL

(α+1)
k (y)dγ(u)

)
dy

=

∫ ∞
0

ϕ(y)

(∫ 1

0

g(u, y)dγ(u)

)
dy

=

(∫ 1/n

0

+

∫ ε

1/n

+

∫ n

ε

+

∫ ∞
n

)
n∑
k=0

(
n

k

)
∆n−kµkϕ(y)L

(α+1)
k (y)dy.

= J1 + J2 + J3 + J4. (6.9.1)

Now, using Lemma 6.8.1 for 0 ≤ y ≤ 1
n
, we have

|J1| ≤
∫ 1/n

0

|ϕ(y)|
∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ dy
= O

(
nα+1

) ∫ 1/n

0

|ϕ(y)|dy

= O(n(α+1))o

((
1

n

)α+1

ξ(n)

)
= o(ξ(n)), (6.9.2)

in view of condition (6.7.1).
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Further, using Lemma 6.8.1 for 1
n
≤ y ≤ ε, we have,

|J2| ≤
∫ ε

1/n

|ϕ(y)|O
(
y−(2α+3)/4n(2α+1)/4

)
dy

= O(n(2α+1)/4)

(∫ ε

1/n

y−(2α+3)/4|ϕ(y)|dy
)
.

Following [97, p.6], we have

|J2| = o(ξ(n)), (6.9.3)

in view of condition (6.7.1).

Now, using Lemma 6.8.2 for ε ≤ y ≤ n, we have

|J3| ≤
∫ n

ε

|ϕ(y)|
∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ dy
=

∫ n

ε

O
(
ey/2y−((2α+3)/4)n(2α+1)/4

)
|ϕ(y)|dy

= O
(
n(2α+1)/4

)(∫ n

ε

ey/2y−((2α+3)/4)|ϕ(y)|dy
)

= O
(
n(2α+1)/4

)
o
(
(n−(2α+1)/4)ξ(n)

)
= o(ξ(n)), (6.9.4)

in view of condition (6.7.2).

Further, using Lemma 6.8.2 , we have

|J4| ≤
∫ ∞
n

|ϕ(y)|
∣∣∣∣∫ 1

0

g(u, y)dγ(u)

∣∣∣∣ dy
=

∫ ∞
n

|ϕ(y)|O
(
ey/2y−(3α+5)/6n(α+1)/2

)
dy

= O
(
n(α+1)/2

)(∫ ∞
n

ey/2y−1/3|ϕ(y)|
y(α+1)/2

dy

)
= o

(
(ξ(n))n(α+1)/2(n−(α+1)/2)

)
= o(ξ(n)), (6.9.5)

in view of condition (6.7.3).

Collecting (6.9.1) - (6.9.5), we have

|Hn(f ; 0)− f(0)| = o(ξ(n)).

Hence the proof of Theorem 6.7.1 is completed.
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6.10 Corollaries

The following corollaries can be derived from our Theorem 6.7.1.

1. As discussed in [113, Lemma 1, p.306] and [125, p.38], if we take the mass

function γ(u) given by

γ(u) =

{
0, 0 ≤ u ≤ a

1, a ≤ u ≤ 1,

where a = 1/(1 + q), q > 0, the Hausdorff matrix H reduces to Euler matrix

(E, q), q > 0 and defines the corresponding (E, q) means given by

En
q (f ;x) =

1

(1 + q)n

n∑
k=0

(
n

k

)
qn−ksk(f ;x), q > 0.

Hence the Theorem 6.7.1 reduces to Theorem A (result proved by Nigam and

Sharma [97, Theorem 2.1, p.3]).

2. As discussed in [28, p.400] and [112, p.2747], the Cesáro matrix of order λ, is

also a Hausdorff matrix obtained by mass function γ(u) = 1 − (1 − u)λ and

the corresponding Cesáro means are given by

Cλ
n(f ;x) =

1(
n+ λ

n

) n∑
k=0

(
λ+ n− k − 1

n− k

)
sk(f ;x).

Further, Rhoades [113, p.308] and Rhoades et al. [116, p.6869] have mentioned

that the product of two Hausdorff matrices is again a Hausdorff matrix. Hence

the Theorem B and Theorem C (results proved by Krasniqi [60, Theorem 2.1,

p.35] and Sonker [133, Theorem 1, p.126]) are also particular cases of our

Theorem 6.7.1.



Conclusions and Future Scope

In the present thesis, we aimed to determine the degree of approximation of func-

tions belonging to Lipschitz classes: Lip(ω(t), p) and W (Lp, ξ(t)), p ≥ 1, and their

conjugates using the lower triangular matrix means and product means. Functions

belonging to certain subclasses of Lp-space; viz., Lp(ω)β and Lp(ω̃)β and their con-

jugates are also considered to obtain degree of approximation by the summability

means of trigonometric Fourier series and its conjugate Fourier series. Fourier–

Laguerre series and Walsh–Fourier series are also used to estimate the degree of

approximation of f belonging to L[0,∞) and L[0, 1)-spaces, respectively. Some

corollaries and particular cases of the results are also discussed to justify that our

results extend the earlier results, and contribute significantly to the literature.

During this study we observed that this work can be extended in multi directions.

Some of the possible options are listed below:

• To obtain the approximation results in grand Lebesgue space with Bφ,p class

of weights defined by Jain et al. [48].

• It will be possible to extend our work to obtain the degree of functions be-

longing to different function spaces as weighted grand Lebesgue space L
p)
w (0, 1)

with norm ‖ . ‖p) ,w [25], W p and WΩ(Cn)-spaces [101; 142].

• Our work can be extended to obtain the results on approximation properties

of non-periodic functions by Fourier transform [104].

• The results on the degree of approximation of function by means of Fourier–

Laguerre series can be extended to Lp(p > 1)-space and the Lipschitz classes

associated with the periodic integrable functions. Also, we can study the
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degree of approximation of a function belonging to H1(0,∞)-space [143] by

means of Fourier–Laguerre series.
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