
EXISTENCE AND CONTROLLABILITY RESULTS TO 

SOME FUNCTIONAL DIFFERENTIAL SYSTEMS 
 
 
 
 

 

Ph.D. THESIS 
 
 
 
 

 

by 

 

 

 

 

       VIKRAM  SINGH 

 

 

 

 

 

 

   
 
 
 

 

 

 

 

DEPARTMENT OF MATHEMATICS 

INDIAN INSTITUTE OF TECHNOLOGY ROORKEE 

ROORKEE – 247667 (INDIA) 

      JULY, 2018 



 

EXISTENCE AND CONTROLLABILITY RESULTS TO 

SOME FUNCTIONAL DIFFERENTIAL SYSTEMS 
 
 
 
 
 

A THESIS 

 

Submitted in partial fulfilment of the 

requirements for the award of the degree 

 

 of 

  
 

DOCTOR OF PHILOSOPHY  
 
 

in 
 

 

                                                       MATHEMATICS 
 
 

by 

 

 

VIKRAM SINGH  

 

 

 
 

 

                    DEPARTMENT OF MATHEMATICS 

INDIAN INSTITUTE OF TECHNOLOGY ROORKEE 

ROORKEE–247667 (INDIA) 

         JULY, 2018 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

©INDIAN INSTITUTE OF TECHNOLOGY ROORKEE, ROORKEE-2018 

ALL RIGHTS RESERVED 



INDIAN INSTITUTE OF TECHNOLOGY ROORKEE 

ROORKEE 
 
 

CANDIDATE’S DECLARATION 
 

 

I  hereby  certify  that  the  work  which  is  being  presented  in  this  thesis  entitled 

“EXISTENCE AND CONTROLLABILITY RESULTS TO SOME FUNCTIONAL 

DIFFERENTIAL SYSTEMS” in partial fulfilment of the requirements for the award of the 

degree of “Doctor of Philosophy” and submitted in the Department of Mathematics, Indian 

Institute of Technology Roorkee, Roorkee is an authentic record of my own work carried out 

during a period from July, 2013 to July, 2018 under the supervision of Dr. D. N. Pandey, 

Associate Professor, Department of Mathematics, Indian Institute of Technology Roorkee, 

Roorkee. 

The matter presented in this thesis has not been submitted by me for the award of 

any other degree of this or any other Institution. 

 
 
 

 

                   (VIKRAM SINGH) 
 

 

This is to certify that the above statement made by the candidate is correct to the best 

of my knowledge. 

 
 
                                                                                                                    (D. N. Pandey) 

Supervisor 

 

Date:  

 

The Ph.D. Viva-Voce Examination of Mr. Vikram Singh, Research Scholar, has 

been held on  

 

 

Chairman, SRC                                                                          Signature of External Examiner 

 

 

            This is to certify that the student has made all the corrections in the thesis. 

 

 

 

Signature of Supervisor                                             Head of the Department/ Chairman, ODC 



Dedicated to my grandfather

Mr. Omkar Singh

and my parents

Mr. Naresh Chand and Mrs. Shree Mati Devi

who supported me in all the circumstances.

i



ii



Acknowledgements

At this moment of accomplishment, I feel immense pleasure to express my

gratitude to Almighty God for giving me strength and wisdom, and all those who

contributed in many ways in my journey of doctoral research and made it an unfor-

gettable experience of my life.

First of all, I would like to express my sincere thanks to my supervisor Dr. D.

N. Pandey for his guidance, valuable suggestions, motivation and continuous sup-

port throughout my research. I am also grateful to him for providing an excellent

atmosphere for doing research and freedom to explore new things. I also express

deepest thanks to Mrs. Richa Pandey for providing a positive environment and

moral guidance during this period.

My sincere thanks goes to Prof. V. K. Katiyar (Ex HOD) and Prof. N. Suka-

vanam, Head, Department of Mathematics, IIT Roorkee, for providing valuable

advice and infrastructural facilities during my research.

I owe my gratitude to all the faculty members, especially to my SRC members

Prof. N. Sukavanam, Prof. P. N. Agarwal and Dr. Gaurav for their valuable time,

remarks, suggestions and guidance, which helped me in improving my skills and

quality of research work.

I would like to thanks all non-teaching staff members, Department of Mathe-

matics, administration staff, IIT Roorkee for their cooperation throughout my stay

iii



in the campus.

I would like to acknowledge my thanks to “Ministry of Human Resource and

Development, India” for providing financial assistance for my research work.

I am highly indebted and thankful to my parents, brothers Rajesh Kumar and

Hardutt Singh, sister-in-law ‘Manju Singh’, for their love, affection, blessings, con-

tinuous support, patience and understanding which kept me going and made me

what I am. I feel a deep sense of gratitude for my brother ‘Rajesh Kumar’ for in-

spiring me and showing faith in me. Your love, hope, moral support, and guidance

have given me the strength to overcome many difficulties and confidence to perform

my best.

I express my heartfelt thank to my friends Sumit, Sumita, Amit, Neha, Ruchi,

Priyanka, Kiran and my juniors Arshi, Hitesh and Ashish for their support. Due to

their affection, care and support it has been unforgettable memories and pleasant

stay at IIT Roorkee. I am also thankful to my seniors Dr. Alka and Dr. Sanjukta

for their guidance and suggestions in my research work. The words would not be

sufficient to express my thanks to my loving friends Dr. Deepak, Lalit K. Som,

Chaman Singh and Astha Chauhan for their persistence help, unfolding moral sup-

port and for being with me in all situations.

Last but not the least, I am thankful to all those whose name I have not men-

tion but they have contributed in many ways in my research journey to complete

this thesis effectively.

Vikram Singh

iv



Abstract

The work presented in this thesis deals with the investigations of existence,

uniqueness and some controllability results for mild and integral solutions to var-

ious types of fractional differential systems in abstract spaces. To deal with such

problems some tools which we have used are the semigroup theory of linear oper-

ators, concepts of fractional calculus, functional analysis and some suitable fixed

point theorems. We may divide our work into three major parts.

In the first part (Chapters 3, 4 and 5), the existence and uniqueness of mild solu-

tions for deterministic and stochastic fractional differential systems are investigated.

In order to obtain the desired results, monotonic iterative technique, condensing the-

orem and Picard type iterations are employed.

It is well-known that the concept of controllability is a valuable property of a

control system, and it plays a very important role in several control problems in both

finite and infinite dimensional spaces. In controllability of a system, we show the

existence of a control function which steers to the mild solution of the system from

its initial state to the desired final state, where the initial and final states may vary

over the entire space. There are several concepts related to controllability, such as

exact controllability, optimal controllability, trajectory controllability and approxi-

mate controllability. In the thesis, we study exact and approximate controllability
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results for some fractional differential systems.

Motivated by the above discussion, in the second part (Chapter 6) of the thesis,

the exact controllability results are established for some fractional impulsive delay

differential systems using some basic tools of fractional calculus, measure of non-

compactness and Mönch fixed point theorem.

In the third part (Chapter 7), some existence, uniqueness and approximate

controllability of integral solutions for fractional differential systems involving Hilfer

fractional derivative with non dense domain are discussed in a Banach space.

The chapter-wise organization of the thesis is as follows:

Chapter 1 contains a brief introduction to the problems which are discussed

in later chapters, and provides a motivational background to study the problems

discussed in this thesis. Further, it contains a review of relevant literature.

Chapter 2 contains some basic concepts of fractional calculus, functional anal-

ysis, semigroup theory and stochastic analysis that will be required in the subsequent

chapters.

In Chapter 3, we obtain some existence and uniqueness results for mild so-

lutions to Sobolev type fractional impulsive differential systems with fractional or-

der nonlocal conditions by applying monotone iterative technique coupled with the

method of lower and upper solutions. The sufficient conditions are obtained by mea-

sure of noncompactness and generalized Gronwall inequality. Finally, an application

is given to illustrate the obtained results.

In Chapter 4, the existence and uniqueness results for mild solutions of a

abstract multi-term time-fractional stochastic differential system are investigated.

We use the tools of fractional calculus, generalized semigroup theory and stochas-

tic analysis techniques to obtain the desired results. We come up with a new set

vi



of sufficient conditions using standard Picard’s iterations on the coefficients in the

equations satisfy some non-Lipschitz conditions. Finally, an application is given to

illustrate the obtained results.

In Chapter 5, some existence and uniqueness results for mild solutions to

the multi-term time-fractional differential systems with not-instantaneous impulses

and finite delay are established. We use the tools of Banach fixed point theorem

and condensing map along with generalization of the semigroup theory for linear

operators and fractional calculus to come up with a new set of sufficient conditions

for the existence and uniqueness of the mild solutions. An illustration is provided

at the end of the chapter to demonstrate the established results

In Chapter 6, we obtain some exact controllability results for an abstract

fractional impulsive quasilinear integro-differential system with state-dependent de-

lay. We use the concepts of fractional calculus, measure of noncompactness and

abstract phase space to come up with a new set of sufficient conditions for the exact

controllability by using Mönch’s fixed point theorem. At the end, an example is

discussed to demonstrate the application of the obtained abstract results.

Chapter 7 is concerned with existence and approximate controllability of inte-

gral solutions to the systems determined by abstract fractional differential equations

with nondense domain. We establish the existence and uniqueness results of integral

solution by generalized Banach contraction principle. Moreover, our approximate

controllability results are based on a sequencing technique in which the compactness

of semigroup and uniformly boundedness of nonlinear functions are not required. Fi-

nally, an application is given to illustrate the obtained results.

The relevant references are appended at the end.
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Nomenclature

Let X and Y be two Banach spaces. Let H and K be two Hilbert spaces. We

denote the space of bounded linear operators, from the space X into Y, by L(X,Y)

endowed with uniform operator topology. The notation L(X,Y) abbreviated by

L(X) when X = Y. For a linear operator A on X, R(A), D(A) and %(A) represent

the range, domain and resolvent of A, respectively. For sake of convenience, we

consider the following notations

Notation Description

R Set of Real numbers

N Set of Natural numbers

C Set of Complex numbers

Br(x) Ball in X with center at x and radius r

C([a, b],X) Space of all continuous functions from

[a, b] into X
PC([a, b],X) The space of all functions y : [a, b]→ X,

which are continuous everywhere ex-

cept the point tj ∈ (a, b), j = 1, 2, ...,m.

At the points tj, the right limit y(t+j )

and the left limit y(t−j ) of y(t) exist

and y(t−j ) = y(tj). Moreover, the space

PC([a, b],X) is Banach space equipped

with the norm ‖y‖ = supt∈[a,b] ‖y(t)‖.
Wm,p([a, b],X) Sobolev space

xiii



Γ(n) Euler’s continuous gamma fuctions

Jq0+ Riemann-Liouville (in short RL) frac-

tional integral operator of order q

RD
q
0+ Riemann-Liouville fractional differen-

tial operator of order q

cDq
0+ Caputo fractional differential operator

of order q

Dp,q
0+ Hilfer fractional differential operator of

order q and type p.
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Chapter 1

Introduction

1.1 General Introduction

A system is defined as a collection, set or arrangement of objects which are

related by interactions and produce various outputs in response to different inputs.

Moreover, a system is called dynamical system if it varies with respect to time.

For example electromechanical machines such as motor car, aircraft or spaceships,

biological systems such as human body, economic structures of countries or regions

and population growth in a region are dynamical systems.

A differential equation in which the derivative y′(t) of an unknown function y at

some time t is related to the unknown function y as a function of some other function

of time t is called functional differential equation. In other words the relation

y′(t) = f(t, y(t), y(h(t))), t ∈ (0, b], b <∞, (1.1.1)

y(0) = y0, (1.1.2)

where f and h are some suitable functions, may be denoted as a functional differ-

ential equation with initial condition (1.1.2). Here the function h can be taken as

deviated time-argument, delay or state dependent delay function i.e. in functional

differential equations the state can no longer be represented by a vector y(t) at dis-

crete time t but may be represented as a history valued function yt corresponding

1
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to previous time.

Functional differential equations were first studied by Bernoulli, Laplace and

Condorcet in the late eighteenth century and considerable investigation of such

equations through semigroup theory, dynamical system hypotheses and functional

analysis, have been accomplished since then. Unlike ordinary differential equa-

tions(ODEs), functional differential equations are generally infinite dimensional and

appears in numerous biological, chemical and physical systems which communicate

through lossless channels.

Many real world phenomena such as the heat conduction in materials, vibra-

tions in wires, propagation of small disturbances through a gas, or liquid motion

of elastic bodies and many more physical problems can be modeled and studied

by their governing partial differential equations. On basis of some common basic

properties these partial differential equations are divided into several classes. In

this work, we mainly concentrate on the heat equation and the wave equation with

fractional order. The properties, which remain same for each member of the same

class, are known as invariant properties of that class.

A functional analytic representation of the differential equation is called an

abstract formulation for the problem and known as evolution equation. Evolution

equations are the equations which may be interpreted as the differential law of the

development in time of a system in Hilbert spaces or more generally in the Banach

spaces of functions. It is always beneficial to consider the abstract formulation to

study the invariant properties of certain class of problems. In such formulations, in-

stead of investigating an individual problem we may concentrate on some invariant

properties of the class of problems to which the problem belongs. Thus, in study of

a abstract problem only invariant properties come into the picture and all unneces-

sary details of an individual problem get suppressed.

Now, we have an example to demonstrate the idea of abstract formulations of
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a partial differential equation.

Example 1.1.1. Consider the following initial value problem for the semi-linear
hyperbolic integro-differential equation in the n-dimensional Euclidean space Rn,

∂2

∂t2
z(t, y) =∆z(t, y) + F (t, z(t, y),

∂z

∂t
(t, y)),

+

∫ t

t0

K(t− s)h
(
s, z(s, y),

∂z

∂s
(s, y)

)
ds, t > t0, y ∈ Rn, (1.1.3)

z(t0, y) =u1(y),
∂z

∂t
(t0, y) = u2(y), y ∈ Rn,

where t0 < t1 < t2 < · · · < tn ≤ t0 + b, n ∈ N, 0 < b < ∞, ∆ denotes the
n-dimensional Laplace operator, F, h are smooth nonlinear functions and K is a
locally p-integrable function for 1 < p <∞. The system (1.1.3) is equivalent to the
first-order system

∂

∂t

(
z(t, y)

u(t, y)

)
=

(
0 I
∆ 0

)
×
(
z(t, y)
u(t, y)

)
+

(
0

F (t, z(t, y), u(t, y))

)
+

∫ t

t0

K(t− s)
(

0
h(s, z(s, y), u(s, y))

)
ds, t > t0, x ∈ Rn,(

z(t0, y)

u(t0, y)

)
=

(
u1(y)

u2(y)

)
, y ∈ Rn. (1.1.4)

Let

v(t) =

(
z(t, ·)
u(t, ·)

)
regarded as a function of y and take Y to be some space of functions on Ω ⊂ Rn.
The derivatives dv

dt
and ∂

∂t

(
z(t,·)
u(t,·)

)
are both the limits of the difference quotient(
z(t+h,·)
u(t+h,·)

)
−
(
z(t,·)
u(t,·)

)
h

first limit being in the sense of the norm of Y and the second limit being a pointwise
one. We may formally recognize ∂

∂t

(
z(t,·)
u(t,·)

)
with dv

dt
.

Therefore, the problem (1.1.3) can be rewritten with some proper choice of a
Banach space Y as

v′(t) = Av(t) + F̃ (t, v(t)) +

∫ t

t0

K(t− s)h̃(s, v(s))ds

v(t0) = v0, t ∈ [t0, t0 + b],

 (1.1.5)

where A :=

(
0 I
∆ 0

)
is a linear operator with domain D(A) ⊂ Y which generates
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the strongly continuous semigroup S(·). The non-linear maps

F̃ =

(
0

F (t, z(t, y), u(t, y)),

)
h̃ =

(
0

h(s, z(s, y), u(s, y))

)
are defined as follows F̃ , h̃ : [t0, t0 + b] × Y → Y , v0 ∈ Y and K (knows as Kernel
function) is defined on [t0, t0 + b] to R. For (1.1.3), one may choose the space Y as

Y = H1(Rn)×L2(Rn). The operator A defined by the matrix of operators

(
0 I
∆ 0

)
,

generates a C0 semigroup of bounded linear operators in Y .

Thus, from the above example, the evolution equations may be considered as

initial value problems (in short IVPs) for ordinary differential equations in an infi-

nite dimensional space and are connected with partial differential equations which

characterizing certain physical phenomena.

In various physical phenomena, more measurements are required at some in-

stances in addition to standard initial data and, therefore, initial conditions may

be replaced by nonlocal conditions. Nonlocal conditions, which are generalization

of classical initial conditions, were firstly introduced by Byszewski [33]. He intro-

duced the nonlocal conditions into IVPs and proved that many important physical

phenomena may be modeled as certain partial differential equations with nonlocal

conditions. In nonlocal conditions, more information is taken into account and that

reduces the ill effects occurred due to a single initial measurement, therefore these

conditions are usually more precise and useful for measurements in comparison to

the classical ones.

Fractional calculus, a generalization of integer calculus, deals with the investiga-

tion and applications of derivatives and integrals of non-integer order. In particular,

in this branch of mathematics, we study the notion and methods of solutions for dif-

ferential equations involving fractional derivatives of the unknown function, which

are called fractional differential equations (in short FDEs). The applications of

fractional methodology are quite diverse and may be used in nonlinear dynamics,
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complex system dynamics, electrochemistry, viscoelasticity and image processing.

The analysis of nonlinear oscillations of an earthquake, continuum and statistical

mechanics, relaxation in fluid polymers and the modeling of visco-plasticity are

some of the fields in which employment of differential equations involving fractional

derivative provide more realistic analysis of the problem considered.

In last three decades, fractional differential equations have become of great im-

portance as it describe the memory and hereditary properties of various materials

and phenomena. Due to involvement of integral operator in the definition of frac-

tional derivative, fractional differential operator is a non-local operator. That is, a

fractional order derivative of a function at a certain point in space or time consists

of information about the function at previous points in space or time, respectively.

For example, viscoelastic materials and polymers which are related to systems with

memory may be efficiently described with fractional differential equations.

It is observed that the present state of many physical phenomena depends on

some previous (history) state. If we take this hypothesis into consideration while

dealing with modeling problems, we end up with another class of differential equa-

tions called delay differential equations. Precisely, a differential equation in which

the derivative of an unknown function at certain time is given by the value of function

at previous time is called a delay differential equation. According to the situation

the delay time can be finite, infinite or it may depend upon the state variable. De-

lay differential equations may be in almost all the areas of sciences, especially in

biological sciences due to its numerous applications. For example in prey predator

system, the predator decreases the average growth rate of the prey. In mathematical

analysis, the mature rate for particular duration of time before predator is capable

of decreasing the average growth rate of the particular species is assumed to be

infinite. Thus it represents a system with infinite delay.

Various evolutionary processes such as population dynamics, orbital transfer
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of satellites and sampled-data systems are characterized by the abrupt changes in

their state. These abrupt changes occur for a very short interval of time and can

be approximated in terms of instantaneous changes of state, i.e., impulses. Such

processes can be appropriately modeled by impulsive differential equations. In last

few years, theory of impulsive differential systems has been developed as a beneficial

tool, which may precisely define a mathematical model in various realistic situations,

for example biological phenomena which involves thresholds, optimal control models

in economics and bursting rhythm models in medicine. These equations are usually

defined by a pair of equations, an ordinary differential equation to be satisfied during

the continuous portion of evolution and a difference equation defining the discrete

impulsive actions.

Generally, the impulses start abruptly for very short duration of time that can

be negligible in comparison to the overall process. But in many practical situa-

tions instantaneous impulses failed to describe the certain dynamics of evolution

processes. For example, pharmacotherapy, in which the hemodynamic equilibrium

of a person is considered. The initiation of the drugs in the bloodstream and the

resultant absorption for the body are gradual and continuous process. Therefore

instantaneous impulses failed to describe such process. To characterize these type

of situations Hernàndez and O′Regan [102] introduce a new case of impulsive ac-

tion, which triggered abruptly at an arbitrary instant and remains active during a

finite time interval. These type of impulsive conditions are called non-instantaneous

impulsive conditions.

The differential equations that involve randomness in the mathematical de-

scription of a given phenomenon are known as stochastic differential equations. Due

to randomness these differential equations may provide more accurate descriptions

than the deterministic differential equations. In recent years, stochastic differential

equations in both finite and infinite dimensions have attracted a lot of attention in
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many areas such as physics, population dynamics, electrical engineering, ecology,

medicine biology and other areas of science and engineering, because of their prac-

tical applications in these areas. In fact, real phenomena in different fields, which

involves stochastic excitations of a Gaussian white noise type have been extensively

investigated both theoretically and experimentally over a long period of time. Re-

member that Gaussian white noise may be mathematically described as a formal

derivative of a Brownian motion process, is a tolerable abstraction and is never a

completely faithful representation of a physical noise source. The properties of the

stochastic and the deterministic models differ significantly, so deep investigations

of stochastic models are required. Therefore, it is beneficial to study the theory of

stochastic differential equations as a well deserved discipline and it is also due to

the increasing applications of stochastic differential equations in various fields.

For most of the differential equations, it is difficult to find exact solutions in

closed forms. To overcome this difficulty, many numerical and analytical techniques

have been designed for example, the homotopy analysis method and the Adomian

decomposition method have been applied to integrate various systems of fractional

order. However, in recent years, considerable work has been done using monotone

iterative technique (in short MIT), which is a productive procedure for proving ex-

istence results in a closed set generated by upper and lower solutions. In MIT, by

choosing upper and lower solutions as two initial iterations, one may construct two

monotone sequences which converge monotonically from above and below, respec-

tively, to a solution of the problem. The monotone behavior of the sequence of

iterations is also useful in the treatment of numerical solutions of various boundary

value and initial boundary value problems. A major advancement of this technique

is the extension of the idea of upper-lower solutions to coupled systems of a fi-

nite number of parabolic and elliptic equations. Ladde et al. [128] has described

a comprehensive introduction to the monotone iterative techniques in their book
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“Monotone iterative techniques for nonlinear differential equations”.

If a dynamical system is controlled by suitable inputs (controls) to obtain de-

sired output (state) then it is called a control system. In other words, a control

system is an interconnection of components forming a system configuration that

provides a desired system response. The control system is an interdisciplinary field

covering wide areas of engineering and sciences. It exists in everyday work of human

life. For example, our body temperature and blood sugar level needs to be controlled

at desired set points, insect and animal populations are controlled by very delicately

balanced prey predator relationship. These control systems are provided to us by

nature. There are several simple as well as complex man-made control systems

which are used in our everyday life. Automatic water heater, washing machine,

missiles etc. are some examples of man made control systems. However, whether a

control system is natural or man-made, share a common aim, to control or regulate

a particular variable within certain operating limits. Controllability is a mathemat-

ical problem, which analyzes the possibility of steering a system from an arbitrary

initial state to an arbitrary final state using a set of admissible controls. It plays

an important role in control problems such as stabilization of unstable systems by

feedback control or in the study of optimal control. For this reason, it has been

studied by several authors during the past few decades.

It is reveled that in ancient time some control techniques had been used by

the Romans in order to control their aqueducts. Indeed, they used ingenious sys-

tems of regulating valves to make the water level constant in these constructions.

Some historiographer says that some control systems were also used in the ancient

Mesopotamia civilization (2000BC) such as the control system for irrigation system

was well developed.

The modern mathematical control theory was introduced in the seventeenth
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century. It was started with the development of a pendulum clock in order to anal-

ysis the problem of speed control by a Dutch astronomer and mathematician and

astronomer Krichristiaan Hugens. The invention of steam engine by James Watt

in 1769 made control mechanisms very popular. In 1860s, James Clerk Maxwell

published the first complete mathematical treatment of the steady state behavior

of control systems. Characterizations of stability were independently obtained for

linear systems by mathematicians Hurwitz and Routh. This theory was applied

in various different areas such as the study of ship steering system. During 1930s,

Bonde, Nyquist and others developed frequency domain approach and feedback con-

trol approach for linear systems. At the time of second world war and following years,

the scientists and engineers improved their experiences on the control mechanisms

for plane tracking, ballistic missiles and in designing of anti-aircraft missiles.

In 1950s, the control theory started with the powerful general techniques that

were developed for treating time-varying nonlinear systems. The appreciable work

of Kalman in filtering techniques and the algebraic approach to linear systems, Bell-

man in the context of dynamic programming and Pontryagin with the maximum

principle for nonlinear optimal control problems, made a great contribution to the

foundation of modern mathematical control theory.

1.2 Literature Survey

1.2.1 Existence of Solutions

The description of many physical phenomena such as nonlinear oscillations

of earthquake, seepage flow in porus media, flow of fluid through fissured rocks

[25], propagation of mechanical diffusive waves in viscoelastic media [147], relax-

ation phenomena in complex viscoelastic material [93] and biological models [2]

may be described by FDEs. Fractional derivative was first mentioned in a letter

correspondence between Leibniz and L’Hospital in 1695. Later on, many famous
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mathematicians e.g. Euler, Laplace, Fourier, Abel, Grünwald, Riemann, Liouville,

Caputo etc. contributed a lot in this field. For introduction of theory of FDEs and

its applications one may refer to the books by Kilbas and Trujillo [122], Miller and

Ross [152], Podlubny [167] and Kilbas and Samko [185].

Many authors [63; 67; 77; 78] discussed the qualitative properties of the solution

of the following FDE

RD
q

0+y(t) = f(t, y(t)), y(a) = b, (1.2.1)

where q ∈ (0, 1), a ∈ R+, b ∈ R and f is a given continuous function. In [63],

authors reduced equation (1.2.1) into an integral equation with weak singularity

and applied basic techniques of nonlinear analysis. In [216], authors improved the

existing results [63; 67; 77; 78] and obtained the results for (1.2.1) using Schauder

fixed point theorem.

In [79], El-Sayed established the existence and uniqueness results for the fol-

lowing diffusion wave equation of fractional order

RD
q

0+y(t) =Ay(t), t > 0, q ∈ (0, 2], (1.2.2)

y(0) = y0 y′(0) = y1 (1.2.3)

where A generates an analytic semigroup S(t). Equation (1.2.2), represents the

diffusion equation when q → 1 and to the wave equation when q → 2. Later on,

Kaufmann and Mboumi [118] established the results for FDEs and provide sufficient

conditions for the existence of at least one and at least three positive solutions to

the nonlinear fractional boundary value problem. In [73], El-Borai introduced the

definition of mild solution in terms of probability density function with Laplace

transform to a Cauchy problem in a Banach space X. In [74], El-Borai studied the

existence and uniqueness of the solution of the FDE

cDq
0+y(t) = Ay(t) + F (t, B1(t)y(t), . . . , Bm(t)y(t)) t > 0, q ∈ (0, 1], (1.2.4)

y(0) = y0 ∈ X, (1.2.5)
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where A generates an analytic semigroup, function F satisfies uniformly Hölder con-

tinuity in t and {Bj(t), j = 1, 2, . . .m} is a family of closed densely defined linear

operators on X. In [222] and [224], Zhou obtained various results on solutions for

fractional evolution equations. Later on, utilizing the concept of mild solution intro-

duced by Zhou [222], many authors studied different type of fractional differential

equations see [1; 4; 15; 41; 72; 103; 116; 124; 146; 155; 178; 212] and references

therein.

In past few years, the theory of impulsive differential equations has grabbed a

lot of attention of researchers as it provide an understanding of mathematical mod-

els to simulate the dynamics of processes in which sudden and discontinuous jumps

occur. In order to solve impulsive fractional differential equations there are two

main approaches. The first approach (also called multiple base point approach) was

introduced by Benchohra and Slimani [30] in which they considered the following

fractional initial value problem with impulsive effects

cDq
0+y(t) = F (t, y(t)), q ∈ (0, 1], t ∈ [0, b], t 6= ti, (1.2.6)

∆y(ti) = Ii(y(t−i )), i = 1, · · · ,m; m ∈ N, (1.2.7)

y(0) = y0, (1.2.8)

the functions F and Ii, i = 1, · · · ,m are appropriate continuous functions. To find

out the mild solution of (1.2.6), authors proposed the definition of classical Caputo

fractional derivative and revised it in each subintervals (ti, ti+1] for the equation

(1.2.6), where the impulses start the lower bound from each impulsive points ti, i =

1, · · · ,m. Moreover, authors gave the formula of solutions for (1.2.6) as

y(t) =


y0 + 1

Γ(q)

∫ t
0
(t− s)q−1F (s, y(s))ds, t ∈ [0, t1],

y0 + 1
Γ(q)

∑i
j=1

∫ tj
tj−1

(tj − s)q−1F (s, y(s))ds

+ 1
Γ(q)

∫ t
ti

(t− s)q−1F (s, y(s))ds+
∑i

j=1 Ij(y(t−j )), t ∈ (ti, ti+1],

(1.2.9)
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where i = 1, · · · ,m. The second approach (also called the single base point ap-

proach) was introduced by Fec̆kan et al. [85] in which they used the generalized

Caputo fractional derivative with lower bound at zero. Since the generalized Ca-

puto fractional derivative should be fixed at lower bound at zero, thus they did not

change the lower bound in each subinterval in the definition of the Caputo derivative

and suggested the following formula for the impulsive differential equation (1.2.6)-

(1.2.8)

y(t) =



y0 + 1
Γ(q)

∫ t
0
(t− s)q−1F (s, y(s))ds, t ∈ [0, t1],

y0 + I1(y(t−1 )) + 1
Γ(q)

∫ t
0
(t− s)q−1F (s, y(s))ds, t ∈ (t1, t2],

...
...

y0 +
∑m

i=1 Ii(y(t−i )) + 1
Γ(q)

∫ t
0
(t− s)q−1F (s, y(s))ds, t ∈ (tm, b].

(1.2.10)

Wang et al. [172] introduced the new concept of mild solution using Laplace

transform and probability density function for the following FDE with impulsive

conditions

cDq
0+y(t) = Ay(t) + F (t, y(t)), q ∈ (0, 1], t ∈ (0, b], t 6= ti, (1.2.11)

y(0) = y0, (1.2.12)

y(t+i ) = y(t−i ) + yi, i = 1, · · · ,m; m ∈ N, (1.2.13)

where A generates a C0-semigroup and F is a continuous function satisfying some

appropriate conditions. Also, they extended the results for (1.2.11)-(1.2.13) to semi-

linear fractional evolution equations with nonlocal initial condition and impulsive

conditions. For more details on impulsive differential equations we refer the reader

to monographs [16; 29; 130; 186], papers [9; 30; 38; 39; 40; 45; 47; 109; 112; 134;

137; 138; 139; 146; 162; 180; 213] and references therein.

In [102], Hernández and O′Regan proposed a different case of impulsive action,

which triggered abruptly at an arbitrary instant and remains active during a finite
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period of time. They study the existence of solutions for an impulsive equation

z′(t) = Ay(t) + f(t, y(t)), t ∈ (sj, tj+1], j = 0, 1, . . . ,m, (1.2.14)

y(t) = gi(t, y(t)), t ∈ (tj, sj], j = 1, 2, . . . ,m, (1.2.15)

y(0) = y0, (1.2.16)

where A generates a C0-semigroup of linear operators on a Banach space X, points

tj and sj are pre-fixed numbers, f and g are given suitable functions. Meanwhile,

Pierri et al. [166] extended the results of [102] in a α-normed Banach space. In

[54] and [161], Pandey et al. extended the results of [102] for second order differ-

ential equation and proved the existence results using measure of noncompactness

and fixed point theorems. Later on, many authors extended the results of [102] for

fractional differential equations see [3; 89; 92; 165; 191; 212].

In 1991, Byszewski [33] introduced the nonlocal Cauchy problem. He has done

pioneering work on nonlocal condition problems [34; 35; 36] and generalized the

Cauchy problem with initial condition to the Cauchy problem with nonlocal con-

ditions in which authors allow the measurements at more than one point rather

than at a single point so that these conditions become more precise for physical

models than the classical ones. In [33], Byszewski proved the three main results on

the existence and uniqueness of solutions of a Cauchy problem with nonlocal initial

conditions, which generalizes known results given by Pazy [163] for the solutions of

Cauchy problem. In [64], Deng shows that the diffusion of a small amount of gas in

a transparent tube can be described using the nonlocal conditions efficiently than

using local conditions. Later on, many authors study the differential equations with

nonlocal conditions see [4; 12; 13; 22; 28; 41; 42; 57; 70; 72; 116; 159; 188; 209; 210]

and references therein.

In the seventieth century, there were number of works devoted to stochastic par-

tial differential equations. The pioneering papers of D. Dawson [56], N. V. Krylov

and B. L. Rosovski [123], Ruth F Curtain [49], Akira Ichikawa [111], Yamada and
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Watanabe [211] and Da prato et al. [168] setup a base for the study of solutions to

stochastic differential equations.

In [208], Xu and Hu investigated the mild solution of a Cauchy problem for semi-

linear stochastic evolution equation in a Hilbert space by virtue of the C0-semigroup

theory. El-Borai et al.[198] investigated some classes of stochastic fractional integro-

partial differential equations and proved the existence of a stochastic mild solution

with the help of Leray-Schauder principle. Using fixed-point theorems, Balasubra-

maniam and Dauer [21] discussed the controllability of stochastic delay evolution

equations. In [20], Balasubramaniam et al. discussed the Faedo-Galerkin approx-

imate solutions for stochastic semilinear integrodifferential equations. In [48], Cui

and Yan considered a fractional stochastic differential equations and derived the

existence of a stochastic solution by means of Sadovskii’s fixed point theorem and

semigroup theory. For further details and applications of stochastic differential equa-

tions one may see monographs and papers [9; 14; 22; 46; 75; 80; 91; 109; 127; 129;

149; 150; 160; 164; 169; 183; 184; 197; 212; 213].

Moreover, Sobolev type fractional differential equations admit more adequate

abstract representation to partial differential equations arising in numerous applica-

tions for example in control theory of dynamical systems, flow of fluid through

fissured rocks [26], propagation of long waves of small amplitude, shear in sec-

ond order fluids [110], thermodynamics [44] etc. In particular, Sobolev type frac-

tional differential equations serve abstract formulation in the form of implicit op-

erator differential equations when an operator coefficient multiplied by the high-

est derivative [60]. For more literature on Sobolev type differential equations, see

[17; 61; 83; 120; 133; 173; 189] and references therein.

In 1982, Du and Lakshmikantham [69] proposed a monotone iterative technique
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(in short MIT) for ordinary differential equations{
y′(t) = f(t, y(t)), t ∈ (0, b], b <∞;

y(0) = y0,
(1.2.17)

in an ordered Banach space X. Here f satisfies certain monotonicity and measure

of noncompactness conditions. They proved the existence of minimal and maximal

mild solutions for (1.2.17) lying in between lower and upper solutions using MIT.

In [107] and [108], Hristova and Bainov applied MIT to functional and impulsive

differential equations. In [193], Sun improved the result of Du and Lakshmikantham

[69] and removed the measure of noncompactness condition on function f . In [194],

Sun and Zhao improved the result of [193] and further investigated the results for

differential equations in a weakly sequentially complete Banach space X to find

extremal solutions of{
y′(t) = f(t, y(t), T y(t)), t ∈ (0, b], b <∞;

y(0) = y0.
(1.2.18)

They removed the measure of noncompactness condition but extended the mono-

tonicity condition on function f . In [96], Guo and Liu used MIT to find the existence

of extremal solution of impulsive integro differential equation in a weakly sequen-

tially complete Banach space X. Later on, Li and Liu [134] used Bellman inequality

to improve the result of Guo and Liu [96]. In [219], Zhang used the monotone itera-

tive technique to evolution equations with the assumption that the semigroup S(t)

generated by A is equicontinuous. But this assumption was very strong. To remove

this assumption, Chen and Mu [47] apply monotone iterative technique to discuss

the solutions of impulsive differential equation.

In [131], Lakshmikantham and Vatsala extended the monotone iterative tech-

nique to find global existence of solutions for Riemann-Liouville FDE given by{
cDq

0+y(t) = f(t, y), t ∈ (0, b], q ∈ (0, 1);

y(0) = y0.
(1.2.19)



16

Later on, many authors [45; 113; 132] applied this technique coupled with method

of lower and upper solution for initial value problem of Caputo or Riemann frac-

tional differential equations or impulsive fractional differential equation using the

monotonicity and measure of noncompactness condition. Recently Kamaljeet and

Bahuguna [116] extended this technique for nonlocal FDE with finite delay and

proved the results using monotonicity and measure of noncompactness conditions

on nonlinearities. For more details on this technique one can see [3; 6; 134; 137;

151; 205; 206; 218] and references therein.

Zhang et al. [217] investigated existence and asymptotic stability for a class of

fractional stochastic differential equations by virtue of some fixed point theorems.

Recently, Rajivganthi et al. [175] established some existence results for mild so-

lutions and optimal controls by applying successive approximation approach for a

class of fractional neutral stochastic differential equations.

Recently, multi-term time-fractional differential equations generating great in-

terest among the mathematicians and engineers. For instance, in the papers [121;

141; 8; 143] a deterministic two-term time-fractional differential equation is studied

in the abstract context, which include a concrete case of fractional diffusion-wave

problem. On the other hand, the multi-term time-fractional diffusion wave equation

was recently considered in [53] and [142] with constant and variable coefficients, re-

spectively. Moreover, for multi-term time-fractional diffusion equations in [114; 135]

the authors studied analytic solutions and numerical solutions and Pardo at al. in

[7] studied the existence of mild solutions with Caratheodory type conditions with

measure of noncompactness techniques.

1.2.2 Controllability

Basic results of controllability for finite and infinite dimensional spaces are well

established in [27; 225]. Consider the following first order semi-linear differential
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system

dy(t)

dt
= Ay(t) +Bu(t) + f(t, y(t)), t ∈ (t0, b],

y(t0) =y0,

(1.2.20)

where A : D(A) ⊆ X→ X is the infinitesimal generator of C0-semigroup {S(t)}t≥0,

the state y takes its value in a Banach space X and u is a control function having its

values in Banach space L2([t0, b],U). The operator B : U → X is a bounded linear

operator and f is a nonlinear function.

A continuous function y ∈ C([t0, b],X) defined by y(t0) = y0 and

y(t) = S(t− t0)y0 +

∫ t

t0

S(t− s)[Bu(s) + f(s, y(s))]ds (1.2.21)

is called a mild solution of the system (1.2.20).

We denote by y(t) = y(t, y0, u) the state value of system (1.2.20) corresponding

to the control function u and initial values y0 at the time t. The set R(b, y0, f) :=

{y(b, y0, u) : u(·) ∈ L2([0, b],U)} is called the reachable set of the system (1.2.20)

corresponding to the function f(t, y(t)), and its closure is denoted by R(b, y0, f).

Definition 1.2.1. On the time interval [0, b], the system (1.2.20) is said to be

• approximate controllable if R(b, y0, f) = X;

• exact controllable if R(b, y0, f) = X.

In other words, if for every arbitrary final state yb ∈ X and ε > 0, there exists a

control function u ∈ L2([0, b],U) such that

• ‖yb − y(b, y0, u)‖ < ε, then the system (1.2.20) is approximate controllable;

• y(t0) = y0 and y(b) = yb, then the system (1.2.20) is exact controllable.

In (1962-63), theory of controllability originated from the famous work [115]

done by Kalman. In this work, Kalman investigated the controllability of a finite

dimensional linear system and proved the controllability under a rank condition of
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the controllability matrix. [27].

In (1967), Tarnove [199] suggested a method to obtain the controllability of non-

linear systems, in which he studied the controllability by investigating the existence

of a fixed point of a certain set valued mapping. He used the fixed point theorem

due to Bohnenblust-Karlin to obtain sufficient conditions for A-controllability of a

nonlinear system x′(t) = f(t, x, u), where A is a non-empty, bounded, closed convex

subset of continuous functions. Subsequently, this idea was used by Dauer (1972)

[55] for systems of the form x′(t) = f(t, x) + g(t, u) in finite dimensional spaces.

Fattorini (1966) [81] considered a more general model of a system and studied the

controllability for the case when A is densely defined closed linear operator which

generates a strongly continuous semigroup {S(t), t ≥ 0}. Moreover, in (1967) [82],

he derived some necessary and sufficient conditions for the approximate controllabil-

ity for the case when A is self adjoint, semibounded above and defined on a Hilbert

space and the dynamical system has only a finite number of scalar controls.

In (1975), Triggiani [201] extended the classical theory of controllability and ob-

servability of finite dimensional spaces to linear abstract systems defined on infinite

dimensional Banach spaces, under the basic assumption that the operator acting on

the state is bounded. In (1983), Zhou [221] established some controllability results

for the approximate controllability of the semilinear control system by assuming

that the linear control system is approximate controllable. The approximate con-

trollability results were proved for the case when the range of the control operator

B satisfies an inequality condition.

Controllability results were developed by Carmichael and Quinn [37] for the

nonlinear control system in an infinite dimensional setting. They formulated the

controllability problem as a fixed-point problem and used Nussbaum fixed-point

theorem to establish conditions under which the nonlinear control system is exact

controllable from the origin to some ball contained in an appropriate function space.



19

Using Schauder’s degree theorem, Naito [157] analyzed the problem of approximate

controllability of the semilinear control system under the uniform boundedness con-

dition on the nonlinear operator f and a range condition on B and F . In (1989)

[158], he replaced the uniform boundedness condition on f by the inequality con-

dition given as (1 − lMb‖P‖ exp(lMb)) > 0 along with f(0) = 0, where l is the

Lipschitz constant, M is such that sup{‖S(t)‖ : t ∈ [0, b]} = M and P is a projec-

tive type operator introduced by estimating the control efficiency of the operator B.

This inequality condition implies that the system is approximate controllable, if lb

is sufficiently small. In recent years, various kinds of nonlinear differential systems

have been considered for the study of controllability results using different kinds of

approaches in many recent publications, see [43; 71; 156; 173; 174; 187; 203] and

the references therein.

Balachandran and Park [18] discussed the controllability of fractional semilin-

ear integrodifferential system with nonlocal condition, using the Banach fixed point

theorem with the tools of fractional calculus. Tai and Wang [196] addressed the

controllability results for a impulsive fractional integrodifferential system with semi-

group theory and fractional calculus in a Banach space via Krasnoselskii’s fixed

poit theorem. Wang and Zhou [207] studies some complete controllability results

for a fractional differential system with the concept of Kuratowski’s measure of

noncompactness, Krasnoselskii’s and Sadovskii’s fixed point theorems. Feckan et

al. [83] investigated the controllability results for sobolev type fractional functional

system via character solution operators with Schauder fixed point theorem. Vi-

jayakumar et al. [204] established controllability results for a class of fractional

neutral integro-differential systems with infinite delay in the case when the corre-

sponding linear system is controllable. Tai and Lun [195] establish controllability

results for fractional impulsive neutral infinite delay evolution integrodifferential sys-

tems with Krasnoselskii fixed point theorem in a Banach space. Qin et al. [170]

established some controllability results with measure of noncompactness by virtue of
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convex-power condensing operator for fractional integrodifferential systems. Arora

and Sukavanam [11] establish some controllability results via Nussbaum fixed point

theorem for a retarded semilinear fractional system with non-local conditions using

the compactness condition on the nonlinear function. Some controllability results

are also obtained using the concept of integral contractor by Arora and Sukavanam

[10]. Heping and Biu [101] represented exact controllability results with the tools of

resolvent operator and some analytic methods a fractional neutral integro-differential

equations with state-dependent delay. Aissani et al. [5] obtained sufficient condi-

tions for controllability results with state-dependent delay via Sadovskii’s fixed point

theorem for fractional integro-differential system. Du et al. [68] obtained controlla-

bility results for fractional neutral integro-differential systems with the measure of

noncompactness and Mönch fixed point theorem.

Triggiani [202] proved that a dynamical system is not exactly controllable if

the semigroup or control operator associated with the control system is compact.

Thus, the exact controllability is a strong concept and, indeed admits limited appli-

cations in infinite dimensional spaces. On the other side, being a weaker concept,

approximate controllability is almost adequate in applications. So, the approximate

controllability of fractional differential system requires a more detailed study.

The approximate controllability results for fractional differential systems may

be found in the noble work of Sakthivel et al. [182]. In this work, the sufficient

conditions for approximate controllability are obtained by fractional power theory,

semigroup theory and fixed point strategy under the assumption that the associated

linear system is approximately controllable. Sukavanam and Surendra [192] estab-

lished the approximate controllability results for a class of fractional order semilin-

ear delay control systems with the approximate controllability of linear system. The

sufficient conditions are also obtained for the existence and uniqueness of the mild

solution. Surendra and Sukavanam [126] studied approximate controllability of a
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class of fractional order semilinear delay control systems using Schauder fixed point

theorem and contraction principle. Sakthivel and Yong [176] obtained the sufficient

conditions of approximate controllability by employing semigroup theory, fractional

calculus and fixed point technique to a abstract fractional differential system with

state dependent delay. For more details on approximate controllability, see the novel

papers [144; 145; 181; 182].

In the above cited papers, the controllability results are investigated for the

densely defined abstract differential systems i.e. D(A) = X. However, as inves-

tigated by Prato and Sinestrari [50], there are some real life problems where we

need to deal the problems with non-densely defined operators, such as in study of

one-dimensional heat equation with Dirichlet conditions. Up to now there are very

few literature dealing with the case that the linear parts are defined non-densely.

For more remarks and examples concerning the non-densely defined operators, see

[50]. Particularly, the existence of solutions with nondense domain, see [50; 95; 154].

Moreover, the control problems are also investigated in [87; 88; 119; 220] for non-

densely defined abstract first order differential systems.

The concept of sequencing technique introduced by Zhou [221] to establish the

sufficient conditions for approximate controllability to the abstract semilinear differ-

ential systems. For more details on this technique see [125; 190]. In this technique, it

is not required to assume the compactness of semigroup and uniformly boundedness

of nonlinear function associated with the system.

1.3 Organization of Thesis

In this thesis, we study some existence, uniqueness and controllability results

of mild and integral solutions to differential systems of arbitrary order, integro-

differential equations, delay differential equations, stochastic fractional differential

equations involving nonlocal initial conditions and impulsive effects, by the means
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of semigroup theory, fixed point techniques, monotone iterative technique and se-

quencing technique.

This thesis is divided into the following chapters.

Chapter 1: In this chapter, we provide a brief introduction to the problems

considered in the subsequent chapters and prepare a motivational background to

study the problems which are discussed in the thesis. Further, we give a literature

review of related work done in respective areas.

Chapter 2: In this chapter, we provide some basic concepts of fractional cal-

culus, functional analysis, semigroup theory and stochastic analysis required for the

subsequent chapters.

Chapter 3: In this chapter, we consider a nonlinear Sobolev type fractional im-

pulsive differential systems with fractional order nonlocal conditions. The sufficient

conditions are obtained by measure of noncompactness and generalized Gronwall

inequality. Finally, an application is given to illustrate the obtained results.

The contents of this chapter are published in International Journal of Ap-

plied and Computational Mathematics as Singh V., Pandey D. N.: A study of

Sobolev type fractional impulsive differential systems with fractional nonlocal con-

ditions, vol 4, issue 1, 2018, 1–12.

Chapter 4: In this chapter, we are concerned with the existence and unique-

ness of mild solutions for a class of multi-term time-fractional stochastic differential

equations in Hilbert spaces. In order to obtain the required results, fractional calcu-

lus, generalized semigroup theory and stochastic analysis techniques are employed.

New results are obtain involving the coefficients in the equations satisfying some

non-Lipschitz conditions and using standard Picard’s iteration. Finally, an applica-

tion is given to illustrate that our obtained results are valuable.

The contents of this chapter are accepted in Differential Equations and Dy-

namical Systems as Singh V., Pandey D. N.: Multi-term time-fractional stochastic
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differential systems with non-Lipschitz coefficients.

Chapter 5: In this chapter, we study the existence and uniqueness resultd for

mild solutions of multi-term time-fractional differential systems with not-instantaneous

impulses and finite delay. The main results are obtained with generalization of the

semigroup theory for linear operators and fractional calculus. An illustration is pro-

vided to demonstrate the established results

The contents of this chapter are published in Nonlinear Dynamics and

System Theory as Singh V., Pandey D. N.: Mild solutions for multi-term time-

fractional impulsive differential systems, vol 18, issue 3, 2018, 307–318.

Chapter 6: In this chapter, we study some controllability results for an ab-

stract fractional impulsive quasilinear integro-differential system with state-dependent

delay. We will use the concepts of fractional calculus, measure of noncompactness

and abstract phase space to come up with a new set of sufficient conditions for con-

trollability by using Mönch’s fixed point theorem. Finally, an application is given

to illustrate the obtained results.

The contents of this chapter are published in International Journal of

Dynamics and Control as Singh V., Pandey D. N.: Controllability of frac-

tional impulsive quasilinear differential systems with state dependent delay, DOI

10.1007/s40435-018-0425-z.

Chapter 7: In this chapter, we are concerned with the existence and approx-

imate controllability of integral solutions to the systems determined by abstract

fractional differential equations with nondense domain. The main results are es-

tablished using tools of generalized Banach contraction principle and a sequencing

technique in which the compactness of semigroup and uniformly boundedness of

nonlinear functions are not required. Finally, an application is given to illustrate

the obtained results.

The contents of this chapter are submitted in Collectanea Mathematica.
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Chapter 2

Preliminaries

In this chapter, we provide some basic concepts of functional analysis, fractional

calculus, semigroup theory and stochastic analysis which serve as prerequisite for

subsequent chapters.

2.1 Basic Concepts of Functional Analysis

We will use norm ‖f‖Lp of f whenever f ∈ Lp([a, b],X), a < b < ∞, for some

1 ≤ p ≤ ∞, where Lp([a, b],X) represents a Banach space of Bochner integrable

functions equipped with the norm ‖f‖Lp .

‖f‖Lp :=


(
∫ b
a
‖f(s)‖pds)1/p, 1 ≤ p <∞,

supt∈[a,b] ‖f(t)‖, p =∞.
(2.1.1)

Now, we have some important inequalities:

• The Hölder inequality: Let p ∈ [1,∞) and q is such that 1/p + 1/q = 1.

Then

‖fg‖L1 ≤ ‖f‖Lp‖g‖Lq , (2.1.2)

where f ∈ Lp([a, b],X), g ∈ Lq([a, b],X).

• The Young inequality: Assume f ∈ Lp([a, b],X), g ∈ Lq([a, b],X) and 1/p+

1/q = 1/r + 1 such that 1 ≤ p, q, r ≤ ∞. Then

‖f ∗ g‖Lr ≤ ‖f‖Lp‖g‖Lq , (2.1.3)
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where “ ∗ ” denotes the convolution.

Lemma 2.1.1. (Generalized Gronwall’s inequality [97]): Let a ≥ 0, β > 0,
c(t) and u(t) be the nonnegative locally integrable functions on 0 ≤ t < b < +∞,
such that

u(t) ≤ c(t) + a

∫ t

0

(t− s)β−1u(s)ds,

then

u(t) ≤ c(t) +

∫ t

0

[ ∞∑
n=1

(aΓ(β))n

Γ(nβ)
(t− s)nβ−1c(s)

]
ds, 0 ≤ t < b.

The notations C(J,X) and Cm(J,X) stand for the spaces of all continuous func-

tions and m-times continuously differentiable functions, respectively. Set J = [0, b],

b < ∞. Then, C(J,X) and Cm(J,X) denote the Banach spaces equipped with the

norm denoted by

‖f‖C := sup
t∈J
‖f(t)‖, ‖f‖Cm := sup

t∈J

m∑
k=0

‖f (k)(t)‖, (2.1.4)

respectively.

Definition 2.1.1. The Laplace transform of a function f ∈ L1(R+,X) is given
by

f̂(λ) :=

∫ ∞
0

e−λtf(t)dt, (2.1.5)

Definition 2.1.2. Let X and Y be two Banach spaces. A function f : X → Y
satisfying the following condition for a constant L > 0 such that

‖f(z1)− f(z2)‖Y ≤ L‖z1 − z2‖X, for all z1, z2 ∈ X, (2.1.6)

is called a Lipschitz continuous function.

Definition 2.1.3. A function f : X → Y is said to be a Hölder continuous if
there exist nonnegative constants C > 0 and θ ∈ (0, 1] such that

‖f(z1)− f(z2)‖Y ≤ C‖z1 − z2‖θX for each z1, z2 ∈ X. (2.1.7)

The number θ is called the Hölder exponent of the condition. In particular, the

function is Lipschitz continuous if θ = 1 and bounded if θ = 0.

Definition 2.1.4. A family F of functions defined on a set E in X is called equicon-
tinuous on E if for given ε > 0, we can find a δ > 0 in a way that

‖f(z0)− f(z)‖ < ε whenever ‖z0 − z‖ < δ, z0, z ∈ E and f ∈ F. (2.1.8)
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Definition 2.1.5. Let F : X→ X be a function. Then a solution of the equation

F (z) = z, z ∈ X (2.1.9)

is known as a fixed point of the function F .

Definition 2.1.6. Let X be a normed linear space. A mapping F : B ⊂ X → X
satisfying the following condition for a constant 0 < C < 1 in a way that

‖F (z1)− F (z2)‖ ≤ C‖z1 − z2‖ for all z1, z2 ∈ B. (2.1.10)

Then, F is called a contraction mapping.

Definition 2.1.7. Let X and Y be normed linear spaces. An operator T : X → Y
is called compact if it maps every bounded subset of X into a relatively compact
subset of Y.

Theorem 2.1.2. (Arzela-Ascoli theorem) Let N be a compact set in Rn, n ≥ 1.
Then, a set B ⊂ C(N) is relatively compact in C(N) if and only if the functions in
B are uniformly bounded and equicontinuous on N .

Theorem 2.1.3. Let X and Y be two normed linear spaces. A linear operator
T : X → Y is compact if and only if for every bounded sequence (zn) in X there
exists a sequence (T(zn)) in Y which has a convergent subsequence.

2.2 Semigroup Theory

Definition 2.2.1. [163]A one parameter family {S(t)}t≥0, of bounded linear opera-
tors from Banach space X into X is known as semigroup of bounded linear operators
on X if the following properties hold:

(1) S(0) = I, where I represents the identity operator on X.

(2) S(t+ s) = S(t)S(s) for every t, s ≥ 0(the semigroup property).

Definition 2.2.2. [163]A semigroup {S(t)}t≥0 of bounded linear operators on X is
called strongly continuous semigroup or C0-semigroup if

lim
t↓0
S(t)z = z, for every z ∈ X. (2.2.1)

Definition 2.2.3. [163]The semigroup {S(t)}t≥0 of bounded linear operators is
called uniformly continuous semigroup if limt→0 ‖ S(t)− I‖ = 0.

Definition 2.2.4. [163]The infinitesimal generator of a semigroup of bounded linear
operator, {S(t)}t≥0, on Banach space X is a linear operator A on X defined by

Az = lim
t↓0

‖ S(t)z − z‖
t

, for z ∈ D(A), (2.2.2)

whenever this limit exists. The domain of A denoted by D(A) defined as

D(A) = {z ∈ X : lim
t↓0

‖ S(t)z − z‖
t

exists}. (2.2.3)
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Remark 2.2.1. A semigroup S(t) has a unique infinitesimal generator.

Theorem 2.2.2. [163]Let S(t) be the C0-semigroup. Then we can find constants
δ ∈ R and M ≥ 1 in a way that

‖S(t)‖ ≤Meδt, for all t ≥ 0. (2.2.4)

Remark 2.2.3. If δ = 0, then, S(t) is called uniformly bounded semigroup. More-
over, if M = 1, then S(t) is called C0-semigroup of contractions.

Theorem 2.2.4. [163] Let S(t) be a C0-semigroup of bounded linear operators on
X which is generated by A. Then,

(1) S(t) is bounded on every finite subinterval of [0,∞),

(2) for each z ∈ X, limh→0
1
h

∫ t+h
t
S(s)zds = S(t)z,

(3) for all z ∈ X,
∫ t

0
S(s)zds ∈ D(A) and

A

(∫ t

0

S(s)zds

)
= S(t)z − z, (2.2.5)

(4) for z ∈ D(A), S(t)z ∈ D(A) and

d

dt
S(t)z = AS(t)z = S(t)Az, (2.2.6)

(5) for all z ∈ D(A),

S(t)z − S(s)z =

∫ t

s

S(τ)Azdτ =

∫ t

s

AS(τ)zdτ, (2.2.7)

Corollary 2.2.5. [163] Let A be the infinitesimal generator of a C0-semigroup
{S(t)}t≥0. Then, D(A) is dense in X and A is a closed bounded linear operator.

For a linear operator A (bounded or unbounded in X) the resolvent set %(A) of

A consists all λ ∈ C such that (λI − A)−1 is a bounded linear operator in X. The

resolvent of A is a family R(λ,A) = (λI−A)−1, λ ∈ %(A). For the resolvent operator

R(λ,A) of the generator A of a C0-semigroup, we have the following result which

shows that the resolvent operator is just the Laplace transform of the semigroup.

Lemma 2.2.6. [163] Let S(t) be a C0-semigroup with infinitesimal generator A and
growth bound w0. If Re(λ) > w > w0, then λ ∈ %(A), and for all y ∈ X the following
results hold:
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(a) R(λ,A)y = (λI − A)−1y =
∫∞

0
e−λtS(t)ydt and ‖R(λ,A)‖ ≤ M

µ−w ; µ = Re(λ);

(b) For all y ∈ X, limβ→∞ β(βI − A)−1y = y, where β is constrained to be real.

Theorem 2.2.7. [163](Hille-Yosida Theorem)A necessary and sufficient condi-
tion for a closed linear densely defined operator A on a Banach space X to be the
infinitesimal generator of a strongly continuous semigroup S(t), t ≥ 0 on X is that
there exist real numbers M and δ such that every real λ > δ belongs to %(A) and for
such λ

‖R(λ,A)k‖ ≤ M

(λ− δ)k
,∀ k ≥ 1, (2.2.8)

where R(λ,A) = (λI − A)−1 denotes the resolvent operator of A.

Theorem 2.2.8. [163](Hille-Yosida Theorem for Contraction Semigroups)
Let A : D(A) ⊂ X → X be a closed densely defined linear operator. Then A is the
infinitesimal generator of a contraction semigroup if and only if every real λ ∈ %(A)
and

‖(λI − A)−1‖ ≤ 1

λ
. (2.2.9)

Now, we state the following results which provide the representation of the semi-

group generated by a bounded linear operator.

Theorem 2.2.9. Let U be a bounded linear operator. If ‖U‖ ≤ υ, then

etU =
1

2πi

∫ υ+i∞

υ−i∞
eλt(λI − U)−1dλ. (2.2.10)

The convergence in (2.2.10) is in the uniform operator topology and uniformly in t
on bounded intervals.

Theorem 2.2.10. Let A be a densely defined linear operator in X which satisfies
the following two conditions:

(1)
∑

µ = {λ : |argλ| < π
2

+ µ} ∪ {0} ⊂ %(A), for some 0 < µ < π/2;

(2) there is a constant M in such a way that

(λI − A)−1 ≤ M
|λ|
, for λ ∈

∑
µ

and λ > 0.

Then, A generates a C0-semigroup S(t) fulfilling ‖S(t)‖ ≤ N for constant N > 0
and

S(t) =
1

2πi

∫
Γ

eλt(λI − A)−1dλ,

where Γ is a smooth curve in
∑

µ starting from ∞e−iθ to ∞eiθ for some π/2 < θ <
π/2 + µ and for t > 0, the integral converges in the uniform operator topology.
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Definition 2.2.5. A one parameter family of bounded linear operators {C(t)}t∈[0,b]

is a strongly continuous cosine family, if the following conditions hold:

(i) C(0) = I,(I denotes the identity operator on X).

(ii) C(t+ s) + C(t− s) = 2C(t)C(s), for all s, t ∈ [0, b].

(iii) For each fixed y ∈ X, and t ∈ [0, b], C(t)y is continuous.

Moreover, sine family {S(t)}t∈[0,b] of bounded linear operators associated to the

cosine family {C(t)}t∈[0,b] is defined by S(t)y =
∫ t

0
C(s)yds, y ∈ X, t ∈ [0, b]. The

infinitesimal generator A : X→ X of cosine family {C(t)}t∈[0,b], is given by

Ay =
d2

dt2
C(t)y|t=0, y ∈ D(A),

where D(A) := {y ∈ X : C(t)y is twice continuously differentiable in t ∈ [0, b]}.

2.3 Basic Concepts of Fractional Calculus

Nowadays, the functional differential equations involving fractional order deriva-

tives are receiving increasing interest in the scientific community due to numerous

applications in widespread areas of science and engineering such as in models of

medicines, electrical engineering, biochemistry and, for more applications, one may

see [25; 105]. It have been shown that the fractional differential equations are capa-

ble to describe the dynamical behavior of a real life phenomena more precisely.

In literature, there are more than fifteen definitions of fractional derivative.

But the most commonly used definitions are the definitions given by Caputo and

Riemaan-Liouville, as these two definitions coincide with the ordinary derivative at

integers. Here we have the following definitions of fractional calculus.

Define gη(t) for η > 0 by

gη(t) =

{
1

Γ(η)
tη−1, t > 0;

0, t ≤ 0,
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The function gη has the properties (ga ∗ gb)(t) = ga+b(t), for a, b > 0 and ĝη(λ) = 1
λη

for η > 0 and Re λ > 0, where (̂·) and ∗ denote the Laplace transformation and

convolution, respectively.

Definition 2.3.1. The Riemann-Liouville fractional integral of a function f ∈
L1
loc([0,∞),R) of order η > 0 with lower limit zero is defined as follows

Jη0+f(t) = (gη ∗ f)(t) =

∫ t

0

gη(t− s)f(s)ds, t > 0,

and J0
0+f(t) = f(t).

This fractional integral satisfies the properties Jη0+ ◦ J
b
0+ = Jη+b

0+ for b > 0,

Jη0+f(t) = (gη ∗ f)(t) and Ĵη0+f(t) = 1
λη
f̂(λ) for Reλ > 0.

Definition 2.3.2. Let η > 0 be given and denote m = dηe. The Riemann-Liouville
fractional derivative of order η > 0 for a function f : R+ → X is defined by

RD
η

0+f(t) = Dm(gm−η ∗ f)(t) =
1

Γ(m− η)

dm

dtm

∫ t

0

(t− s)m−η−1f(s)ds,

and RD0
0+f(t) = f(t), where d·e denotes the ceiling function and Dm = dm

dtm
.

Definition 2.3.3. Let η > 0 be given and denote m = dηe. The Caputo fractional
derivative of order η > 0 of a function f ∈ Cm([0,∞),R) with lower limit zero is
given by

cDη
0+f(t) = Jm−η0+ Dmf(t) =

∫ t

0

gm−η(t− s)Dmf(s)ds,

and cD0
0+f(t) = f(t). In addition, we have cDη

0+f(t) = (gm−η ∗Dmf)(t) and the

Laplace transformation of Caputo fractional derivative is given by

ĉDη
0+f(t) = ληf̂(λ)−

m−1∑
d=0

f (d)(0)λη−1−d, λ > 0. (2.3.1)

Remark 2.3.1. Let m− 1 < η ≤ m, then

(Jη0+ ◦
cDη

0+)f(t) = f(t)−
m−1∑
d=0

f (d)(0)gd+1(t), t > 0. (2.3.2)

If f (d)(0) = 0, for d = 1, 2, 3, ...,m−1, then (Jη0+ ◦
cDη

0+)f(t) = f(t) and ĉDη
0+f(t) =

ληf̂(λ).
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This definition is more restrictive than Riemann-Lioville one because it requires

the absolute integrability of the mth-order derivative of the function f(t). In fact,

between the two definitions the following relation holds:

cDη
0+f(t) = RD

η

0+

[
f(t)−

m−1∑
k=0

tk

k!

dm

dsm
f(s)|s=0

]
, (2.3.3)

where m = dηe.

The main advantage of the Caputo derivative is that the initial conditions for

FDEs are of the same form as that of integer-order differential equations and Caputo

fractional derivative of a constant is zero, which is nonzero according to the Riemann-

Liouville definition.

Definition 2.3.4. The left-sided Hilfer fractional derivative of order 0 < β < 1 and
0 ≤ α ≤ 1 of a function f : [0,∞)→ R with lower limit 0 is given by

Dα,β
0+ f(t) = J

α(1−β)

0+
d

dt
J

(1−α)(1−β)

0+ f(t),

provided that the right side expression exists.

Remark 2.3.2. (i) The Hilfer fractional derivative with α = 0, 0 < β < 1 and
a = 0 implies classical Riemann-Liouville fractional derivative i.e. D0,β

0+ f(t) =
d
dt
J

(1−β)

0+ f(t) = RD
β
0+f(t).

(ii) The Hilfer fractional derivative with α = 1, 0 < β < 1 and a = 0 implies

classical Caputo fractional derivative i.e. D1,β
0+ f(t) = J

(1−β)

0+
d
dt
f(t) = cDβ

0+f(t).

2.3.1 Solutions of Caputo Fractional Differential Equations

We consider the following homogenous problem

cDq
0+y(t) = 0, t > 0, q ∈ (n− 1, n), n = dqe. (2.3.4)

Then, solution of the above equation is given by

y(t) = d0 + d1t+ d2t
2 + · · ·+ dn−1t

n−1, (2.3.5)

where di ∈ R, i = 1, · · · , n− 1 and dqe is ceiling function. For the nonhomogenous

fractional differential equation

cDq
0+y(t) = F (t), t > 0, q ∈ (n− 1, n), t ∈ [0, b], b ∈ R+, (2.3.6)
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we get the following integral equation

y(t) = d0 + d1t+ d2t
2 + · · ·+ dn−1t

n−1

+
1

Γ(q)

∫ t

0

(t− s)q−1F (s)ds. (2.3.7)

Thus, a function y ∈ C(R+,R) is said to be a solution of (2.3.6) if and only if y

satisfies the integral equation (2.3.7). Now, we consider the infinite dimensional

fractional order problem illustrated as

cDq
0+y(t) = Ay(t), t ∈ [0, T ], T <∞, (2.3.8)

y(0) = y0, (2.3.9)

where cDq
0+ denotes the fractional derivative in the Caputo sense of order q, 0 <

q < 1, the state y(·) takes its values in X, A : D(A) ⊆ X → X is a closed densely

defined linear operator which generates C0-semigroup of bounded linear operator

S(t), t ≥ 0.

The equation (2.3.8) is equivalent to the integral equation

y(t) = y0 +
1

Γ(q)

∫ t

0

(t− s)q−1Ay(s)ds. (2.3.10)

The solution to (2.3.8) is associated with a function y ∈ C([0, T ],X) that satisfies

the following assumptions

(i) y is continuous on [0, T ] and y(t) ∈ D(A) for each t ∈ [0, T ],

(ii) cDqy(t) exists and is continuous on [0, T ] with 0 < q < 1,

(iii) y satisfies the equation (2.3.8) on [0, T ] and initial condition y(0) = y0.

Taking the Laplace transformation, we get

L[y(t)] = L[y0] + L[
1

Γ(q)

∫ t

0

(t− s)q−1Ay(s)ds]

= L[y0] +
1

λq
AL[y(t)]

= λq−1(λqI − A)−1y0 = λq−1

∫ ∞
0

e−λ
qsS(s)y0ds, (2.3.11)
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where I denotes the identity operator on X.

Consider the following one-sided stable probability density [148]

Φq(ζ) =
1

π

∞∑
n=1

(−1)n−1ζ−nq−1 Γ(nq + 1)

n!
sin(nπq), ζ ∈ (0,∞). (2.3.12)

whose Laplace transform is given by∫ ∞
0

e−λζΦq(ζ)dζ = e−λ
q

, q ∈ (0, 1). (2.3.13)

Therefore, we get

λq−1

∫ ∞
0

e−λ
qsS(s)y0ds

=

∫ ∞
0

q(λt)q−1e−(λt)qS(tq)y0dt, (put s = tq)

=

∫ ∞
0

−1

λ

d

dt
[e−(λt)q ]S(tq)y0dt

=

∫ ∞
0

∫ ∞
0

ζΦq(ζ)e−(λtζ)S(tq)y0dζdt,

=

∫ ∞
0

e−λt
[ ∫ ∞

0

Φq(ζ)S(tq/ζq)y0dζ
]
dt. (2.3.14)

From (2.3.11) and (2.3.14), we get

L[y(t)] =

∫ ∞
0

e−λt
[ ∫ ∞

0

Φq(ζ)S(tq/ζq)y0dζ
]
dt. (2.3.15)

Taking inverse Laplace transform of the above equation, we get

y(t) =

∫ ∞
0

Φq(ζ)S(tq/ζq)y0dζ

=

∫ ∞
0

Ψq(ζ)S(tqζ)y0dζ

= Sq(t)y0, (2.3.16)

where Ψq(ζ) = 1
q
ζ−1− 1

qΦq(ζ
−1/q) satisfies the conditions of a probability density

function defined on (0,∞), i.e. Ψq(ζ) ≥ 0, and
∫∞

0
Ψq(ζ)dζ = 1. Therefore, the

solution of (2.3.8) is given as

y(t) = Sq(t)y0, (2.3.17)
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where Sq(t), t ≥ 0 is defined by

Sq(t)y =

∫ ∞
0

Ψq(ζ)S(tqζ)ydζ, y ∈ D(A). (2.3.18)

The Laplace transform of Ψq is given by

L[Ψq(t)] =

∫ ∞
0

e−λtΨq(t)dt = Fq(λ) =
∞∑
m=0

(−λ)m

Γ(qm+ 1)
= Eq(−λ), (2.3.19)

for 0 < q < 1.

Next, we consider the following fractional differential equation

cDqy(t) = Ay(t) + F (t), t ∈ [0, T ], 0 ≤ T <∞, (2.3.20)

y(0) = y0, (2.3.21)

where F ∈ L1([0, T ],X).

Taking Laplace transform on both sides, we have

L[y(t)] = λq−1(λqI − A)−1y0 + (λqI − A)−1L[F (t)]

= λq−1

∫ ∞
0

e−λ
qsS(s)y0ds+

∫ ∞
0

e−λ
qsS(s)L[F (s)]ds. (2.3.22)

Now, we estimate∫∞
0
e−λ

qsS(s)L[F (s)]ds

=

∫ ∞
0

∫ ∞
0

qtq−1e−(λt)qS(tq)e−λsF (s)dsdt

=

∫ ∞
0

∫ ∞
0

∫ ∞
0

qΦq(ζ)e−(λtθ)S(tq)e−λstq−1F (s)dζdsdt

=

∫ ∞
0

∫ ∞
0

∫ ∞
0

qΦq(ζ)e−λ(t+s)S(tq/ζq)
tq−1

ζq
F (s)dζdsdt

=

∫ ∞
0

e−λt
[
q

∫ t

0

∫ ∞
0

Φq(ζ)S
(

(t− s)q−1

ζq

)
F (s)

(t− s)q

ζq
dζds

]
dt.

Thus, we get

L[y(t)] =

∫ ∞
0

e−λt
[ ∫ ∞

0

Φq(ζ)S(tq/ζq)y0dζ
]
dt

+

∫ ∞
0

e−λt
[
q

∫ t

0

∫ ∞
0

Φq(ζ)S
(

(t− s)q−1

ζq

)
F (s)

(t− s)q

ζq
dζds

]
dt.
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Taking inverse Laplace transform of the above equation, we get

y(t) =

∫ ∞
0

Φq(ζ)S(tq/ζq)y0dζ+

+ q

∫ t

0

∫ ∞
0

Φq(ζ)S
(

(t− s)q−1

ζq

)
F (s)

(t− s)q

ζq
dζds

=

∫ ∞
0

Ψq(ζ)S(tqζ)y0dζ + q

∫ t

0

∫ ∞
0

ζ(t− s)q−1Ψq(ζ)S((t− s)q−1ζ)F (s)dζds

= P(t)y0 +

∫ t

0

(t− s)q−1R(t− s)F (s)ds, (2.3.23)

where, the operator P(t) and R(t) are defined by

P(t) =

∫ ∞
0

Ψq(ζ)S(tqζ)dζ, R(t) = q

∫ ∞
0

ζΨq(ζ)S(tqζ)dζ. (2.3.24)

Definition 2.3.5. A continuous function y ∈ C([0, T ],X) is said to be the mild
solution of the problem (2.3.20)-(2.3.21) if the following integral equation

y(t) = P(t)y0 +

∫ t

0

(t− s)q−1R(t− s)F (s)ds, (2.3.25)

holds.

Lemma 2.3.3. ([222]) The operators {R(t), t > 0} and {P(t), t > 0} are bounded
linear such that

(i) ‖R(t)z‖ ≤ qM
Γ(1+q)

‖z‖, and ‖P(t)z‖ ≤M‖z‖, for any z ∈ X.

(ii) The families {R(t) : t > 0} and {P(t) : t > 0} are strongly continuous.

(iii) The families {R(t) : t > 0} and {P(t) : t > 0} are compact, if S(t) is compact
for any t > 0.

2.4 Basic Concepts of Measure of Noncompact-

ness

Let (X, d) be a complete metric space with metric d and BX denote the class

of all bounded subsets of X. Now, we have some notations which will be used in

the subsequent chapters. If U is a subset of a metric space (X, d), then diam(U) =

sup{d(y, x) : y, x ∈ U} is called the diameter of U .
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Definition 2.4.1. [200] A function γ : BX → [0,∞) is said to be a measure of
noncompactness on a complete space X if the following conditions are true:

(i) γ(G) = 0 if and only if G ∈ BX is precompact [Regularity];

(ii) γ(G) = γ(G), where G denotes the closure of G ∈ BX; [Invariance under
closure]

(iii) γ(G1 ∪G2) = max{γ(G1), γ(G2)}, ∀ G1, G2 ∈ BX[Semi-additivity].

Proposition 2.4.1. [200] For bounded sets G,G1, G2 ∈ BX, a measure of noncom-
pactness function γ fulfills the following conditions

(i) γ(G1) ≤ γ(G2), when G1 ⊂ G2, [Monotonicity];

(ii) γ(G1 ∩G2) ≤ min{γ(G1), γ(G2)};

(iii) γ(G) = 0 for each finite set G, [Non-singularity];

(iv) Let {Gn} be a decreasing sequence of nonempty, closed sets in BX such that
limn→∞ γ(Gn) = 0. Then G = ∩∞n=1Gn 6= ∅ is compact (Cantor’s generalized
intersection property).

Proposition 2.4.2. For sets G,G1, G2 ∈ BX, we have

(i) G is relatively compact if and only if γ(G) = 0;

(ii) γ(G1 +G2) ≤ γ(G1) + γ(G2)(Algebraic semi-additivity);

(iii) γ(G1) ≤ γ(G2) when G1 ⊂ G2;

(iv) γ(α ·G) ≤ |α| · γ(G), α is a number(Semi-homogeneity);

(v) γ(G+ z) = γ(G) for each z ∈ X(Translation invariance);

(vi) γ(G) = γ(G) = γ(conv(G)), where G and conv(G) denotes the closure and
convex hull of G respectively.

(vii) If a map F : D(F ) ⊂ X → X is Lipschitz continuous with Lipschitz constant
L, then γ(F (G)) ≤ Lγ(G) for every bounded subset G ⊂ D(F ).

Definition 2.4.2. A continuous and bounded map F : D ⊆ X → X is called γ-
contraction if we can find a constant 0 < κ < 1 in a way that

γ(F (G)) ≤ κγ(G),

for any noncompact bounded subset G ⊂ D.

Lemma 2.4.3. [23] For any G ⊂ C([a, b],X), set G(t) = {w(t) : w ∈ G}. If G is
bounded in C([a, b],X), then G(t) is bounded in X and γ(G) = sup

t∈[a,b]

γ(G(t)).
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Lemma 2.4.4. [100] If {wn}∞n=1 ⊂ L1([a, b],X) and there exists an m ∈ L1([a, b],X)
such that ‖wn(t)‖ ≤ m(t), a.e. t ∈ [a, b], then γ({wn(t)}∞n=1) is integrable and

γ

({∫ t

0

wn(s)ds

}∞
n=1

)
≤ 2

∫ t

0

γ({wn(s)}∞n=1ds.

Lemma 2.4.5. [31] If G is bounded subset of X, then there exists {wn}∞n=1 ⊂ G,
such that γ(G) ≤ 2γ({wn}∞n=1).

Lemma 2.4.6. [23] Let G ⊂ PC([a, b],X) be bounded and piecewise equicontinuous,
then γ(G(t)) is piecewise continuous for t ∈ [a, b], and γ(G) = sup{µ(G(t)) : t ∈
[a, b]}, where G(t) = {y(t) : y ∈ G}.

Definition 2.4.3. [200]Let (X, d) be a metric space. The Kuratowski measure
of noncompactness ζ(U) of a set U ⊂ X is the greatest lower bound of those
κ > 0, for which U admits a finite subdivision into sets, whose diameters are less
than κ i.e.

ζ(U) := inf{κ > 0 : U ⊂ ∪nk=1Uk, Uk ⊂ X, diam(Uk) < κ, k = 1, 2, · · · , n ∈ N}.

Clearly, the set U is completely bounded if and only if ζ(U) = 0.

Definition 2.4.4. The Hausdorff measure of noncompactness µ(U) of a set
U in the metric space (X, d) is the greatest lower bounded of those κ > 0 for which
the set U has a finite κ-net in the space X i.e.

µ(U) := inf{κ > 0 : U ⊂ ∪nk=1Brk(xk), xk ∈ X, rk < κ, k = 1, · · · , n ∈ N},

where Brk(xk) = {x ∈ X : d(x, xk) < rk} denotes the open ball of radius rk with
center at xk ∈ X.

Remark 2.4.7. The measure of noncompactness functions µ and ζ satisfy the fol-
lowing inequality

µ(U) ≤ ζ(U) ≤ 2µ(U), for all U ∈ BX.

2.5 Basic Concepts of Stochastic Analysis

We first recall some general terms of probability theory.

Definition 2.5.1. If Ω is a given set. Then, a σ-algebra F on Ω is a family of
subsets of Ω with the following properties:
(i) ∅ ∈ F ;
(ii) F ∈ F ⇒ FC ∈ F , where FC = Ω− F is the complement of F in Ω;
(iii) F1, F2, · · · ∈ F ⇒ F := ∪∞j=1Fj ∈ F .
The pair (Ω,F) is said to be a measurable space.



39

If F1 and F2 are two σ-algebras of subsets of Ω, by F1∨F2 we denote the smallest

σ-algebra of subsets of Ω which contains the σ-algebras F1 and F2.

By B(Rn), we denote the σ-algebra of Borel subsets of Rn, i.e. the smallest

σ-algebra containing all open subsets of Rn.

For a family C of subsets of Ω, σ(C) denote the smallest σ-algebra of subsets of

Ω containing C, σ(C) is termed as the σ-algebra generated by C.

Definition 2.5.2. (a) Let (Ω,F) be a measurable space. A function ζ : F → [0,∞)
is called a measure if:
(i) ζ(∅) = 0;
(ii) if An ∈ F , n ≥ 1 and Ai ∩ Aj = ∅ for i 6= j, then

ζ(∪∞n=1An) =
∞∑
n=1

ζ(An).

(b) A triplet (Ω,F , ζ) is said to be a space with measure ζ.

A measure ζ is said to be σ-finite if there exists a sequence An, n ≥ 1, An ∈ F

with Ai ∩ Aj = ∅ for i 6= j and Ω = ∪∞n=1An and ζ(An) <∞ for every n.

Definition 2.5.3. Let (Ω,F) be a measurable space. A function f : Ω→ R is said
to be a measurable function if for every N ∈ B(Ω), we have f−1(N) ∈ F , where

f−1(N) = {ω ∈ Ω : f(ω) ∈ N}.

We shall write a.a., a.e. and a.s. for almost all, almost everywhere and almost

surely respectively; f = g a.e. means ζ(f 6= g) = 0.

If ζ(Ω) = 1 we say that ζ is a probability measure on F . In this case the triplet

(Ω,F , ζ) is termed a probability measure space.

Definition 2.5.4. A probability measure P on a measurable space (Ω,F) is a func-
tion P : F → [0, 1] such that
(1) P(∅) = 0, P(Ω) = 1.
(2) If F1, F2, . . . ∈ F are disjoint, then

P(
∞⋃
j=1

Fj) =
∞∑
j=1

P(Fj).

(3) If F1, F2, . . . , Fn, . . . ∈ F , then P(
⋃∞
j=1 Fj) ≤

∑∞
j=1 P(Fj).
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Definition 2.5.5. The (Ω,F ,P) is said to be a probability space.

Probability space is called a complete probability space if F contains all the

subsets B of Ω with P-outer measure zero, i.e.

P∗(B) = inf{P(F );F ∈ F , B ⊂ F} = 0,

where P∗ represents the outer measure of B.

For any family U of subsets of Ω, there is a smallest σ-algebra HU containing U

HU =
⋂
{H : H is a σ-algebra of Ω, U ⊂ H}.

We say that HU is the σ-algebra generated by U .

Definition 2.5.6. Let (Ω,F ,P) be a probability space. Then, a function f : Ω→ Rn

is called F-measurable if

f−1(U) := {ω ∈ Ω : f(ω) ∈ U} ∈ F ,

for all open sets U ∈ Rn.

Definition 2.5.7. Let (Ω,F ,P) be a probability space. A mapping X : Ω → Rn is
said to be an n-dimensional random variable if for each F ∈ F , we have

X−1(F ) ∈ F .

The random variable X is also F-measurable.

Definition 2.5.8. If
∫

Ω
|X|dP <∞, then the number

E[X] =

∫
Ω

|X|dP,

is called the expectation of X (with respect to P).

Now, we define random variables depending upon time.

Definition 2.5.9. A stochastic process is a parameterized collection of random vari-
ables {X(t)| t ≥ 0} defined on a probability space (Ω,F ,P) and assuming values in
Rn.
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Note that for each fix t ≥ 0, we have a random variable

ω → X(t, ω); ω ∈ Ω.

while, by fixing ω ∈ Ω, we can consider

t→ X(t, ω); t ≥ 0,

which is called a path of X(t).

Usually we denote a stochastic process by {X(t), t ∈ J ⊂ R}, X = {X(t)}t∈J

or X(t), t ∈ J , the dependence upon the second argument may be omitted.

Definition 2.5.10. Let (Ω,F ,P) be a probability space. An event E ∈ F happens
almost surely if the probability of E not occurring is zero i.e. P(Ec) = 0.

Let J ⊂ R be an interval. Now, we state following result which is used to

study the stochastic process.

Definition 2.5.11. (i) The process X = X(t), t ∈ J is continuous if for a.a. ω,
the functions X(·, ω) are continuous on J .
(ii) The process X is called to be right continuous if for a.a. ω, the functions X(·, ω)
are right continuous on J .
(iii) The process X = {X(t) : t ∈ J} is continuous in probability if tn → t0 with

tn, t0 ∈ J implies X(tn)
P−→ X(t0).

(iv) The process X is said to be a measurable process if it is measurable on the
product space with respect to the σ-algebra B(J) ⊗ F , B(J) is a σ-algebra of Borel
sets in J .

Remark 2.5.1. Every right continuous stochastic process is a measurable process.

Definition 2.5.12. Let (Ω,F ,P) be a probability space. A filtration {Ft| t ∈ J} is
a weakly increasing collection of σ-algebras on Ω and bounded above by F , i.e. for
s, t ∈ J with s < t,

Fs ⊆ Ft ⊆ F .

A stochastic process X is said to be adapted to the filtration if, for every t ∈ J , X(t)
is Ft-measurable.

Definition 2.5.13. The filtration is said to be normal if
(i) F0 contains all B ∈ F such that P(B) = 0,
(ii) Ft = Ft+, t ∈ J , where Ft+ denotes the intersection of all Fs for s > t.
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Let us consider a family F = {Ft : t ∈ J} of σ-algebras Ft ⊂ F with the property

that t1 < t2 gives Ft1 ⊂ Ft2 .

Definition 2.5.14. A continuous stochastic process w(t), t ≥ 0 is called a standard
Brownian motion or a standard Wiener process if:
(i) w(0) = 0,
(ii) w(t) is an almost surely continuous stochastic process with independent incre-
ments,
(iii) E(w(t)) = 0, t ≥ 0, and E(|w(t)− w(s)|2) = |t− s| for t ≥ s ≥ 0.

Definition 2.5.15. An n-dimensional stochastic process X(t) = (X1(t), · · · , Xn(t)),
t ≥ 0 is called an n-dimensional standard Wiener process if each process wi(t) is
a standard Brownian motion and the σ-algebras σ(wi(t) : t ≥ 0), 1 ≤ i ≤ n are
independent.

Definition 2.5.16. Let (X, d) be a metric space, and let E ⊆ R. A function f :
E → X is called a càdlàg function, if f is right-continuous function with left limit
exists.

Remark: All continuous functions are càdlàg functions.

Definition 2.5.17. A linear bounded operator T : X → Y is said to be a nuclear
operator if there exist two sequences {aj} ⊂ Y, {ϕj} ⊂ X∗ such that

∞∑
j=1

‖aj‖ · ‖ϕj‖ < +∞

and T has the representation Tx =
∑∞

j=1 ajϕj(x), x ∈ X.

The space of all nuclear operators from X into Y, with the norm

‖T‖1 = inf

{ ∞∑
j=1

‖aj‖ · ‖ϕj‖ : Tx =
∞∑
j=1

ajϕj(x)

}
, (2.5.1)

is a Banach space and denoted by L1(X,Y).

Let H be a separable Hilbert space and let {ek} be a complete orthonormal

system in H. If T ∈ L1(H,H), then we define trace of T,

Tr(T) =
∞∑
j=1

< Tej, ej > .

Definition 2.5.18. Let X be a separable Hilbert spaces with complete orthonormal
basis {ek} ⊂ H. A linear bounded operator T : H→ H is said to be Hilbert-Schmidt
operator if

∑∞
k=1 ‖Tek‖2 <∞.
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2.6 Some Fixed Point Theorems

In this section, we have listed some fixed point theorems, which play an impor-

tant role in proving the results in the subsequent chapters.

Theorem 2.6.1. [32, Banach contraction principle] Let Φ : X→ X be a contraction
mapping on a complete space X. Then, Φ has a unique fixed point in X.

Theorem 2.6.2. [32, Generalized Banach contraction principle] Let Φ : X→ X be
a mapping on a Banach space X such that Φn0 is contraction for some large enough
natural number n0. Then, Φ has a unique fixed point.

Theorem 2.6.3. [153, Mönch fixed point theorem] Let D be a closed and convex
subset of X and 0 ∈ D. Then a continuous mappings Φ : D→ X satisfying Mönch’s
condition (i.e. B1 ⊆ D is countable and B1 ⊆ conv({0} ∪ F (B1))⇒ B1 is compact)
has a fixed point in D.

Theorem 2.6.4. [65, Condensing theorem] Let D be a closed, bounded and convex
subset of Banach space X and let Φ : D→ D be a condensing map. Then Φ admits
a fixed point in D.
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Chapter 3

A Study of Sobolev Type
Fractional Impulsive Differential
System via Monotone Iterative
Technique

3.1 Introduction

Balachandran et al. [17] investigated some existence results using Krasnosel-

skii fixed point theorem for the following Sobolev type impulsive fractional integro-

differential system
cDβ

0+ [By(t)] + Ay(t) = f(t, y(t)) +
∫ t

0
h(t, s, y(s))ds, t ∈ (0, b], t 6= tj;

∆y|t=tj = Ij(y(tj)), j = 1, 2, . . .m; m ∈ N,

y(0) = y0,

(3.1.1)

where 0 < β < 1, B and A are linear operator with domain contained in X. The

nonlinear functions f, h and Ij, j = 1, 2, 3, ...,m are given and satisfy some suitable

conditions.

Kerboua et al. [120] established the approximate controllability results by

The contents of this chapter are published in International Journal of Applied and Com-
putational Mathematics as Singh V., Pandey D. N.: A study of Sobolev type fractional impul-
sive differential systems with fractional nonlocal conditions, vol 4, issue 1, 2018, 1–12.
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generalized Banach contraction principle for the following Sobolev type fractional

stochastic differential system cDβ
0+ [Ly(t)] = My(t) +Bu(t) + f(t, y(t)) + g(t, y(t))

dω1(t)

dt
, t ∈ (0, b];

RD1−β
0+ y(t)|t=0 = h(t, y(t))dω1(t)

dt
,

(3.1.2)

where 0 < β < 1, L and M are linear operator with domain contained in Hilbert

space H. In the system (3.1.2), u is a control functional and B is a bounded linear

operator. The nonlinear functions f, g and h are given and satisfy some suitable

conditions. In [66], Dhage and Imdad discussed the asymptotic behaviour of non-

linear quadratic functional integral equations using Carathéodory conditions.

Motivated by the systems (3.1.1) and (3.1.2), in this chapter, we will study the

existence and uniqueness results for a abstract Sobolev type fractional impulsive

differential system by applying monotone iterative technique using some basic tools

of measure of noncompactness.

3.2 Problem Formulation

Let (X, ‖.‖) be a Banach space with zero element θ. A cone P defines a partial

ordering in X by u ≤ v if and only if v − u ∈ P . We symbolize u < v to indicate

u ≤ v but u 6= v. We call a cone P as a normal cone if there exists a constant

N > 0(called normal constant) such that θ ≤ x ≤ y implies ‖x‖ ≤ N‖y‖. A cone

P ⊂ X is said to be regular cone if every increasing, bounded above sequence is

convergent i.e. if {wn} be a sequence such that

w1 ≤ w2 ≤ · · · ≤ wn ≤ · · · ≤ z,

for some z ∈ X, where θ ≤ w1. Then there exists a w ∈ X such that ‖wn − w‖ → 0

as n→∞. Equivalently, a cone P ⊂ X is said to be regular if every bounded below

and decreasing sequence is convergent. It should be noted that every regular cone
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is a normal cone. For more details regarding to the cone P , one may see [62; 179].

In this chapter, we study the following Sobolev type fractional impulsive differ-

ential system with fractional order nonlocal conditions
cDβ

0+ [By(t)] = Ay(t) + f

(
t, y(t),

∫ t

0

K(t, s, y(s))ds

)
, t ∈ (0, b], t 6= tj;

∆y|t=tj = Ij(y(tj)), j = 1, 2, . . .m, m ∈ N,

RD1−β
0+ [Ty(t)]|t=0 = u0 + g(y(t)),

(3.2.1)

where cDq
0+ and RDq

0+ denote Caputo and Riemann-Liouville fractional order deriva-

tives of order q ≥ 0, respectively. The nonlinear functions f : [0, b] × X × X → X,

K : ∆×X→ X, g : C([0, b],X)→ X and Ij : X→ X, j = 1, 2, 3, ..,m are given which

satisfy some appropriate assumptions. Here ∆ := {(t, s) ∈ R2 : 0 ≤ s ≤ t ≤ b}.

0 = t0 < t1 < · · · < tm < tm+1 = b are prefixed points and u0 ∈ X. The jumps of

y(t) at t = tj are characterized by ∆y|t=tj such that ∆y|t=tj = y(t+j ) − y(t−j ). We

symbolize [0, b]′ := [0, b]− {t1, t2, . . . , tm}.

The operators B : D(B) ⊂ X → X, T : D(T ) ⊂ X → X are linear and the

operator A : D(A) ⊂ X→ X is a closed and linear operator such that the following

conditions hold:

(H1) D(T ) ⊂ D(B) ⊂ D(A) and B, T are bijective operators.

(H2) B−1 : X → D(B) ⊂ X and T−1 : X → D(T ) ⊂ X are bounded and linear

operators.

From (H2), we have that B−1 is closed and injective therefore its inverse i.e. B is

closed. Using closed graph theorem with hypotheses (H1) − (H2), we obtain that

the linear operator AB−1 : X → X is bounded. Consequently, AB−1 generates a

semigroup {S(t)}(t ≥ 0). Throughout this chapter, we assume that the semigroup

{S(t)}(t ≥ 0) generated by AB−1 is a strongly continuous semigroup of bounded

linear operators on X and there exists a constant M ≥ 1 such that ‖S(t)‖ ≤ M .
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For sake of convenience, we denote ‖B‖ = M1, ‖B−1‖ = M2 and ‖T−1‖ = M3.

Using the definition of Caputo fractional derivative, the problem (3.2.1) can be

written in the following integral equation

By(t) = By(0) +
1

Γ(β)

∫ t

0

(t− s)β−1

[
Ay(s) + f

(
s, y(s),

∫ s

0

K(s, ξ, y(ξ))dξ

)]
ds,(3.2.2)

provided that the integral in (3.2.2) exists for t ∈ [0, t1]. Moreover, from equation

(3.2.1), we conclude:

(a) Nonlocal type condition given in (3.2.1) is well defined, i.e., it will reduce to

the usual nonlocal condition if β = 1 and T is a identity operator.

(b) The value of y(0) is given by

y(0) = T−1ũ0 +
1

Γ(1− β)

∫ t

0

T−1[u0 + g(y(s))]

(t− s)β
ds, (3.2.3)

where Ty(t)|t=0 = ũ0.

(c) The integral given in (3.2.2) exists and taken in Bochner sense.

Motivated by [84; 86], using the arguments used in [51; 223], we define a mild

solution to the problem (3.2.1)as follows:

Definition 3.2.1. A function y ∈ PC([0, b],X) is called a mild solution of the
problem (3.2.1) if ∆y|t=tj = Ij(y(tj)), j = 1, 2, . . .m, y(0) is given by (3.2.3) and
satisfies the following equation

y(t) =



Pβ(t)BT−1

[
ũ0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u0 + g(y(s)))ds

]
+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, y(s),

∫ s
0
K(s, ξ, y(ξ))dξ

)
ds, t ∈ [0, t1];

Pβ(t)BT−1

[
ũ0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u0 + g(y(s)))ds

]
+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, y(s),

∫ s
0
K(s, ξ, y(ξ))dξ

)
ds,

+Pβ(t− t1)I1(y(t1)), t ∈ (t1, t2];
...

Pβ(t)BT−1

[
ũ0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u0 + g(y(s)))ds

]
+
∑m

j=1 Pβ(t− tj)Ij(y(tj))

+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, y(s),

∫ s
0
K(s, ξ, y(ξ))dξ

)
ds, t ∈ (tm, b].

(3.2.4)
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where

Pβ(t) =

∫ ∞
0

B−1ζβ(θ)S(tβθ)dθ, and Qβ(t) = β

∫ ∞
0

B−1θζβ(θ)S(tβθ)dθ,

and ζβ(θ) := 1
β
θ1− 1

β × ψβ(θ−
1
β ) is a probability density function defined on (0,∞)

i.e., ζβ(θ) ≥ 0,
∫∞

0
ζβ(θ)dθ = 1 and

ψβ(θ) =
1

π

∞∑
n=1

(−1)n−1θ−nβ−1 Γ(nβ + 1)

n!
sin(nπβ), 0 < θ <∞.

For more details see [76].

Lemma 3.2.1. The operators {Pβ(t), t ≥ 0} and {Qβ(t), t ≥ 0} are bounded linear
operators such that

(i) ‖Pβ(t)u‖ ≤M‖u‖, ‖Qβ(t)u‖ ≤ M
Γ(β)
‖u‖ for any u ∈ X.

(ii) The operators {Pβ(t) : t ≥ 0} and {Qβ(t) : t ≥ 0} are strongly continuous.

Let PCβ([0, b],X) = {y ∈ PC([0, b],X) : cDβy(t) exists and continuous on

[0, b] and y(t) ∈ D(A) for all t ∈ [0, b]′}. An abstract function y ∈ PCβ([0, b],X) is

said to be a solution of (3.2.1) if y(t) satisfies the system (3.2.1).

Definition 3.2.2. A function u(0) ∈ PCβ([0, b],X) is called a lower solution of
(3.2.1) if it satisfies the following inequality

cDβ
0+ [Bu(0)(t)] ≤ Au(0)(t) + f(t, u(0)(t),

∫ t
0
K(t, s, u(0)(s))ds), t ∈ [0, b] t 6= tj;

∆u(0)|t=tj ≤ Ij(u
(0)(tj)), j = 1, 2, . . .m;

RD1−β
0+ [Tu(0)(0)] ≤ u

(0)
0 + g(u(0)(t)).

(3.2.5)

If all the inequalities in above system are reversed, then the function u(0) is called
upper solution of (3.2.1) and denoted by v(0).

Definition 3.2.3. The semigroup {S(t)}(t ≥ 0) in X is called a positive semigroup,
if for all u > θ and t ≥ 0 the inequality S(t)u > θ holds.

3.3 Existence and Uniqueness Results

In order to obtain the main results for the system (3.2.1), we consider the following

assumptions:

(A1) The function f : [0, b]×X×X→ X and K : ∆×X→ X satisfies Carathéodory

conditions i.e.
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1. K(t, s, ·) : X → X is continuous a.e. for (t, s) ∈ ∆ and for each v ∈ X,

the function K(·, ·, v) : ∆→ X is strongly measurable.

2. f(·, v, w) : [0, b]→ X is strongly measurable and f(t, ·, ·) : X× X→ X is

continuous a.e. for t ∈ [0, b] and for all (v, w) ∈ X× X.

(A2) For any lower and upper solutions u(0), v(0) ∈ PCβ([0, b],X) of the system

(3.2.1) such that u(0) ≤ v(0), for all t ∈ [0, b], we have

1. The function K(t, s, ·) : X → X satisfies K(t, s, v1) ≤ K(t, s, v2), for any

(t, s) ∈ ∆, v1, v2 ∈ X with u(0) ≤ v1 ≤ v2 ≤ v(0).

2. The function f(t, ·, ·) : X × X → X satisfies f(t, v1, w1) ≤ f(t, v2, w2),

for all v1, v2 ∈ X with u(0) ≤ v1 ≤ v2 ≤ v(0) and w1, w2 ∈ X with∫ t
0
K(t, s, u(0)(s))ds ≤ w1 ≤ w2 ≤

∫ t
0
K(t, s, v(0)(s))ds.

3. The impulsive function Ij : X → X satisfies Ij(u1) ≤ Ij(u2), for all j =

1, 2, . . .m, where u(0) ≤ u1 ≤ u2 ≤ v(0).

(A3) 1. For each bounded set V ⊂ X, there exists an integrable function ω :

∆→ [0,∞) such that

ζ({K(t, s, V )}) ≤ ω(t, s)ζ(V ),

a.e. for (t, s) ∈ ∆. For simplification, put w∗ = max
∫ t

0
ω(t, s)ds.

2. There exists a constant Lf ≥ 0 such that

ζ(f(t, V1, V2)) ≤ Lf

[
ζ(V1) + ζ(V2)

]
,

for a.e. t ∈ [0, b] and V1, V2 ⊂ X.

(A4) The function g : C([0, b],X)→ X is compact, continuous and increasing.

Theorem 3.3.1. Let P be a normal cone with normal constant N in ordered Banach
space X . Allow that the system (3.2.1) has lower and upper solutions u(0), v(0) ∈
PCβ([0, b],X) such that u(0) ≤ v(0), and S(t)(t ≥ 0) is positive semigroup and the
assumptions (A1)-(A4) are fulfilled. Then, minimal and maximal mild solutions
exist for the system (3.2.1) in between u(0) and v(0).
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Proof. Let G = [u(0), v(0)] = {u ∈ PC([0, b],X) : u(0) ≤ u ≤ v(0)}. Define a map
Φ : G→ PC([0, b],X) by

Φy(t) =



Pβ(t)BT−1

[
ũ0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u0 + g(y(s)))ds

]
+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, y(s),

∫ s
0
K(s, ξ, y(ξ))dξ

)
ds, t ∈ [0, t1];

Pβ(t)BT−1

[
ũ0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u0 + g(y(s)))ds

]
+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, y(s),

∫ s
0
K(s, ξ, y(ξ))dξ

)
ds,

+Pβ(t− t1)I1(y(t1)) t ∈ (t1, t2];
· · · ,

Pβ(t)BT−1

[
ũ0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u0 + g(y(s)))ds

]
+
∑m

j=1 Pβ(t− tj)Ij(y(tj))

+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, y(s),

∫ s
0
K(s, ξ, y(ξ))dξ

)
ds, t ∈ (tm, b].

(3.3.1)

Using Lebesgue dominated convergence theorem accompanying with the assump-
tions (A1), (A4), we can easily see that the map Φ : G→ PC([0, b],X) is continuous.
Using (A2), for any u ∈ G, we have

f

(
t, u(0)(t),

∫ t

0

K(t, ξ, u(0)(ξ))dξ

)
≤f
(
t, y(t),

∫ t

0

K(t, ξ, y(ξ))dξ

)
≤f
(
t, v(0)(t),

∫ t

0

K(t, ξ, v(0)(ξ))dξ

)
.

In view of normality property of the positive cone N , there exists a constant C > 0
such that

‖f
(
t, y(t),

∫ t

0

K(t, ξ, y(ξ))dξ

)
‖ ≤ C, y ∈ G.

For convenience, we divide the proof in the following steps.
Step 1: We show that Φ is equicontinuous.



52

For any y ∈ G and l1, l2 ∈ (tp, tp+1] for any 1 ≤ p ≤ m such that l1 < l2, we have

‖Φy(l2)− Φy(l1)‖

≤‖Pβ(l2)BT−1ũ0 − Pβ(l1)BT−1ũ0‖+
‖Pβ(l2)BT−1‖

Γ(1− β)

×
∥∥∥∥∫ l2

0

(l2 − s)−β(u0 + g(y(s)))ds−
∫ l1

0

(l1 − s)−β(u0 + g(y(s)))ds

∥∥∥∥
+
‖Pβ(l2)− Pβ(l1)‖‖BT−1‖

Γ(1− β)

∥∥∥∥∫ l1

0

(l1 − s)−β(u0 + g(y(s)))ds

∥∥∥∥
+

p∑
j=1

‖Pβ(l1 − tj)− Pβ(l1 − tj)‖‖Ij(y(tj))‖

+

∫ l1

0

(l2 − s)β−1‖Qβ(l2 − s)−Qβ(l1 − s)‖‖f
(
s, y(s),

∫ s

0

K(s, ξ, y(ξ))dξ

)
‖ds

+

∫ l1

0

|(l2 − s)β−1 − (l1 − s)β−1|‖Qβ(l1 − s)‖‖f
(
s, y(s),

∫ s

0

K(s, ξ, y(ξ))dξ

)
‖ds

+

∫ l2

l1

(l2 − s)β−1‖Qβ(l2 − s)‖‖f
(
s, y(s),

∫ s

0

K(s, ξ, y(ξ))dξ

)
‖ds.

From the Lemma 3.2.1, we can easily deduce that ‖Φy(l2)−Φy(l1)‖ → 0 as l2 → l1
independently of y ∈ G. Therefore Φ(G) is equicontinuous on [0, b].
Step 2: We show that Φ is an increasing monotonic operator.
For time t ∈ [0, b]′, let u and v be two elements of G such that u(0) ≤ u ≤ v ≤ v(0).
From the assumptions (A2) and (A4) and the positive property of the operators
Pβ(t) and Qβ(t) for t ≥ 0, it follows that

Φu ≤ Φv. (3.3.2)

To show u(0)(t) ≤ Φu(0)(t) and Φv(0)(t) ≤ v(0)(t) for all t ∈ [0, b]′, let h(t) =
cDβ[Bu(0)(t)]−Au(0)(t). Then, we have h(t) ≤ f(t, u(0)(t),

∫ t
0
K(t, ξ, u(0)(ξ))dξ) and

h ∈ PC([0, b],X). Thus for any t ∈ [0, t1], by Definition (3.2.4), (3.2.2) and positivity
of the operators Pβ(t) and Qβ(t), we get

u(0)(t) =Pβ(t)BT−1u(0)(t)|t=0 +

∫ t

0

(t− s)β−1Qβ(t− s)h(s)ds

≤Pβ(t)BT−1

[
ũ

(0)
0 +

1

Γ(1− β)

∫ t

0

(t− s)−β(u
(0)
0 + g(u(0)(s)))ds

]
+

∫ t

0

(t− s)β−1Qβ(t− s)f
(
s, u(0)(s),

∫ s

0

K(s, ξ, u(0)(ξ))dξ

)
ds

≤Φu(0)(t).

For any t ∈ (t1, t2], by Definition (3.2.4), (3.2.2) and the positive property of the
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operators Pβ(t) and Qβ(t), we get

u(0)(t) =Pβ(t)BT−1u(0)(t)|t=0 + Pβ(t− t1)∆u(0)|t=t1 +

∫ t

0

(t− s)β−1Qβ(t− s)h(s)ds

≤Pβ(t)BT−1

[
ũ

(0)
0 +

1

Γ(1− β)

∫ t

0

(t− s)−β(u
(0)
0 + g(u(0)(s)))ds

]
+

∫ t

0

(t− s)β−1Qβ(t− s)f
(
s, u(0)(s),

∫ s

0

K(s, ξ, u(0)(ξ))dξ

)
ds

+ Pβ(t− t1)I1(u(0)(t1)) ≤ Φu(0)(t).

Similarly, we can show that u(0)(t) ≤ Φu(0)(t) for any t ∈ (tj, tj+1], j = 2, 3, . . . ,m.
Thus we have u(0)(t) ≤ Φu(0)(t) for all t ∈ [0, b]′. Using the same argument as above
we can show that Φv(0)(t) ≤ v(0)(t) for all t ∈ [0, b]′. Hence Φ is an increasing
monotonic operator.
Now, we define two sequences {u(n)} and {v(n)} in G by the iterative scheme

u(n) = Φu(n−1) and v(n) = Φv(n−1), n = 1, 2, . . . (3.3.3)

and from (3.3.2), we have

u(0) ≤ u(1) ≤ · · · ≤ v(n) ≤ v(n−1) ≤ · · · ≤ v(0). (3.3.4)

Step 3: Now, we demonstrate that the sequences {u(n)} and {v(n)} are uniformly
convergent on [0, b]. Let S = {u(n) : n ∈ N} and S0 = {u(n−1) : n ∈ N}. Then
S0 = S ∪ {u(0)} which follows that ζ(S(t)) = ζ(S0(t)) for t ∈ [0, b]. Let

ψ(t) := ζ(S(t)) = ζ(S0(t)).

Since S = Φ(S0), we have

ζ(S(t)) = ζ(Φ(S0(t))).

For t ∈ [0, t1], using assumptions (A3), (A4) and (3.3.1), we get

ψ(t) =ζ

(
Pβ(t)BT−1

[
ũ

(n−1)
0 +

1

Γ(1− β)

∫ t

0

(t− s)−β[u
(n−1)
0 + g(u(n−1)(s))]ds

]
+

∫ t

0

(t− s)β−1Qβ(t− s)f
(
s, u(n−1)(s),

∫ s

0

K(s, ξ, u(n−1)(ξ))dξ

)
ds

)
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≤ζ
(
Pβ(t)BT−1ũ

(n−1)
0

)
+ ζ

(
Pβ(t)BT−1

Γ(1− β)

∫ t

0

(t− s)−β[u
(n−1)
0 + g(u(n−1)(s))]ds

)
+ ζ

(∫ t

0

(t− s)β−1Qβ(t− s)f
(
s, u(n−1)(s),

∫ s

0

K(s, ξ, u(n−1)(ξ))dξ

)
ds

)
≤2M

Γβ

∫ t

0

(t− s)β−1ζ

(
f

(
s, u(n−1)(s),

∫ s

0

K(s, ξ, u(n−1)(ξ))dξ

))
ds

≤2M

Γβ

∫ t

0

(t− s)β−1

(
ζ(u(n−1)(s)) + ζ

(∫ s

0

K(s, ξ, u(n−1)(ξ))dξ

))
ds

≤2M

Γβ

∫ t

0

(t− s)β−1

(
ζ(u(n−1)(s)) + 2

∫ s

0

ζ(s, ξ)ζ({u(n−1)(ξ)})dξ
)
ds

≤2M

Γβ
(1 + 2w∗)

∫ t

0

(t− s)β−1ζ(u(n−1)(s))ds

≤2M

Γβ
(1 + 2w∗)

∫ t

0

(t− s)β−1ψ(s)ds.

Using Lemma 2.1.1, we get ψ(t) = 0 for t ∈ [0, t1] i.e. {u(n)(t) : n ∈ N} is precompact
in X for t ∈ [0, t1]. Precisely, ψ(t1) = ζ(S(t1)) = ζ(S0(t1)) = 0, which shows that
S(t1) and S0(t1) are precompact in X. Thus I1(S0(t1)) is precompact in X i.e.
ζ(I1(S0(t1))) = 0.
For t ∈ (t1, t2], using the same argument as above, we get

ψ(t) =ζ

(
Pβ(t)BT−1

[
ũ

(n−1)
0 +

1

Γ(1− β)

∫ t

0

(t− s)−β[u
(n−1)
0 + g(u(n−1)(s))]ds

]
+ Pβ(t− t1)I1(u(n−1)(t1))

+

∫ t

0

(t− s)β−1Qβ(t− s)f(s, u(n−1)(s),

∫ s

0

K(s, ξ, u(n−1)(ξ))dξ)ds

)
≤2M

Γβ
(1 + 2w∗)

∫ t

0

(t− s)β−1ψ(s)ds.

Again using Lemma (2.1.1), we get ψ(t) = 0 for t ∈ (t1, t2], from which we obtain
that ψ(t2) = ζ(S(t2)) = ζ(S0(t2)) = 0, which shows that S(t1) and S0(t1) are
precompact in X. Thus I2(S0(t2)) is precompact in X i.e. ζ(I2(S0(t2))) = 0.

Repeating this process interval by interval up to (tm, b], we get ψ(t) = 0 on every
interval t ∈ (tj−1, tj], j = 1, 2, . . . ,m + 1. Thus {u(n)(t)} is precompact for every
t ∈ [0, b] and has a convergent subsequence. Combining this with the monotonicity
(3.3.4), we get {u(n)} is a convergent sequence. Similarly we can show that {v(n)}
is also a convergent sequence. Let

lim
n→∞

u(n) = u∗, lim
n→∞

v(n) = v∗.

Clearly, {u(n)}, {v(n)} ⊂ PC([0, b],X) therefore u∗, v∗ are bounded integrable in
every t ∈ (tj−1, tj], j = 1, 2, . . . ,m+ 1. Since for any t ∈ (tj−1, tj], we have

u(n)(t) = Φu(n−1)(t)
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as n→∞, using Lebesgue dominated convergence theorem, for all t ∈ (tj−1, tj], j =
1, 2, . . . ,m+ 1, we get

u∗(t) =



Pβ(t)BT−1

[
ũ∗0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u∗0 + g(u∗(s)))ds

]
+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, u∗(s),

∫ s
0
K(s, ξ, u∗(ξ))dξ

)
ds, t ∈ [0, t1];

Pβ(t)BT−1

[
ũ∗0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u∗0 + g(u∗(s)))ds

]
+Pβ(t− t1)I1(u∗(t1))

+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, u∗(s),

∫ s
0
K(s, ξ, u∗(ξ))dξ

)
ds, t ∈ (t1, t2];

· · · ,

Pβ(t)BT−1

[
ũ∗0 + 1

Γ(1−β)

∫ t
0
(t− s)−β(u∗0 + g(u∗(s)))ds

]
+
∑m

j=1 Pβ(t− tj)Ij(u∗(tj))

+
∫ t

0
(t− s)β−1Qβ(t− s)f

(
s, u∗(s),

∫ s
0
K(s, ξ, u∗(ξ))dξ

)
ds, t ∈ (tm, b].

Therefore u∗ ∈ PC([0, b],X) and u∗(t) = Φu∗(t). Similarly, v∗ ∈ PC([0, b],X) and
v∗(t) = Φv∗(t). Using this fact along with the monotonicity condition (3.3.4), we
obtain u(0) ≤ u∗ ≤ v∗ ≤ v(0). Hence u∗ and v∗ are the minimal and maximal mild
solutions of (3.2.1) on G respectively.

Theorem 3.3.2. Let P be a regular positive cone in ordered Banach space X. Allow
that the system (3.2.1) acquired lower and upper solutions u(0), v(0) ∈ PCβ([0, b],X)
such that u(0) ≤ v(0), S(t)(t ≥ 0) is positive semigroup and the assumptions (A1),
(A2) and (A4) are fulfilled. Then minimal and maximal solutions exist for the system
(3.2.1) in between u(0) and v(0).

Proof. Since the assumptions (A1), (A2) and (A4) holds, therefore equation (3.3.4)
is satisfied. Let {u(n)} and {v(n)} be two increasing or decreasing sequences in
G. Then using Definition of regular cone and assumption (A2), {K(t, s, u(n))} is
convergent. Therefore ζ({K(t, s, u(n))}) = ζ({u(n)}) = 0. Similarly we can get,
ζ({f(t, u(n), v(n))}) = ζ({u(n)})+ζ({v(n)}) = 0. Then assumption (A3) holds. Hence
from Theorem 3.3.1, the proof is complete.

Theorem 3.3.3. Let P be a normal positive cone in ordered and weakly sequentially
complete Banach space X. Allow that the system (3.2.1) acquired lower and upper
solutions u(0), v(0) ∈ PCβ([0, b],X) such that u(0) ≤ v(0), S(t)(t ≥ 0) is positive
semigroup and the assumptions (A1), (A2) and (A4) are fulfilled. Then minimal
and maximal solutions exist for the system (3.2.1) in between u(0) and v(0).

Proof. Following the proof of Corollary 3.3.2, and using the fact that the normal
cone P is regular cone in an ordered and weakly sequentially complete Banach space,
we obtain the required results.
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We consider the following assumptions to show the uniqueness of the solution of

the system (3.2.1):

(A5) The function K : ∆×X→ X, f : [0, b]×X×X→ X and g : C([0, b],X)→ X

satisfies the following conditions:

1. The function K : ∆×X→ X is continuous and there exists an integrable

function λ : ∆→ [0,∞) such that

K(t, s, u2)−K(t, s, u1) ≤ λ(t, s)[u2 − u1],

for any (t, s) ∈ ∆ and u(0) ≤ u1 ≤ u2 ≤ v(0). For simplification let

λ∗ =
∫ t

0
λ(t, s).

2. The function f : [0, b]×X×X→ X is continuous and there exists γ ≥ 0

such that

f(t, u2, v2)− f(t, u1, v1) ≤ γ[(u2 − u1) + (v2 − v1)],

for all t ∈ [0, b], u1, u2 ∈ X with u(0) ≤ u1 ≤ u2 ≤ v(0) and v1, v2 ∈ X such

that
∫ t

0
K(t, s, u(0)(s))ds ≤ v1 ≤ v2 ≤

∫ t
0
K(t, s, v(0)(s))ds.

3. The function g : C([0, b],X)→ X is continuous and there exists a positive

constant α such that

g(u2)− g(u1) ≤ α(u2 − u1),

for u1, u2 ∈ X.

Theorem 3.3.4. Let P be a normal positive cone in ordered Banach space X with
normal constant N . Allow that the system (3.2.1) acquired lower and upper solutions
u(0), v(0) ∈ PCβ([0, b],X) such that u(0) ≤ v(0), S(t)(t ≥ 0) is positive semigroup and
the assumptions (A2), (A4) and (A5) are fulfilled. Then the unique mild solution
exists for the system (3.2.1) in between u(0) and v(0).

Proof. Let {un} and {vn} ⊂ [u(0), v(0)] be two monotonic increasing sequences. Take
n, p = 1, 2, . . . such that n ≥ p, using (A2) and (A5), we have

θ ≤ K(t, s, un)−K(t, s, up) ≤ λ(t, s)[un − up],
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and

θ ≤ f(t, un, vn)− f(t, up, vp) ≤ γ[(un − up) + (vn − vp)].

Using normality of the positive cone P , we obtain

‖K(t, s, un)−K(t, s, up)‖ ≤ Nλ(t, s)‖un − up‖,

and

‖f(t, un, vn)− f(t, up, vp)‖ ≤ Nγ[‖(un − up) + (vn − vp)‖].

Using the above inequalities and the definition of measure of noncompactness, we
have

ζ({K(t, s, un)}) ≤ ω(t, s)ζ({un}),

and

ζ({f(t, un, vn)}) ≤ Lf

[
ζ({un}) + ζ({vn})

]
,

where Lf = Nγ and ω(t, s) = Nλ(t, s). If {un} and {vn} be two decreasing se-
quences then also the above inequality is true. Thus assumption (A3) is satisfied.
Therefore from Theorem 3.3.1 there exists u∗ and v∗ which are the minimal and
maximal mild solutions of (3.2.4) between u(0) and v(0) in G respectively.
Now, we will show u∗(t) = v∗(t) for every t ∈ (tj−1, tj], j = 1, 2, . . . ,m+ 1.
For t ∈ [0, t1], using assumption (A5), we have

‖u∗(t)− v∗(t)‖ =‖Φu∗(t)− Φv∗(t)‖

≤
∥∥∥∥Pβ(t)BT−1

Γ(1− β)

∫ t

0

[g(u∗(s))− g(v∗(s))]

(t− s)β
ds

∥∥∥∥
+

∥∥∥∥∫ t

0

(t− s)β−1Qβ(t− s)
(
f(s, u∗(s),

∫ s

0

K(s, ξ, u∗(ξ))dξ)

− f(s, v∗(s),

∫ s

0

K(s, ξ, v∗(ξ))dξ)

)
ds

∥∥∥∥
≤MNM1M3α

Γ(1− β)

∫ t

0

(t− s)−β‖u∗(s)− v∗(s)‖ds+
NMγ

Γ(β)
×∫ t

0

(t− s)β−1

{
‖u∗(s)− v∗(s)‖+

∫ s

0

λ(s, ξ)‖u∗(ξ)− v∗(ξ)‖dξ
}
ds

≤MNM1M3α

Γ(1− β)

∫ t

0

(t− s)−β‖u∗(s)− v∗(s)‖ds

+
NMγ

Γ(β)

∫ t

0

(t− s)β−1

{
‖u∗(s)− v∗(s)‖+ λ∗‖u∗(s)− v∗(s)‖

}
ds

≤MNM1M3α

Γ(1− β)

∫ t

0

(t− s)−β‖u∗(s)− v∗(s)‖ds

+
NMγ

Γ(β)
(1 + λ∗)

∫ t

0

(t− s)β−1‖u∗(s)− v∗(s)‖ds.
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Therefore, using Lemma 2.1.1, we obtain u∗(t) ≡ v∗(t) for t ∈ [0, t1]. Particularly,
u∗(t1) ≡ v∗(t1) so I1(u∗(t1)) = I1(v∗(t1)).
For t ∈ (t1, t2], using assumption (A5) and similar argument as above, we have

‖u∗(t)− v∗(t)‖ ≤MNM1M3α

Γ(1− β)

∫ t

0

(t− s)−β‖u∗(s)− v∗(s)‖ds

+
NMγ

Γ(β)
(1 + λ∗)

∫ t

0

(t− s)β−1‖u∗(s)− v∗(s)‖ds

≤MNM1M3α

Γ(1− β)

∫ t1

0

(t− s)−β‖u∗(s)− v∗(s)‖ds

+
NMγ

Γ(β)
(1 + λ∗)

∫ t1

0

(t− s)β−1‖u∗(s)− v∗(s)‖ds.

Again, using Lemma 2.1.1, we get u∗(t) ≡ v∗(t) for t ∈ (t1, t2]. Particularly, u∗(t2) ≡
v∗(t2) so I1(u∗(t2)) = I1(v∗(t2)).

Repeating this procedure interval by interval up to (tm, b], we obtain u∗(t) ≡ v∗(t)
over the whole [0, b]. Hence ũ := u∗(t) ≡ v∗(t) is the unique mild solution of
the problem (3.2.1) in G, which is acquired by the monotone iterative procedure
beginning from u(0) and v(0).

3.4 Example

Let X = L2[0, π]. Consider the following Sobolev type fractional impulsive differen-

tial system with fractional nonlocal conditions:

cDβ[u(t, v)− uvv(t, v)] = − ∂2

∂v2
u(t, v) + L

(
u(t)

1+u(t)
+
∫ t

0
u(t,s)√
s(t−s)

ds

)
, t ∈ (0, π]′;

∆u|t=π
2

= eu(π
2

)− ,

u(0, v) = ∂2

∂v2

[
ũ0(v) + 1

Γ(1−β)

∫ t
0
(t− s)−β[u0(v) + ρ(s) (u(s))2

(1+u(s))2
]ds

]
,

u(t, 0) = u(t, π) = 0,

(3.4.1)

where (0, π]′ = (0, π] − π
2
, β ∈ (0, 1], L ≥ 0, ρ(s) is a continuous operator. The

linear operators B, A and T with their domains and ranges contained in L2[0, π] are

define by Bu = u − uvv, A = −uvv and Tu = uvv where the domains D(B), D(A)

and D(T ) are given by

{u ∈ X : u, uv is absolutely continuous, uvv ∈ X, u(0) = u(π) = 0}.
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Then the operators B and A are given by

Bu =
∞∑
m=1

(1 +m2)〈u, um〉um and Au =
∞∑
m=1

m2〈u, um〉um,

where um(v) = (
√

2/π) sinmv, m = 1, 2, 3, . . . is the orthogonal set of eigenfunctions

of A. Moreover, for any u ∈ X, we have

B−1u =
∞∑
m=1

1

1 +m2
〈u, um〉um, AB−1u =

∞∑
m=1

m2

1 +m2
〈u, um〉um,

and

S(t)u =
∞∑
m=1

exp

(
m2t

1 +m2

)
〈u, um〉um.

Here B−1 is a bounded operator with ‖B−1‖ ≤ 1 and B−1A generates the strongly

continuous semigroup S(t) on L2[0, π] with ‖S(t)‖ ≤ 1.

Let P = {u ∈ X : u(v) ≥ 0 a.e. v ∈ [0, π]} be the normal cone in Banach space X

with normal constant N = 1. Define

u(t) = u(t, v),

K(t, s, u(s)) =
u(t, s)√
s(t− s)

,

f(t, u(t),

∫ t

0

K(t, s, u(s))ds) = L

(
u(t)

1 + u(t)
+

∫ t

0

u(t, s)√
s(t− s)

ds

)
,

g(u(t)) = ρ(t)
(u(t))2

(1 + u(t))2
,

I(u(
π

2
)) = eu(π

2
)− .

Therefore the fractional integro-differential system (3.4.1) can be written as in the

form of (3.2.1) i.e.
cDβ[Bu(t)] = Au(t) + f(t, u(t),

∫ t
0
K(t, s, u(s))ds), t ∈ (0, π

2
) ∪ (π

2
, π);

∆u|t=π
2

= I(u(π
2
)),

LD1−β[Tu(0)] = u0 + g(u(t)).

(3.4.2)
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Now, let f(t, 0, 0) ≥ 0, I(0) ≥ 0, g(0) ≥ 0 and there exists a function ξ(t) ≥ 0 such

that
cDβ[Bξ(t)] ≥ Aξ(t) + f(t, ξ(t),

∫ t
0
K(t, s, ξ(s))ds), t ∈ (0, π

2
) ∪ (π

2
, π);

∆ξ|t=π
2
≥ I(u(π

2
)),

LD1−β[Tξ(0)] ≥ ξ0 + g(ξ(t)).

Thus u(0) = 0 and v(0) = ξ(t) become the lower and upper solutions of the system

(3.4.1) respectively. We can easily check that the functions f , K, I and g satisfies

the assumptions (A1), (A2) and (A4). To satisfy (A3), for u1, u2 ∈ X and v1, v2 ∈ X,

we have

‖K(t, s, v1(t))−K(t, s, v2(t))‖ ≤ N√
s(t− s)

‖v1 − v2‖,

‖f(t, u1(t), v1(t))− f(t, u2(t), v2(t))‖ ≤LN [‖u1 − u2‖+ ‖v1 − v2‖],

and

‖g(u1)− g(u2)‖ ≤ Nα‖u1 − u2‖.

Using the above inequalities and the definition of measure of noncompactness, for

any increasing or decreasing sequences {un} and {vn}, we have

ζ({K(t, s, un)}) ≤ ω(t, s)ζ({un}),

ζ({f(t, un, vn)}) ≤ Lf

[
ζ({un}) + ζ({vn})

]
,

where ω(t, s) = N√
s(t−s)

and Lf = LN . Thus assumptions (A3) is also satisfied.

Hence using Theorem 3.3.4, the system (3.4.1) has a unique mild solution between

0 and ξ.



Chapter 4

Multi-Term Time-Fractional
Stochastic Differential Systems
with Non-Lipschitz Coefficients

4.1 Introduction

Nowadays, the multi-term time-fractional differential equations generating great

interest among the mathematicians and engineers. For instance, in the papers

[8; 121; 141; 143] the following deterministic two-term time-fractional differential

system is studied in abstract form{
cD1+β

0+ y(t) + acDγ
0+y(t) = Ay(t) + cDβ−1

0+ f(t, y(t)), t ∈ (0, b],

y(0) = 0, y′(0) = g(y),
(4.1.1)

where 0 < β ≤ γ ≤ 1, a ≥ 0 and A is a sectorial operator. The nonlinear functions

f and g are given vector valued functions.

On the other hand, the multi-term time-fractional diffusion wave equation was

recently considered in [53] and [142] with constant and variable coefficients, respec-

tively. Moreover, for multi-term time-fractional systems in [114; 135] the authors

The contents of this chapter are accepted in Differential Equations and Dynamical Sys-
tems as Singh V., Pandey D. N.: Multi-term time-fractional stochastic differential systems with
non-Lipschitz coefficients.
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studied analytic and numerical solutions. Recently, Pardo at al. [7] studied the

existence of mild solution to the following system with measure of noncompactness

techniques
cD1+β

0+ y(t) +
n∑
j=1

cj
cD

γj
0+y(t) = Ay(t) + cDβ−1

0+ f(t, y(t)), t ∈ (0, 1],

y(0) = 0, y′(0) = g(y),

(4.1.2)

where 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1, cj ≥ 0, j = 1, 2, 3, ..., n and A is the generator

of strongly continuous cosine family. The nonlinear functions f and g are given

suitable functions.

Anticipating a wide interest in the problems modeled as a multi-term time-

fractional stochastic differential system, this chapter contributes in study of some

existence and uniqueness results for mild solution of (4.2.2) using non-Lipschitz

conditions by applying successive approximation approach.

4.2 Problem Formulation

Let w(t) be a Q-Wiener process on a complete probability space (Ω,F , {Ft}t≥0,P)

with a filtration {Ft}t≥0 satisfying the usual conditions(i.e right continuous and

{F0} containing all P-null sets) with the linear bounded covariance operator Q ∈

L(K,K) = L(K) such that trQ <∞, where “tr” denotes the trace of the operator.

Further, we assume that there exist a complete orthonormal system {en}n≥1 in K, a

sequence of non-negative real numbers {λn}n≥1 such that Qen = λnen, n = 1, 2, 3, . . .

and a sequence {ζn}n≥1 of independent Brownian motions such that

〈w(t), e〉 =
∞∑
n=1

√
λn〈en, e〉Kζn(t), e ∈ K, t ∈ [0, b] (4.2.1)

and Ft = Fwt , where Fwt is the σ-algebra generated by {w(s) : 0 ≤ s ≤ t} and

Fb = F . Further, assume that L0
2 = L2(Q

1
2K,H) represents the space of all Hilbert

Schmidt operators from Q
1
2K to H with norm ‖φ‖L02 = tr[φQφ∗] <∞, φ ∈ L(K,H).

Let L2(Fb,H) be the space of all Fb measurable H valued square integrable random
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variables. Moreover, let LF2 ([0, b],H) be the Hilbert space of all square integrable

and Ft adapted processes with value in H. We denote by Bb the Banach space of

all H-valued Ft adapted processes y(t, ω) : [0, b]×Ω→ H which are continuous in t

for a.e. fixed ω ∈ Ω and satisfy

‖y‖Bb = E

(
sup
t∈[0,b]

‖y(t, ω)‖p
) 1

p

<∞, p ≥ 2.

In this chapter, we study the existence and uniqueness of mild solution to the

following multi-term time-fractional stochastic differential system
cD1+β

0+ y(t) +
n∑
j=1

αj
cD

γj
0+y(t) = Ay(t) + F (t, y(t))

+G(t, y(t))dw(t)
dt
, t ∈ (0, b], b <∞,

y(0) = ϕ, y′(0) = χ,

(4.2.2)

where cDη
0+ is the Caputo fractional derivative of order η > 0; A : D(A) ⊂ H → H

is a closed linear operator on H, and αj ≥ 0 for all j = 1, 2, 3, ..., n. Here, γj, j =

1, 2, ..., n are positive real numbers such that 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1. The

functions F and G are suitable functions to be defined later. The initial given data

ϕ, χ are in F0-measurable H-valued random variable independent of w with finite p

moments.

To give a appropriate representation for mild solution in terms of certain family

of bounded and linear operators, we define following family of operators.

Definition 4.2.1. [7] Let A be a closed linear operator on a Hilbert space H with
the domain D(A) and let β > 0, γj, αj, j = 1, 2, 3, ..., n be the real positive numbers.
Then A is called the generator of a (β, γj)− resolvent family if there exists ω > 0 and
a strongly continuous function Sβ,γj : R+ → L(H) such that {λβ+1 +

∑n
j=1 αjλ

γj :
Reλ > ω} ⊂ %(A) and

λβ
(
λβ+1 +

n∑
j=1

αjλ
γj − A

)−1

y =

∫ ∞
0

e−λtSβ,γj(t)ydt, Reλ > ω, y ∈ H. (4.2.3)

The following result guarantee for the existence of (β, γj)− resolvent family under

some suitable conditions.
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Theorem 4.2.1. [7] Let 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1 and αj ≥ 0 be given and let A
be a generator of a bounded and strongly continuous cosine family {C(t)}t∈R. Then,
A generates a bounded (β, γj)− resolvent family {Sβ,γj(t)}t≥0.

Now, consider the initial value problem

cD1+β
0+ y(t) +

n∑
j=1

αj
cD

γj
0+y(t) = Ay(t) + f(t), t ∈ (0, b], (4.2.4)

y(0) =p, y′(0) = q, (4.2.5)

where A is the generator of a bounded and strongly continuous cosine family, p, q ∈

X, 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1, αj ≥ 0, j = 1, 2, ..., n, and f is a Hölder continuous

function.

With the aim to construct mild solution representation for the problem (4.2.4)−

(4.2.5) in the term of the family {Sβ,γj(t)}t≥0, we apply the Laplace transform on

the both sides of (4.2.4), we obtain

λ1+β ŷ(λ)−
d1+βe−1∑
i=0

y(i)(0)λβ−i+
n∑
j=1

αj

[
λγj ŷ(λ)−

dγje−1∑
i=0

y(i)(0)λγj−1−i
]

= Aŷ(λ) + f̂(λ).

Using initial data given by (4.2.5), we have

λ1+β ŷ(λ)− λβp− λβ−1q +
n∑
j=1

αjλ
γj ŷ(λ)−

n∑
j=1

αjλ
γj−1p = Aŷ(λ) + f̂(λ).

This is equivalent to(
λ1+β +

n∑
j=1

αjλ
γj − A

)
ŷ(λ) = λβp+ λβ−1q +

n∑
j=1

αjλ
γj−1p+ f̂(λ).

Now, by Theorem 4.2.1 assuming the existence of (β, γj)− resolvent family {Sβ,γj(t)}t≥0,

we have

ŷ(λ) =λβ
(
λ1+β +

n∑
j=1

αjλ
γj − A

)−1

p+ λβ−1

(
λ1+β +

n∑
j=1

αjλ
γj − A

)−1

q

+
n∑
j=1

αjλ
γj−1

(
λ1+β +

n∑
j=1

αjλ
γj − A

)−1

p+

(
λ1+β +

n∑
j=1

αjλ
γj − A

)−1

f̂(λ).
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By inverse Laplace transformation, we obtain

y(t) =Sβ,γj(t)p+ (g1 ∗ Sβ,γj)(t)q +
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)pds (4.2.6)

+

∫ t

0

(gβ ∗ Sβ,γj)(t− s)f(s)ds. (4.2.7)

The above representation, allow us to define the mild solution for the system (4.2.2).

Definition 4.2.2. An H-valued stochastic process {y(t)}t∈[0,b] is said to be mild
solution of (4.2.2) if

(i) y(t) is measurable and Ft adapted, for each t ∈ [0, b],

(ii) y(t) satisfies the following equation

y(t) = Sβ,γj(t)ϕ+ (g1 ∗ Sβ,γj)(t)χ+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)ϕds

+
∫ t

0
Tβ,γj(t− s)F (s, y(s))ds+

∫ t
0
Tβ,γj(t− s)G(s, y(s))dw(s), (4.2.8)

P-a.s. for all t ∈ [0, b], where Tβ,γj(t) = 1
Γ(β)

∫ t
0
(t− s)β−1Sβ,γj(s)ds.

Lemma 4.2.2. [136], For any p ≥ 2 and let h be L2
0-valued predictable process such

that

E

(∫ b
0
‖h(s)‖pL20ds

)
< +∞, then we have

E

(
sup
s∈[0,t]

∥∥∥∥∫ s

0

h(r)dw(r)

∥∥∥∥p) ≤cp sup
s∈[0,t]

E

(∥∥∥∥∫ s

0

h(r)dw(r)

∥∥∥∥p)
≤CpE

(∫ t

0

‖h(r)‖pL20dr
)
, t ∈ [0, b],

where cp =

(
p
p−1

)p
and Cp =

(
p
2
(p− 1)

) p
2
(

p
p−1

) p2

2

.

4.3 Existence and Uniqueness Results

In this section, we establish the existence and uniqueness results of mild solution for

the system (4.2.2). Throughout in this section we denote S0 = supt∈[0,b] ‖Sβ,γj(t)‖.

We consider the following assumptions
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(A1) The functions F : [0, b] × H → H, G : [0, b] × H → L0
2 are measurable and

continuous in y for each t ∈ [0, b] and there exists a function U : [0, b]×[0,∞)→

[0,∞) such that

E(‖F (t, y)‖p) + E(‖G(t, y)‖pL02) ≤ U(t,E(‖y‖)p) (4.3.1)

for all y ∈ Lp(Ω,Fb,H) and all t ∈ [0, b].

(A2) For each fixed x ∈ [0,∞), U(t, x) is locally integrable in t and non-decreasing

continuous in x for each fixed t ∈ [0, b] and for all θ > 0, x0 ≥ 0, the integral

equation x(t) = x0 + θ
∫ t

0
U(s, x(s))ds admits a global solution on [0, b].

(A3) There exist a function V : [0, b]× [0,∞)→ [0,∞) such that

E(‖F (t, x)− F (t, y)‖p) + E(‖G(t, x)−G(t, y)‖pL02) ≤ V (t,E(‖x− y‖)p)

(4.3.2)

for all x, y ∈ Lp(Ω,Fb,H) and all t ∈ [0, b].

(A4) For each fixed x ∈ [0,∞), V (t, x) is locally integrable in t and non-decreasing

continuous in x for each fixed t ∈ [0, b]. Moreover, V (t, 0) = 0 and if a non-

negative continuous function z(t), t ∈ [0, b] satisfies z(t) ≤ σ
∫ t

0
V (s, z(s))ds

for t ∈ [0, b] subject to z(0) = 0 for some σ > 0, then z(t) = 0 for all t ∈ [0, b].

Remark 4.3.1. (i) For all x ≥ 0, define V (t, x) = V x, where V > 0 is a constant,
then (A3) implies global Lipschitz condition.

(ii) If V (t, x) is concave with respect to x > 0 for each fixed t ≥ 0 and

‖F (t, x)− F (t, y)‖p + ‖G(t, x)−G(t, y)‖pL02 ≤ V (t, ‖x− y‖p),

for all x, y ∈ H, and t ≥ 0. Then by Jensen’s inequality (4.3.2) is satisfied.

(iii) Let V (t, x) = ξ(t)ϑ(x), t ∈ [0, b], x ≥ 0, where ϑ : [0,∞)→ [0,∞) is monotone
non-decreasing, continuous and concave function with ϑ(0) = 0, ϑ(x) > 0 for
all x > 0 and

∫
0+

1/ϑ(x)dx = ∞ and ξ(t) ≥ 0 is locally integrable. It can be
observed that ϑ satisfies (4.3.2) [177].
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For ε ∈ (0, 1) sufficiently small, we define [177]

ϑ1(x) =

{
x log(x−1), 0 ≤ x ≤ ε;

ε log(ε−1) + ϑ′1(ε−)(x− ε), x > ε.
(4.3.3)

ϑ2(x) =

{
x log(x−1) log log(x−1), 0 ≤ x ≤ ε;

ε log(ε−1) log log(ε−1) + ϑ′2(ε−)(x− ε), x > ε.
(4.3.4)

where ϑ′1 and ϑ′2 stand for left derivatives of ϑ1 and ϑ2 at the point ε. All the

functions satisfy
∫

0+
1/ϑi(x)dx = ∞, i = 1, 2 and concave and nondecreasing. It

should be noted that the proposed conditions are more general than the Lipschitz

conditions.

Taking into account the aforementioned definitions and lemmas, we give the

following existence and uniqueness results of mild solutions for the system (4.2.2).

Theorem 4.3.2. Assume that the assumptions (A1) − (A4) hold, then the system
(4.2.2) admits a unique mild solution in Bb.

First, we prove the existence part of Theorem 4.3.2 based on the Picard type ap-

proximation technique. Let us construct a sequence of stochastic processes {yn}n∈N∪{0}

defined by

y0(t) = Sβ,γj(t)ϕ+ (g1 ∗ Sβ,γj)(t)χ+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)ϕds

yn+1(t) = Sβ,γj(t)ϕ+ (g1 ∗ Sβ,γj)(t)χ+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)ϕds

+B1(yn)(t) +B2(yn)(t),

(4.3.5)

where

B1(yn)(t) =

∫ t

0

Tβ,γj(t− s)F (s, yn(s))ds, (4.3.6)

and B2(yn)(t) =

∫ t

0

Tβ,γj(t− s)G(s, yn(s))dw(s). (4.3.7)

In order to establish existence results of the Theorem 4.3.2, we require the following

lemma.
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Lemma 4.3.3. Under the assumptions (A1)−(A4), the sequence {yn}n∈N∪{0} is well
defined. Moreover, it is bounded in Bb i.e. supn∈N∪{0} ‖yn‖Bb ≤ C, where C > 0 is
constant.

Proof. From (4.3.5), we have

E‖yn+1(t)‖p

≤5p−1E‖Sβ,γj(t)ϕ‖p

+ 5p−1E‖(g1 ∗ Sβ,γj)(t)χ‖p + 5p−1E

∥∥∥∥ n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)ϕds
∥∥∥∥p

+ 5p−1E‖B1(yn)(t)‖p + 5p−1E‖B2(yn)(t)‖p. (4.3.8)

Using Hölder inequality and monotonicity of U , from (4.3.5), we get

E‖B1(yn)(t)‖p ≤ Sp0
(Γ(1 + β))p

(
p− 1

βp+ p− 1

)p−1

bβp+p−1

∫ t

0

E(‖F (s, yn(s))‖p)ds

≤C1

∫ t

0

U(s,E‖yn(s)‖p)ds

≤C1

∫ t

0

U(s, ‖yn‖pBs)ds,

where C1 =
Sp0

(Γ(1+β))p

(
p−1

βp+p−1

)p−1

bβp+p−1.

Again, using Lemma 4.2.2, Hölder inequality and monotonicity of U , we get

E‖B2(yn)(t)‖p ≤CpE
(∫ t

0

‖Tβ,γj(t− s)‖2‖G(s, yn(s))‖2
L22
ds

) p
2

≤Cp
(

S0

Γ(1 + β)

) p
2
(

p− 2

2βp+ p− 2

) p−2
2

b2βp+p−2

∫ t

0

E(‖G(s, yn(s))‖pL22)ds

≤C2

∫ t

0

U(s,E‖yn(s)‖p)ds

≤C2

∫ t

0

U(s, ‖yn‖pBs)ds,

where C2 = Cp

(
S0

Γ(1+β)

) p
2
(

p−2
2βp+p−2

) p−2
2

b2βp+p−2.
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Now, using the above inequalities in (4.3.8), we acquire

E‖yn+1(t)‖p ≤5p−1Sp0E(‖ϕ‖p) + 5p−1Sp0b
pE(‖χ‖p)

+ 5p−1

( n∑
j=1

S0αjb
1+β−γj

Γ(2 + β − γj)

)p
E(‖ϕ‖p)

+ 5p−1(C1 + C2)

∫ t

0

U(s, ‖yn‖pBs)ds

≤k1 + k2

∫ t

0

U(s, ‖yn‖pBs)ds,

where k1 = 5p−1

[
Sp0E(‖ϕ‖p) + Sp0b

pE(‖χ‖p) +

( n∑
j=1

S0αjb
1+β−γj

Γ(2 + β − γj)

)p
E(‖ϕ‖p)

]
and

k2 = 5p−1(C1 + C2).

Therefore,

‖yn+1‖pBt ≤ k1 + k2

∫ t

0

U(s, ‖yn‖pBs)ds. (4.3.9)

Now, we consider the following integral equation

z(t) = k1 + k2

∫ t

0

U(s, z(s))ds. (4.3.10)

By the assumption (A2), (4.3.10) admits a global solution z(·) on [0, b].
Next, we show by applying induction argument that ‖yn‖pBt ≤ z(t), for all t ∈ [0, b].
For all t ∈ [0, b], we have

‖y0‖pBt ≤3p−1Sp0E(‖ϕ‖p) + 3p−1Sp0b
pE(‖χ‖p) + 3p−1

( n∑
j=1

S0αjb
1+β−γj

Γ(2 + β − γj)

)p
E(‖ϕ‖p)

≤ k1 ≤ z(t).

Now, let us assume that ‖yn(t)‖pBt ≤ z(t) for all t ∈ [0, b]. Then by (4.3.9), (4.3.10)
and non-decreasing property on U in second variable, we obtain

z(t)− ‖yn+1‖pBt ≥ k2

∫ t

0

(U(s, z(s))− U(s, ‖yn‖pBs))ds ≥ 0, ∀t ∈ [0, b]. (4.3.11)

In particular, supn∈N∪{0} ‖yn+1‖Bb ≤ z(b)1/p i.e. {yn}n∈N∪{0} is well defined.

Lemma 4.3.4. Under the assumptions (A1) − (A4), the sequence {yn}n∈N∪{0} is a
Cauchy sequence in Bb.

Proof. Let us define δn(t) = supn≤m ‖ym − yn‖
p
Bt . For all m,n ∈ N ∪ {0}, we obtain

ym(t)− yn(t) ≤
∫ t

0

Tβ,γj(t− s)(F (s, ym(s))− F (s, yn(s)))ds

+

∫ t

0

Tβ,γj(t− s)(G(s, ym(s))−G(s, yn(s)))dw(s).
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Now, recalling the same argument as in Lemma 4.3.3, we obtain

‖ym − yn‖pBt ≤C3

∫ t

0

V (s, ‖ym−1 − yn−1‖pBs)ds (4.3.12)

where C3 = 2p−1

[
Sp0

(Γ(1+β))p

(
p−1

βp+p−1

)p−1

bβp+p−1+Cp

(
S0

Γ(1+β)

) p
2
(

p−2
2βp+p−2

) p−2
2

b2βp+p−2

]
.

This shows that

δn(t) ≤C3

∫ t

0

V (s, δn−1(s))ds. (4.3.13)

It is clear that the functions δn are well defined for all n ≥ 0, categorically monotone
non-decreasing and uniformly bounded due to Lemma 4.3.3. Since {δn(t)}n∈N∪{0}
is a monotonic non-increasing sequence for each t ∈ [0, b], there exists a monotone
non-decreasing function δ such that limn→∞ δn(t)→ δ(t).
Now, by virtue of Lebesgue convergence theorem, we follow from the inequality
(4.3.13) that

δ(t) ≤C3

∫ t

0

V (s, δ(t))ds, as n→∞. (4.3.14)

By the assumption (A4) and Lemma 2.2 in [24] that δ = 0, ∀t ∈ [0, b]. Since
0 ≤ ‖ym − yn‖pBb ≤ δn(b) and limn→∞ δn(b)→ δ(b), therefore as a result {yn}n∈N∪{0}
is a Cauchy sequence in Bb.

Proof of Theorem 4.3.2. Existence: Form Lemma 4.3.4, let us denote y as a

limit of the sequence {yn}n∈N∪{0}. Now, similar as in the proof of Lemma 4.3.4, we

can show that the right side of the sequence {yn}n∈N∪{0} in inequality (4.3.5) tends

to

Sβ,γj(t)ϕ+ (g1 ∗ Sβ,γj)(t)χ+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)ϕds

+

∫ t

0

Tβ,γj(t− s)F (s, y(s))ds+

∫ t

0

Tβ,γj(t− s)G(s, y(s))dw(s), as n→∞.

Uniqueness: Let x, y ∈ Bb be two mild solutions of the system (4.2.2). Now

repeating the proof of Lemma 4.3.4, similar as (4.3.12) we can obtain

‖x− y‖pBt ≤C3

∫ t

0

V (s, ‖x− y‖pBs)ds. (4.3.15)

By using the assumption (A4), similar as in proof of Lemma 4.3.4, we get ‖x−y‖pBb →

0, which shows that x = y. This completes the proof.
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4.4 Example

We provide a concrete example to illustrate the feasibility of the established results.

Let β, γj > 0, j = 1, 2, 3, . . . , n be given such that 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1. Let

H = L2([0, π]). We consider the following system

cD1+βz(t, x) +
n∑
j=1

αj
cDγjz(t, x) =

∂2

∂x2
z(t, x) + F̂ (t, z(t, x))

+ Ĝ(t, z(t, x))
dw(t)

dt
, (4.4.1)

z(t, 0) =z(t, π) = 0, t ∈ [0, 1], (4.4.2)

z(0, x) = z0(x),
∂z(t, x)

∂t
|t=0 = z1(x), 0 ≤ x ≤ π, (4.4.3)

where w(t) denotes one dimensional R-valued Brownian motion and z0(x), z1(x) ∈

L2([0, π]) are F0 measurable and satisfy E‖z0‖2 ≤ ∞,E‖z1‖2 ≤ ∞. Here, we

consider p = 2.

Define a operator A : D(A) ⊂ H→ H by

Az = zxx, z ∈ D(A),

where D(A) := {z ∈ H : z, zx are absolutely continuous, zxx ∈ H, z(0) = z(π) = 0}.

Then the operator A has spectral representation given by

Az =
∞∑
n=1

−n2〈z, zn〉zn, z ∈ D(A),

where zn(x) = (
√

2/π) sinnx, n = 1, 2, . . . , is the orthogonal set of eigenfunctions

corresponding to the eigenvalues λn = −n2 of A. Then A will be a generator of

cosine family such that

C(t)z =
∞∑
n=1

cosnt〈z, zn〉zn,

Thus A generates a strongly continuous cosine family. Then, for β, γj > 0, j =

1, 2, 3, . . . , n such that 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1, by Theorem 4.2.1, we conclude
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that A generates a bounded (β, γj)− resolvent family

Sβ,γj(t)z =

∫ ∞
0

1

t
(1+β)

2

Φ (1+β)
2

(st−
(1+β)

2 )C(s)zds, t ∈ [0, 1],

where

Φ (1+β)
2

(v) =
∞∑
n=0

(−v)n

n!Γ(−(β(n+ 1))− n)
, v ∈ C,

is the Wright functions. Let us denote u(t)(x) = z(t, x) and ϕ = z0(x), χ = z1(x)

for t ∈ [0, 1], x ∈ [0, π]. Then, Au(t) = ∂2

∂x2
z(t, x) and for the functions F,G :

[0, 1]×H→ H, we have

F (t, u(t))(x) = F̂ (t, z(t, x)), G(t, u(t))(x) = Ĝ(t, z(t, x)).

Then the system (4.4.1) − (4.4.3) has a abstract form of the system (4.2.2). Now,

by the Theorem 4.3.2 we may conclude that if the functions F and G satisfy the

assumptions (A1)−(A4), then the system (4.4.1)−(4.4.3) has a unique mild solution.



Chapter 5

Mild Solutions For Multi-Term
Time-Fractional Impulsive
Differential Systems

5.1 Introduction

The phenomena involving the effects of instant forces may be formulated by

instantaneous impulsive differential equations. However, if the forces are employed

for a certain time interval, then the instantaneous impulsive differential equations

fail to describe the phenomena. For example, pharmacotherapy [166], in which the

hemodynamic equilibrium of a person is considered. The initiation of the drugs in

the bloodstream and the resultant absorption for the body are gradual and contin-

uous process. Therefore instantaneous impulses failed to describe such process. To

characterize these type of situations Hernández and O′Regan [102] introduce a new

case of impulsive actions, which triggered abruptly an arbitrary instant and their

action remains for a finite time interval.

On the other hand, the multi-term time-fractional diffusion-wave equations were

The contents of this chapter are published in Nonlinear Dynamics and System Theory
as Singh V., Pandey D. N.: Mild solutions for multi-term time-fractional impulsive differential
systems, vol 18, issue 3, 2018, 307–318.
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recently considered in [53] and [142] with constant and variable coefficients, respec-

tively. Moreover, for multi-term time-fractional systems in [114; 135] the authors

studied analytic and numerical solutions. Recently, Pardo at al. [7] studied the

existence of mild solution to the system (4.1.2) with measure of noncompactness

techniques. In the best of our knowledge multi-term time-fractional diffusion wave

equations are not investigated with impulsive conditions so far.

Motivated by the above discussion, in this chapter, we investigate the existence

and uniqueness results for mild solution to a multi-term time-fractional differential

system involving not-instantaneous impulses and delay.

5.2 Problem Formulation

To facilitate the discussion due to delay term, we use the Banach space PC0 :=

C([−τ, 0],X) formed by the continuous functions from [−τ, 0] to X equipped with

the norm ‖y‖PC0 = supt∈[−τ,0]{‖y(t)‖ : y ∈ PC0}. To work with impulsive forces,

we denote the Banach space PCb = PC([−τ, b],X), b <∞ with the norm ‖y‖PCb =

supt∈[−τ,b]{‖y(t)‖ : y ∈ PCb}, of all functions y : [−τ, b] → X, which are continuous

everywhere except the points tk ∈ (0, b), k = 1, 2, ...,m, at which y(t+k ) and y(t−k ) =

y(tk) exist

In this chapter, we study the existence and uniqueness of mild solution to the

following multi-term time-fractional differential system

cD1+β
sk

y(t) +
n∑
j=1

αj
cDγj

sk
y(t)

= Ay(t) + F

(
t, yt,

∫ t
0
K(t, s)(ys)ds

)
, t ∈ ∪mk=0(sk, tk+1],

y(t) = Gk(t, yt), y′(t) = Hk(t, yt), t ∈ ∪mk=1(tk, sk],

y(t) + g1(y) = φ(t), y′(t) + g2(y) = ϕ(t), t ∈ [−τ, 0],

(5.2.1)

where A : D(A) ⊂ X → X is a closed linear operator and αj ≥ 0 for all j =

1, 2, 3, ..., n. cDη
sk

stands for the Caputo derivative of order η > 0 and operational
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interval J = [0, b] = {0}∪mk=0 (sk, tk+1]∪mk=1 (tk, sk] such that 0 = s0 < t1 ≤ s1 ≤ t2 <

· · · < tm ≤ sm ≤ tm+1 = b are prefix numbers. All γj, j = 1, 2, 3...n, are positive real

numbers such that 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1. Gk and Hk are continuous functions

from ∪mk=1(tk, sk] × PC0 into X for all k = 1, 2, ...,m. F : J × PC0 × PC0 → X

is suitable function. The history function yt : [−τ, 0] → X is the element of PC0

characterized by yt(θ) = y(t + θ), θ ∈ [−τ, 0]; φ, ϕ ∈ PC0 and y′ is usual derivative

of y with respect to t. K is a positive and continuous operator on Ω := {(t, s) ∈ R2 :

0 ≤ s ≤ t < b} and k0 = sup0≤s≤t<b
∫ t

0
K(t, s)ds < ∞. Here by not-instantaneous,

we mean that the impulses start abruptly at tk and their effect will continue on the

intervals [tk, sk] for k = 1, 2, 3, ...,m.

To give appropriate representation of mild solution in terms of certain family

of bounded and linear operators, we define the following family of operators.

Definition 5.2.1. [7] Let A be a closed linear operator on a Banach space X with
the domain D(A) and β > 0, γj, αj, j = 1, 2, 3...n be the real positive numbers. Then
A is called the generator of a (β, γj)− resolvent family if there exists ω > 0 and
a strongly continuous function Sβ,γj : R+ → L(X) such that {λβ+1 +

∑n
j=1 αjλ

γj :
Reλ > ω} ⊂ %(A) and

λβ
(
λβ+1 +

n∑
j=1

αjλ
γj − A

)−1

y =

∫ ∞
0

e−λtSβ,γj(t)ydt, Reλ > ω, y ∈ X. (5.2.2)

The following result guarantee for the existence of (β, γj)− resolvent family under

some suitable conditions.

Theorem 5.2.1. [7] Let 0 < β ≤ γi ≤, · · · ,≤ γ1 ≤ 1 and αj ≥ 0 be given and let A
be a generator of a bounded and strongly continuous cosine family {C(t)}t∈R. Then
A generates a bounded (β, γj)− resolvent family {Sβ,γj(t)}t≥0.

Motivated by (4.2.6), we define a mild solution for the system (5.2.1).

Definition 5.2.2. A function y ∈ PCb is called a mild solution of the system (5.2.1),
if y(t) = φ(t) − g1(y), y′(t) = ϕ(t) − g2(y) for [−τ, 0] and y(t) = Gk(t, yt), y

′(t) =
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Hk(t, yt) for t ∈ ∪mk=1(tk, sk] and satisfies the following integral equations:

y(t) =



Sβ,γj(t)[φ(0)− g1(y)] +
∫ t

0
Sβ,γj(s)[ϕ(0)− g2(y)]ds

+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)[φ(0)− g1(y)]ds

+

∫ t

0

Tβ,γj(t− s)F (s, ys, K(ys))ds, t ∈ [0, t1];

Sβ,γj(t− sk)Gk(sk, ysk) +
∫ t
sk
Sβ,γj(s− sk)Hk(sk, ysk)ds

+
n∑
j=1

αj

∫ t

sk

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s− sk)Gk(sk, ysk)ds

+

∫ t

sk

Tβ,γj(t− s)F (s, ys, K(ys))ds, t ∈ ∪mk=1(sk, tk+1],

(5.2.3)

where Tβ,γj(t) = (gβ ∗ Sβ,γj)(t) and K(ys) =
∫ s

0
K(s, ξ)(yξ)dξ.

5.3 Existence and Uniqueness Results

Throughout the section, we denote S0 = supt∈[0,b] ‖Sβ,γj(t)‖L. In order to establish

the existence and uniqueness result by Banach fixed point theorem for the system

(5.2.1), we consider the following assumptions:

(A1) There exist positive constants µF and µ0
F such that

‖F (t, ψ1, χ1)− F (t, ψ2, χ2)‖ ≤ µF‖ψ1 − ψ2‖PC0 + µ0
F‖χ1 − χ2‖PC0 ,

where ψi, χi ∈ PC0, i = 1, 2.

(A2) There exist positive constants µG, µgi and µH such that

‖Gk(t, ψ)−Gk(t, χ)‖ ≤ µG‖ψ − χ‖PC0 , ‖gi(x)− gi(y)‖ ≤ µgi‖x− y‖,

‖Hk(t, ψ)−Hk(t, χ)‖ ≤ µH‖ψ − χ‖PC0 ,

for all ψ, χ ∈ PC0, x, y ∈ X, i = 1, 2 and k = 1, 2, 3, . . . ,m.

Theorem 5.3.1. Assume that the assumptions (A1) − (A2) are fulfilled, then the
system (5.2.1) has a unique mild solution in J if Θ < 1, where

Θ = max

[
S0d+ T0S0e+

n∑
j=1

αjS0dT
1+β−γj
0

Γ(2 + β − γj)
+
S0T

1+β
0 b(b+ τ)

Γ(2 + β)
[µF + µ0

Fk
0], µG

]
,

where d = max{µg1 , µG}, e = max{µg2 , µH} and T0 = max
0≤k≤m

|tk+1 − sk|.
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Proof. To transform the problem into a fixed point problem, we define the operator
Q : PCb → PCb by Qy(t) = φ(t) for t ∈ [−τ, 0], Qy(t) = Gk(t, yt) for all t ∈
∪mk=1(tk, sk], and

Qy(t) =



Sβ,γj(t)[φ(0)− g1(y)] +
∫ t

0
Sβ,γj(s)[ϕ(0)− g2(y)]ds

+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)[φ(0)− g1(y)]ds

+
∫ t

0
Tβ,γj(t− s)F (s, ys, K(ys))ds, t ∈ [0, t1];

Sβ,γj(t− sk)Gk(sk, ysk)

+
∫ t
sk
Sβ,γj(s− sk)Hk(sk, ysk)ds

+
n∑
j=1

αj

∫ t

sk

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s− sk)Gk(sk, ysk)ds

+
∫ t
sk
Tβ,γj(t− s)F (s, ys, K(ys))ds, t ∈ ∪mk=1(sk, tk+1].

(5.3.1)

Let x, y ∈ PCb. For t ∈ [0, t1], we have

‖Qx(t)−Qy(t)‖

≤‖Sβ,γj(t)‖L‖g1(x)− g1(y)‖+

∫ t

0

‖Sβ,γj(s)‖L‖g2(x)− g2(y)‖ds

+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

‖Sβ,γj(s)‖L‖g1(x)− g1(y)‖ds

+

∫ t

0

‖Tβ,γj(t− s)‖L‖F (s, xs, K(xs))− F (s, ys, K(ys))‖ds

≤
[
S0µg1 + T0S0µg2 +

n∑
j=1

αjS0µg1T
1+β−γj
0

Γ(2 + β − γj)
+
S0T

1+β
0 b(b+ τ)

Γ(2 + β)
[µF + µ0

Fk
0]

]
‖x− y‖PCb ,

Since ∫ b

0

‖ys‖ds ≤
∫ b

0

∫ 0

−τ
‖y(s+ r)‖drds

=

∫ b

0

∫ s

s−τ
‖y(v)‖dvds, where s+ r = v

≤
∫ b

0

∫ b

−τ
‖y(v)‖dvds

≤b(b+ τ) sup
v∈[−τ,b]

‖y(v)‖

≤b(b+ τ)‖y‖PCb

For t ∈ ∪mk=1(tk, sk], we get

‖Qx(t)−Qy(t)‖ ≤ ‖Gk(t, xt)−Gk(t, yt)‖ ≤ µG‖x− y‖PCb , k = 1, 2, 3, . . . ,m.



78

Similarly, for t ∈ ∪mk=1(sk, tk+1] we get

‖Qx(t)−Qy(t)‖
≤‖Sβ,γj(t− sk)‖L‖Gk(sk, xsk)−Gk(sk, ysk)‖

+

∫ t

sk

‖Sβ,γj(s− sk)‖L‖Hk(sk, xsk)−Hk(sk, ysk)‖ds

+
n∑
j=1

αj

∫ t

sk

(t− s)β−γj
Γ(1 + β − γj)

‖Sβ,γj(s− sk)‖L‖Gk(sk, xsk)−Gk(sk, ysk)‖ds

+

∫ t

sk

‖Tβ,γj(t− s)‖L‖F (s, xs, K(xs)(s))− F (s, ys, K(ys))‖ds

≤
[
S0µG + T0S0µH +

n∑
j=1

αjS0µGT
1+β−γj
0

Γ(2 + β − γj)
+
S0T

1+β
0 b(b+ τ)

Γ(2 + β)
[µF + µ0

Fk
0]

]
‖x− y‖PCb .

Gathering the above results, we have ‖Qx − Qy‖PCb ≤ Θ‖x − y‖PCb . Since Θ <
1, so by the Banach contraction principle the system (5.2.1) has a unique mild
solution.

In order to establish the existence results by the virtue of condensing map, we

consider the following assumptions:

(A3) The functions Gk, Hk, g1 and g2 are continuous functions and F is compact

and continuous, and there exist positive constants νF , ν0
F , νG, νH , νg1 , νg2 such

that

‖F (t, ψ, χ)‖ ≤ νF‖ψ‖PC0 + ν0
F‖χ‖PC0 , ‖gi(x)‖ ≤ νgi‖x‖,

‖Gk(t, ψ)‖ ≤ νG‖ψ‖PC0 , ‖Hk(t, ψ)‖ ≤ νH‖ψ‖PC0 ,

for all x ∈ X, ψ, χ ∈ PC0.

Theorem 5.3.2. Assume that the assumptions (A2) − (A3) are fulfilled, then the
system (5.2.1) has a mild solution in J if ∆ < 1, where

∆ = max

[
S0d+ T0S0e+

n∑
j=1

αjS0dT
1+β−γj
0

Γ(2 + β − γj)
, µG

]
,

where d = max{µg1 , µG}, e = max{µg2 , µH}.
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Proof. Consider the operator Q : PCb → PCb defined in Theorem 5.3.1. We show
that Q has a fixed point. It is easy to see that Qy(t) ∈ PCb. Let Br0 := {y ∈ PCb :
‖y‖PCb ≤ r0}, where

r0 ≥ max

[
S0Y1 + T0S0Z1 +

n∑
j=1

αjS0Y1T
1+β−γj
0

Γ(2 + β − γj)
, νGr0, S0νGr0 + T0S0νHr0

+
n∑
j=1

αjS0νGr0T
1+β−γj
0

Γ(2 + β − γj)

]
+
S0T

1+β
0 b(b+ τ)

Γ(2 + β)
[νF + ν0

Fk
0]r0, (5.3.2)

where Y1 = ‖φ(0)‖ + νg1r0, Z1 = ‖ϕ(0)‖ + νg2r0. It is clear that Br0 is a closed,
bounded and convex subset of PCb. Let y ∈ Br0 , then for t ∈ [0, t1], we have

‖Qy(t)‖ ≤‖Sβ,γj(t)‖L(‖φ(0)‖+ ‖g1(y)‖) +

∫ t

0

‖Sβ,γj(s)‖L(‖ϕ(0)‖+ ‖g2(y)‖)ds

+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

‖Sβ,γj(s)‖L(‖φ(0)‖+ ‖g(y)‖)ds

+

∫ t

0

‖Tβ,γj(t− s)‖L‖F (s, ys, K(ys))‖ds

≤S0Y1 + T0S0Z1 +
n∑
j=1

αjS0Y1T
1+β−γj
0

Γ(2 + β − γj)
+
S0T

1+β
0 b(b+ τ)

Γ(2 + β)
[νF + ν0

Fk
0]r0.

For t ∈ ∪mk=1(tk, sk], we get

‖Qy(t)‖ ≤ ‖Gk(t, yt)‖ ≤ νGr0, k = 1, 2, 3, . . . ,m.

Similarly, for t ∈ ∪mk=1(sk, tk+1], we get

‖Qy(t)‖ ≤‖Sβ,γj(t− sk)‖L‖Gk(sk, ysk)‖+

∫ t

sk

‖Sβ,γj(s− sk)‖L‖Hk(sk, ysk)‖ds

+
n∑
j=1

αj

∫ t

sk

(t− s)β−γj
Γ(1 + β − γj)

‖Sβ,γj(s− sk)‖L‖Gk(sk, ysk)‖ds

+

∫ t

sk

‖Tβ,γj(t− s)‖L‖F (s, ys, K(ys))‖ds

≤S0νGr0 + T0S0νHr0 +
n∑
j=1

αjS0νGr0T
1+β−γj
0

Γ(2 + β − γj)
+
S0T

1+β
0 b(b+ τ)

Γ(2 + β)
[νF + ν0

Fk
0]r0.

We conclude by (5.3.2) that ‖Qy‖PCb ≤ r0. Thus we conclude that Q(Br0) ⊆ Br0 .
Next, we show that Q is a condensing operator. Let us decompose Q by Q = Q1+Q2,
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where Q1y(t) = Gk(t, yt) for all t ∈ ∪mk=1(tk, sk] and

Q1y(t) =



Sβ,γj(t)[φ(0)− g1(y)] +
∫ t

0
Sβ,γj(s)[ϕ(0)− g2(y)]ds

+
n∑
j=1

αj

∫ t

0

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s)[φ(0)− g1(y)]ds t ∈ [0, t1];

Sβ,γj(t− sk)Gk(sk, ysk) +
∫ t
sk
Sβ,γj(s− sk)Hk(sk, ysk)ds

+
n∑
j=1

αj

∫ t

sk

(t− s)β−γj
Γ(1 + β − γj)

Sβ,γj(s− sk)Gk(sk, ysk)ds, t ∈ ∪mk=1(sk, tk+1]

(5.3.3)

and

Q2y(t) =

{ ∫ t
0
Tβ,γj(t− s)F (s, ys, K(ys))ds, t ∈ [0, t1];∫ t

sk
Tβ,γj(t− s)F (s, ys, K(ys))ds, t ∈ ∪mk=1(sk, tk+1].

(5.3.4)

First, we show that Q1 is continuous, so consider a sequence in Br0 such that yn →
y ∈ Br0 , then for t ∈ [0, t1], we get

‖Q1y
n(t)−Q1y(t)‖ ≤S0‖g1(yn)− g1(y)‖+ S0T0‖g2(yn)− g2(y)‖

+
n∑
j=1

αjS0T
1+β−γj
0

Γ(2 + β − γj)
‖g1(yn)− g1(y)‖.

For t ∈ ∪mk=1(sk, tk+1], we obtain

‖Q1y
n(t)−Q1y(t)‖ ≤S0‖Gk(sk, y

n
sk

)−Gk(sk, ysk)‖
+ S0T0‖Hk(sk, y

n
sk

)−Hk(sk, ysk)‖X

+
n∑
j=1

αjS0T
1+β−γj
0

Γ(2 + β − γj)
‖Gk(sk, y

n
sk

)−Gk(sk, ysk)‖.

By continuity of Gk, Hk, g1 and g2, we have ‖Q1y
n−Q1y‖PCb → 0 as n→∞. Hence

Q1 is continuous. Let x, y ∈ PCb. As we have done in Theorem 5.3.1 for t ∈ [0, t1],
we have

‖Q1x(t)−Q1y(t)‖ ≤
[
S0µg1 + T0S0µg2 +

n∑
j=1

αjS0µg1T
1+β−γj
0

Γ(2 + β − γj)

]
‖x− y‖PCb .

For t ∈ ∪mk=1(tk, sk], we get

‖Q1x(t)−Q1y(t)‖ ≤ ‖Gk(t, xt)−Gk(t, yt)‖ ≤ µG‖x− y‖PCb , k = 1, 2, 3, . . . ,m,

and for t ∈ ∪mk=1(sk, tk+1], obtain

‖Q1x(t)−Q1y(t)‖ ≤
[
S0µG + T0S0µH +

n∑
j=1

αjS0µGT
1+β−γj
0

Γ(2 + β − γj)

]
‖x− y‖PCb .
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Gathering the above results, we have ‖Q1x−Q1y‖PCb ≤ ∆‖x− y‖PCb , which shows
that Q1 is a contraction mapping.

Next, we show that Q2 is completely continuous. First, we verify that Q2 is
continuous, so we consider a sequence in Br0 such that yn → y ∈ Br0 as n → ∞,
then for t ∈ [0, t1], we get

‖Q2y
n(t)−Q2y(t)‖

≤
∫ t

0

‖Tβ,γj(t− s)‖L‖F (s, yns , K(yns ))− F (s, ys, K(ys))‖ds,

for t ∈ ∪mk=1(sk, tk+1], we obtain

‖Q2y
n(t)−Q2y(t)‖

≤
∫ t

sk

‖Tβ,γj(t− s)‖L‖F (s, yns , K(yns ))− F (s, ys, K(ys))‖ds.

Using continuity of F , we get ‖Q2y
n − Q2y‖PCb → 0 as n → ∞. Hence Q2 is

continuous.
Further, we show that Q2 is a family of equi-continuous functions. Let l2, l1 ∈ [0, t1]
such that 0 ≤ l1 < l2 ≤ t1, we have

‖Q2y(l2)−Q2y(l1)‖

≤
∫ l1

0

‖Tβ,γj(l2 − s)− Tβ,γj(l1 − s)‖L‖F (s, ys, K(ys))‖ds

+

∫ l2

l1

‖Tβ,γj(l2 − s)‖L‖F (s, ys, K(ys))‖ds

≤S0

[ ∫ l1

0

(
(l2 − s)β

Γ(1 + β)
− (l1 − s)β

Γ(1 + β)

)
ds+

(l2 − l1)1+β

Γ(2 + β)

]
[νF + ν0

Fk
0]r0

≤ S0

Γ(2 + β)

[∣∣∣∣(l1+β
2 − l1+β

1 )− (l2 − l1)1+β

∣∣∣∣+
(l2 − l1)1+β

Γ(2 + β)

]
[νF + ν0

Fk
0]r0.

For l2, l1 ∈ ∪mk=1(sk, tk+1] such that sk ≤ l1 < l2 ≤ tk+1, we have

‖Q2y(l2)−Q2y(l1)‖

≤
∫ l1

sk

‖Tβ,γj(l2 − s)− Tβ,γj(l1 − s)‖L‖F (s, ys, K(ys))‖ds

+

∫ l2

l1

‖Tβ,γj(l2 − s)‖L‖F (s, ys, K(ys))‖ds

≤S0

[ ∫ l1

sk

(
(l2 − s)β

Γ(1 + β)
− (l1 − s)β

Γ(1 + β)

)
ds+

(l2 − l1)1+β

Γ(2 + β)

]
[νF + ν0

Fk
0]r0

≤ S0

Γ(2 + β)

[∣∣∣∣((l2 − sk)1+β − (l1 − sk)1+β)− (l2 − l1)1+β

∣∣∣∣+
(l2 − l1)1+β

Γ(2 + β)

]
[νF + ν0

Fk
0]r0,
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from aforemention inequalities we conclude that ‖Q2y(l2) − Q2y(l1)‖PCb → 0 as
l2 → l1 for t ∈ [0, b]. This shows that Q2 is a family of equi-continuous functions.

Finally, we will show that Y = {Q2y(t) : y ∈ Br0} is precompact in Br0 . Let
t > 0 be fixed and let yn ∈ Br0 , {yn} be a bounded sequence in PCb. Then Y =
{Q2y

n(t) : yn ∈ Br0} is bounded sequence in Br0 . Hence, for any t∗ ∈ ∪mk=0(sk, tk+1],
the sequence {yn(t∗)} is bounded in Br0 . Since F is compact, it has a convergent
subsequence such that

F (t∗, ynt∗ , K(ynt∗))→ F (t∗, yt∗ , K(yt∗)),

or

‖F (t∗, ynt∗ , K(ynt∗))− F (t∗, yt∗ , K(yt∗))‖ → 0 as n→∞.
Using the bounded convergence theorem, we can conclude that

(Q2y
n)(t)→ (Q2y)(t), in Br0 .

This proves that Q2 is a compact operator. Therefore Q1 is a continuous and
contraction operator and Q2 is a completely continuous operator, hence Q = Q1+Q2

is a condensing map on Br0 . Finally, by Theorem 2.6.4, we infer that there exists a
mild solution of the system (5.2.1) in Br0 .

5.4 Example

In this section, we provide an example to illustrate the feasibility of the established

results. Set X = L2(Rn), then PC0 := C([−τ, 0], L2(Rn)). Let β, γj > 0 for j =

1, 2, 3, . . . , n be given, satisfying 0 < β ≤ γn ≤ · · · ≤ γ1 ≤ 1 and τ ∈ R such that

τ > 0 . We consider the following system

∂1+β
t u(t, x) +

n∑
j=1

αj∂
γj
t u(t, x) =∆u(t, x) +

ut(θ, x)

50

+

∫ t

−τ
cos(t− ξ)ut(θ, x)

25
dξ, (5.4.1)

for all (t, x) ∈ ∪mk=0(sk, tk+1]× [0, 1],

Gk(t, ut(θ, x)) =

∫ t

−τ

sin(t− ξ)
(k + 1)

ut(θ, x)

25
dξ,

Hk(t, ut(θ, x)) =

∫ t

−τ

cos(t− ξ)
(k + 1)

ut(θ, x)

25
dξ, t ∈ ∪mk=1(tk, sk],

(5.4.2)

u(θ, x) +

q∑
r=1

ary(tr) = φ(θ, x), u′(θ, x)+

q∑
r=1

bry(tr) = ϕ(θ, x), (5.4.3)
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where ar, br ∈ R, θ ∈ [−τ, 0]. The points 0 = t0 = s0 < t1 ≤ s1 ≤ t2 < · · · < tm ≤

sm ≤ tm+1 = 1 are prefix numbers, ∂1+β
t denotes the Caputo derivative of order

(1 + β) and ∆ is the Laplacian with a maximal domain {v ∈ X : v ∈ H2(Rn)}.

The history function ut(θ, x) : [−τ, 0] → X is the element of PC0 characterized by

ut(θ, x) = u(t + θ, x), θ ∈ [−τ, 0]. Setting y(t)(x) = u(t, x), g1(x) =

p∑
r=1

arx(tr),

g2(x) =

p∑
r=1

brx(tr), φ(θ)(x) = φ(θ, x), (θ, x) ∈ [−τ, 0] × [0, 1]. Now, we have

F (t, ψ,K(ψ)) = ψ
50

+
∫ t
−τ cos(t − ξ) ψ

52
dξ, Gk(t, ψ) =

∫ t
−τ

sin(t−ξ)
(k+1)

ψ
25
dξ, Hk(t, ψ) =∫ t

−τ
cos(t−ξ)

(k+1)
ψ
25
dξ. Now, we observe that the system (5.4.1) − (5.4.3) has a the ab-

stract form of the system (5.2.1). Moreover, for t ∈ [0, 1], ψi, χi ∈ PC0, i = 1, 2 and

x, y ∈ X, we have

‖F (t, ψ1, K(χ1))− F (t, ψ2, K(χ2))‖ ≤ 1

50
‖ψ1 − ψ2‖+

1

25
‖χ1 − χ2‖,

‖Gk(t, χ1)−Gk(t, χ2)‖ ≤ 2

25
‖χ1 − χ2‖; ‖Hk(t, χ1)−Hk(t, χ2)‖ ≤ 1

25
‖χ1 − χ2‖,

‖g1(x)− g1(y)‖ ≤ qa‖x− y‖; ‖g2(x)− g2(y)‖ ≤ qb‖x− y‖,

where a = max
1≤r≤q

|ar| and b = max
1≤r≤q

|br|. Thus the assumptions (A1) and (A2) are

satisfied. “On the other hand, it follows from the theory of cosine families that ∆

generates a bounded cosine function {C(t)}t≥0 on L2(Rn). Moreover, by Theorem

5.2.1 the operator ∆ in equation (5.4.1) generates a bounded {Sβ,γj(t)}t≥0-resolvent

family”. Let S0 = supt∈[0,1] ‖Sβ,γj(t)‖L. Now, by Theorem 5.3.1 if

max

[
S0d+ S0e+

n∑
j=1

αjS0d

Γ(2 + β − γj)
+

3S0

50Γ(2 + β)
,

1

25

]
< 1,

where d = max{qa, 2
25
}, e = max{qb, 2

25
}, then the system (5.4.1)− (5.4.3) admits a

unique mild solution.
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Chapter 6

Exact Controllability of Fractional
Impulsive Quasilinear Differential
Systems with State Dependent
Delay

6.1 Introduction

Balachandran et al. [19] studied the exact controllability results for the fol-

lowing first order quasilinear integrodifferential evolution system with the Lipschitz

continuity of nonlinear functions
dy(t)
dt

+ A(t, y(t))y(t) = Bu(t) + f

(
t, y(t),

∫ t
0
g(t, s, y(s)ds

)
, t ∈ (0, b];

y(0) = y0,

(6.1.1)

where the domain D(A) dense in X, B is a bounded linear operator and u(·) is a

control function. The nonlinear functions f and g are given and Lipschitz continu-

ous.

Debbouche and Baleanu [59] investigated the exact controllability results for the

The contents of this chapter are published in International Journal of Dynamics and
Control as Singh V., Pandey D. N.: Controllability of fractional impulsive quasilinear differential
systems with state dependent delay, DOI 10.1007/s40435-018-0425-z.
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following fractional order quasilinear impulsive evolution system with the Lipschitz

continuity of nonlinear functions

cDαy(t) + A(t, y(t))y(t) = Bu(t)

+f

(
t, g(t, y(β(t))),

∫ t
0
g(t, s, y(γ(s))ds

)
,

∆y|t=tk = y(t+k )− y(t−k ) = Ik(y(tk)), k = 1, 2, 3, . . . ,m,

y(t) + h(y) = y0,

(6.1.2)

where t ∈ [0, b], −A(t, ·) : D(A) ⊆ X → X is a closed linear operator such that the

domain D(A) is dense in X and independent of t. The given nonlinear functions

f, g, β, γ and Ik, k = 1, 2, 3, ..,m are Lipschitz continuous.

Motivated by [19; 59; 99], in this chapter, we study the controllability results

for the following abstract fractional impulsive quasilinear differential system with

state-dependent delay

cDα
0+y(t) + A(t, y(t))y(t) = Bu(t) +

∫ t

0

H(t, s, yρ(s,ys))ds

+F

(
t, yρ(t,yt),

∫ t

0

K(t, s)yρ(t,yt)ds

)
, t ∈ (0, b], t 6= tk,

∆y|t=tk = y(t+k )− y(t−k ) = Gk(y(tk)), k = 1, 2, 3, . . . ,m,

y(t) = ϕ(t), t ∈ (−∞, 0], ϕ ∈ Bh,

(6.1.3)

where 0 = t0 < t1 < t2 < . . . < tk < tm < tm+1 = b are prefixed points. “The state

y(·) takes values in X and the control function u(·) belongs to the space L2([0, b],U),

a Banach space of admissible control functions with U as a Banach space, and

B : U → X is a bounded linear operator. We assume that −A(t, ·) : D(A) ⊂

X → X is a densely defined, closed linear operator such that the domain D(A) is

independent of t and −A(t, ·) generates an evolution family in the Banach space

X”. The history function yt : (−∞, 0] → X characterized by yt(θ) = y(t + θ), θ ∈

(−∞, 0] is an element of a phase space Bh defined axiomatically. The functions

F : [0, b] × Bh × Bh → X, H : Ω × Bh → X, and ρ : [0, b] × Bh → (−∞, b] are

appropriate functions satisfying some assumptions. The operator K ∈ C(Ω,R+) is a

positive and continuous operator from Ω := {(t, s) ∈ R2 : 0 ≤ s ≤ t < b} to R+ such
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that k0 = supt,s∈[0,b]

∫ t
0
K(t, s)ds < ∞ and cDα

0+ stands for the Caputo fractional

derivative of order α ∈ (0, 1).

6.2 Preliminaries

In case of infinite delay, we need to use the theoretical phase space Bh in a

beneficial way i.e. fulfilling the elementary axioms given in [98]. In this chapter,

we use the phase spaces Bh,B′h which are same as defined in [52]. So, we omit the

details here.

If y : (−∞, b] → X, b > 0, such that y0 ∈ Bh and y|[0,b] ∈ PC([0, b],X) and the

following conditions hold:

(i) yt is in Bh.

(ii) ‖y(t)‖ ≤ N‖yt‖Bh , where N is a constant.

(iii) ‖yt‖Bh ≤ ξ1(t) sup{‖y(s)‖ : 0 ≤ s ≤ t} + ξ2(t)‖y0‖Bh , where ξ1 : [0,∞) →

[0,∞) is continuous, ξ2 : [0,∞) → [0,∞) is locally bounded, and ξ1, ξ2 are

independent of y.

(iv) The function t → ϕt is well defined and continuous from the set R(ρ−) :=

{ρ(s, ψ) : (s, ψ) ∈ [0, b]× Bh, ρ(s, ψ) ≤ 0} into Bh and there exists a bounded

and continuous function hϕ : R(ρ−)→ (0,∞) such that ‖yt‖Bh ≤ hϕ(t)‖y‖Bh .

Lemma 6.2.1. [104] Let y : (−∞, b] → X be a function such that y0 = ϕ, y|[0,b] ∈
PC([0, b],X) and if (iv) satisfies, then

‖ys‖Bh ≤ (ξ0
2 + h0

ϕ)‖ϕ‖Bh + ξ0
1 sup{‖y(θ)‖ : θ ∈ [0,max{0, s}]}, s ∈ R(ρ−) ∪ [0, b],

where h0
ϕ = supt∈R(ρ−) hϕ(t), ξ0

1 = sups∈[0,b] ξ1(s) and ξ0
2 = sups∈[0,b] ξ2(s).

To give appropriate representation of mild solution in terms of certain family of

bounded and linear operators, we define the following families of operators.

Definition 6.2.1. A two parameter family of bounded linear operators R(t, s), 0 ≤
s ≤ t ≤ b is said to be an evolution family if the following conditions hold:
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(i) R(t, t) = I, R(t, r)R(r, s) = R(t, s), for 0 ≤ s ≤ r ≤ t ≤ b,

(ii) (t, s)→ R(t, s) is strongly continuous for 0 ≤ s ≤ t ≤ b.

For more details on evolution family and quasilinear system of evolution see

Chapter 5 and Section 6.4 in [163], respectively.

Definition 6.2.2. [59] Let A(t, y) be a closed linear operator on a Banach space X
with domain D(A) and α > 0. Then A(t, y) is called the generator of an (α, y)−
resolvent family if there exists ω ≥ 0 and a strongly continuous function S(α,y) :
R+ × R+ → L(X) such that {λα : Reλ > ω} ⊂ %(A), for 0 ≤ s ≤ t <∞, and

(λα − A(t, y))−1x =

∫ ∞
0

e−λ(t−s)S(α,y)(t, s)xdt, Reλ > ω, x, y ∈ X. (6.2.1)

Motivated by [19; 58; 59; 196], we have the following definition of mild solution

for the system (6.1.3).

Definition 6.2.3. Let A(t, y) be a generator of a bounded (α, y)− resolvent family
{S(α,y)(t, s)}t≥0. Then a function y : (−∞, b] → X is called a mild solution of the
system (6.1.3) if ∆y|t=tk = Gk(y(tk)) and satisfies the integral equation

y(t) =



ϕ(t), t ∈ (−∞, 0];

S(α,y)(t, 0)ϕ(0) +
∑

0<tk<t

S(α,y)(t, tk)Gk(y(tk))

+

∫ t

0

S(α,y)(t, s)

∫ s

0

H(s, τ, yρ(τ,yτ ))dτds+

∫ t

0

S(α,y)(t, s)

×
[
Bu(s) + F

(
s, yρ(s,ys),

∫ s
0
K(s, τ)yρ(τ,yτ )dτ

)]
ds t ∈ [0, b].

(6.2.2)

Lemma 6.2.2. [117] Let (Θg)(t) :=
∫ t

0
S(α,y)(t, s)g(s)ds and the sequence {gn}∞n=1 ⊂

L1([0, b],X) be semicompact. Then the following conditions hold:

(i) The set {Θgn}∞n=1 is relatively compact in C([0, b],X).

(ii) Allow gn ⇀ g0, then (Θgn)(t)→ (Θg0)(t), as n→∞, for all t ∈ [0, b].

Definition 6.2.4. [117] A countable set of functions {gn}∞n=1 ⊂ L1([0, b],X) is called
semicompact if there exists a function γ ∈ L1([0, b],R+) satisfying sup

n≥1
‖gn(t)‖ ≤

γ(t), for a.e. t ∈ [0, b], and the sequence {gn(t)}∞n=1 is relatively compact in X for
a.e. t ∈ [0, b].

Definition 6.2.5. The system (6.1.3) is said to be exact controllable on the time
interval [0, b] if for any arbitrary final state yb ∈ X, there exists a control function
u ∈ L2([0, b],U) in a way that the mild solution y(t) of system (6.1.3) corresponding
to the control u satisfies y(0) = y0, and y(b) = yb.
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6.3 Exact Controllability Results

Let us denote S0 = sup0≤s≤t≤b{‖S(α,y)(t, s)‖L : y belongs to a bounded subset of X}.

In order to obtain the controllability results for the system (6.1.3), we consider the

following assumptions:

(A1) The function F : [0, b]× Bh × Bh → X satisfies:

(i) F (t, ·, ·) is continuous for t ∈ [0, b] a.e., and F (·, ϕ, ψ) is strongly measur-

able for ϕ, ψ ∈ Bh.

(ii) There exists a function mF ∈ L1([0, b],R+), and a nondecreasing contin-

uous function LF : R+ → R+ such that

‖F (t, φ, ψ)‖ ≤ mF (t)LF (‖φ‖Bh + ‖ψ‖Bh),

and limr→∞
LF (cr)
r

= Λ <∞, for c > 0 and (t, φ, ψ) ∈ [0, b]× Bh × Bh.

(iii) There exists a function JF ∈ L1([0, b],R+) for any bounded subsets

B1,B2 ∈ Bh such that

µ(F (t,B1,B2)) ≤ JF (t)[ sup
−∞<θ≤0

µ(B1(θ)) + sup
−∞<θ≤0

µ(B2(θ))].

(A2) The function H : Ω× Bh → X satisfies:

(i) H(t, s, ·) is continuous for (t, s) ∈ Ω a.e., and H(·, ·, ψ) is strongly measur-

able for ψ ∈ Bh.

(ii) There exists a function mH ∈ L1(Ω,R+) and a nondecreasing continuous

function LH : R+ → R+ such that

‖H(t, s, ψ)‖ ≤ mH(t, s)LH(‖ψ‖Bh), (t, s, ψ) ∈ Ω× Bh,

and limr→∞
LH(cr)

r
= γ <∞, for c > 0 and σ = sup

t,s∈[0,b]

∫ t

0

∫ s

0

mH(s, τ)dτds.
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(iii) There exists a function JH ∈ L1(Ω,R+) for every bounded subsets B3 ∈

Bh such that

µ(H(t, s,B3)) ≤ JH(t, s)[ sup
−∞<θ≤0

µ(B3(θ))].

For convenience let ς = supt,s∈[0,b]

∫ t
0

∫ s
0
JH(s, τ)dτds.

(A3) The functions Gk : X→ X, for k = 1, 2, 3, . . . ,m, are continuous and satisfies:

(i) There exist non decreasing functions LGk : R+ → R+ such that

‖Gk(z)‖ ≤ LGk(‖z‖), z ∈ X and lim
r→∞

LGk(cr)

r
= λk <∞,

for c > 0 and k = 1, 2, . . . ,m and.

(ii) For every bounded subset B4 ⊂ X, there exists constants JGk > 0 such

that

µ(Gk(B4)) ≤ JGkµ(B4), for all k = 1, 2, . . . ,m.

(A4) The bounded linear operator W : L2([0, b],U) → X characterized by Wu =∫ T
0
S(α,y)(T, s)Bu(s)ds ( for construction of W and W−1, see [171] ) satisfies:

(i) W has an induced inverse operatorW−1 that takes values in L2([0, b],U)/KerW ,

and there exist constants b0, w0 > 0 such that ‖B‖ ≤ b0 and ‖W−1‖ ≤ w0.

(ii) There exists a function JW ∈ L1([0, b],R+) such that, for every bounded

subset B5 ∈ X we have

µ(W−1(B5)(t)) ≤ JW (t)µ(B5).

Theorem 6.3.1. Assume that the (α, y)−resolvent family S(α,y)(t, s) generated by
A(t, ·) is equicontinuous and the assumptions (A1) − (A4) are satisfied, then the
system (6.1.3) is controllable on [0, b] if max(∆1,∆2) < 1, where

∆1 =

(
S0 + S2

0b
0b

1
2w0

)[ m∑
k=1

λk + γσ + ‖mF‖L1Λ

]
, (6.3.1)

∆2 =

(
S0 + 2S2

0b
0‖JW‖L1

)[ m∑
k=1

JGk + 4ς + 2‖JF‖L1(1 + k0)

]
. (6.3.2)
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Proof. Using the assumption (A2)(i), we define the control uy(·) for a arbitrary
function y ∈ PC([0, b],X) by

uy(t) =W−1

[
yb − S(α,y)(b, 0)ϕ(0)−

∫ b

0

S(α,y)(b, s)

∫ s

0

H(s, τ, yρ(τ,yτ ))dτds

−
∫ b

0

S(α,y)(b, s)F

(
s, yρ(s,ys),

∫ s

0

K(s, τ)yρ(τ,yτ )dτ

)
ds

−
m∑
k=1

S(α,y)(b, tk)Gk(y(tk))

]
(t).

By applying the above control, we show that the operator Φ : B′h → B′h defined by
Φy(t) = ϕ(t), t ∈ (−∞, 0] and

Φy(t) =S(α,y)(t, 0)ϕ(0) +
∑

0<tk<t

S(α,y)(t, tk)Gk(y(tk))

+

∫ t

0

S(α,y)(t, s)

∫ s

0

H(s, τ, yρ(τ,yτ ))dτds

+

∫ t

0

S(α,y)(t, s)

[
Buy(s) + F

(
s, yρ(s,ys),

∫ s

0

K(s, τ)yρ(τ,yτ )dτ

)]
ds,

has a fixed point. Moreover, we obtain Φy(b) = yb, which implies that the control
uy(t) steers the system (6.1.3) from the initial state y0 to the arbitrary final state
yb in the time interval [0, b], provided that the nonlinear operator Φ admits a fixed
point.
Let us define a function x(·) : (−∞, b]→ X by

x(t) =

{
ϕ(t), t ∈ (−∞, 0];
S(α,y)(t, 0)ϕ(0), t ∈ [0, b],

then x0 = ϕ. For a function z ∈ PC([0, b],X) such that z(0) = 0, we define the
function z by

z(t) =

{
0, t ∈ (−∞, 0];
z(t), t ∈ [0, b].

If y(·) fulfills (6.2.2), we are able to split y(·) as y(t) = x(t) + z(t), t ∈ [0, b] which
suggests that yt = xt + zt, and z(.) satisfies

z(t) =
∑

0<tk<t

S(α,y)(t, tk)Gk(z(tk) + x(tk))

+

∫ t

0

S(α,y)(t, s)

∫ s

0

H(s, τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds+

∫ t

0

S(α,y)(t, s)

[
Buz+x(s)

+F

(
s, zρ(s,zs+xs) + xρ(s,zs+xs),

∫ s

0

K(s, τ)(zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτ

)]
ds,
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where

uz+x(t) =W−1

[
yb − S(α,y)(b, 0)ϕ(0)−

m∑
k=1

S(α,y)(b, tk)Gk(z(tk) + x(tk))

−
∫ b

0

S(α,y)(b, s)

∫ s

0

H(s, τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds

−
∫ b

0

S(α,y)(b, s)F

(
s, zρ(s,zs+xs) + xρ(s,zs+xs),

∫ s

0

K(s, τ)(zρ(τ,zτ+xτ )

+ xρ(τ,zτ+xτ ))dτ

)
ds

]
(t).

Let B′′h := {z ∈ B′h : z0 = 0}. Let ‖ · ‖B′′h be the seminorm in B′′h characterized by

‖z‖B′′h := sup
t∈[0,b]

‖z(t)‖+ ‖z0‖B′h = sup
t∈[0,b]

‖z(t)‖, z ∈ B′′h,

as a results (B′′h, ‖ · ‖B′′h) is a Banach space. For r0 > 0, we define Dr0 = {z ∈ B′′h :
‖z‖B′′h ≤ r0}.
From the above assumptions and Lemma 6.2.1 we have the following estimates

‖zρ(s,zs+xs)+xρ(s,zs+xs)‖Bh
≤‖zρ(s,zs+xs)‖Bh + ‖xρ(s,zs+xs)‖Bh
≤ξ0

1 sup
0≤τ≤s

‖z(τ)‖+ (ξ0
2 + h0

ϕ)‖z0‖Bh + ξ0
1 sup

0≤τ≤s
|x(τ)|+ (ξ0

2 + h0
ϕ)‖x0‖Bh

≤ξ0
1 sup

0≤τ≤s
‖z(τ)‖+ ξ0

1 sup
t∈[0,b]

‖S(α,y)(t, s)ϕ(0)‖L + (ξ0
2 + h0

ϕ)‖ϕ‖Bh

≤ξ0
1 sup

0≤τ≤s
‖z(τ)‖+ (ξ0

1S0N + ξ0
2 + h0

ϕ)‖ϕ‖Bh .

Here ‖z‖ ≤ r0, then

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖Bh ≤ ξ0
1r0 + C0,

where C0 = (ξ0
1S0N + ξ0

2 + h0
ϕ)‖ϕ‖Bh .

Similarly, ‖zt + xt‖Bh ≤‖zt‖Bh + ‖xt‖Bh
≤ξ0

1 sup
0≤τ≤t

‖z(τ)‖+ ξ0
2‖z0‖Bh + ξ0

1 sup
0≤τ≤t

|x(τ)|+ ξ0
2‖x0‖Bh

≤ξ0
1 sup

0≤τ≤t
‖z(τ)‖+ ξ0

1 sup
t∈[0,b]

‖S(α,y)(t, s)ϕ(0)‖L + ξ0
2‖ϕ‖Bh

≤ξ0
1 sup

0≤τ≤t
‖z(τ)‖+ (ξ0

1S0N + ξ0
2)‖ϕ‖Bh .

Hence ‖zt + xt‖Bh ≤ ξ0
1r0 + C ′0, where C ′0 = (ξ0

1S0N + ξ0
2)‖ϕ‖Bh . Now, we obtain

‖z(tk) + x(tk)‖ ≤ N‖ztk + xtk‖Bh ≤ N(ξ0
1r0 + C ′0).
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Let us define the operator Φ̃ : B′′h → B′′h by

Φ̃z(t) =
∑

0<tk<t

S(α,y)(t, tk)Gk(z(tk) + x(tk))

+

∫ t

0

S(α,y)(t, s)

∫ s

0

H(s, τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds

+

∫ t

0

S(α,y)(t, s)

[
Buz+x(s) + F

(
s, zρ(s,zs+xs) + xρ(s,zs+xs),∫ s

0

K(s, τ)(zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτ

)]
ds. (6.3.3)

Clearly, the operator Φ has a fixed point if and only if Φ̃ has a fixed point. So, let
us demonstrate in the following steps that Φ̃ has a fixed point.
Step 1 : There exists r0 > 0 such that Φ̃(Dr0) ⊆ Dr0 .
Suppose the contrary, then for every r0 > 0, there exists a function z ∈ Dr0 but
Φ̃(z) /∈ Dr0 i.e. ‖Φ̃z‖B′′h > r0 for some t ∈ [0, b]. We have

‖Φ̃z(t)‖

≤S0

m∑
k=1

‖Gk(z(tk) + x(tk))‖+ S0

∫ t

0

∫ s

0

‖H(s, τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))‖dτds

+ S0

∫ t

0

‖Buz+x(s)‖ds

+ S0

∫ t

0

‖F
(
s, zρ(s,zs+xs) + xρ(s,zs+xs),

∫ s

0

K(s, τ)(zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτ

)
‖ds

≤S0

m∑
k=1

LGk(‖z(tk) + x(tk)‖)

+ S0

∫ t

0

∫ s

0

mH(s, τ)LH(‖zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ )‖Bh)dτds

+ S0b
0b

1
2‖uz+x(s)‖L2 + S0

∫ t

0

mF (s)LF

(
(1 + k0)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖Bh

)
ds

≤S0

m∑
k=1

LGk(N(ξ0
1r0 + C ′0)) + S0LH(ξ0

1r0 + C0)σ + S0b
0b

1
2‖uz+x‖L2

+ S0‖mF‖L1LF ((1 + k0)(ξ0
1r0 + C0)), (6.3.4)

where

‖uz+x‖L2 ≤w0

[
‖yb‖+ S0‖ϕ(0)‖+ S0LH(ξ0

1r0 + C0)σ

+ S0‖mF‖L1LF ((1 + k0)(ξ0
1r0 + C0)) + S0

m∑
k=1

LGk(N(ξ0
1r0 + C ′0))

]
.

(6.3.5)
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Using (6.3.5) in (6.3.4) and taking supremum over t, we get

‖Φ̃z‖
B′′
h

≤
(

1 + S0b
0b

1
2w0

)[
S0

m∑
k=1

LGk(N(ξ0
1r0 + C ′0)) + S0LH(ξ0

1r0 + C0)σ

+ S0‖mF‖L1LF ((1 + k0)(ξ0
1r0 + C0))

]
+ S0b

0b
1
2w0

[
‖yb‖+ S0‖ϕ‖

]
.

Dividing both sides by r0, and as r0 →∞, we get

1 ≤
(

1 + S0b
0b

1
2w0

)[
S0

m∑
k=1

λk + S0γσ + S0‖mF‖L1Λ

]
,

which contradict to (6.3.1). Hence there exists a r0 > 0 such that Φ̃(Dr0) ⊆ Dr0 .
Step 2 : Φ̃ is continuous on Dr0 .
To demonstrate the continuity of Φ̃, we assume that there exists a sequence zn → z
in Dr0 . Denote

Fn(s) =F

(
s, znρ(s,zns +xs) + xρ(s,zns +xs),

∫ s

0

K(s, τ)(znρ(τ,znτ +xτ ) + xρ(τ,znτ +xτ ))dτ

)
,

F (s) =F

(
s, zρ(s,zs+xs) + xρ(s,zs+xs),

∫ s

0

K(s, τ)(zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτ

)
,

Hn(s, τ) =H(s, τ, znρ(τ,znτ +xτ ) + xρ(τ,znτ +xτ ))

H(s, τ) =H(s, τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ )).

By Lebesgue Dominated convergence theorem accompanying with (A1)(i), (A2)(i)
and (A3)(i), we get

‖Φ̃zn(t)−Φ̃z(t)‖

≤S0

m∑
k=1

‖Gk(z
n(tk) + x(tk))−Gk(z(tk) + x(tk))‖

+ S0

∫ t

0

∫ s

0

‖Hn(s, τ)−H(s, τ)‖dτds

+ S0b
0b

1
2‖uzn+x − uz+x‖L2 + S0

∫ t

0

‖Fn(s)− F (s)‖ds, (6.3.6)

where

‖uzn+x − uz+x‖L2

≤w0

[
S0

m∑
k=1

‖Gk(z
n(tk) + x(tk))−Gk(z(tk) + x(tk))‖

+ S0

∫ b

0

∫ s

0

‖Hn(s, τ)−H(s, τ)‖dτds+ S0

∫ b

0

‖Fn(s)− F (s)‖ds
]
. (6.3.7)
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Now, we observe from (6.3.6) and (6.3.7) that ‖Φ̃zn − Φ̃z‖B′′h → 0 as n → ∞ and

t ∈ [0, b]. Hence Φ̃ is continuous on Dr.
Step 3 : The Mönch’s condition holds.
For this event, let us assume that G be a countable subset of Dr0 and G ⊂ conv({0}∪
Φ̃(G)). Then, we demonstrate that µ(G) = 0, where µ is the Hausdroof measure of
noncompactness.
For this purpose, without loss of generality, we may consider that G = {zn}∞n=1.
If we are able to show that {Φ̃(zn)}∞n=1 is equicontinuous on Ik = [tk, tk+1), k =
0, 1, 2, . . . ,m, then G ⊂ conv({0}∪Φ̃(G)) is also equicontinuous on Ik = [tk, tk+1), k =
0, 1, 2, . . . ,m.

For this purpose, let l2, l1 ∈ Ip such that tp ≤ l1 < l2 ≤ tp+1 for some
p ∈ {0, 1, 2, ...m} and z ∈ Dr0 , we have

‖Φ̃zn(l2)−Φ̃zn(l1)‖

≤
∥∥∥∥∫ l2

0

S(α,y)(l2, s)

∫ s

0

Hn(s, τ)dτds−
∫ l1

0

S(α,y)(l1, s)

∫ s

0

Hn(s, τ)dτds

∥∥∥∥
+

∥∥∥∥∫ l2

0

S(α,y)(l2, s)[Bu
zn+x(s) + Fn(s)]ds

−
∫ l2

0

S(α,y)(l1, s)[Bu
zn+x(s) + Fn(s)]ds

∥∥∥∥
+

p∑
k=1

‖S(α,y)(l2, s)− S(α,y)(l1, s)‖L‖Gk(z
n(tk) + x(tk))‖

≤
∫ l1

0

‖S(α,y)(l2, s)− S(α,y)(l1, s)‖L
∥∥∥∥∫ s

0

Hn(s, τ)dτ

∥∥∥∥ds
+

∫ l2

l1

‖S(α,y)(l2, s)‖L
∥∥∥∥∫ s

0

Hn(s, τ)dτ

∥∥∥∥ds
+

∫ l1

0

‖S(α,y)(l2, s)− S(α,y)(l1, s)‖L‖Buz
n+x(s) + Fn(s)‖ds

+

∫ l2

l1

‖S(α,y)(l1, s)‖L‖Buz
n+x(s) + Fn(s)‖ds

+

p∑
k=1

‖S(α,y)(l2, s)− S(α,y)(l1, s)‖L‖Gk(z
n(tk) + x(tk))‖.

By equicontinuity of S(α,y)(t, s) and absolute continuity of Lebesgue integral, we
conclude that right side of the above inequality tends to zero as l2 → l1 independently
of z. Hence, Φ̃(G) is equicontinuous on Ik for all k = 0, 1, 2, . . . ,m. Now, by Theorem
2.4.4 and (A1)(iii), (A2)(iii), (A3)(ii) and (A4)(ii), we obtain

µ({uzn+x(ξ)}∞n=1)

≤JW (ξ)

[
µ

({∫ b

0

S(α,y)(b, s)

∫ s

0

H(s, τ, znρ(τ,znτ +xτ ) + xρ(τ,znτ +xτ ))dτds

}∞
n=1

)
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+ µ

({∫ b

0

S(α,y)(b, s)F

(
s, znρ(s,zns +xs) + xρ(s,zns +xs),

∫ s

0

K(s, τ)(znρ(τ,znτ +xτ )

+ xρ(τ,znτ +xτ ))dτ

)
ds

}∞
n=1

)
+ µ

({ m∑
k=1

S(α,y)(b, tk)Gk(z
n(tk) + x(tk))

}∞
n=1

)]
≤JW (ξ)

[
4S0

∫ b

0

∫ s

0

JH(s, τ) sup
−∞<θ≤0

µ({zn(τ + θ) + x(τ + θ)}∞n=1)dτds

+ 2S0

∫ b

0

JF (s)

[
sup

−∞<θ≤0
µ({zn(s+ θ) + x(s+ θ)}∞n=1)

+

∫ s

0

K(s, τ) sup
−∞<θ≤0

µ({zn(τ + θ) + x(τ + θ)}∞n=1)dτ

]
ds

+ S0

m∑
k=1

JGk sup
−∞<θ≤0

µ({zn(tk + θ) + x(tk + θ)}∞n=1)

]
≤JW (ξ)

[
4S0

∫ b

0

∫ s

0

JH(s, τ) sup
0≤η≤τ

µ({zn(η)}∞n=1)dτds

+ 2S0

∫ b

0

JF (s)(1 + k0) sup
0≤η≤s

µ({zn(η)}∞n=1)ds

+ S0

m∑
k=1

JGk sup
0≤ηk≤tk

µ({zn(ηk)}∞n=1)

]
. (6.3.8)

Further, by Theorem 2.4.4, we have

µ(Φ̃{zn(t)}∞n=1)

≤µ
({ m∑

k=1

S(α,y)(b, tk)Gk(z
n(tk) + x(tk))

}∞
n=1

)
+ µ

({∫ t

0

S(α,y)(b, s)

∫ s

0

H(s, τ, znρ(τ,znτ +xτ ) + xρ(τ,znτ +xτ ))dτds

}∞
n=1

)
+ µ

({∫ t

0

S(α,y)(b, s)

[
Buz

n+x(s)

+ F

(
s, znρ(s,zns +xs) + xρ(s,zns +xs),

∫ s

0

K(s, τ)(znρ(τ,znτ +xτ ) + xρ(τ,znτ +xτ ))dτ

)
ds

]}∞
n=1

)
≤S0

m∑
k=1

JGk sup
0≤ηk≤tk

µ({zn(ηk)}∞n=1) + 4S0

∫ b

0

∫ s

0

JH(s, τ) sup
0≤η≤τ

µ({zn(η)}∞n=1)dτds

+ 2S0b
0

∫ b

0

µ({uzn+x(s)}∞n=1)ds+ 2S0

∫ b

0

JF (s)(1 + k0) sup
0≤η≤s

µ({zn(η)}∞n=1)ds.

(6.3.9)
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From (6.3.8) and (6.3.9), we have

µ(Φ̃{zn(t)}∞n=1) ≤
(
S0 + 2S2

0b
0

∫ b

0

JW (s)ds

)[ m∑
k=1

JGk sup
0≤ηk≤tk

µ({zn(ηk)}∞n=1)

+ 4

∫ b

0

∫ s

0

JH(s, τ) sup
0≤η≤τ

µ({zn(η)}∞n=1)dτds

+ 2

∫ b

0

JF (s)(1 + k0) sup
0≤η≤s

µ({zn(η)}∞n=1)ds

]
. (6.3.10)

Since G and Φ̃(G) are equicontinuous on every Ik, according to Lemma 2.4.6, the
inequality (6.3.10), we obtain

µ(Φ̃{zn}∞n=1) ≤
(
S0 + 2S2

0b
0‖JW‖L1

)[ m∑
k=1

JGkµ({zn}∞n=1) + 4ςµ({zn}∞n=1)

+ 2‖JF‖L1(1 + k0)µ({zn}∞n=1)

]
≤
(
S0 + 2S2

0b
0‖JW‖L1

)[ m∑
k=1

JGk + 4ς + 2‖JF‖L1(1 + k0)

]
µ({zn}∞n=1).

(6.3.11)

That is µ(Φ̃(G)) ≤ ∆2µ(G). Now, by Mönch’s condition, we deduce

µ(G) ≤ µ(conv({0} ∪ Φ̃(G))) = µ(Φ̃(G)) ≤ ∆2µ(G),

which shows by the inequality (6.3.2) that µ(G) = 0.
Now, by applying Theorem 2.6.3, we observe that Φ̃ has a fixed point z∗ in Dr0 . Then
y(t) = z∗(t) + x(t) t ∈ (−∞, b] is a mild solution of the system (6.1.3) satisfying
y(b) = yb. Hence the system (6.1.3) is controllable on [0, b]. This completes the
proof.

Remark 6.3.2. It should be noticed that if the functions F,H and Gk are Lips-
chitz continuous or compact, then (A1)(iii), (A2)(iii) and (A3)(ii) are automatically
satisfied. Next, by choosing another measure of noncompact, we re-establish the con-
trollability results for the system (6.1.3) in which equicontinuity of S(α,y)(t, s) and
the inequality (6.3.2) are not required. So, our next results are going to be interesting
and more general than the most of the previous available controllability results. In
place of (A3), we will consider the following assumption.

(A3)′ The functions Gk : X → X, k = 1, 2, 3, . . . ,m, are compact, continuous, and

there exist non decreasing functions LGk : R+ → R+ such that

‖Gk(z)‖X ≤ LGk(‖z‖) and lim
r→∞

LGk(cr)

r
= λk <∞.

for c > 0 and k = 1, 2, . . . ,m and z ∈ X.
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Theorem 6.3.3. Assume that A(t, ·) generates the (α, y)−resolvent family S(α,y)(t, s),
and the assumptions (A1), (A2), (A3)′ and (A4) are satisfied, then the fractional im-
pulsive quasilinear differential system (6.1.3) is controllable on [0, b] if(

S0 + S2
0b

0b
1
2w0

)[ m∑
k=1

λk + γσ + ‖mF‖L1Λ

]
< 1. (6.3.12)

Proof. On account of Theorem 6.3.1, we should only show that the operator Φ̃ :
B′′h → B′′h defined by (6.3.3) satisfies the Mönch’s condition.

For this event, let us assume that G be a countable subset of Dr0 and G ⊂
conv({0} ∪ Φ̃(G)). In the sequel, we consider the measure of noncompact Υ in B′′h
defined by (see [117])

Υ(G) = max
E∈∆(G)

(ν(E),modc(E)), (6.3.13)

for all bounded subsets of G of B′′h, where ∆(G) stands for the collection of all
countable subsets of G, ν is the real measure of noncompactness characterized by

ν(E) = sup
t∈[0,b]

e−Ltµ(E(t)), (6.3.14)

where E(t) = {y(t) : y ∈ E}, L is a suitable constant.

Here modc is the modulus of equicontinuity of the function set E characterized
by

modc(E) = lim
δ→0

sup
y∈E

max
0≤k≤m

max
l1,l2∈(tk,tk+1],‖l2−l1‖<δ

‖y(l2)− y(l1)‖.

It is clear form [117] that Υ is well defined (i.e. there exists a E0 ∈ ∆(G
¯

) which
achieves the maximum in (6.3.13)), nonsingular, monotone and regular measure of
noncompactness.

Let us choose an appropriate constant L > 0, such that

q =

(
S0 + 2S2

0b
0‖JW‖L1

)[
4

∫ b

0

e−L(t−s)
∫ s

0

JH(s, τ)dτds

+ 2(1 + k0)

∫ b

0

JF (s)e−L(t−s)ds

]
< 1, (6.3.15)

where JF and JH are the functions defined in (A1)(iii) and (A2)(iii), respectively.
By using the regularity of Υ, we will demonstrate that G is relatively compact i.e.
Υ(G) = 0. Since Υ(Φ̃(G)) is a maximum, let {wn}∞n=1 ⊆ Φ̃(G) be a denumerable set
which attain its maximum. Then there exists a set {zn}∞n=1 ⊆ G such that

wn(t) = Φ̃(zn(t)). (6.3.16)
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By the compactness of Gk, we have JGk = 0, for all k = 1, 2, ...m. Then from (6.3.10),
we deduce that

µ(Φ̃{zn(t)}∞n=1)

≤ sup
t∈[0,b]

(
S0 + 2S2

0b
0‖JW‖L1

)[
4

∫ t

0

∫ s

0

JH(s, τ) sup
0≤η≤τ

µ({zn(η)}∞n=1)dτds

+ 2

∫ t

0

JF (s)(1 + k0) sup
0≤η≤s

µ({zn(η)}∞n=1)ds

]
≤ sup

t∈[0,b]

(
S0 + 2S2

0b
0‖JW‖L1

)[
4

∫ t

0

∫ s

0

JH(s, τ)eLs sup
η∈[0,b]

[e−Lηµ({zn(η)}∞n=1)]dτds

+ 2

∫ t

0

JF (s)(1 + k0)eLs sup
η∈[0,b]

(e−Lηµ[{zn(η)}∞n=1)]ds

]
≤ sup

t∈[0,b]

(
S0 + 2S2

0b
0‖JW‖L1

)
ν({zn}∞n=1)

[
4

∫ t

0

∫ s

0

JH(s, τ)eLsdτds

+ 2

∫ t

0

JF (s)(1 + k0)eLsds

]
. (6.3.17)

Further, from (6.3.14) and (6.3.17), we have

ν({wn}∞n=1) = sup
t∈[0,b]

e−Lt
(
S0 + 2S2

0b
0‖JW‖L1

)
ν({zn}∞n=1)

[
4

∫ t

0

∫ s

0

JH(s, τ)eLsdτds

+ 2

∫ t

0

JF (s)(1 + k0)eLsds

]
≤
(
S0 + 2S2

0b
0‖JW‖L1

)
ν({zn}∞n=1) sup

t∈[0,b]

[
4

∫ t

0

e−L(t−s)
∫ s

0

JH(s, τ)dτds

+ 2

∫ t

0

JF (s)(1 + k0)e−L(t−s)ds

]
≤pν({zn}∞n=1).

Thus, we conclude that

ν({zn}∞n=1) = ν(G) ≤ ν(conv({0} ∪ Φ̃(G))) = ν({wn}∞n=1) ≤ pν({zn}∞n=1).

From (6.3.15), we obtain

ν({zn}∞n=1) = ν(G) = ν({wn}∞n=1) = 0.

In view of the definition of ν, we obtain

µ({zn(t)}∞n=1) = µ({wn(t)}∞n=1)}∞n=1 = 0, for every t ∈ [0, b].
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From (A1)(iii), (A2)(iii) and (6.3.8), we obtain

µ

({∫ t

0

H(t, s, znρ(s,zns +xs) + xρ(s,zns +xs))ds+Buz
n+x(t)

+ F

(
t, znρ(t,znt +xt) + xρ(t,znt +xt),

∫ t

0

K(t, s)(znρ(s,zns +xs) + xρ(s,zns +xs))ds

)}∞
n=1

)
≤2

∫ b

0

JH(t, s) sup
−∞<θ≤0

µ({zn(s+ θ) + x(s+ θ)}∞n=1)ds

+ JW (t)b0

[
4S0

∫ b

0

∫ s

0

JH(s, τ) sup
−∞<θ≤0

µ({zn(τ + θ) + x(τ + θ)}∞n=1)dτds

+ 2S0

∫ b

0

JF (s)(1 + k0) sup
−∞<θ≤0

µ({zn(s+ θ) + x(s+ θ)}∞n=1)ds

]
+ JF (t)(1 + k0) sup

−∞<θ≤0
µ({zn(s+ θ) + x(s+ θ)}∞n=1)

≤2

∫ b

0

JH(t, s) sup
0≤η≤s

µ({zn(η)}∞n=1)ds

+ JW (t)b0

[
4S0

∫ b

0

∫ s

0

JH(s, τ) sup
0≤η≤τ

µ({zn(η)}∞n=1)dτds

+ 2S0

∫ b

0

JF (s)(1 + k0) sup
0≤η≤s

µ({zn(η)}∞n=1)ds

]
+ JF (t)(1 + k0) sup

0≤η≤t
µ({zn(η)}∞n=1)ds = 0,

this implies that

{(Qzn)(t)}∞n=1

=

{∫ t

0

H(t, s, znρ(s,zns +xs) + xρ(s,zns +xs))ds+Buz
n+x(t)

+ F

(
t, znρ(t,znt +xt) + xρ(t,znt +xt),

∫ t

0

K(t, s)(znρ(s,zns +xs) + xρ(s,zns +xs))ds

)}∞
n=1

is relatively compact for almost all t ∈ [0, b] in X. Further, using the fact that
{zn}∞n=1 ⊆ Dr0 , by (A1)(iii), (A2)(iii) and (6.3.5), we conclude that {(Qzn)(t)}∞n=1 is
uniformly integrable for a.e. t ∈ [0, b]. So, by the Definition 6.2.4, {(Qzn)(·)}∞n=1 is
semicompact. Moreover, by Lemma 6.2.2, {(Qzn)}∞n=1 is relatively compact in Dr0 .

On the other hand, by compactness of Gk and strong continuity of S(α,y)(t, s),

we conclude that
∑

0<tk<t

S(α,y)(t, tk)Gk(z(tk) + x(tk)) is relatively compact. Then, by

(6.3.16), {wn}∞n=1 is also relatively compact in Dr0 . Now, by Mönch’s condition, we
deduce

Υ(G) ≤ Υ(conv({0} ∪ Φ̃(G))) = Υ({wn}∞n=1) = 0,

which shows that G is relatively compact in Dr0 . This completes the proof.
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6.4 Example

In this section, we provide a concrete example to a control problem described as

fractional impulsive quasilinear linear differential system. In [93], authors have used

a fractional order differential equation to represent charge transport in amorphous

semiconductors and in [25], authors have utilized the concepts of fractional differ-

ential equations in the theory of the flow of fluid through fissured rocks.

Consider a control problem modeled as the following integro-differential equa-

tions with impulsive conditions that arise in theory of heat flow in materials with

fading memory

∂αz(t, x)

∂tα
+ a(t, x, z(t, x))

∂2

∂x2
z(t, x) = Bw(t, x)

+

∫ t

0

h1(t− s)
∫ s

−∞
e2(τ−s)z

(
τ − ρ1(τ)ρ2

(∫ π

0

b(ξ)|z(τ, ξ)|2dξ
)
, x

)
dτds

+

∫ t

−∞
e2(t−s)z

(
s− ρ1(s)ρ2

(∫ π

0

b(ξ)|z(s, ξ)|2dξ
)
, x

)
ds

+

∫ t

0

sin(t− s)
∫ s

−∞
e2(τ−s)z

(
τ − ρ1(τ)ρ2

(∫ π

0

b(ξ)|z(τ, ξ)|2dξ
)
, x

)
dτds

(6.4.1)

z(t, 0) =z(t, π) = 0,

z(θ, x) =ϕ(θ, x), θ ∈ (−∞, 0], 0 ≤ x ≤ π,

∆z(tk, x) = z(t+k , x)− z(t−k , x) =

∫ tk

−∞
qk(tk − s)z(s, x)ds, k = 1, 2, 3, . . . ,m,

where the function a(t, x, ·) is continuous, 0 < α ≤ 1, 0 < t1 < t2 < . . . < tm+1 ≤ 1

are prefixed numbers and ϕ ∈ Bh. We consider the space X = L2([0, π]) equipped

with norm ‖ · ‖L2 . ρi : [0,∞)→ [0,∞), i = 1, 2 are continuous, and the function b(·)

is continuous and positive. The functions qk : R→ R, k = 1, 2, ...,m are continuous

and compact such that dk =
∫ 0

∞ h(s)q2
k(s)ds <∞, and h1(t− s) are continuous with

h1(t− s) ≥ 0.

For the phase space Bh = C0×L2(g,X) (see [106] for details), we choose h(s) =
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e2s, s < 0, then
∫ 0

−∞ e
2sds = 1

2
<∞, for t ≤ 0. We determine

‖ϕ‖Bh =

∫ 0

−∞
h(s) sup

τ∈[s,0]

‖ϕ(τ)‖L2ds.

Moreover, for (t, ϕ) ∈ [0, b]× Bh, we denote ϕ(θ)x = ϕ(θ, x), θ ∈ (−∞, 0].

We define the operator A(t, ·) : X→ X by (A(t, ·)z)(x) = a(t, x, ·)zxx such that

(i) The domain D(A(t, ·)) = {z ∈ X : z, zx are absolute continuous zxx ∈ X, z(0) =

z(π) = 0} is independent of t and dense in X. Then

A(t, z)z =
∞∑
n=1

n2〈z, zn〉zn, z ∈ D(A(t, ·)),

where 〈·, ·〉 represents inner product in L2([0, π]), and zn = Un ◦ z is the set

of orthogonal eigenvectors in A(t, z), where Un(t− s) =
√

2
π

sinn(t− s)α, 0 ≤

s ≤ t ≤ 1, n = 1, 2, 3, . . . .

(ii) For any λ such thatReλ ≤ 0, the operator [λαI+A(t, ·)]−1 exists in L(L2([0, π]))

and

[λαI + A(t, ·)]−1 ≤ Mα

|λ|+ 1
, t ∈ [0, 1].

(iii) There exist constants Mα and β ∈ (0, 1] such that

‖[A(t1, ·)− A(t2, ·)]A−1(s, ·)‖ ≤Mα|t1 − t2|β, t2, t1, s ∈ [0, 1].

Under the aforementioned conditions, the operator −A−1(s, ·), s ∈ [0, 1] generates

an evolution operator exp(−tαA−1(s, ·)), t ≥ 0 and there exists a constant Mα such

that

‖An(s, ·) exp(−tαA−1(s, ·))‖ ≤ Mα

tn
, n = 0, 1, and t > 0, s ∈ [0, 1].

In particular, in fact the evolution operator is an (α, y)− resolvent family charac-

terized by

S(α,y)(t, s)z =
∞∑
n=1

exp [−n2(t− s)α]〈z, zn〉zn, z ∈ D(A(t, ·)).
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Then, the linear operator W is given by

Ww(t, x) =

∫ 1

0

S(α,y)(t, s)Bw(s, x)ds

=
∞∑
n=1

∫ 1

0

exp [−n2(t− s)α]〈w(s, x), zn〉znds, x ∈ [0, π].

Assume that the operator W has induced inverse W−1 ∈ L2([0, 1], U)/kerW and

satisfies (A4).

Put y(t)(x) = z(t, x), u(t)(x) = w(t, x) where w(t, x) : [0, b] × [0, π] → [0, π] is

continuous, then

ρ(s, ϕ) =ρ1(s)ρ2

(∫ π

0

b(ξ)|ϕ(s, ξ)|2dξ
)

∫ t

0

H(t, s, ϕ)(x)ds =

∫ t

0

h1(t− s)
∫ 0

−∞
e2τϕ(θ)(x)dτds

F (t, ϕ,Kϕ)(x) =

∫ 0

−∞
e2τϕ(θ)(x)dτ +

∫ t

0

sin(t− s)
∫ 0

−∞
e2τϕ(θ)(x)dτds.

Thus, the system (6.4.1) is an abstract form of the system (6.1.3). Clearly, F

satisfies (A1)(i) and (A1)(ii). Further, for (t, ϕ) ∈ [0, b]× Bh, we get

‖F (t, ϕ,Kϕ)(x)‖

≤
[ ∫ π

0

(∫ 0

−∞
e2(s)‖ϕ(θ)(x)‖ds+

∫ t

0

‖ sin(t− s)‖
∫ 0

−∞
e2(τ)‖ϕ(θ)(x)‖dτds

)2

dx

] 1
2

≤
[ ∫ π

0

(∫ 0

−∞
e2(s) sup ‖ϕ(θ)(x)‖ds+ k0

∫ 0

−∞
e2(τ) sup ‖ϕ(θ)(x)‖dτ

)2] 1
2

≤
√
π

(
‖ϕ‖Bh + k0‖ϕ‖Bh

)
.

where k0 = supt,s∈[0,1]

∫ t
0

sin(t − s)ds ≤ 1. Now, by the property of measure of

noncompactness for D1,D2 ⊂ Bh, we have

µ(F (t,D1,D2)) ≤JF (t)[ sup
−∞<θ≤0

µ(D1(θ)) + k0 sup
−∞<θ≤0

µ(D1(θ))],

where JF (t) =
√
π. Hence (A1) holds.
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Similarly, H clearly satisfies (A2)(i). Further, for (t, ϕ) ∈ [0, b]× Bh, we get

‖H(t, s, ϕ)(x)‖ ≤
(∫ π

0

(∫ t

0

‖h1(t− s)‖
∫ 0

−∞
e2(s)‖ϕ(θ)(x)‖dθds

)2

dx

) 1
2

≤
(
‖h1‖L1

∫ π

0

(∫ 0

−∞
e2(s) sup ‖ϕ(θ)(x)‖dτ

)2

dx

) 1
2

≤
√
π

(
‖h1‖L1‖ϕ‖Bh

)
,

where ‖h1‖L1 = supt∈[0,1]

∫ t
0
h1(t − s)ds. Now, by the property of measure of non-

compactness for D3 ⊂ Bh, we have

µ(H(t, s,D2)) ≤JF (t, s)[ sup
−∞<θ≤0

µ(D1(θ))],

where JF (t) =
√
π‖h1‖L1 . Hence (A2) holds. Further, we easily check that (A3)′

holds with LGk = dk. Hence, with these choices of F ,H ρ, and B = I, the assump-

tions (A1) − (A4) are fulfilled. Hence, by the Theorem 6.3.3, the system (6.4.1) is

controllable on [0, 1].



Chapter 7

Approximate Controllability of
Hilfer Fractional Differential
System with Nondense Domain
via Sequencing Technique

7.1 Introduction

Mostly, the existence and controllability results are investigated with dense

domain i.e. D(A) = X. However, some exact controllability results are also investi-

gated for first order nondensely defined differential systems in [87; 88; 119].

Recently, Zhang and Liu [220] established the exact controllability results to

the following control problem described as fractional differential system in a Banach

space X {
cDη

0+y(t) = Ay(t) + Cu(t) + f(t, yt), t ∈ (0, b],

y(t)|t=0 = φ(t), t ∈ [−r, 0],
(7.1.1)

where η ∈ (0, 1) and the operator A is a nondensely defined closed linear operator

on X i.e. D(A) 6= X. To the best of our knowledge, the approximate controllability

The contents of this chapter are submitted in Collectanea Mathematica, Springer as
Singh V., Pandey D. N.: “Approximate controllability of Hilfer fractional differential system with
nondense domain via sequencing technique”.
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results are not investigated to the fractional differential systems with nondense do-

main in the literature.

Motivated by the above facts, in this chapter, our aim is to study existence,

uniqueness and approximate controllability for the following nondensely defined ab-

stract fractional differential system by constructing a sequencing technique{
Dα,β

0+ y(t) = Ay(t) +Bu(t) + f(t, y(t)), t ∈ (0, b],

J
(1−α)(1−β)

0+ y(t)|t=0 = y0,
(7.1.2)

where Dα,β
0+ represents the Hilfer fractional derivative of order β ∈ (0, 1) and type

α ∈ [0, 1]. The state y(·) takes its values in the Banach space X and the control

function u(·) belongs to the space Lp([0, b],U), p > 1
β
, a Banach space of admissible

control functions with U as a Banach space and B : Lp([0, b],U)→ Lp([0, b],X) is a

bounded and linear operator. In (7.1.2), A : D(A) ⊂ X→ X is a nondensely closed

linear operator on X. The nonlinear function f : [0, b]× X→ X is a given function

satisfying some appropriate assumptions to be defined later.

7.2 Preliminaries

In order to define mild solution to the system (7.1.2), we consider the following

assumption:

(A0) The operator A : D(A) ⊂ X→ X satisfies the Hille-Yosida condition, i.e. there

exists constants M0 > 0 and ω ∈ R such that (ω,+∞) ⊆ %(A), and

‖(λI − A)−k‖ ≤ M0

(λ− ω)k
, for all λ > ω, k ≥ 1.

Denote D(A) = X0. Let A0 be the part of A in D(A) defined by A0y = Ay,

and the domain of A0 is given by D(A0) = {y ∈ D(A) : Ay ∈ D(A)}. Then, in view

of [163], the part A0 of the operator A generates a strongly continuous semigroup

{S(t)}t≥0 on X0 with ‖S(t)‖ ≤M0e
ωt, where M0 and ω are the constants introduced
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in Hille-Yosida condition. Let us denote supt∈[0,b] ‖S(t)‖ ≤M.

Let Bλ = λ(λI − A)−1, where I is the identity operator on X, then for all

y ∈ X0, we have Bλy = y as λ→∞. It may be concluded by Hille-Yosida condition

that lim
λ→∞
‖Bλy‖ = M0‖y‖. For sake of convenience, let γ = α+β−αβ, then 1−γ =

(1 − α)(1 − β). Define Z = {y ∈ C((0, b],X0) : limt→0 t
(1−γ)y(t) exists and finite}

equipped with the norm ‖y‖Z = supt∈(0,b]{t1−γ‖y(t)‖ : γ = α + β − αβ}. We may

easily check that, Z is a Banach space. We note that y(t) = tγ−1z(t) for t ∈ (0, b]

and y ∈ Z if and only if z ∈ C([0, b],X0) and ‖y‖Z = ‖z‖.

To define an integral solution of the system (7.1.2), we introduce the Wright

function Mβ(θ) given by

Mβ(θ) =
∞∑
n=1

(−θ)(n−1)

(n− 1)!Γ(1− βn)
, 0 < β < 1, θ ∈ C,

which satisfies the condition∫ ∞
0

θνMβ(θ)dθ =
Γ(1 + ν)

Γ(1 + βν)
, θ ≥ 0.

Definition 7.2.1. A continuous function y : [0, b] → X is an integral solution of
(7.1.2) if

(i) y : [0, b]→ X is a continuous,

(ii) Jβ0+y(t) ∈ D(A) for t ∈ [0, b] and

(iii) for t ∈ (0, b], y(t) satisfies (see [90])

y(t) =
y0

Γ(α(1− β) + β)
t(α−1)(1−β)

+
1

Γ(β)

∫ t

0

(t− s)β−1[Ay(s) +Bu(s) + f(s, y(s))]ds. (7.2.1)

Lemma 7.2.1. If y is an integral solution of (7.1.2), then for t ∈ [0, b], we have
y(t) ∈ D(A). In particular y0 ∈ D(A).

Proof. We may refer to [154] for the proof.

The following Lemma provides another form of (7.2.1) with applications of

Laplace transform.
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Lemma 7.2.2. If the function f take values in X, then for t ∈ (0, b] an integral
solution (7.2.1) may be rewritten as

y(t) = Sα,β(t)y0 + lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds, (7.2.2)

where Pβ(t) =
∫∞

0
βθMβ(θ)S(tβθ)dθ, Sα,β(t) = J

α(1−β)

0+ Tβ(t) and Tβ(t) = tβ−1Pβ(t).

Proof. Let p > 0. Denote the Laplace transforms

χ(p) =

∫ ∞
0

e−psBλy(s)ds, and ϕ(p) =

∫ ∞
0

e−psBλ[Bu(s) + f(s, y(s))]ds.

(7.2.3)

Note that for t ∈ (0, b], Bλy(t), Bλ[Bu(t) + f(t, y(t))] ∈ D(A), we have χ(p), ϕ(p) ∈
D(A). Applying the Laplace transform on (7.2.1), and using (7.2.3) we have

χ(p) =p(1−α)(1−β)−1Bλy0 +
1

pβ
Aχ(p) +

1

pβ
ϕ(p)

=pα(β−1)(pβI − A)−1Bλy0 + (pβI − A)−1ϕ(p)

=pα(β−1)

∫ ∞
0

e−p
βsS(s)Bλy0ds+

∫ ∞
0

e−p
βsS(s)ϕ(p)ds, (7.2.4)

provided that the integrals in (7.2.4) exist. Let ψβ(θ) = β
θβ+1Mβ(θ−β) whose Laplace

transform is given by

∫ ∞
0

e−pθψβ(θ)dθ = e−p
β

, where β ∈ (0, 1). (7.2.5)

Using (7.2.5), we have

∫ ∞
0

e−p
βsS(s)Bλy0ds =

∫ ∞
0

βtβ−1e−(pt)βS(tβ)Bλy0dt

=

∫ ∞
0

∫ ∞
0

βtβ−1ψβ(θ)e−(ptθ)S(tβ)Bλy0dθdt

=

∫ ∞
0

e−pt
[ ∫ ∞

0

β
tβ−1

θβ
ψβ(θ)S

(
tβ

θβ

)
Bλy0dθ

]
dt

=

∫ ∞
0

e−pt[tβ−1Pβ(t)Bλy0]dt (7.2.6)
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and∫ ∞
0

e−p
βsS(s)ϕ(p)ds

=

∫ ∞
0

∫ ∞
0

βtβ−1e−(pt)βS(tβ)e−psBλ[Bu(s) + f(s, y(s))]dsdt

=

∫ ∞
0

∫ ∞
0

∫ ∞
0

βtβ−1ψβ(θ)e−(ptθ)S(tβ)e−psBλ[Bu(s) + f(s, y(s))]dθdsdt

=

∫ ∞
0

∫ ∞
0

∫ ∞
0

β
tβ−1

θβ
ψβ(θ)e−p(t+s)S

(
tβ

θβ

)
Bλ[Bu(s) + f(s, y(s))]dθdsdt

=

∫ ∞
0

e−pt
∫ t

0

∫ ∞
0

β(t− s)β−1

θβ
ψβ(θ)S

(
(t− s)β

θβ

)
Bλ[Bu(s) + f(s, y(s))]dθdsdt

=

∫ ∞
0

e−pt
[ ∫ t

0

[(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds

]
dt. (7.2.7)

By the inverse Laplace transform of pα(β−1), we get

L−1(pα(β−1)) =

{
tα(1−β)−1

Γ(α(1−β))
, 0 < α ≤ 1;

δ(t), α = 0,

where δ(t) stands for Dirac delta function.
Thus, by (7.2.4), (7.2.6) and (7.2.7), for t ∈ (0, b] and using the inverse Laplace
transform, we have

Bλy(t) =(L−1(pα(β−1)) ∗ Tβ)(t)Bλy0 +

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds

=J
α(β−1)

0+ Tβ(t)Bλy0 +

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds

=Sα,β(t)Bλy0 +

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds.

In view of lim
λ→∞

Bλy = y, for y ∈ X0, and Lemma 7.2.1, for t ∈ (0, b], we have

y(t) = Sα,β(t)y0 + lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds. (7.2.8)

This completes the proof.

Remark 7.2.3. (i) If α = 0 and D(A) = X, then the fractional system (7.1.2)
transforms in classical Riemann Liouville fractional differential equation stud-
ied in [140].

(ii) If α = 1, then the fractional system (7.1.2) transforms in classical Caputo
fractional differential equation studied in [220].
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Lemma 7.2.4. [94; 163; 214] The following properties hold :

(i) The operator Pβ(t) is continuous in the uniform operator topology for t > 0.

(ii) For t > 0, {Sα,β(t)} and {Tβ(t)} are strongly continuous.

(iii) For any fixed t > 0, {Sα,β(t)} and {Tβ(t)} are linear operator, and for any
y ∈ X0, we have

‖Tβ(t)y‖ ≤ Mtβ−1

Γ(β)
‖y‖, and ‖Sα,β(t)y‖ ≤ Mtγ−1

Γ(α(1− β) + β)
‖y‖.

We denote by y(t) = y(t, y0, u) the state value of system (7.1.2) corre-

sponding to the control function u and initial values y0 at the time t. The set

Rb(u, y0, f) := {y(b, y0, u) : u(·) ∈ Lp([0, b],U)} is called the reachable set of the

system (7.1.2) corresponding to the function f(t, y(t)), and its closure is denoted by

Rb(u, y0, f). Thus the set Rb(u, y0, f) consists of all possible final states.

Definition 7.2.2. The system (7.1.2) is said to be approximate controllable on the
time interval [0, b] if and only if Rb(u, y0, f) = X0.

In other words, the system (7.1.2) is approximate controllable on the time

interval [0, b], if for every arbitrary final state yb ∈ X0 and ε > 0, there exists a

control function u ∈ Lp([0, b],U) such that ‖yb − y(b, y0, u)‖ < ε.

7.3 Existence and Uniqueness Results

In this section, we establish some existence and uniqueness results for integral solu-

tion to the system (7.1.2). We consider the following assumptions:

(A1) There exists a nonnegative function ψ(·) ∈ Lp([0, b],R+) and a constant k > 0

such that

‖f(t, y)‖ ≤ ψ(t) + kt1−γ‖y‖, for all y ∈ X, and t ∈ [0, b] a.e.

(A2) There exists a positive constant Lf such that

‖f(t, y)− f(t, z)‖ ≤ Lf‖y − z‖, for all y, z ∈ X, and t ∈ [0, b] a.e.
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Theorem 7.3.1. Let (A0), (A1) and (A2) be true. Then, for each control function
u ∈ Lp([0, b],U), the Hilfer fractional control system (7.1.2) has a unique integral
solution on Z.

Proof. Consider an operator Φ : Z → Z defined by

(Φy)(t) = Sα,β(t)y0 + lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds, (7.3.1)

By the definitions of Sα,β(t) and Pβ(t) with (A1), we have

lim
t→0+

t(1−β)(1−α)Sα,β(t)y0 = lim
t→0+

t(1−β)(1−α) y0

Γ(α(1− β))

∫ t

0

(t− s)α(1−β)−1sβ−1Pβ(s)ds

=
y0

Γ(α(1− β) + β)
,

and lim
t→0+

∥∥∥∥t(1−β)(1−α) lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds

∥∥∥∥
≤ lim

t→0+
t(1−β)(1−α)MM0

Γ(β)

∫ t

0

(t− s)β−1‖Bu(s) + f(s, y(s))‖ds→ 0.

Moreover, by the strong continuity of Sα,β(t) and Pβ(t) with the assumption (A1),
it is not difficult to show (Φy)(·) is continuous. Thus Φ maps Z into itself and

t(1−γ)(Φy)(t) =


t(1−γ)Sα,β(t)y0 + lim

λ→∞
t(1−γ)

∫ t

0

(t− s)β−1Pβ(t− s)

×Bλ[Bu(s) + f(s, y(s))]ds, t ∈ (0, b];
y0

Γ(α(1−β)+β)
, t = 0.

Next, we show that the operator Φn0 is a contraction operator for large enough
natural number n0 on the space Z. In fact, for y, z ∈ Z and t ∈ (0, b], we have

t1−γ‖(Φy)(t)− (Φz)(t)‖

=t1−γ
∥∥∥∥ lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[f(s, y(s))− f(s, z(s))]ds

∥∥∥∥
≤MM0Lf t

1−γ

Γ(β)

∫ t

0

(t− s)β−1‖y(s)− z(s)‖ds

≤MM0Lf t
1−γ

Γ(β)

∫ t

0

(t− s)β−1sγ−1[s1−γ‖y(s)− z(s)‖]ds

≤
[

Γ(γ)MM0Lf t
β

Γ(γ + β)

]
‖y − z‖Z .
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Similarly, for y, z ∈ Z and t ∈ (0, b], we have

t1−γ‖(Φ2y)(t)−(Φ2z)(t)‖

≤MM0Lf t
1−γ

Γ(β)

∫ t

0

(t− s)β−1sγ−1[s1−γ‖(Φy)(s)− (Φz)(s)‖]ds

≤MM0Lf t
1−γ

Γ(β)

∫ t

0

(t− s)β−1sγ−1

[[
Γ(γ)MM0Lfs

β

Γ(γ + β)

]
‖y − z‖Z

]
ds

≤
[

Γ(γ)(MM0Lf t
β)2

Γ(γ + 2β)

]
‖y − z‖Z .

Using the above iteration up to a natural number n, we have

t1−γ‖(Φny)(t)− (Φnz)(t)‖ ≤
[

Γ(γ)(MM0Lf t
β)n

Γ(γ + nβ)

]
‖y − z‖Z .

Taking supremum, we get

‖(Φny)− (Φnz)‖Z ≤
[

Γ(γ)(MM0Lfb
β)n

Γ(γ + nβ)

]
‖y − z‖Z .

Note that

[
(MM0Lf b

β)k

Γ(γ+kβ)

]
is a general term of the Mittag-Leffler series Eβ,γ(MM0Lfb

β)

=
∞∑
k=0

(MM0Lfb
β)k

Γ(γ + kβ)
and this series is uniformly convergent on [0, b]. Therefore, we

can obtain a large enough natural number n0 such that

[
Γ(γ)(MM0Lf b

β)n0

Γ(γ+n0β)

]
< 1. Hence,

the operator Φn0 is contraction operator on Z. Now, as a consequence of generalized
Banach contraction principle, we conclude that the operator Φ has a unique fixed
point say y(·) on Z, which is the required integral solution of the system (7.1.2).
The proof is complete.

7.4 Approximate Controllability Results

In this section, the sufficient conditions for approximate controllability to the Hilfer

fractional control system (7.1.2) are established by sequencing technique. For this

purpose, we define a continuous linear mapping Q : Lp([0, b],X)→ X0 given by

Q(ϕ) = lim
λ→∞

∫ b

0

(b− s)β−1Pβ(b− s)Bλϕ(s)ds, ϕ ∈ Lp([0, b],X).

We define by the pair (y, u) the integral solution of the system (7.1.2) corresponding

to the control function u ∈ Lp([0, b],U). We denote the terminal state of the integral
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solution y by yb = y(b) given by

yb = y(b, y0, u) = Sα,β(b)y0 + lim
λ→∞

∫ b

0

(b− s)β−1Pβ(b− s)Bλ[Bu(s) + f(s, y(s))]ds.

So, the reachable set Rb(u, y0, f) of the control system (7.1.2) is given by

Rb(u, y0, f) := {y(b) = y(b, y0, u) : u(·) ∈ Lp([0, b],U)}.

From the Definition 7.2.2, we notice that if y0 ∈ X0, u ∈ Lp([0, b],U) and Rb(u, y0, f)=

X0, then the system (7.1.2) is approximately controllable on [0, b]. Equivalently,

if for arbitrary final state yb ∈ X0 and ε > 0, there exists a control function

uε ∈ Lp([0, b],U) such that the integral solution of the system (7.1.2) satisfies the

condition

‖yb − Sα,β(b)y0 −Q(F (s, yε(s)))−Q(Buε)‖ < ε,

where yε(s) = y(s, y0, uε) satisfies

yε(s) = Sα,β(s)y0 + lim
λ→∞

∫ s

0

(s− ξ)β−1Pβ(s− ξ)Bλ[F (ξ, yε(ξ)) +Buε(ξ)]dξ.

In what follows, to derive the approximate controllability results for the control

system (7.1.2), we consider the following assumptions:

(A′2) For the nonlinear function f : [0, b] × X → X there exists a constant L′f > 0

such that

‖f(t, y)− f(t, z)‖ ≤ L′f t
1−γ‖y − z‖, for all y, z ∈ X, and t ∈ [0, b].

(A3) For ϕ ∈ Lp([0, b],X) and given ε > 0, there exists a control function u ∈

Lp([0, b],U) such that

‖Q(ϕ)−Q(Bu)‖ < ε, and ‖Bu‖Lp ≤ σ‖ϕ‖Lp ,

where σ > 0 is a constant independent of ϕ.
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(A4) The following inequality holds

σL′fMM0b
1+β−γ− 1

p

Γ(β)

(
p− 1

pβ − 1

)1− 1
p

Eβ,1(MM0L
′
fb

1+β−γ) < 1. (7.4.1)

It is clear that the condition (A2) is implied by (A′2). Therefore, for each control

function u ∈ Lp([0, b],U) the result of Theorem 7.3.1 still holds i.e. the control

system (7.1.2) has a unique integral solution in Z.

Lemma 7.4.1. Assume that the assumptions (A0), (A1) and (A3) hold. Then, the
linear system corresponding to the control system (7.1.2) (putting f(t, y(t)) = 0 in
(7.1.2)) is approximate controllable.

Proof. We know that domain D(A0) of the operator A0 is dense in X0, it is sufficient
to show that D(A0) ⊆ Rb(u, y0, 0), that is, for each yb ∈ D(A0) and given ε > 0
there exists a control function u ∈ Lp([0, b],U) such that

‖yb − Sα,β(b)y0 −Q(Bu)‖ < ε. (7.4.2)

Let yb ∈ D(A0), then yb − Sα,β(b)y0 ∈ D(A0). Now, by definition of operator Q it
may be seen that there exists some ϕ ∈ Lp([0, b],X) such that

ζ = lim
λ→∞

∫ b

0

(b− s)β−1Pβ(b− s)Bλϕ(s)ds,

where ζ = yb − Sα,β(b)y0. By the assumption (A3), we conclude that for any ε > 0
there exists a control function u ∈ Lp([0, b],U) such that

‖ζ −Q(Bu)‖ < ε.

Thus, for ζ = yb − Sα,β(b)y0 the inequality (7.4.2) holds and which implies that

D(A0) ⊆ Rb(u, y0, 0). Further, the denseness of the domain D(A0) in X0 implies
that Rb(u, y0, 0) = X0 i.e. the linear system corresponding to the control system
(7.1.2) is approximately controllable.

Lemma 7.4.2. Let (y1, u1) and (y2, u2) be the integral solutions corresponding to
the control functions u1, u2 ∈ Lp([0, b],U). Then, under the assumptions (A1) and
(A′2) the following inequality holds:

‖y‖Z ≤C1Eβ,1(MM0kb
1+β−γ),

‖y1 − y2‖Z ≤C2Eβ,1(MM0L
′
fb

1+β−γ)‖Bu1 −Bu2‖Lp ,

where C1 = M
Γ(α(1−β)+β)

‖y0‖ + MM0b
1+β−γ− 1

p

Γ(β)

(
p−1
pβ−1

)1− 1
p

[‖Bu‖Lp + ‖ψ‖Lp ] and C2 =

MM0b
1+β−γ− 1

p

Γ(β)

(
p−1
pβ−1

)1− 1
p

.
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Proof. The integral solution y(t) = y(t, y0, u) of the system (7.1.2) in Z is given by

y(t) = Sα,β(t)y0 + lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)Bλ[Bu(s) + f(s, y(s))]ds, 0 < t ≤ b.

Thus, for y ∈ Z, and 0 < t ≤ b, we have

t1−γ‖y(t)‖ ≤t1−γ‖Sα,β(t)y0‖+

∥∥∥∥t1−γ lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)BλBu(s)ds

∥∥∥∥
+

∥∥∥∥t1−γ lim
λ→∞

∫ t

0

(t− s)β−1Pβ(t− s)Bλf(s, y(s))ds

∥∥∥∥
≤ M

Γ(α(1− β) + β)
‖y0‖+

MM0t
1−γ

Γ(β)

∫ t

0

(t− s)β−1‖Bu(s)‖ds

+
MM0t

1−γ

Γ(β)

∫ t

0

(t− s)β−1[ψ(s) + ks1−γ‖y(s)‖]ds

≤ M‖y0‖
Γ(α(1− β) + β)

+
MM0t

1−γ

Γ(β)

(∫ t

0

(t− s)q(β−1)ds

) 1
q
(∫ t

0

‖Bu(s)‖pds
) 1

p

+
MM0t

1−γ

Γ(β)

(∫ t

0

(t− s)q(β−1)ds

) 1
q
(∫ t

0

‖ψ(s)‖pds
) 1

p

+
MM0kt

1−γ

Γ(β)

∫ t

0

(t− s)β−1[s1−γ‖y(s)‖]ds

≤ M‖y0‖
Γ(α(1− β) + β)

+
MM0b

1+β−γ− 1
p

Γ(β)

(
p− 1

pβ − 1

)1− 1
p

[‖Bu‖Lp + ‖ψ‖Lp ]

+
MM0kb

1−γ

Γ(β)

∫ t

0

(t− s)β−1[s1−γ‖y(s)‖]ds.

Set t1−γ‖y(t)‖ = w(t), t ∈ [0, b], then

w(t) ≤C1 +
MM0kb

1−γ

Γ(β)

∫ t

0

(t− s)β−1w(s)ds,

Now, by Gronwall inequality (see Corollary 2 in [215] for convolution type integral
equation, we get

w(t) ≤C1Eβ,1(MM0kb
1+β−γ),

where Eβ,1 is the Mittag-Leffler function. It follows that

‖y‖Z = sup
t∈[0,b]

[t1−γ‖y(t)‖] ≤C1Eβ,1(MM0kb
1+β−γ).

Further, let y1 and y2 be the integral solutions of the system (7.1.2) corresponding to
the control functions u1, u2 ∈ Lp([0, b],U), respectively. Then, following the above
steps, we may conclude that

‖y1 − y2‖Z ≤C2Eβ,1(MM0L
′
fb

1+β−γ)‖Bu1 −Bu2‖Lp .

This completes the proof.
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Theorem 7.4.3. Under the assumptions (A0), (A1), (A′2), (A3) and (A4) the frac-
tional differential system (7.1.2) with Hilfer derivative is approximate controllable
on [0, b].

Proof. Since by the Lemma 7.4.1, we have Rb(u, y0, 0) = X0. Further, to show the
approximate controllability of fractional order system (7.1.2), it is sufficient to show
that Rb(u, y0, 0) ⊆ Rb(u, y0, f). Thus, for given ε > 0, and ỹb ∈ Rb(u, y0, 0), there
exists a control function u ∈ Lp([0, b],U) such that

‖ỹb − Sα,β(b)y0 −Q(Bu)‖ < ε

23
. (7.4.3)

Now, we construct a sequence recursively as follows:
Let u1 ∈ Lp([0, b],U) be arbitrary control function. Then, by assumption (A3),

there exists a control function u2 ∈ Lp([0, b],U) such that

‖Q{(Bu)− f(s, y1(s))} − Q(Bu2)‖ < ε

23
, (7.4.4)

where y1(s) = y(s, y0, u1) satisfies

y1(s) = Sα,β(s)y0 + lim
λ→∞

∫ s

0

(s− ξ)β−1Pβ(s− ξ)Bλ[Bu1(ξ) + f(ξ, y1(ξ))]dξ.

From (7.4.3) and (7.4.4), we have

‖ỹb − Sα,β(b)y0 −Q{f(s, y1(s))} − Q(Bu2)‖ < ε

22
. (7.4.5)

For u2 ∈ Lp([0, b],U), by the assumption (A3), we may determine w2 ∈ Lp([0, b],U)
such that

‖Q{f(s, y2(s))− f(s, y1(s))} − Q(Bw2)‖ < ε

23
, (7.4.6)

also, by Lemma 7.4.2 and assumption (A3), we have

‖Bw2‖Lp ≤σ‖f(t, y2)− f(t, y1)‖
≤σL′f t1−γ‖y1 − y2‖

≤
σL′fMM0b

1+β−γ− 1
p

Γ(β)

(
p− 1

pβ − 1

)1− 1
p

Eβ,1(MM0L
′
fb

1+β−γ)‖Bu1 −Bu2‖Lp .

Now, define u3(·) = u2(·)− w2(·) in Lp([0, b],U), we obtain the following property

‖ỹb − Sα,β(b)y0 −Q{f(s, y2(s))} − Q(Bu3)‖
≤‖ỹb − Sα,β(b)y0 −Q{f(s, y1(s))} − Q(Bu2)

+Q(Bw2)−Q{f(s, y2(s))− f(s, y1(s))}‖
≤‖ỹb − Sα,β(b)y0 −Q{f(s, y1(s))} − Q(Bu2)‖

+ ‖Q(Bw2)−Q{f(s, y2(s))− f(s, y1(s))}‖.
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Using (7.4.5) and (7.4.6), we get

‖ỹb − Sα,β(b)y0 −Q{f(s, y2(s))} − Q(Bu3)‖ <
(

1

22
+

1

23

)
ε.

Thus, by induction, we get that there exists a sequence {un : n ≥ 1} in Lp([0, b],U)
such that

‖ỹb − Sα,β(b)y0 −Q{f(s, yn(s))} − Q(Bun+1)‖ <
(

1

22
+ · · ·+ 1

2n+1

)
ε, (7.4.7)

where yn(·) = y(·, y0, un), t ∈ [0, b] and

‖Bun+1 −Bun‖Lp

≤
σL′fMM0b

1+β−γ− 1
p

Γ(β)

(
p− 1

pβ − 1

)1− 1
p

Eβ,1(MM0L
′
fb

1+β−γ)‖Bun −Bun−1‖Lp .

It may be concluded by (7.4.1) that the sequence {Bun : n ≥ 1} is a Cauchy sequence
in the Banach space Lp([0, b],X) and thus we obtain a function v ∈ Lp([0, b],X) such
that

lim
n→∞

Bun = v, v ∈ Lp([0, b],X).

Since the mapping Q : Lp([0, b],X)→ X0 is a continuous linear mapping. Therefore,
for given ε > 0, we may find some integer n0 > 0 such that

‖Q(Bun0+1)−Q(Bun0)‖ <
ε

2
. (7.4.8)

Using (7.4.7) and (7.4.8), we obtain

‖ỹb − Sα,β(b)y0 −Q{f(s, yn0(s))} − Q(Bun0)‖
≤‖yb − Sα,β(b)y0 −Q{f(s, yn0(s))} − Q(Bun0+1)‖

+ ‖Q(Bun0+1)−Q(Bun0)‖

<

(
1

22
+ · · ·+ 1

2n0+1

)
ε+

ε

2
< ε.

This implies that ỹb ∈ Rb(u, y0, f). Thus, Rb(u, y0, 0) ⊆ Rb(u, y0, f). Hence by
denseness of Rb(u, y0, 0) in X0 the fractional order control system (7.1.2) involving
Hilfer derivative is approximate controllable on [0, b]. This completes the proof.

Theorem 7.4.4. Let the range of the operator B i.e. R(B) be dense in Lp([0, b],X0).
Then, under the assumptions (A0), (A1) and (A′2), the fractional order system (7.1.2)
is approximate controllable on [0, b].
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Proof. Since the range of the operator B i.e. R(B) is dense in Lp([0, b],X0), for
any ζ ∈ Lp([0, b],X0) and δ > 0, there exist some points Bu(·) ∈ R(B), where
u ∈ Lp([0, b],U) such that

‖Bu− ζ‖Lp < δ‖ζ‖Lp . (7.4.9)

Now, we obtain

‖Q(ζ)−Q(Bu)‖ ≤
∥∥∥∥ lim
λ→∞

∫ b

0

(b− s)β−1Pβ(b− s)Bλ[ζ(s)−Bu(s)]ds

∥∥∥∥
≤MM0

Γ(β)

(∫ b

0

(b− s)q(β−1)ds

) 1
q
(∫ b

0

‖ζ(s)−Bu(s)‖pds
) 1

p

≤MM0

Γ(β)

[
p− 1

pβ − 1

]1− 1
p

bβ−
1
p‖ζ −Bu‖Lp

<
MM0

Γ(β)

[
p− 1

pβ − 1

]1− 1
p

bβ−
1
p δ‖ζ‖Lp < ε.

Also from (7.4.9), we get

‖Bu‖Lp ≤‖Bu− ζ + ζ‖Lp
≤‖Bu− ζ‖Lp + ‖ζ‖Lp
≤δ‖ζ‖Lp + ‖ζ‖Lp
≤(δ + 1)‖ζ‖Lp .

Thus from the above inequalities, we may infer that the assumptions (A3) is satisfied.
If we choose δ > 0 such that the assumption (A4) holds, then the approximate
controllability of the fractional order system (7.1.2) follows from Theorem 7.4.3.
This completes the proof.

7.5 Example

We provide a concrete example to illustrate the feasibility of the established results.

Consider the control system involving the following partial differential system with

Hilfer fractional derivative

D
α, 2

3

0+ z(t, x) =
∂2

∂x2
z(t, x) + µ(t, x) +

t
1
3

(1−α)et

1 + et
sin(1 + z(t, x)), t ∈ (0, 1], (7.5.1)

J
1
3

(1−α)

0+ z(t, x)|t=0 = z0(x), x ∈ [0, π], (7.5.2)

z(t, 0) = z(t,π) = 0, t ∈ (0, 1], (7.5.3)
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where D
α, 2

3

0+ represents the Hilfer fractional derivative of order 2
3

of type α ∈ [0, 1]

and J
1
3

(1−α)

0+ stands for Riemann-Liouville fractional order integral of order 1
3
(1−α).

The function µ(t, x) : [0, 1] × [0, π] → R is a continuous function. Consider X =

U = C([0, π],R) equipped with the uniform topology and the operator A : X → X

defined by

D(A) := {z(t, ·) ∈ C2([0, π],R) : z(t, 0) = z(t, π) = 0}, Az(t, x) =
∂2

∂x2
z(t, x).

Then, we have

D(A) = {z(t, ·) ∈ C([0, π],R) : z(t, 0) = z(t, π) = 0} 6= X.

As we know from [50] that A satisfies Hille-Yosida condition with (0,+∞) ∈ %(A),

‖(λI−A)−1‖ ≤ 1
λ

for λ > 0. Thus (A0) satisfies with M0 = 1. Since it is well known

that A generates a C0-semigroup S(t) in D(A) such that ‖S(t)‖ ≤ e−t ≤ 1 = M .

Set w(t)(x) = z(t, x), then f(t, z(t, x)) = f(t, w(t)). Let the control operator Bu :

[0, 1]→ R defined by

(Bu)(t)(x) = µ(t, x), x ∈ [0, π].

Then, the system (7.5.1)− (7.5.3) has an abstract form of the system (7.1.2) i.e.

D
α, 2

3

0+ w(t) = Aw(t) +Bu(t) +
t
1
3

(1−α)et

1 + et
sin(1 + w(t)), t ∈ (0, 1],

J
(1−α) 1

3

0+ w(t)|t=0 = z0,

(7.5.4)

The system (7.5.4) can be handled by using classical semigroup theory when the

nonlinear function satisfies the condition

f(t, 0) = 0, 0 ≤ t ≤ 1, (7.5.5)

In this case, the function f takes the values in D(A) and A generates a strongly

continuous semigroup on D(A). However, the setting in this chapter allows the range
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of f to be X without the condition (7.5.5). In addition, the function f : [0, 1]×X→ R

given by

f(t, w(t)) =
t
1
3

(1−α)et

1 + et
sin(1 + w(t)),

then the function f satisfies (A1), (A2) with ψ(t) = 0, k = 1 and Lf = 1 . Therefore,

by Theorem 7.3.1 the system (7.5.1)− (7.5.3) has a unique integral solution. More-

over, the condition (A′2) is also satisfies with L′f = 1. Further, if σ
Γ( 2

3
)

√
3Eβ,1(1) < 1

and the assumption (A3) holds, then by Theorem 7.4.3 the system (7.5.1)− (7.5.3)

is approximate controllable on [0, 1].
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