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Abstract 

Nanotechnology, although the term was coined by Norio Taniguchi in the 1970's, has 

witnessed its first breakthrough with the discovery of Buckeyballs (fullerene) in eighties and 

nanotubes in the nineties. The properties and applicability of carbon nanostructures in general 

have produced tremendous excitement and interest among scientists, engineers and 

technologists. The synthesis of carbon nanostructures has progressed significantly and now 

further advancement depends critically on better understanding of the steps involved in 

growth for each type of carbon nanostructures. The first segment of the present study aims to 

contribute to the understanding of the growth of carbon nanostructures in catalytic chemical 

It vapour deposition method with particular emphasis on the conditions favouring the 

development of different morphologies viz, single walled carbon nanotube, multi walled 

carbon nanotube, carbon nanofiber and carbon nanotape around catalyst nanoparticles, so that 

the method may be adapted to large scale production of carbon nanostructures of a given 

morphology. 

Since the commercial introduction of lithium-ion batteries by Sony Corporation in the early 

1990, there is continuing global effort to develop lithium ion batteries with higher capacity 

and better stability in order to extend their application, particularly in mobile tools and 

automobiles. The battery performance solely depends upon the capacity of electrode materials 

to hold active species of lithium and discharge/charge reversibly. The currently used 

commercial anode of graphite has excellent stability and low cost but could be intercalated by 

the active species of lithium up to a maximum limit given by the chemical formula LiC6, 

which leads to a theoretical limit of its specific charge capacity, 372 mAhg* In order to 

overcome the limitation of charge capacity, attempts have been made to replace the existing 

graphite material with different nanostructures of carbon. The objective of the second segment 

of the present study is to understand the relationship between the morphology and the 

electrochemical properties of carbon nanostructures and further to examine their 

electrochemical performance in terms of capacity for practical application in rechargeable 

lithium ion batteries. The present work compares the electrochemical performance of different 

morphologies of carbon nanostructures viz., single walled carbon nanotube, double walled 

carbon nanotube, multi walled carbon nanotube and carbon nano fiber. 
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In the present study, catalytic chemical vapour deposition method has been used to grow 

carbon nanostructures at 640 °C by decomposition of acetylene gas using nanoparticles of 

cobalt and nickel oxides with and without doping by copper oxide. The oxide nanoparticles 

with various combinations of doping level and the particle size synthesised by sol-gel 

technique were dispersed on the substrate of porous anodic aluminium oxide obtained by two 

step anodization of pure aluminium. Teflon made electrochemical cells were assembled using 

the carbon nanostructure based electrode as the working electrode and lithium metal as the 

reference electrode for charge/discharge cycling using electrochemical analyzer. 

It has been observed that there is melting or surface melting of oxide nanoparticles at the 

temperature prevailing during growth of carbon nanostructures. The melting/surface melting 

characteristics of the oxide nanoparticles having different sizes with and without doping have 

been extensively investigated and in a pioneering approach, the temperature at the start of 

melting has been taken as the characteristic parameter of melting to rationalise the 

observations on the growth morphology of carbon nanostructure. It has also been observed 

that there is reduction of oxide in the chamber of catalytic chemical vapour deposition set-up, 

which contains potent reducing agents like carbon and hydrogen. The surface melting of 

oxide perhaps helps in dissolution of carbon and relatively faster transport of the reducing 

agents inside the particles. I)issolution of carbon following deposition also helps to prevent 

the formation of thick deposit of carbon on the oxide nanoparticles, which results in the 

formation of nanobeads. The rate of flow of carbon bearing gas is therefore important as it 

controls the rate of decomposition and deposition of carbon over the nanoparticles. 

The dissolution and diffusion of the reducing agents inside oxide nanoparticles may take place 

radially inside the oxide particles. Assuming a given temperature profile within the oxide 

particle, it may safely be presumed in general that the molten part of oxide at the surface 

remains molten even after reduction as metal has in general a lower melting point than its 

oxide. The thickness of the molten surface layer of metal may even be more than that of the 

molten layer of oxide before reduction. However, cobalt oxide, C0304, has a lower melting 

point than metallic cobalt and the thickness of the molten layer could be less than the 

thickness of molten layer in oxide. One may perceive that graphene may nucleate on the 

template of hexagonal close packed plane in the metal clusters created by reduction on the 

surface of solid oxide core. Once graphene has nucleated and grown around the particle there 

will be two direction of growth radially along the thickness and axially along the length. The 

liux of carbon entering the particle will have to be used for two purposes - (i) to cause 
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reduction of oxide (along with hydrogen), and (ii) to provide carbon for axial growth as well 

as graphitic growth in thickness direction. Since growth in the thickness direction takes place 

by addition of more graphene layers and hence it is termed as graphitic growth, which may 

take place both outside and inside of the initially developed graphene tube. On the outside, 

this growth will take place provided there is molten layer or else there will be no graphitic 

growth and only loose carbon deposit may form as it has been commonly observed. The 

possibility of growing inside will depend on: (i) flux of carbon inside the graphene tube 

possibly through a dynamic process of dissolution and reformation of the graphene layer as 

the dissolved part of the layer will be reformed by flux of carbon arriving from outside, and 

(ii) progress of reduction and melting. Melting inside is required not only for part dissolution 

of graphene and high flux of carbon inside but also for squeezing out the melt along the axial 

hole of the tube to make room for the graphitic growth inside. This could be the explanation 

for the shape change of catalyst particles as it has been observed inside carbon nanostructure. 

If the entire core melts due to reduction it will pave a way for the growth of carbon nanofiber 

and partial melting will lead to multi walled carbon nanotube. When the oxide particle is very 

small and there is not enough thickness in the liquid layer for radial graphitic growth either 

inside or outside, single walled carbon nanotube is expected to grow only by axial growth. 

The core melting in the reaction chamber of catalytic chemical vapour deposition depends 

both on the melting characteristics of the oxide nanoparticle, indicated by the temperature at 

the start of surface melting, T, which in turn depends on the chemical constitution as 

modified by doping and the size of the oxide particle. When the temperature at the start of 

melting is normalized with respect to the growth temperature, Tg, of carbon nanostructure as 

A = (Ts Tg)/Ts  and A is plotted with the minimum size of the oxide nanoparticle used in an 

experiment for the growth of carbon nanostructure, it was observed that there is clustering of 

the experimental points representing the carbon nanostructure with the same morphology 

irrespective of the type of catalyst used. 

The anode based on carbon nanostructures shows superior electrochemical properties and 

better coulombic efficiency as compared to graphite. Depending on the type of nanostructure, 

reversible capacity obtained lies in the range from 450 to 600 mAhg and the coulombic 

efficiency beyond the third cycle is within the range from 85 to 98%. 

The content of the thesis has been presented in six chapters which are outlined below: 

Chapter 1 presents a brief introduction describing the importance of present study. 
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Chapter 2 presents an overview of different types of carbon nanostructures, their structural 

difference, properties and method of production. The current state of growth mechanism and 

selective synthesis processes, have been reviewed. Application of carbon based materials for 

energy storage application with a special emphasis on their use in the anode of lithium-ion 

battery system has been highlighted. The present state of knowledge available in the area has 

been discussed in order to identify the gap towards which the present investigation has been 

directed. 

Chapter 3 describes the details of the experimental work carried out in the present study. 

Chapter 4 presents results and discussion on oxide nanoparticle synthesis, nanoporous 

substrate preparation and synthesis of carbon nanostructure using nanoparticles of cobalt and 

nickel oxides with and without doping by copper oxide, having different size distribution and 

melting characteristics. 

Chapter 5 presents electrochemical characterization of the different types of carbon 

nanostructure based anode materials to determine their suitability as anode materials for 

lithium ion batteries. 

Chapter 6 summarizes the major conclusions. 
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Introduction 

Nearly twenty years have passed since the discovery of carbon nanotubes (CNT) was made in 

the year 1991 (lijima, 1991) but researchers are still exploring the potential applications of 

CNT due to their unusual structural and electronic properties. Tubular carbon nanostructures 

may be conceived as graphene sheets with hexagonal arrangement of carbon atoms, rolled up 

to form a seamless tube with diameter in the nanometer range but having large length to 

diameter ratio. There are a variety of morphology of one dimensional nanostructures such as 

(i) single walled carbon nanotube (SWCNT), which may be conceived as a rolled-up single 

graphene sheet containing hexagonal array of carbon atoms forming single wall, (ii) double 

walled carbon nanotube (DWCNT) or multi walled carbon nanotube (MWCNT), which are 

rolled up co-axial assembly of two or more graphene sheets like a Russian doll one inside the 

other, with separation between the co-axial tubes similar to that between the layers in natural 

graphite and (iii) the solid carbon nanofiber (CNF) or nanotape, which are all referred in this 

study by the generic name of carbon nanostructures (CNS). Catalytic chemical vapour 

deposition (CCVD) is one of the methods which involve catalyst assisted thermal 

decomposition of hydrocarbons leading to nucleation and growth of these nanostructures and 

it is the most popular method of producing CNS because of its low-cost and scalability for 

mass production. The formation of CNS is triggered by the release of carbon from a source 

material, generally carbon bearing gas like acetylene, methane, ethane or benzene vapour in 

presence of nanoparticles of catalyst, which is either a transition metal like iron, cobalt, nickel 

or their oxides (Dupuis, 2005). 

Experiments show that the type of CNS, i.e. morphology and the diameter distribution depend 

on the size, shape and composition of the catalyst besides other prevailing growth conditions 

including the growth temperature. The properties of carbon nanostructures are directly related 

to the structure in terms of the atomic arrangement resulting from the manner of folding of 

graphene sheet characterizing its chirality and also to the size and the number of walls. The 

structure and the type of CNS growing need to be understood and controlled in order to get 

reproducible product commercially. A thorough understanding of the mechanisms of 

nucleation and growth of CNS is, therefore, of crucial importance. Despite significant 

progress in this field of research over the years, there are several questions which are to be 
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answered before we could control synthesis of CNS and the present investigation aims to 

address some of these questions. 

The study reported in the thesis is divided into two segments. In the first segment the growth 

of oxide nanoparticles by sol-gel process for the synthesis of carbon nanostructures by CCVD 

method has been discussed. The steps involved in the CCVD process beginning from oxide 

nanoparticles have been explored and understood by performing supplementary experiments 

like the study of the melting behaviour of oxide nanoparticles and the chemical change of the 

oxides in the CCVD chamber. In the second segment of this investigation, the electrochemical 

perlbrmance of the different carbon nanostructures have been determined and correlated to 

their morphology in order to assess the possibility of the application of the nanostructures in 

high charge capacity anodes in lithium ion battery replacing the presently used graphite. 

Cobalt and nickel as well as their oxides have been extensively used to grow CNS by CCVD 

method. The present study plans to use these oxides as these could be obtained in nano-size 

inexpensively by sol-gel method. Further, it may be interesting to dope these oxides with 

other oxides e.g. copper oxide that are not very effective in promoting CNS and study the 

effect of this doping, which has not been investigated so far. The particle size of these oxides 

are important in deciding the type of CNS forming as it has been widely observed but it is not 

known as to how doping will affect the processes involved in CCVD. For commercial 

exploitation of CNS, it is necessary to grow CNS of a specific morphology by controlling the 

catalyst and appropriate growth conditions in CCVD method. To attain this ability one has to 

understand the detailed mechanism of growth of different morphologies of CNS in this 

method. 

Modern life requires steady and reliable energy supplies, which, in the present days, should be 

clean and renewable so as to ensure sustainability. Though fossil fuels have been and are still 

the major energy resources, but future availability and limitation of emission of green house 

gases and other pollutants are worrying aspects of the current energy scenario. Unless 

alternatives emerge, global warming enhanced by green house gases may eventually threaten 

our existence. There is an extensive exploration of alternate ways of generating energy and 

also the feasibility of their storage, which is required as the peaks in generation and utilization 

of energy may be at different times. Also, the storage of energy is required for mobile power 

sources as in non-polluting electric vehicles and mobile tools. The lithium ion batteries, in 

particular, are at the forefront amongst the contenders for high power applications because of 

their higher energy density and being light in weight, making it superior to either lead acid, 
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nickel cadmium or nickel metal hydride battery systems. There is significant success of 

lithium ion battery in consumer electronics. However, the current commercial lithium-ion 

batteries may still be improved considerably in respect of specific energy density to provide 

power for electric vehicle (EV) and hybrid electric vehicle (HEy). Thus, there is continuing 

search for lithium-ion batteries with higher energy density, higher power density and better 

cyclic stability. A lithium-ion battery, just like any other type of battery, consists of three 

major components-an anode, a cathode and the electrolyte between the electrodes and works 

by converting chemical potential to electrical energy through electrochemical reactions, which 

include the heterogeneous charge transfer process occurring at the surface of an electrode. 

The 'standard' anode for a lithium ion battery is a carbonaceous compound, either graphite or 

coke (Megahed and Scrosati, 1994). The main motivations to choose these materials are their 

low cost, more negative redox potential and the low operational voltage. The carbonaceous 

anode is coupled with a high voltage cathode, in order to obtain a battery operating in the 

range of 4 V. The mechanism of lithium intercalation in the so-called soft' anodes, i.e. 

graphite or graphitizable carbons, is well known. It develops through well-identified, 

reversible stages, corresponding to progressive intercalation within discrete graphene layers, 

to reach the chemical formula LiC6, with a maximum theoretical capacity of 372 mAhg 1 , 

which limits the energy density of the battery (Kambe et al, 1979). For each lithium ion 

working as active species in the battery, one has to tolerate the weight of six carbon atoms, 

which increases the weight of the anode to reduce its specific charge density and capacity. 

'Ihus, new anode materials with high theoretical charge capacity, low cost, enhanced safety 

and long cycle life, have to be explored to meet the demands for improved energy storage 

capacity, rate capability and cycling stability of electrodes along with reduced detrimental 

effects of large volume change and solid electrolyte interphase (SET) formation. 

Ihe lithium ion battery may benefit from the introduction of nanostructures in the electrodes 

and particularly, carbon nanostructure in the anode. The application of nanostructured 

electrodes has significantly improved the lithium ion intercalation capability in terms of 

storage capacity, intercalation rate and cyclic stability (Bruce et al, 2008). Considering the 

liquid/solid interface reaction characteristic of lithium ion intercalation, followed by diffusion 

into the electrode, it is reasonable to expect that a large surface area and short lithium ion 

diffusion path can facilitate the diffusion into the electrode. Porous materials in the electrodes 

by virtue of large pore surface area and numerous pores, offer many advantages including the 

buffering of the large volume changes, which may be caused by cyclic intercalation and de- 
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intercalation. Thus, it is possible that porous nanostructured materials may show improved 

reversible capacity, enhanced cycling performance and elevated rate capability. 

The primary purpose of choosing CNS based electrode material is to provide the large surface 

area resulting from the side walls and inside pores, which may provide enhanced intercalation 

by lithium ions and buffer the large volume changes to preserve the integrity of the electrodes 

maintaining the electronic contact between the active particles and the conductive phase. The 

nanomaterials with porous structures of carbon could be the best way to achieve 

breakthroughs in the energy storage field, especially for the lithium-ion battery. 

Nanostructures of carbon are also endowed with unusual mechanical, electrical and thermal 

properties by confining the dimensions of such materials. It is known that the performance of 

lithium ion batteries depends strongly on the method of production and morphology of the 

carbon materials used (Endo et al, 1996). The present study, therefore, undertakes systematic 

investigation to improve the electrochemical performance of electrodes by incorporating 

dilThrent types of nanostructures of carbon like SWCNT, DWCNT, MWCNT and CNF in 

order to understand the role of morphological features and defects in the context of their 

commercial application in the anode of lithium ion batteries. 

The present study aims to enhance understanding of the growth of one dimensional carbon 

nanostructures by CCVD method so that one may grow a specific morphology, which may be 

more suitable for application in the anode of lithium ion battery in terms of electrochemical 

performance and cost. In order to convince industries to adopt nanostructured materials for 

the anode preparation to attain higher energy density in a battery may require reliable 

production technology for these materials as well as reproducible performance, which may 

happen at the culmination of many such studies. 
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Carbon is a nonmetallic element abundantly available in nature. From prehistoric times, it has 

been used in smelting of ores leading to the emergence of the Bronze Age and later the Iron 

Age. The name of this element is derived from the Latin name "carbo" for burnt wood. There 

are several allotropes of carbon of which the best known are graphite, diamond, and 

fullerenes/carbon nanotubes or in general carbon nanostructures (CNS). Apart from fullerene, 

CNS now includes hollow tube, fiber, ribbon and tape. The physical properties of carbon vary 

widely with the allotropic form. Elemental carbon atoms bonded by sp2  hybridization form a 

variety of amazing structures. The story of CNS started with fullerenes or 

buckministerfullerene, C60  (popularly called buckyballs), which is a new class of carbon 

material of spherical molecules about 1 nm in diameter, comprising 60 carbon atoms arranged 

as 20 hexagons and 12 pentagons in the configuration of a football. Buckminsterfullerene 

(C60) was discovered by Smalley for which he got Noble Prize in 1996 (Kroto et al, 1985). 

(iraphene sheet is the hexagonal atomic arrangement of carbon atoms, which is stacked to 

form hexagonal close packed structure of graphite. Tubular carbon nanostructures may be 

considered as graphene sheets rolled up to form a seamless tube of diameter in nanometers but 

having large length to diameter ratio, The axial direction, around which the sheet is rolled into 

tube, with respect to hexagonal arrangement of atoms in the graphene sheet results in three 

types of helical structures - the armchair, the zigzag and the chiral carbon nanotube (CNT) 

(Dresselhaus et al, 1995). When a single sheet of graphene is rolled up it forms single walled 

carbon nanotube (SWCNT), which was discovered in 1992 (Ajayan and lijima, 1992). A 

multiwall carbon nanotube (MWCNT) which is a coaxial assembly of cylinders of SWCNT, 

like a Russian doll, one within another was also discovered by lijima (lijima, 1991) in 1991. 

The separation between the individual tubes is similar to that between the layers in natural 

graphite. There could be a few walls (two or more) in MWCNT as reported by lijima and 

other researchers (lijima, 1991). Carbon products in tubular form were first observed soon 

after introduction of electron microscope in 1950 (Davis et al, 1953). Gibson (Gibson, 1992) 

in a letter to "Nature" indicated that similar structures had been prepared in 1953. In 2006 

Reibold et al. (Reibold et al, 2006) observed that Damascus sabre steel from the seventeenth 



century. contains carbon nanotubes as well as cementite nanowires under high-resolution 

transmission electron microscopy. Nanotechnology is expected to exploit the unusual and 

interesting properties in nano regime due to their large surface-to-volume ratio, quantum-

confinement and atomic disorder effects (Mukherjee et al, 2006). 

Nanotubes are, therefore, one-dimensional objects with a well-defined direction along the 

nanotube axis that is analogous to the in-plane directions of graphite. There are other kinds of 

nontubular filled structures, known as carbon nanofiber (CNF) in general. The first graphite 

fiber was reported by Hughes and Chambers in 1889 (Hughes and Chambers, 1889). The 

others include fishbone/heningbone (Zhu et al, 2005), platelet and straight/helical (coiled) 

shape (Baker ci a!, 1972, Hughes and Chambers, 1889.-  I)ing et al, 2003). 

2.1 The Structure of Carbon Nantubes 

[he properties of nanostructures of carbon are a direct result of their structural inheritance 

from graphene, a single sheet of graphite. Most of its properties arise from its plane 

honeycomb structure which precisely provides the basic skeleton of the nanotube (Bernier and 

Lefrant, 1997). Properties specific to the nanotube stern from the perturbations to this plane 

due to curvature and the reduction in dimensionality. The properties of the nanotube thus arise 

by adapting the properties of graphite to the conditions imposed by rolling up the graphene 

sheets and these may be classified into electrical, mechanical, thermal and chemical 

properties. Actually, for polyarornatie solids that consist of stacked graphenes, the bond 

strength varies significantly depending on whether the in-plane direction is considered 

(characterized by very strong covalent and therefore having very short bond length of 0.142 

nm) or the direction perpendicular to it (characterized by very weak van der Waals bond and 

having relatively large bond length of 0.34 nm). Such heterogeneity is not found in single 

(isolated) SWCNT. However, the heterogeneity returns, along with the related consequences, 

when SWCNT associate into bundles. Therefore, the properties and applicability of SWCNT 

may also change depending on whether single or bundles of SWCNT are involved. Therefore, 

the physics of graphene and the nano tubes are related and so this section begins with a 

subsection on graphene. 

2.1.1 Graphene 

Graphite is well known layered hexagonal close packed structure containing layers of 

graphene sheet, where each carbon is covalently bonded to three other carbon atoms through 

sp2  hybridization. Andre Geim and Konstantin Novoselov were awarded Nobel Prize in 2010 

for obtaining graphene sheet by mechanical exfoliation of highly oriented pyrolytic graphite 
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(HOPG) with an adhesive tape (Geim and Novoselov, 2007). It was believed that 2D crystals 

in general cannot be found in free state. Graphene can be quite easily manipulated, and can be 

deposited on a SiO2  layer grown over a doped silicon substrate. It was further observed that 

when SiO2  is grown over doped silicon to a thickness typically about 300 nm, Si substrate acts 

as a gate inducing surface charge density in graphene, related to applied gate voltage. The 

gate induced charge is like chemical doping of a semiconductor but once chemical doping is 

done it cannot be changed. But in this case one may tune in positive or negative gate voltage 

to make the graphene n- or p- type of semiconductor. Typical carrier mobility in graphene is 

15,000 cm2V's 1  and may attain an astounding value of 200,000 cm2V1s in suspended 

graphene for a charge carrier concentration (n) = 4 x  10 cm 2  (Dragoman and Dragoman, 

2009). The room temperature mean free path for ballistic transport is 200-300 nm. The 

mobility does not depend significantly on doping or temperature. The anomalous charge 

transport properties of finite conductivity when the charge carrier density (hence gate voltage) 

is zero, is because of the electron and hole states are correlated by charge conjugation 

symmetry and their transport is described by Dirac like equation for massless particles. Both 

the electrons and holes have linear dispersion relations for small energy E as (Dragoman and 

Dragoman, 2009) 

E ±IkIvF (2.1) 

Where k = t x  + Jky  is the wave number of the charged state and vi is the Fermi velocity. 

The sign + is for electrons and - is for holes. Thus, graphene is a semiconductor with no 

energy gap, the valence and conduction bands touching each other at one point, which is 

termed as Dirac point as shown in Fig. 2.1. 

MIC 

Fig. 2.1: Dispersion relation in graphene (Dragoman and Dragoman, 2009). 

One may resort to band gap engineering. A graphene sheet contacted between electrodes may 

be etched to narrow strips which are called graphene nanoribbons (GNR) and the width (w) of 



the strip (typically of I to 2 nm) decides the energy gap E. that opens up at the Dirac point. 

Experimentally it has been observed that, 

E9 
= 

(2.2) 

Where a = 0.2 eV and w* = 16 nm. The properties of graphene summarized in Table-2.1 are 

given below. 

Table-2.1: Properties of graphene (Dragoman and Dragoman, 2009). 
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The electronic band structure of graphene may be considered in terms of two bands - valence 

band p and conduction band p1 . The tight binding model using nearest neighbour 1-lamiltonian 

related to carrier hopping between two bands may be written as (Dragoman and Dragoman, 

2009) 

= ( E2 —y0g(k)

) 
(2.3) _ yog*(k) E2   

Where, E21, is the site energy of the 2p atomic orbital, yo (> 0) is the carbon—carbon energy, 

and 

g(k) = exp [ -~3 1 + 2 exp []cos [1 (2.4) 

Where, k = (ks, k) is the reciprocal lattice vector of the graphene lattice and a = a1  I = 

I u2 I = 3ac_c. Ifs is the overlap of the electronic wave function over adjacent atomic sites in 

the graphene honeycomb lattice, the overlap matrix is expressed as 

1 sg(k) 
25 oThg*(k) 1 

The graphene band structure E(k) may now be obtained from 

detlH - ESI = 0 (2.6) 

and it has a two branch solution as 

E(k) = Ez±yow(k) (2.7) 
1+sw(k) 
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Fig. 2.2: Band structure of graphene (Dragoman and Dragoman, 2009). 

Fig. 2.2 shows the band structure of graphene obtained by Dragoman and Dragoman 

(Dragoman and Dragoman, 2009) by superimposing the two branches of the dispersion 

relation, E' and E. These two branches actually touch each other at six points, called Fermi 

points situated at Fermi level, denoted by K and K' in Fig. 2.3, showing a hexagon that 

represents the limit of the Brillouin zone in graphenc. The Fermi energy level at the K points 

is considered as a reference, E = 0. Graphene is thus a zero-band gap semiconductor, as its 

density of states (DOS) is zero at the Fermi level as it has been stated earlier in the beginning 

of the subsection. 

Fig. 2.3: Brillouin zone of graphene showing Fermi points K and K' (Dragoman and 

Dragoman, 2009). 

2.1.2 Carbon Nanotube 

The structures of carbon nanotubes are clearly related to graphene sheet, which rolls up to 

form a cylinder as shown in Fig. 2,4. In the case of naotubes with closed end geometry, the 

end corresponds to the closure of a half-space which is achieved by introducing 6 pentagons 
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into the hexagonal lattice. The topology of the end depends on the distribution of these 

pentagons. 
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(a) (b) (c) 

Fig. 2.4: Construction of a nanotube by rolling up a graphene sheet. The three tubes in the 

lower part of the figure result from rolling up the sheet at different angles 0. (a) 0 = 

300, armchair configuration, (b) 0 = 00, zigzag configuration, (c) 0 1 00 or 300, 

chiral configuration (Bourgoin, 2007). 

To give a complete description of the nanotube structure, one must examine the way the 

gi'aphene sheet is rolled up. This operation amounts to superposing two hexagons A and B of 

the lattice as shown in Fig, 2.4 and the choice of these two hexagons entirely and uniquely 

fixes the diameter of the nanotube and the angle, 0, known as the chiral angle or helicity, 

which specifies the axial direction of the sheet. To determine the chiral angle 0 one requires 

choosing one side of a hexagon in the graphene sheet as the reference direction. This angle 

varies between 0 and 30°, given the symmetry of the hexagonal lattice, and allows a complete 

classification of' all possible configurations into three categories called the armchair, zigzag 

and chiral configurations. Zigzag and armchair tubes have chiral angle equal to 0 and 30°, 

respectively. Their names refer to the arrangement of carbon atoms on the rim of an open tube V 

(Fig. 2.4). In these two types of tubes, the hexagons in the upper part of the tube have the 

same orientation with respect to the axis as those in the lower part. Such tubes are said to be 

achiral. This property is not satisfied in tubes with chiral angle 0 different from either 0°  or 
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300. which belong to the third category. The chiral vector or roll-up vector C = n 1  + m 2, 

where n and m are integer numbers (n, in E N), and d, d2  are unit vectors of the graphene 

lattice as shown in Fig. 2.4. The structure of the three types of nanotubes illustrated in the Fig. 

2.4 could be characterized by the pair of integers (n, m); the armchair tube characterised by 

pair (n, n), has n equal to in, the zigzag tube characterized by pair (n, 0), has m = 0 while the 

chiral tube characterized by pair (n, m) could have any integer value of m and n excluding 

those for zigzag and armchair configurations. 

The electronic properties of nanotubes are directly dependent on the chiral vector. The set of 

numbers (n, m) determines entirely the semiconducting or the metallic character of the CNT. 

The CNT is semiconducting when n - m I- 3i and it displays a small band gap (as semi-

metallic behaviour) if n - in = 3i, where i = 1,2, 3.....But it is metallic if n = m (Ouyang et 

* al, 2001). The semiconducting CNT characterized by (n, 0), are called zigzag CNT, and the 

(n, n) metallic CNT, are armchair CNT (Dresselhaus and Avouris, 2001). However, this rule 

has exceptions, because curvature effects in small diameter carbon nanotubes can strongly 

influence electrical properties. Thus, a (5, 0) SWCNT that should be semiconducting, in fact, 

is metallic according to the calculations. Likewise, vice versa zigzag and chiral SWCNT with 

small diameters that should be metallic have finite gap (armchair nanotubes remain metallic) 

(I.0 and Chen, 2005). In theory, metallic nanotubes can carry an electric current density of 4 

10 Acrn 2, which is more than 1,000 times greater than those of metals such as copper (I-long 

and Myung, 2007). The connection between the set (n, m) and the diameter d of the CNT can 

be expressed as (Dragoman and Dragoman, 2009) 

d = acc 13(m 2+mn+n 2)]  112 /7T 
= ICVr (2.8) 

Where fl is the length of the chiral vector, and acc  is the length of carbon to carbon bond 

(1.42 A). Equation 2.8 indicates that the modulus of the chiral vector is the circumference of 

CNT. The chiral angle, 0, is defined as 

0 = tan'[_~371 ] (2.9) 
2m+n 

The band structure of the CNT follows from that of graphene when rolled into tube, confines 

the charge carriers in the circumferential direction of the tube. If the vector k = (kr, kr,) in the 

4 

context of tube where subscript a indicates axial component and c indicates circumferential 

component, the confinement in the circumferential direction will lead to quantization as 

I 

kC = 27rn (2.10) 

' where k is the circumferential component of k and n = 1, 2,,. .N where N is the number of 

hexagon in the unit cell of CNT. The impact of this quantization may be reflected by slicing 
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the band structure of graphene in one dimensional section, particularly in the vicinity of Fermi 

points as shown in Fig. 2.5. 

Fig. 2.5: Brillouin zones and band structure of metallic and semiconductor CNT (Dragoman 

and Dragoman, 2009). 

Ihe band structure around Fermi point in metallic CNT consists of two energy bands 

intersecting at K and having linear dispersion relations. The semi-conductor CNT will have a 

band gap, Eg, opening between two energy bands as 

4V 
Eg= 

F (2.11) 

and its numerical value is E9 (eV) = 0.9/d(nm) when v1- = 8 x  10 ms 1 . 

The energy gap decreases for larger tube diameter. In these respects, the electronic property of 

CNT is unique and is not found in any other one-dimensional system. The semiconducting 

properties of nanotubes have been used to develop electronic components. Nanotubes can 

carry quite remarkable current densities, of the order of 100  Acm 2, at least two orders of 

magnitude greater than that of metals. 

Probably the most unusual property of nanotubes is the sensitivity of their bandstructure to 

geometry (Hamada ci al, 1992). MWCNT are more complex objects than the SWCNT as each 

of its carbon shells can be metallic or semiconducting with different chiralities. The complex 

structure of MWCNT has discouraged their detailed study and use. However, based on a low 

temperature study of the Aharonov-Bohm effect in MWCNT (Bachtold et al. 1999), it has 

been concluded that in MWCNT only the outer shell contributes to electrical transport 

(Schonenberger et al, 1999). These systems show 1D or 2D characteristics, depending on their 

diameter and the nature of the property. The band-gap is inversely proportional to the tube 

diameter, so only small diameter MWCNT is expected to exemplify semiconducting outer 

shell. These shells may interact and the transport characteristics of a MWCNT at ambient 

temperature reflect the contributions of more than the outer shell. This is particularly observed 
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for large diameter tubes, i.e. for small energy gap (Avouris, 2002). According to Collins and 

Avouris (Collins and Avouris, 2002) the individual shells interact weakly, in the same way 

that graphene sheets are weakly coupled in graphite and MWCNT can be modeled as a 

complex bundle of parallel conductors, each having a different band structure. For example, 

since each carbon shell has a different bandstructure with slightly different allowed momenta, 

transport mechanisms which are rigorously momentum conserving should completely exclude 

contributions from inner shells (Collins and Avouris, 2002). A typical value determined for 

the resistivity p is 10 Qcm (Fischer et al, 1997). Using the measured resistance and the 

knowledge that the electric current flows through the outermost cylinder of the MWCNT, 

Schonenberger et al. (Schonenberger et al, 1999) estimated p 10 6  acm, This large 

difference is probably due to the low volume fraction of conducting nanotubes in thin-film 

samples. For all measured MWCNT they found a resistance of the order 10 kQ at low 

temperature and a temperature dependence in which the resistance increases by a factor of 2-3 

times if the temperature is lowered from room temperature (RT) to a few degree celcius. 

2.2 Physical and Mechanical Properties of Carbon Nanostructures 

Carbon nanotubes are the strongest and stiffest materials yet discovered in terms of tensile 

strength and elastic modulus respectively. This strength results from the covalent sp2  bonds 

formed between the individual carbon atoms. Due to its structural anisotropy, graphite has a 

very high elastic modulus (measuring its resistance to deformation) in the hexagonal plane, 

reaching values of about 1012  Pa or 1 TPa, but much lower values out of the plane, at 4 x  10 

Pa. The nanotube inherits the mechanical capacities of graphene, and even enhances them, 

since elastic moduli of 1 TPa have been calculated and measured (Smalley and Yakobson, 

1998). It combines this resistance to deformation with a high level of flexibility, due to the 

partial sp2-sp3  hybridisation of the C—C bond which is stronger than in diamond (sp3  

hybridisation), as revealed by the difference in C—C bond lengths (0.142 vs. 0.154 nm for 

graphene and diamond respectively). The bulk modulus of superhard phase nanotubes is 462 

to 546 GPa, even higher than that of diamond (Popov et a!, 2002). Various experiments have 

shown that the nanotube has an incredible ability to bend to considerable angles, and also to 

deform and twist about its axis (Smalley and Yakobson, 1998). MWCNT with larger diameter 

are found to have properties similar to other forms of regular, polyaromatic solids. Tensile 

strength values as high as - 150 GPa have actually been measured for perfect MWCNT made 

from an electric arc (Demczyk et al, 2002). in 2000, a multi walled carbon nanotube was 

tested to have a tensile strength of 63 GPa (Yu et al, 2000a). Further studies, revealed that 
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individual CNT shells have strengths of up to 100 GPa, which is in good agreement with 

quantum/atomistic models (Peng et al, 2008). 1-lowever, these elastic properties, which have 

indeed been confirmed experimentally for individual SWCNT, are considerably downgraded 

in MWCNT, and all the more so as the number of walls increases. Very high tensile strength 

values are also expected for defect-free MWCNT. Since carbon nanotubes have a low density 

for a solid of 1.3) to 1.4 gcm 3  (Collins and Avouris, 2000) its specific strength of up to 48,000 

kNmkg' is the best of known materials, compared to high-carbon steel 154 kNmkgH, 

Although the strength of individual CNT shells is extremely high, weak shear interactions 

between adjacent shells and tubes leads to significant reductions in the effective strength of 

multi walled carbon nanotubes and carbon nanotube bundles down to the order of GPa 

(l"illeter et al, 2011). 

Phonons denote the quantized normal-mode vibrations that strongly affect many processes in 

condensed-matter systems, including thermal (Singh et al, 2010), transport and mechanical 

properties. Phonons play an important role as carriers of thermal energy in thermal conduction 

processes and in thermodynamic properties, such as the heat capacity, and in scattering 

processes for bringing electrons into equilibrium with the lattice in various electron transport 

phenomena, such as electrical conductivity, magneto -transport phenomena and 

thermoelectricity. The thermal properties of CNS, including their specific heat, thermal 

conductivity and thermopower display a wide range of behaviours which stem from both their 

relation to a 2D graphene layer and their unique structure and tiny size (Dresselhaus et al, 

2004). The specific heat of individual nanotubes should be similar to that of 2D graphene at 

high temperatures, with the effects of phonon quantization becoming apparent at lower 

temperatures for SWCNT of small diameter. To study the intrinsic thermal conductivity and 

thermoelectric power of nanotubes, measurements must be made at the single-nanotube level. 

Such measurements are technically very difficult to make. All nanotubes are expected to be 

very good thermal conductors along the tube, exhibiting a property known as "ballistic 

conduction", but good insulators laterally to the tube axis. Measurements show that a SWCNT 

has a room-temperature thermal conductivity along its axis of about 3500 Wm 1 K 1  (Pop ci 

a!, 2006) compared to copper, a metal well known for its good thermal conductivity, which 

transmits 385 Wm 1 K 1 . Measurements of thermal conductivity K(T) for an individual 

MWCNT show very high values of K(i) (over 3000 Wm 1K 1) and a maximum in K(T), ar 
which is indicative of significant phonon-phonon scattering at high T (Kim et al, 2001). A 

SWCNT has a room temperature thermal conductivity across its axis of about 1.52 WmHK1 

(Sinha et al, 2005) which is about as thermally conductive as soil. The temperature stability of 
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carbon nanotubes is estimated to be up to 2800 °C in vacuum and about 750 °C in air 

(Thostenson et al, 2005). The thermal expansion of an SWCNT bundle has been measured 

using X-ray diffraction techniques (Maniwa et al, 2001), and the results are consistent with 

expectations based on graphite, which has an exceedingly small in-plane thermal expansion 

coefficient, but a large inter-planar expansion coefficient. The measurements show almost no 

thermal expansion along the direction of the nanotube axis ((-0.15 ± 0.20) x 10 K'), but a 

value of (0.75 + 0.25) x 10 K 1  is found for the expansion in the range 28-678 °C along the 

direction of the diameter. 

The surface area may go upto few thousand m2g', depending on the number of walls, the 

diameter and the number of nanostructures in a bundle (Peigney et al, 2001) for which they 

can be used for any adsorption based application. Various studies dealing with the adsorption 

of nitrogen onto MWCNT and SWCNT have highlighted the porous nature of these materials 

(Yang et al, 2001). Magnetic field is also found to have strong effects on the structure and 

properties of CNT •and for which Lu (Lu, 1995) predicted field-induced metal-insulator 

transition. 

2.3 Synthesis of Carbon Nanostructures 

['here are various methods which are used to produce carbon nanostructures. They all have in 

general three common ingredients: (i) a carbon source, (ii) catalyst nanoparticles, and (iii) an 

energy input. The industrial application of CNS requires the development of techniques for 

large-scale production of defect-free nanostructures. 

• The optimal conditions for nanotube generation using arc-discharge technique involve the 

passage of a direct current through two high-purity graphite electrodes separated by about 1-2 

mm, in a He atmosphere (500 torr) (Ebbesen and Ajayan, 1992). The arc-discharge method 

was used to discover MWCNT by lijima (lijima, 1991). This method has been used long 

before that in the production of carbon fibers and fullerenes. Large-scale synthesis of 

MWCNT by a variant of the standard arc-discharge technique was reported by Ebbesen and 

Ajayan (Ebbesen and Ajayan, 1992). The yield of nanotubes was maximal of 75% relative to 

the starting graphitic material. Later lijima and Ichihashi (lijima and Ichihashi, 1993) and 

Bethune et al. (Bethune et al, 1993) synthesize SWCNT by use of metal catalysts in the arc-

discharge method in 1993. The lower electrode, the cathode, had a shallow dip to hold a small 

piece of iron during the evaporation. In the arc-discharge synthesis of nanotubes, Bethune et 

al. (Bethune et al, 1993) used anodes with bored holes which were filled with a mixture of 

pure powdered metals (Fe, Ni or Co) and graphite. The arc method usually involves high- 
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purity graphite electrodes, catalyst powders and high-purity He and Ar gases; thus the costs 

associated with the production of CNS are high. Although the crystallinity of the material is 

also high, there is no control over dimensions (length and diameter) of the tubes. 

Unfortunately, by-products such as polyhedral graphite particles, encapsulated metal particles 

and amorphous carbon are also formed. 

In 1996, Thess et al. (Thess et al, 1996) produced high yields (>70%) of SWCNT by laser-

ablation of graphite rods with small amounts of Ni and Co at 1200 °C. High power laser 

vapourization (YAG type) of pure graphite targets inside a furnace at 1200 °C, in an Ar 

atmosphere is capable of generating MWCNT (Guo et al, 1995). The nanotube growth using 

this technique has been explained in terms of the attachment of incoming carbon species at the 

edges of adjacent growing graphene tubules, responsible for prolonging the lifetime of the 

open structure (e.g., lip-lip interactions), which finally results in a multilayered tube. Dillon 

and co-workers (Dillon et al, 2000) noticed that the diameter of the tubes depends upon the 

laser power. In other words, as the laser pulse power is increased, the diameter of the tubes 

gets reduced. Unfortunately, the laser technique is not economically advantageous because the 

process involves high-purity graphite rods, the laser powers required are high, and the amount 

of nanotubes that can be produced per day is not as high as some of the methods discussed in 

this section. 

Both arc-discharge and laser-ablation techniques involve sublimation of graphite in an 

atmosphere of rare gases. The furnace has been brought to temperatures above 3200 °C, and 

then the rapid condensation of carbon atoms in a chamber which has a strong temperature 

gradient. Both these methods have the advantage of highly graphitized CNS product and the 

drawback that (i) they rely on evaporation of carbon atoms from solid targets at temperatures 

> 3000 °C, and (ii) the nanotubes are very much tangled which makes difficult the purification 

and application of the samples. These methods are now less used mainly because of the lack 

olcontrol over growth conditions. 

2.3.1 Catalytic Chemical Vapour Deposition 

When the cost of CNS production comes into account, the first consideration is the synthesis 

method. Almost every type of carbon nanostructures have been produced since 1960 by 

catalytic chemical vapour deposition (CCVD) of hydrocarbons in the presence of a catalyst 

because of their low cost and scalability for mass production (Amelinckx et al, 1994). 

Generally, the chemical vapour deposition (CVD) prOCeSS includes catalyst assisted 

decomposition of carbon bearing gas, in a tube reactor at a sufficiently high temperature and 
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growth of carbon nanostructures over the catalyst (Fig. 2.6). The history of CVD for the 

synthesis of CNS dates back to nineteenth century. In 1890, French scientists observed the 

4 formation of carbon filaments during experiments involving the passage of cyanogens over 

red-hot porcelain (Schultzenberger and Schultzenberger, 1890). By mid-twentieth century, 

CVD was an established method for producing carbon fibers utilizing thermal decomposition 

of hydrocarbons in the presence of metal catalysts. In 1952 Radushkevich and Lukyanovich 

published a range of electron micrographs clearly exhibiting tubular carbon filaments of 50-

100 nm diameters grown from thermal decomposition of carbon monoxide on iron catalyst at 

600 °C (Radushkevich and Lukyanovich, 1952). In the same year, another Russian group, 

Tesner and Echeistova, also reported similar carbon threads on lampblack particles exposed to 

methane, benzene or cyclohexane atmospheres at temperatures above 977 °C (Bacon, 1960). 

In 1953, Davis et al. (Davis et al, 1953) published an article on carbon nanofibers grown from 

the reaction of CO and Fe204  at 450 °C in blast furnace. In the 1970s extensive works were 

carried out independently by Baker and others to synthesize and understand tubular nanoflbers 

of multi-layered carbon (Baker et al, 1972; Baker et al, 1973). A similar approach was used 

by Amelinckx and co-workers and others (Amelinckx et al, 1994) to grow MWCNT. It is also 

possible to generate SWCNT via pyrolytic methods. In this context, Dai et al. (Dai ci al, 

1996) reported the generation of SWCNT via thermolytic processes involving Mo particles in 

conjunction with CO at 1200 T. This technique resulted in the production of large quantities 

of SWCNT bundles when Kong et al. (Kong et al, 1 998a) pyrolyzed methane in the presence 

of iron oxide at 1000 °C over amorphous silica particles. Following these achievements, 

several groups exploited the CVD process to generate large amounts of SWCNT. Large-scale 

synthesis of aligned carbon nanotubes was achieved by the CVD technique and iron as 

catalyst by Li ci al. (Li et al, 1996). high-quality SWCNT have been grown on patterned 

silicon wafers by the use of catalysts by the CVD technique by Kong et al. (Kong ci al, 

1998b). Thus, today's most popular technique, the CVD, may probably be the most-ancient 

technique of growing CNS in the name of filaments and fibers. 
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Fig. 2.6: Schematic diagram of a typical CCVD set-up (Oncel and Yurum, 2006). 

The parameters which can be changed to obtain different morphologies of CNS and degrees 

of graphitization by this method are e.g. type of catalysts, growth temperature, particle size, 

source of hydrocarbon, substrates etc. 

One may have variety of choices for catalyst from transition metals and their mixtures to even 

semiconductors in the form of metallic or their oxides (Dupuis, 2005; Takagi et al, 2006; Liu 

et al, 2009). The yield and erystallinity of nanotubes have been observed to be improved by 

the use of catalyst in the form of solid solution such as Co—Fe or Co—Ni (Dupuis, 2005). The 

catalyst can be deposited (i) from a suspension of nanoparticles (Cheung et al, 2002), (ii) in 

thin film by sputtering (Liu et al, 2009) or vacuum evaporation (Takagi et al 2006), (iii) by 

impregnation or spin coating with a solution of a metal salt or organometallic compound 

(Fujiwara et al, 2005; Jeong et al, 2005) or (iv) by loosely dispersing sol gel derived powder 

(Rana et al, 2010). 

ftc most commonly used substrates are graphite (Baker et a!, 1972), quartz (Kumar and 

Ando, 2003), silicon (Hata et al, 2004), silicon carbide (I)ing et al, 2003), silica (Kitiyanan et 

al, 2000), alumina (Ilongo et al, 2002), CaCO3  (Couteau et al, 2003), magnesium oxide (Ward 

et al. 2003). zeolite (Kumar and Ando, 2005), porous alumina (I-lu ci al, 2001, Sarkar et al, 

2007) etc. Substrate material, its surface morphology, texture and catalyst-substrate 

interaction greatly affect the yield and quality of the resulting CNS. 

The growth temperatures are typically in the range of 500-1000 °C and there is a temperature 

above which CNS forms (Cui et al, 2003) for a particular size and composition of a catalyst. 

Similarly, by varying growth temperature the morphology of the CNS can also change for a 

similar composition of catalyst (Iyuke et al, 2009). It should also be noted that different 

catalyst composition would have their optimum catalytic activity at different temperatures. 
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Beside growth temperature, the size of the catalyst is also an important factor in deciding the 

morphology of the CNS. On particles of size less than 5 nm, Gohier et al. (Gohier et a!, 2008) 

have observed growth of SWCNT at 700 °C, while on particles of sizes more than 15 nm 

MWCNT grows for cobalt catalyst. MWCNT have been found to grow on particles having 

size even less than 8 nm (1-luh ci al, 2003) to several hundreds of nanometers at temperature 

lying in the range between 750-950 °C (Jang et al, 2003; Terrones et al, 1997). Carbon fibers 

have been grown on cobalt oxide catalyst of relatively smaller sizes of 10-70 nm as well as 

larger sizes of 200-350 nm at 700 °C (Manafi and Badiee, 2003) whereas for nickel oxide 

catalyst, CNF grows on catalysts of size 16 nm at 600-750 °C (Kvande et al, 2006). 

The carbon precursor is typically a gaseous hydrocarbon such as methane (Kong et al, I 998a), 

ethylene (Fan et al, 1999), acetylene (Li et al, 1996), benzene (Sen et al, 1997), xylene (Wei et 

a!, 2002), carbon monoxide (Nikolaev et al, 1999) etc. that is sometimes diluted in a carrier 

gas (e.g. nitrogen, helium or argon). The total pressure usually lies in the range from a few Pa 

to atmospheric pressure. The molecular structure of the precursor affects the morphology of 

the CNS grown (Shaikjce and Coville, 2012). Baker and 1-larris (Baker and Harris, 1978) 

reported that unsaturated hydrocarbons such as C2112  had much higher yields and higher 

deposition rates than saturated gases (e.g. C2114). They also observed that saturated carbon 

gases tended to produce highly graphitized filaments with fewer walls compared with 

unsaturated gases. Thus, hydrocarbons such as methane and carbon monoxide are commonly 

used for SWCNT growth (Kong ci al, 1998a; Nikolaev et al, 1999), whereas hydrocarbons 

such as acetylene and benzene, which are unsaturated and thus have high carbon content, are 

4 typically used for MWCNT growth (Dai et al, 1999; Piedigrosso et al, 2000; Endo et al, 

1993). Commonly efficient precursors of MWCNT (viz, acetylene, benzene, etc.) are unstable 

at higher temperature and lead to the deposition of large amounts of carbonaceous compounds 

other than the nanostructurcs. Methane is commonly used as the carbon source for SWCNT 

growth because it is a kinetically stable hydrocarbon and undergoes the least pyrolytic 

decomposition at high temperatures, typically 900 °C (Kong et al, 1 998a; Dai et a!, 1996). It 

may be recalled that high temperature is favoured for less defective and well crystallized 

nanotubes, and hence it is important to select a hydrocarbon which does not thermally 

decompose to form unwanted amorphous carbon at high temperatures. Similarly, CO has been 

used to grow SWCNT at elevated temperatures (Nikolaev et al, 1999). 

As compared to arc-discharge and laser-ablation methods, CCVD is a simple and economic 

technique for synthesizing CNS at low temperature and ambient pressure and therefore less 
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amount of energy is consumed though sometimes in crystallinity, arc- and laser-grown CNS 

are superior to the CCVD grown ones. However, in yield and purity, CCVD beats the arc and 

laser methods, and when it comes to structure control or architecture, CCVD is perhaps the 

only technique to be used. CCVD is versatile in the sense that it offers harnessing plenty of 

hydrocarbons in any state (solid, liquid or gas), enables the use of various substrates, and 

allows CNS growth in a variety of forms, such as powder, film, aligned or entangled, straight 

or coiled nanotubes, or a desired architecture of nanotubcs on predefined sites of a patterned 

substrate. It also offers better control on the growth parameters. 

There are few other methods of producing carbon nanostructures. Among the later introduced 

techniques two efficient methods are plasma enhanced chemical vapour deposition and laser 

assisted catalytic chemical vapour deposition. Plasma-assisted methods are especially 

attractive for the growth of carbon nanotubes on temperature-sensitive sLibstrates and devices. 

The plasma enhanced CVD method generates a glow discharge in a chamber or a reaction 

furnace by a high frequency power applied to both electrodes. In the later case, the energy 

input is partially or entirely provided by the photo-thermal effect induced by a laser beam. 

'I'hcre also exist some methods like electrolysis which involves a liquid phase process and is 

able to produce MWCNT (Hsu et al, 1996). The process involves graphite electrodes 

immersed in molten LiCl under an Ar atmosphere, with a dc voltage applied between the 

electrodes. It was proposed that at temperatures above 600 °C, graphite dissolves in molten Li 

in order to yield L12C2  suggesting a key step in cathode dissolution and subsequent 

nanostructure formation (Hsu et al, 1996). The liquid-phase electrolytic method has not been 

widely used probably because the nanotube yield is difficult to control and the technique has 

not been able to produce SWCNT. In addition to high-energy lasers, arc-discharge and 

thermal routes, solar energy offer an alternative route to produce CNS. Laplaze et al. (Laplaze 

ci. al. 1998) have managed to produce CNS, when solar energy is focused on a carbon-metal 

target in an inert atmosphere. Solar energy is capable of vaporizing graphite-metal targets 

because the average incident solar flux in such experiments is close to 500 Wcm 2  and can 

reach a front temperature of 2528 °C (Guillard ci. al, 1999). Recently, it has been proved that it 

is possible to generate a more powerful solar furnace (1000 kW) that results in temperatures 

close to 3128 °C, which can increase significantly the yields of fullerenes and nanotubes 

(Alvarez et al, 1999). 
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2.3.2 Growth of Carbon Nanostructures by CCVD 

It is evident that for various applications CNS of different morphologies are required. Despite 

significant progress in CNS research over the years, we are still unable to control the 

synthesis of CNS so as to obtain well-defined reproducible properties in a batch of large 

quantities by a cost-effective process. It has been claimed that the catalytic growth of carbon 

nanostructures takes place by dissolution of' carbon and their precipitation on a moving 

catalytic particle surface (Oberlin et al, 1976). The morphology and the diameter distribution 

of CNS depend on the size, shape and composition of the catalyst, the growth temperature and 

other growth conditions. In a recent investigation Zhu et al. (Zhu et al, 2008) used high 

resolution transmission electron microscope (FIRTEM) images to show a correlation between 

the chirality of the nanotube and the structure of the catalytic nanoparticle. CNS growth 

mechanism has been debatable right from its discovery. Based on the reaction conditions and 

post deposition product analyses, several groups have proposed different possibilities which 

are often contradictory and there is no unanimity on CNS growth mechanism till date. 

A hydrocarbon vapour when comes in contact with the 'hot' metal nanoparticles, first 

decomposes into carbon and hydrogen species and carbon gets dissolved into the metallic 

catalysts. During in-situ growth of CNT on iron nanoparticle in environmental transmission 

electron microscope (ETEM) it has been observed by Hoffman et al. (Flofmann et al, 2007) by 

X-ray photoelectron spectroscopy (XPS) that initially there is extensive formation of carbon-

iron bonds as indicated by XPS peaks at 282.6 eV but this peak is replaced by C-C peak (-

284.5 eV) corresponding to sp2  bonded graphitic carbon. In between, there is a transitory 

4 presence of carbidic carbon (-- 283.4 eV) before graphitic carbon forms. These authors felt 

that initially C-Fe bond forms due to chemisorptions. 

Yoshida et al. (Yoshida et al, 2008), while observing in-situ growth of CN'I' in ETEM, noted 

significant change in shape of nanoparticles of catalyst during growth of both SWCN'I' and 

MWCNT respectively on relatively smaller and larger size catalyst particles. Hoffman et al. 

(Hofmann et al, 2007) have also observed 'dynamic reshaping' of the nickel catalyst 

nanoparticles during growth of CNS for which there is no plausible explanation. It appears 

that there is surface melting of metallic catalyst nanoparticles and the surface liquid moves 

under the action of capillary forces during growth of CNS. If there is surface melting then the 

decomposed carbon may get dissolved in the molten surface layer to show extensive 

1'ormation of C-Fe bonds. 
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C;omci-(ua1dron ci al. ((iome/.-Gualdron et a]. 2() 12) has earned out molecular dynamic 

simulation studies and observed that carbon precipitates at the interface of the metal catalyst 

to form carbon rings as demonstrated in Fig. 2.7. According to this study, the growth of CNS 

takes place in following steps: ( I ) carbon dissolution into the metal catalyst nanoparticle, (2) 

carbon segregation to the nanoparticle surface. (3) thrrnation of CNS on the metal surface 

identified as chains, isolated rings (usually branched) and concatenated rings (usually 

branched). (4) "merging" of carbon nanostructures to form a nanotuhe cap. (S ) lifting-off of 

the nanotuhe cap and (6) incorporation of carbon to the nanotuhe rim at the nanoparticle 

surface for increasing the length of the tube. It has been claimed that growth terminates when 

the catalyst particle gets poisoned by impurities or after the formation of a stable metal 

carbide (Schunemann et al, 2011 Dresselhaus and .Avouris, 2001). 
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Fig. 2.7: Schematics scenario of the surface region of nanoparticle catalyst, showing early to,  

formation of carbon rings. In scenario A (top), within a time interval At, the surface 

pattern of stable ring breaks down in (a). In scenario B (bottom), within a time 

interval At, the surface pattern of stable ring undergoes either a reorientation in (b) 

or a rearrangement in (c). Hollow positions are stable valley positions over 

hexagons of spheres, bridge positions are on the periphery of the sphere along the 

boundary while top positions are directly over the top of the sphere (Gomez-

Gualdron et al, 2012). 

There are two specific circumstances of strong and weak interaction between the catalyst and 

the supporting substrate, which have been identified (Fig. 2.8) and it has been claimed that 

this interaction is important in deciding the modes of CNS growth. When the catalyst-

substrate interaction is weak (metal has an acute contact angle with the substrate), 
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hydrocarbon decomposes on the top surface of the metal, carbon diffuses down through the 

metal, and CNS precipitates out across the metal bottom, pushing the whole metal particle up 

p detaching it from the substrate (Fig. 2.8(a)). As long as there is no cap formation at the top of 

the metal catalyst nanoparticle and it is open for fresh hydrocarbon decomposition, the 

concentration gradient exists in the metal allowing carbon diffusion and CNS continues to 

grow longer. This is known as "tip-growth model". When the catalyst-substrate interaction is 

strong (metal has an obtuse contact angle with the substrate), initial hydrocarbon 

decomposition and carbon diffusion take place similar to that in the tip-growth case, but the 

CNS precipitation fails to push the metal particle up because of strong interaction with the 

substrate and carbon precipitates out as a hemispherical dome (the most favorable closed-

carbon network on a spherical nanoparticle) which then extends up in the form of seamless 

graphitic cylinder. Subsequent hydrocarbon decomposition takes place on the lower 

peripheral surface of the metal nanoparticle and as-dissolved carbon diffuses upward. Thus, 

CNS grows up with the catalyst particle rooted on its base; hence, this is known as "base-

growth model". However, molecular dynamic simulation results (Charlier et al, 2007) 

demonstrated a cap formation to be a necessary step for nanotube growth which is 

contradicting the tip growth mechanism proposed. Raty et al. (Raty et al, 2005) also have 

observed formation of a sp2  bonded cap on iron nanoparticle catalyst by diffusion of C atoms 

and due to weak adhesion with the particle, the cap detaches and floats for SWCNT to grow 

from the root. Charlier et al. (Charlier et al, 1997) have shown through atomistic calculations 

that only MWCNT may grow with an open end. Gualdron et al. (Gomez-Gualdron et al, 

2012) have investigated the effect of metal/support interaction strengths for nanoparticles of 

Ni and observed that the direction of growth on a given facet of the catalyst depends on this 

interaction. Also, it was observed that for strong interaction between the substrate and the 

particle, the stretching of the catalyst particle due to capillary action results in easier lifting of 

the cap. however, the study could not decide whether the facet of nanoparticle is acting as a 

template for the nascent nanotube or the emerging nanotube conditions the structure of the 

surface of the nanoparticle adjacent to it due to higher strength of C-C bonds compared to 

those of M-M bonds (Gomez-Gualdron et al, 2012) in the prevailing context of melting point 

depression of metallic nanoparticles (Qi, 2005). 
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Fig. 2.8: Catalytic growth model for CNS for (a) weak interaction (tip-growth), and (b) strong 

interaction (base-growth). 

A large number of investigations have been carried out to establish a concrete mechanism of 

tip or base growth of CNS. Table-2.2 summarizes some of the results of tip and base-growth 

mode 

Tahle-2.2: Results summarizing tip and base-growth of SWCNT, MWCNT and other CNS. 

Catalyst Size Temp. Type of catalyst Type of Mode of growth 
(nm) (°C) CNS 
** 

Fe - <5p 800 Balled up catalyst on MWCNT Tip and 
(Rummeli (from oxide substrate Base/Root 
et al. 2007) image)  

Fe (Lee and lOOf 550- Film thermally deposited Bamboo- Tip 
Park, 950 on silicon oxide and like CN'l' 

2001a)  balled up at 750-950 T  
- 

Fe-Pt 1.6 and 590- Deposited on substrate of MWCNT Base 
(Schuneman 3.6p 890 thermally oxidized 
Ct al, 2011) silicon with an additional 

A1203_layer  

Al/Fe 2/1, 4/1 700- Metal films deposited by MWCNT Tip (favoured 
(Matthews and 6/1f 800 plasma sputtering on Au on Au substrates 
et al. 2006) and Mo enhancing 

MWCNT) 
750- SWCNT Base (preferred 
900 on Mo 

promoting 
SWCNT) 

Fe, Co, Ni <5p and 700 Film deposited onto SiO2  SWCNT <5 nm: Base- 
(Gohier et and annealed at 700 °C growth 
al. 2008) (SWCNT) 

>lSp MWCNT >15 nm: Tip- 
growth 

(MWCNT) 
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Co (Lee and 200f 950 Balled up film on SiO2  Baboo like Base 

Park, substrate CNT 

2001b)  
- 

Ni (Abdi ci 10-50p 550- Balled up from thin layer MWCNT Tip 

al, 2006)  650 of catalyst on SiO2  

Ni <6p 650- Film deposited on a SWCNT Base 

(Lin et al, 700 Si02-coated Si(100) (for SWCNT) 

2007) substrate supported on Bamboo- 

7-30p MgO and balled up at like Tip 

______ _____ 
700 °C MWCNT (for MWCNT) 

Ni Ni/Ti: 540 Ni film on Ti or TiO MWCNT Base (For Ti 

(Horibe et 30/50f deposited by rf substrate) 

al, 2004) Ni/TiO: magnetron sputtering Tip (for TiO 

10/50f  substrate) 

Ni, 2f 520 Deposited by physical MWCNT Base 

Ni-Au vapour deposition of 

(Sharma et metals on perforated CNF Tip 

al,2011)  Si02 films 

Ni/Cu 2 nm of 511 Sputtered Bi-metallic Carbon Tip 

(Saavedra et Ni p and layer (Ni/Cu) octopi 

al,2012) 8nmof 
Cu p  

Iron oxide 1-2 and 900 Iron film deposited in air SWCNT Base 

(Li et al, 3-5p on SiO2  substrate 

2001a)  
Fe/Mo —ip 900 Catalyst made by SWCNT Base 

oxide impregnating 

(Cassell et silica-alumina support 

al, 1999) 

Ni after 5-20p 500- Nickel nanocrystals CNF Tip 

reduction 540 in the metallic state (larger 

from NiO formed by reduction of nano- 

(1-lelveg et the NiO precursor cluster) 

al, 2004) supported on MgA1204. MWCNT 
(smaller 

nano- 

____________________________ 

cluster)  

Initially Sp 480- SiO supported balled up CNF Tip (at lower 

oxidized Fe 700 Ni and Fe catalyst films press. and lower 

and Ni (thermally evaporated) temp. for CNF) 

(IIofmann 615 SWCNT Base/Root (at 

ci al, 2007) higher press, 
and higher temp. 

for SWCNT) 

**p:  particles and f: film 

Most of the investigators have used oxide substrate and it is expected that there should be 

weak adhesion between the catalyst and the substrate. But it is observed that SWCNT grows 
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by base growth in general while MWCNT grows by tip growth as observed in Table-2.2. 

Thus, it is apparent that the understanding about the mode of growth is still not clear. It is also 

observed that the smaller size of catalyst particles promotes the formation of SWCNT while it 
MWCNT grows around relatively larger catalyst particles. However, both MWCNT and 

SWCN'I' grow over similar temperature range. 

['here are still more unresolved issues regarding (i) the presence of liquid phase in the catalyst 

during growth, and (ii) the diffusion path of carbon in the catalyst to deliver carbon during 

growth of CNS. There is substantial shape change of the catalyst during growth of CNS and if 

it is claimed that this is due to deformation in solid catalyst particle, (Hofmann et a!, 2007; 

Yoshida et a!, 2008) one will have to identify a significant force responsible for it and explain 

its origin. It cannot be just broadly attributed to high mobility of atoms in the surface layer. 

The observed metal carbon bonds are being explained by chemisorption of carbon atoms on 

nanocatalysts (IIofmann et al, 2007) but these bonds could also be indicative of solution of 

carbon in liquid phase of the catalyst. Yeshchenko and co-workers (Ycshchenko ci al, 2007) 

have shown that the surface melting of nanopartieles starts at a temperature far below the bulk 

melting point. Baker et al. (Baker et al, 1972) in their experiments with nickel catalyst and 

acetylene gas at 600 °C, have observed the change in shape of the catalyst during the growth 

of CNF and attributed it to vapour-liquid-solid (VLS) mechanism of growth. Their estimate of 

activation energy for growth has been similar to the activation energy of carbon diffusion in 

liquid nickel and fiber growth is observed to be diffusion controlled. In the VLS growth, 

carbon resulting from decomposition of the carbon bearing gas or vapour, gets dissolved in 

the liquid phase of the catalyst and diffuses to the growing CNS. Tibbelts (Tibbetts, 1984) has 

claimed that the bending of graphene sheet to tubular growth is energetically favourable due 

to large anisotropy in surface energy, i.e. high surface energy of other planes of graphite 

compared to the basal plane. However, the energy of bending is relatively more as the 

diameter is smaller and beyond some smaller inner radius, formation of the layer may not be 

energetically fovourable for growth due to 'weak maximum' of the difference of chemical 

potential. This may explain the growth of' SWCNT on smaller catalyst particles while 

MWCNT grows on relatively larger ones. However, he has presumed surface diffusion of 

carbon through the surface of the catalyst, on the basis the activation energy being similar to 

that of bulk diffusion of carbon in iron (Baker et a!, 1973). However the surface and the bulk 
1-

diffusion should have distinctly different activation energies. 
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The uneasiness in assuming the presence of liquid phase in the catalyst particles of Fe, Co, Ni 

arise possibly from relatively high bulk melting temperatures of these elements compared to 

the range of growth temperatures of 600-1000 °C, commonly prevailing during growth of 

CNS in CCVD. It is now fairly well known that the melting point of particles falls abruptly 

when the size decreases to the range of nanometers. In the experimental work reported by 

Takagi ('l'akagi, 1954), halos in the diffraction pattern indicating melting of thin films of Pb, 

Sn and Bi of thickness in the range of 1-100 nm were observed by electron diffraction 

respectively at 287, 203 and 249 T. In another experiment, Shin et al. (Shin et a!, 2007) 

observed melting of tin nanowires of radius ranging from 7-30 nm at 214 °C using differential 

scanning calorimetry (DSC) and their fragmentation due to Rayleigh instability. Peters et al. 

(Peters et al, 1997) investigated surface melting of small particles (50 nm diameter) of lead in-

situ using X-ray diffraction (XRD) as shown in Fig. 2.9. 

P A I 
i:::  

-- 

30.5 31.0 31.5 32.0 
20 (degrees) 

Fig. 2.9: X-ray peak of (lii) plane of lead for four time and temperatures indicated by a, b, c 

r and d shown in the time-temperature plot (inset) (Peters et a!, 1997). 

Between positions a and b below bulk melting temperature, the difference in intensity is 

attributed to surface melting of 0.5 nm skin at b enveloping the 52 nm crystallites while the 

bulk melting takes place at c and the peak has almost vanished and it remains in this state till 

d, indicating presence of supercooled liquid. Buffet and Borel (Buffat and Bore!, 1976) first 

measured the melting point of small gold nanoparticles using a scanning electron-diffraction 

technique. Their experimental results are quantitatively in good agreement with two 

phenomenological models where they found that the melting temperature drops to 328 °C for 

particles of size 20 A compared to the bulk melting of Au. It is known that bulk melting is 

preceded by surface melting due to the weakened state of bonding at the surface as 

determined even in large crystals by ion backscattering (Dash, 2002). Wang et al. (Wang et al, 

I 998a) have observed under in-situ transmission electron microscope (TEM), dramatic 
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transformation of platinum nanocrystals into spherical-like shapes when the temperature was 

raised above 500 °C, demonstrating surface melting. Surface melting became obvious also 

due to coalescence of the surfaces of neighbouring nanoparticles leading to aggregation to a 

smaller volume of the assembled nanoparticles. Selected area diffraction (SAD) pattern also 

indicates this change by diffuse rings. The surface melting results in a few atomic layers deep 

liquid around the still solid core of the nanoparticle. This temperature was much lower than 

the melting point of bulk metallic platinum. 

Yu and Duxbury (Yu and Duxbury, 1995) by their molecular-dynamics simulations for gold 

clusters, have also observed that for nanoclusters the surface atoms start to diffuse well below 

the melting point resulting in shape change. Theoretical investigations on thermodynamic 

model of size-dependent melting of nanoparticles have been reviewed by Nanda et al. (Nanda, 

2009) and three different models proposed are - (a) homogeneous melting (HM), (b) liquid 

nucleation at the surface and its growth to consume the solid core (LNG) and (c) liquid skin 

melting (LSM). The prediction of LSM model matches better for the experimental results on 

tin nanoparticles (Lai et al, 1996). The surface melting temperature decreases with size and 

the driving force for the surface melting is the reduction in surface energy. Thus, the shapes of 

nanoparticles and the support or substrate, which affect the surface energy, are expected to 

influence surface melting of nanoparticles. Qi et al. (Qi et a!, 2001) have carried out 

molecular dynamic investigation on melting of mesoscale nanocrystals through surface 

processes and found start of surface melting of Ni nanocrystals at - 708 °C (T, 336 atoms) 

compared to bulk melting at 1488 °C (T, bulk).  A quasiliquid skin forms on the surface 

below the bulk melting temperature (Tm, bulk), and it thickens as the temperature increases, 

leading finally to the melting of the entire nanocrystal. The bulk melting temperature has been 

defined as the temperature at which the thickness of the "skin" diverges to infinity and thus 

they characterized the mesoscale regime by surface melting. The simulation results show that 

the order of atoms starts to destroy from the surface and spreads inside to vanish above certain 

temperature. 

It may be remembered that for VLS growth mechanism to operate the entire particle need not 

be melted. Surface melting of the nanoparticle will be adequate for VLS growth. If the start of 

CNS growth takes place through formation of rings as shown in Fig. 2.7, it is not yet clear 

whether it will require the template of solid catalyst. Then, surface melting may provide more 
p 

appropriate scenario. But the liquid phase also has short range order of atoms and may 

provide arrangement of atoms as shown in Fig. 2.7. It may be important to note that I-Ioffrnan 
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et al. (Hofmann et al, 2007) have reported that there are some catalyst particles, which could 

not nucleate CNS. This could be due to absence of liquid phase due to their size or may be 

due to the absence of specific crystallographic plane on the surface which may act as the 

template for CNS growth. 

It has been claimed by some researchers that metal as such does not catalyze the formation of 

CNS, and there is need for metal carbide formation. The growth of CNS is by decomposition 

of carbide and the addition of resulting carbon to the growing nanostructure. Ni et al. (Ni et al, 

2009) have claimed that formation of CNT by the catalytic decomposition of CH4  over 

metallic catalysts of Co, Ni or Fe on MgO substrate requires growth temperatures higher than 

the decomposition temperature of the respective metal carbides as carbon in the CNT 

originates from the decomposition of metal carbides to graphitic carbon on the catalyst 

ILI surface. They have reported a direct relationship between CNT formation and metal carbide 

decomposition temperature for Ni, Co, and Fe catalysts. It has been claimed that metal carbide 

formation precedes the CNT or CNF nucleation and may be an intermediate step (Ni et al, 

2009). However, the catalytic activity of these metal carbides for hydrocarbon dissociation 

has not been confirmed. Wirth and others (Wirth et a!, 2009) proposed that pure metal is the 

active catalyst, while metal carbides have sometimes been detected in experiments involving 

iron catalyst nanopartieles (Oberlin et al, 1976). Hoffman et al. (Hofmann et al, 2007) also 

have observed transitory presence of carbidic carbon before the appearance of graphitic 

carbon. Similarly, the formation of iron carbide (Fe3C) during CNT synthesis from Fe catalyst 

nanoparticles has also been reported (Sharma et al., 2009). In 2008, Yoshida et al. (Yoshida et 

2. al, 2008) performed atomic-scale in-situ observation of acetylene decomposition on Fe 

catalyst at 600 °C. Electron diffraction analysis of the metal clusters in each frame was 

reported to match with that of iron carbide corresponding to cementite (Fe3C). Accordingly, 

the authors concluded that the active catalyst was in 'fluctuating solid state' of 'iron carbide'. 

Sharma et al. (Sharma et al, 2011) believe that metastable phase of carbide may form under a 

dynamic equilibrium for the following reaction 3Ni + C f-> Ni3C where the continuous flux of 

carbon, generated by decomposition of C2 H2, favours the formation of N13C while the high 

temperature (>520 °C) favours its decomposition. It is not surprising that metal carbides form 

prior to the CNT growth as the high carbon affinity of 3d transition metals is reflected by their 

low enthalpy of carbide formation (Meschel and Kleppa, 1997). Confusion persists because 

lattice constants of pure metal and their carbide are sometimes very close. For example, the 

planes fcc Ni (111) or Ni3C (113) have the same 'd' spacing and diffraction peaks may appear 

at the same angle. Moreover, for 'nano' particles, some deviation in the lattice constants from 
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that of the bulk crystal may be expected due to limited number of atoms in nanoparticles. 

Wirth et al. (Wirth et al, 2009), based on their in-situ electron microscopy and XPS analyses, 

argued that the catalyst exists in pure metallic form: right from the CNT nucleation to the 

growth termination. Takagi et al. (Takagi et al, 2006) have used non carbide forming catalysts 

like gold, silver and copper to grow SWCNT by CCVD. Thus, carbide formation may not be 

an essential step in the growth of CNS. With such a growth picture in mind, one can proceed 

to other important aspects of the different type of CNS growth. 

It has been mentioned earlier that CNS may grow when nanoparticles of oxides of transition 

metals like Co. Ni or Fe etc are used as catalyst in CCVD. Since the environment during 

growth of CNS is highly reducing due to decomposition of carbon bearing gas, it may be 

questioned whether oxide as such acts as catalysts or the metal nanoparticles forming after its 

reduction. Baker et al. (Baker et al, 1982) claimed that FeO appears to be a much better 

catalyst than metallic iron for the formation of filamentary carbon, and thus claimed that there 

was no reduction before to growth. The oxide catalysts have often been subjected to 

pretreatment in reducing environment containing hydrogen, and this step may serve the 

purpose of reduction to metals (Amama et a!, 2008). llernadi et al. (1-lernadi et a!, 1996) also 

considered that prior reduction pretreatment of iron oxide is not necessary since the 

hydrocarbon atmosphere is able to reduce the catalyst to the required extent under prevailing 

conditions during growth of CNS. 

2.3.2.1 Single Walled Carbon Nanotubes 

The preferred conditions for the growth of SWCNT have been studied and it has been 
I 

observed that the size of the catalyst is probably the most important parameter for the 

nucleation of SWCNT. The dependence of catalyst size on the formation of SWCNT has been 

reported by various researchers (Dai et al. 1996; Li et al, 2001a; Cheung et al, 2002). Li ci al. 

(Li et al, 2001b) found the upper limit for SWCNT growth occurred at catalyst sizes between 

4 and 8 nm. For catalyst size above 8.5 nm, no single walled structures were observed. Li et 

al. (Li et a!, 2001a) also grew SWCNT from discrete catalytic nanoparticles of various sizes. 

Iheir TEM studies indicated that the nanotube diameters were closely related to the size of 

the catalytic nanoparticles. Cheung et al. (Cheung et al, 2002) prepared monodispersed 

nanoclusters of iron with diameters of 3, 9, and 13 nm. Single walled and double walled 

nanotubes were nucleated with nanoclusters having 3 and 9 nm diameters, whereas only 

MWCNT were observed with the 13 nm nanoclusters. These works clearly suggest that 

SWCNT are fivoured when the catalyst particle is 5 nm or less. 1-lowever, it is worth 
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mentioning that there are reports which suggest that SWCNT can be grown from larger 

catalyst particles. One hypothesis put forward was that bundles of nanotubes could be 

precipitated from a single metal particle, and that the bundle formation would be linked to the 

nature of the metal surface (Colomer et al, 1999). As mentioned earlier, binary catalyst 

mixtures have also been reported to increase the yield of SWCNT (Dupuis, 2005). Hafner et 

al. (Hafner et al, 1998) further suggested that the growth rate of SWCNT is limited by the 

carbon supply to the catalyst particles, whereas for MWCNT, the growth is limited by the 

diffusion of carbon through the catalyst particle. The authors demonstrated that SWCNT 

could in fact be grown from a highly diluted gas mixture of C2114. A limited carbon supply 

will likely allow the structures to form more slowly, giving each carbon atom more time to 

anneal to its lowest energetic configuration as shown by energetics calculations. 

2.3.2.2 Multi Walled Carbon Nanotubes 

In comparison to SWCNT growth, MWCNT growth is usually observed on catalyst particles 

of relatively larger size. MWCNT arrays were synthesized by water assisted CVD using iron 

catalyst of size 15-50 nm at 750 °C (Yun et al, 2006). The diameter of the tube, in terms of 

number of walls increases with growth time, and depends on the size of the catalysts. 

Vinciguerra et al. (Vinciguerra et al, 2003) have taken into account the diffusion of carbon 

into the catalyst particle and the consequent extrusion of the walls for the formation of 

MWCNT, with the coordinating action of transition metals and with a direct correlation of the 

tube diameter with that of the catalyst. Single or few-walled carbon nanotubes have been 

grown over Ni, Fe, Co catalyst of size less than 5 nm whereas the large MWCNT have been 

grown on the same respective catalyst of size greater than 15 nm at 700 °C (Gohier et al, 

2008). Jehng et al. (Jehng et al, 2008) found the optimum growth temperature for MWCNT 

was about 640-670 °C, and concluded that, the particle size and structure of the catalyst 

controls the formation of MWCNT. 

2.3.2.3 Double Walled Carbon Nanotubes 

Hafner et al. (Hafner et al, 1998) produced a mixture of SWCNT and DWCNT (double walled 

carbon nanotube) by the catalytic decomposition of C21714  at 700-850 °C over Mo and Fe/Mo 

catalysts, and reported that the DWCNT proportion increases from 30 % at 700 °C to 70 % at 

850 T. Yamada et al. (Yamada et a!, 2006) reported the fabrication of high-purity DWCNT 

fbrest by controlling the catalyst (Fe) film thickness via a water-assisted CVD technique. 

Jnfortunately, according to these reports usually mixtures of DWCNT and SWCNT are 
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generated, in addition to metal particles, amorphous carbon and multilayered carbon 

nanotubes. 

2.3.2.4 Carbon Nanolibers 

The ability to control and tailor the structure of nanofibers (stacked or herringbone) has been 

demonstrated by Rodriquez et al. (Rodriguez et al, 1995). The general concept is the creation 

of a faceted catalyst particle so that carbon feedstock decomposition occurs at certain faces 

whereas carbon precipitation occurs at other faces. The alignment and crystalline perfection of 

the graphitic platelets is a parameter that is governed by the nature and shape of the catalyst 

particle and orientation of the precipitating faces as proposed by Boellard et al. (Boellaard ci 

al. 1985). Under certain conditions of gas composition, temperature, and catalyst composition, 

the catalyst particles undergo surface reconstruction to form unique geometrical shapes which 

drive the formation of nanofibers (Chambers and Baker, 1997). For example, the herringbone 

structure was found to grow from Fe-Cu (7:3) particles in a C2H4-1-I2  (4:1) gas mixture at 600 

°C, whereas the stacked structure formed from Fe-based catalyst in a CO-I-I2  (4:1) gas mixture 

at 600 °C (Rodriguez et al, 1995). The formation of herringbone structures is favoured when 

the catalyst particle is an alloy (Kim et al, 1992; Park ci al, 2000). Nolan et al. (Nolan et al, 

1998) have suggested that hydrogen plays a significant role in the formation of nanofibers. 

This is because the presence of hydrogen in abundance can cap the dangling bonds and allow 

free plane edges to be left behind, whereas without hydrogen termination, the more stable 

form of the carbon filament would be closed tubular graphene shells where there are no 

dangling bonds. 

2.3.2.5 Other Nanostructures 

The occurrence of defects (e.g., pentagons or heptagons) would cause the nanotube to bend 

during growth. When the temperature range in the CVD processes is about 428-1128 °C, 

curly" and coiled" nanotubes are common variations to the perfectly linear nanotube. The 

growth of various shapes of nanotubes, especially wavy and helical tubes, was investigated by 

Amelinckx et al. (Arnelinckx et al, 1994). The concept of a spatial velocity was introduced to 

describe the extrusion of carbon from the catalyst particle to form the nanotube. Essentially, 

when the extruded carbon material was uniform, straight nanotubes are obtained, whereas 

mismatch between the extrusion velocity by the catalytic particle and the rate of carbon 

deposition caused the nanotube to deform elastically into complicated patterns such as the 

helical shape. Nariotubes containing bamboo compartments are also commonly observed. A 

growth model for bamboo-shaped carbon nanotubes was proposed by Lee and Park (Lee and 
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Park, 2000). They showed that the bamboo-shaped compartment layers were due to the 

surface geometry of the catalyst particle and the precipitation of carbon sheets from the bulk 

of the catalyst particle. Li et al. (Li et al, 200 Ic) found that when using a higher deposition 

pressure of carbon feedstock, the nanotubes became bamboo in structure. They argued that at 

high pressures, the carbon concentration was sufficiently high to cause bulk diffusion of 

carbon through the catalyst, forming the bamboo compartments behind the catalyst particle. In 

the literature, bamboo structures are sometimes called "nanofibers" though the bamboo 

structure actually contains graphene walls parallel to the filament axis, which suggest that 

these structures would inherit the physical properties of the "nanotube". Rana et al. (Rana ci 

al, 2009) demonstrated synthesis of CNR (Carbon Nanoribbons) using LiFePO4  as a catalyst 

by thermal CVD of acetylene at 650 T. In another work the same group have shown 

modification in the structure of MWCNT by incorporating lithium in cobalt and nickel 

containing oxide based catalyst (Rana et a!, 2010). 

2.4 Application of Carbon Nanostructures 

In the following sections several interesting applications of carbon nanostructures have been 

described. 

2.4.1 Light Weight Materials 

The automotive industry is under constant pressure to design vehicles capable of meeting 

increasingly demanding challenges such as improved fuel economy, enhanced safety and 

effective emission control, and is a material- i nten si ve industry. A reduction in vehicle weight 

can lead to an impressive improvement in fuel usage. CNS have received much attention for 

their strength, each tube has the potential to inspire visions of a super-strong, super light 

weight material that could enable researchers to engineer the structures and fabrics of the 

future. The extraordinary mechanical, thermal and electrical properties of carbon nanotubes 

have prompted intense research into a wide range of applications in structural materials. 

Attempts have been made to develop advanced engineering materials with improved or novel 

properties through the incorporation of carbon nanotubes in matrices which includes 

polymers, metals and ceramics. Several articles have been published on CNS based 

composites and its different aspects in detail (I-lu ci a!, 2006). In the case of metal matrix 

nanocomposites, incorporation of as little as volume percentage of CNS has led to a much 

greater increase in strength, hardness etc. (Li et a!, 2009). Such potential improvements have 

great implications for the automotive, aerospace and in particular, the defense industries due 

to the drastic weight savings and exceptional properties that can be achieved. Potential 
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aerospace applications may include ventral fins for aircrafts, as well as fan exit guide vanes 

for commercial airline jet engines. Both components require high stiffness and strength, low 

weight as well as resistance to erosion from rain, airborne particulates and hail. In addition, 

exceptionally high thermal conductivities, possible in selected nanocomposites, will find 

applications in thermal management applications in computers. Metal matrix nanocomposites 

can lead to significant savings in materials and energy, and reduce pollution through the use 

of ultra-strong materials that exhibit low friction coefficients and greatly reduced wear rates 

(Rohalgi and Schultz, 2007). Dong et al. (Dong et a!, 2001) have investigated the effect of 

CNT addition in Cu matrix and observed that CNT/Cu nanocomposite reduces the friction 

coefficient of Cu and also the wear loss. While with Al-CNT composite the wear data 

suggests that the presence of CNT in the matrix can reduce the direct contact between the Al 

matrix and the steel pin, and thereby decrease the friction coefficient due to the presence of 

carbon nanotubes (Zhou et al, 2007). By reducing the friction coefficient, the energy loss 

experienced by components in frictional contact will be reduced, improving efficiency of 

mechanical systems. In addition, the authors believe that the incorporation of CNS having 

relatively short lengths may allow them to slide and roll between the mating surfaces and 

result in a decrease of the friction coefficient. CNS have also been incorporated in different 

ceramic matrix to increase their toghness (Zhan et al, 2003). There have been signicant R & D 

activities involving CNS/polymer nanocomposites for automotive applications: maj or focuses 

were to enhance the prime structural properties and the robustness of new composite materials 

as well as their automation and large-scale production. Nanocomposites are an emerging class 

of polymeric materials exhibiting excellent mechanical properties, enhanced modulus, 

dimensional stability, flame retardancy, improved scratch and mar resistance, superior thermal 

and processing properties and enhanced impact resistance, making them suitable to replace 

metals in automotive and other applications. The commercialization of polymer 

nanocomposites started in 1991 when Toyota Motor Co. first introduced nylon-6/clay 

nanocomposites in the market to produce timing belt covers as a part of the engine for their 

'l'oyota Camry cars (Kojirna et al, 1993). The real surge in the commercialization of 

nanocomposites production has occurred over the last ten years. Very recently Shin et al. 

(Shin et a!, 2012) have demonstrated a new hybrid composite containing CNT with the 

gravimetric toughness approaches 1,000 Jg', far exceeding spider dragline silk and Keviar 

and this material is said to be the best that exceeds the toughness that of previously known 

materials. The realized structural components made from CN'l'/polymer nanocomposites are 

automobile bumpers (Breuer and Sundararaj, 2004). Andrews et al. (Andrews et a!, 1999) 
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reported an increase in tensile strength by 90%, modulus by 150%, and electrical conductivity 

by 340% by incorporation o15 wt.% of SWCN1'. 

Nanocomposites based on CNS are an emerging technology in the automotive industry and 

have attracted considerable attention worldwide. The commercial success of nano-enabled 

products for the automotive market has been slow and used currently only in niche 

applications such as external body parts, interior and under-bonnet parts, coating and fuel 

system components, etc., but is expected to be a major growth area in the coming era. 

According to a recent market report released by Frost and Sullivan, it is expected that carbon 

nanotubes will penetrate about 3.6% within automotive composites. 

Polymer-based composites have been used also as critical components in aircraft and space 

shuttle. Organic polymers with uniformly dispersed CNS may enable polymer materials to 

withstand the harsh space environment and may be used for the purpose of critical weight-

reduction on current and future space systems. Seif-frigidizing and seif-passivating 

nanocomposite materials could be used to construct space vehicle components that are both 

highly resistant to space-borne particles and resistant to degradation from electromagnetic 

radiation, while reducing the overall weight of the spacecraft (Njuguna and Pielichowski, 

2003). All of these characteristics and advantages can be found in CNS/polymer 

nanocomposites. CNS/polymer nanocomposites also offer a unique opportunity for improved 

durability of physical and structural properties, such as the coefcient of thermal expansion and 

anticicctromagnetic radiation, in an inter planetary environment, which would be especially 

useful in constructing large apparatus in human space exploration beyond the low-earth orbit. 

In summary, this type of analysis provides insight into the ultimate advantages of 

CNS/polymer nanocomposites for aerospace applications. 

There are still many opportunities to employ CNS based nanocomposites for different 

structural applications such as materials used in civil engineering and public security. There 

have been numerous studies that have aimed at improving the low tensile strength, stiffness 

and toughness of cementitious materials by incorporating CNS (Konsta-Gdoulos et al, 2010). 

Recently a new approach has been initiated under which CNS are grown directly on the 

surface of matrix and matrix precursor particles. This novel cement hybrid material was 

synthesized in which CNS are attached to the cement particles, and said to increase the 

compressive strength by two times, and the electrical conductivity of the hardened paste by 40 

times (Nasibulina et al, 2010). Flunashiyal et al. (l-Iunashyal et al, 2011) investigated the 

behaviour of cement beams reinforced with MWCNT. Compared with the plain cement 



control beams, they have seen that the flexural strength of the cement composite can be 

increased by 43,75% due to MWCNT additions of only 0.75 wt.%. 

2.4.2 Electrode Materials in Li-ion Batteries 

2.4.2.1 Lithium-ion Batteries 

Modern human life relies on a steady and continuous energy supply. However, the energy 

sources available in whatever forms it may require energy storage, and is one of the great 

challenges in this century. An elusive piece of the alternative energy puzzle is storage: how to 

save it for when it is needed or carry it around to use where it is needed. In both cases, energy 

density is the key parameter and in the later case, weight matters, too. A battery is kind of 

device that stores chemical energy and converts it to electrical energy efficiently without 

gaseous exhaust. Rechargeable lithium ion batteries are undergoing rapid expansion and 

providing power to many portable devices, in our information-rich and mobile society. 

Moreover, due to its high power and high energy, the lithium ion battery is the most 

promising candidate for next generation energy storage devices for hybrid or electrical 

vehicles (1-1EV and EV), which are expected to partially replace conventional vehicles, and 

help to relieve air pollution and prevent climate change (Broussely, 1999; Terada et al, 2001). 

Since early 1990's motor companies like Tesla. Chevrolet, Nissan, Renault, Mahindra, GM, 

Zenn, 'l'ata started making car incorporating lithium ion battery technology. But still to 

compete with the petrol based cars in terms of price and fuel efficiency or battery life for each 

cycle, the charge density of the battery have to be increased. Accordingly, the development of 

the battery has been much slower and has not kept pace with the rate of progress in other 

electronics industries which fostering following Moore's law according to which the number 

of transistors on integrated circuits doubles approximately every two years. Millions of Li-ion 

cells are produced every year for portable applications, but this is not enough to take care of 

the present market demand. Meanwhile, safety is the most important issue for the batteries, as 

the cells contain combustible material and oxidizing agents and have a high risk of fires and 

explosions (Balakrishnan et al, 2006). The performance of these devices depends intimately 

on the properties of their materials. The first-generation lithium-ion battery consisted of 

electrodes with millimetre sized particles was used in only low-power devices at that time. 

When the size of materials is reduced to the nanoscale dimension, their properties can change 

dramatically. In addition, nanostructures also afford new exciting opportunities with a broad 

range of nanoscale properties including electrochernical, mechanical and interfacial properties 

(Bruce et al, 2008). 

40 



Table-2.3: Comparison of different types of rechargeable batteries (Tarascon and Armand, 

2001). 

Type of 
battery 

Voltage 

(V) 

Specific power 

(WKg') 

Specific energy 

(WhKg') 

Lead-acid 2.0 180 30-40 

Ni-Cd 1.2 150 40-60 

Ni-MH 1.2 250-1000 30-80 

Li-ion 3.0-3.8 250-500 90-180 

Table-2.3 compares the energy densities of the different types of rechargeable batteries. As 

shown, lithium-ion batteries deliver the highest energy density. Although the nickel-metal 

hydride and lithium ion battery are both excellent in terms of their volumetric energy density, 

the lithium ion battery is superior in weight energy density, as it provides 1.5 times as much 

energy as the nickel metal hydride battery does. The nominal voltage of a lithium ion battery 

is around 3.7 V, which is three times that of conventional nickel batteries (1.2 V) such as Ni—

MH and Ni—Cd. Lithium-ion batteries have the highest energy density among all rechargeable 

battery systems. In order to compare the different battery types on the level of their 

performance, one can also make use of the so-called Ragone chart (Fig. 2.10), which plots 

specific power versus specific energy, where one can compare easily the different batteries 

suitable for use in either EV (which primarily need energy) or HEV (which primarily need 

power) (Bossche et al, 2006). Obviously, lithium-ion batteries offer a balanced combination 

of high power and energy density. However, the current technologies for producing 

rechargeable lithium-ion batteries do not completely satisfy all the requirements. 
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Fig. 2.10: Comparison of the different battery technologies in terms of specific power and 

specific energy density (Bossche et al, 2006). 

The primary lithium batteries were developed in 1970 on the basis of pioneered research of 

Lewis using lithium metal as the anode (Robinson. 1974). The motivation to use lithium metal 

as the anode in a battery system was based on the fact that lithium is the most electronegative 

(-3.04 V versus the standard hydrogen electrode) and the lightest element (6.94 gmol1  and 

0.53 gcrn 3) (Tarascon and Armand, 2001). If lithium metal is used for anodes in batteries, a 

high energy density battery system could be obtained. The primary lithium batteries quickly 

found wide applications in electronic watches, calculators and implantable medical devices. 

Soon after research started on rechargeable lithium batteries using TiS2  as the positive 

electrode and lithium metal as the negative electrode (Whittingham, 1977). TiS2  is a very 

stable compound with a layered structure for repeated lithium intercalation and de-

intercalation. But the problem associated with dendritic growth on the surface of the lithium 

metal electrode caused by the combination of lithium metal and liquid electrolyte during long-

ten-n cycling, which penetrate the porous separator causes short circuit, inducing a fire or even 

an explosion. Later, scientists attacked this problem by substituting lithium metal with lithium 

alloys (Li-Al) (Rao et al, 1977). However the energy densities of lithium alloys are normally 

low compared to pure lithium metal (Besenhard et al, 1986). Unfortunately, the volume 

changes related to the insertion/extraction of Li into/from alloy matrices are quite substantial. 

This causes a fast disintegration of the alloy anodes by cracking and thus using lithium alloys 

as the anode have a very short cycle life. In this regard graphitic carbon was found to be stable 

for lithium insertion and extraction. Lithium insertion in graphite host lattices from 
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conventional non-aqueous solvents was reported as early as 1976 (Besenhard, 1976). In 1977, 

demonstration of intercalation of lithium in graphite led to the development of a workable 

lithium intercalated graphite anode (LiC6) (Zanini et al, 1978) to provide an alternative to the 

lithium metal battery. Intercalation of lithium ions corresponding to the composition LiC6  

results in only about a 10% increase in the layer distance (Yazami and Touzain, 1983). 

Therefore, graphite became the anode material of choice for the lithium-ion battery, replacing 

lithium metal and lithium alloys. Sony (Thackeray, 2002), first commercialized lithium-ion 

batteries in the early 1990. This technology is called Li-ion or rocking-chair batteries. 

2.4.2.2 Electrochemical Principles 

A lithium-ion battery consists of a positive electrode (cathode), a negative electrode (anode) 

and an electrolyte (solution or solid) containing dissociated salts separated by a micro-porous 

membrane (separator) between the electrodes. The lithium ions move between the two 

electrodes through the electrolyte system. Lithium metal free lithium batteries are usually 

termed as 'rocking chair" batteries ('l'arascon and Armand, 2001). Soon after, this concept 

was demonstrated using transition metal compound anodes and cathodes (Lazzari and 

Scrosati, 1980). The principles of operation of the lithium ion rechargeable battery are shown 

in Fig. 2.11. The LiCo02, which gives a high discharge voltage, is at present the major 

cathode-active material in commercial lithium ion rechargeable batteries. Graphite based 

material is used for the anode. The lithium battery couple could not function in an aqueous 

electrolyte, since its charge termination (cut-off) voltage (4.5 V) is high enough to provide a 

strongly oxidizing environment, resulting in electrolyte decomposition. However, organic 

liquids, such as PC (Propylene Carbonate), EC (Ethylene Carbonate), DEC (Diethyl 

Carbonate), and DMC (Dimethyl Carbonate), with a large potential window (stable potential 

domain) containing dissolved salts of lithium are stable to high voltage. 
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Fig. 2.11: Schematic diagram showing the principles of a Li-ion rechargeable cell 

(Manthiram, 2011). 

1)uring the charging process, lithium ions are extracted from the cathode usually comprised of 

a layered structure, go through the electrolyte and separator and intercalate into the anode. 

Simultaneously, electrons are liberated from the cathode, go through the external circuit and 

are accepted by anode materials. A reverse process occurs during the discharging process. A 

lithium ion rechargeable battery thus known as a swing battery or rocking chair battery since 

two-way movement of lithium ions between anode and cathode through the electrolyte occurs 

during the charge and discharge processes. Usually aluminum foil, which is easy to process 

and is resistant to an oxidizing potential, is used as the current collector for the cathode. 

Copper foil is used as the anode current collector since it does not react with lithium ions at 

low electrical potential. Fine, porous, thin films of polyethylene or polypropylene are used as 

separators and in order to minimize the internal resistance of the cell, securing sufficient 

current and energy density, the separator films are processed into thin sheets with large 

surface area. The materials selected for use should have excellent thermal and mechanical 

stability. The reactions involved in the charge and discharge process are described below 

(Nishi, 2001): 

At positive electrode: 

LiM02 —* Li1 MO2  + xLr + xe (2.12) 

At negative electrode: 

6C + xLi1  + xe LiC6 (2.13) 

Overall reaction: 

6C + LiM02 —* Li1 MO2  + LiC6 (2.14) 

where, M = Fe, Co, Ni, Mn etc. 



In order to achieve high cycling efficiency and long cycle life, the movement of Li ions in 

anode and cathode should not change or damage the host crystal structure. The design of a 

lithium-ion battery system requires careful selection of electrode pairs to obtain a high 

operating voltage (Va). A high V can be realized with anode and cathode having smaller and 

larger work functions (Pa  and (Pc  respectively as the open-circuit voltage V0  of the cell is 

related to the work functions of both the electrode: 

V0c  = (q - (Pa)! e (2.15) 

where e is the electronic charge. 

Carbonaceous material with a potential of 0 - 0.8 V versus lithium metal is the major choice 

as the anode material for lithium ion batteries. The cathode materials can be chosen from the 

spine! LiMn201, layered LiCo02  and LiNi02, which have discharge potentials of around 4 V 

versus lithium metal. A battery with the combination of a high potential cathode material and 

a low potential anode material can deliver a voltage of 3.6 - 3.8 V. 

2.4.2.3 Cathode Materials 

In rechargeable lithium-ion batteries, the cathode provides the lithium ion for the intercalation 

reaction. So, the physical, structural and electrochemical properties of the cathode materials 

are critical to the performance of the whole battery. The principal properties required for 

cathode materials can be stated as (Bruce, 1997): 

The discharge reaction should have a large negative Gibbs free energy i.e. high 

discharge voltage. 

The material must have low molecular weight and the ability to intercalate large 

amount of lithium i.e. high energy capacity. 

It must have high lithium chemical diffusion coefficient i.e. high power density. 

The structural modifications during intercalation and dc-intercalation should be as 

small as possible i.e. long cycle life, and 

The materials should be chemically stable, non-toxic and inexpensive. 

1-lowever, due to the criticality in the requirements there are a few compounds which are 

suitable as cathode for lithium-ion batteries and can be divided mainly into layered LiM02  

compounds, manganese oxides (e.g. LiMn204  spinel) and other materials. Lithium ions 

reversibly intercalate into and de-intercalate from these compounds above 3 V versus Li/Li. 

Among these LiCo02  currently is the dominant cathode material in commercial lithium-ion 

batteries. 
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2.4.2.4 Anode Materials 

Since the technological breakthrough on anode materials at the end of the 1980s   and in the 

early 1990s, resulting in the birth and commercialization of the lithium ion battery, research 

on anode materials has been a focus of attention. As mentioned earlier that before the 

emergence of lithium-ion batteries, lithium metal was used for lithium primary batteries. 

However, rechargeable lithium batteries were unsuccessful in early trials. The main reason 

was the safety problem caused by using a lithium metal anode. During the charge/discharge 

cycle, lithium is often deposited as dendrite. These lithium dendrites are porous, have high 

surface area and are very reactive in organic electrolytes. Also, lithium dendrites gradually 

grow on cycling and penetrate the separator after a certain number of cycles resulting in short 

circuiting which lead to fire or explosion. The basic requirements for anode materials are 

(lIuggins, 2007; Nazar and Crosnier, 2004): 

I. The potential of lithium insertion and extraction in the anode versus lithium must be as 

low as possible. 

The amount of lithium which can be accommodated by the anode material should be 

as high as possible to achieve a high specific capacity, and 

it should endure repeated lithium insertion and extraction without any structural 

damage to obtain long cycle life. 

I lowever, carbonaceous-based materials are the most attractive and widely investigated 

materials for use as anode in lithium-ion batteries so far, and at present in lithium-ion battery 

industry, graphite is used as the anode material. Among the many types of carbon electrodes, 

well-ordered graphite is currently one of the representatives for the industrial standard 

because of their long plateau in voltage profiles and their low electrode potential relative to 

lithium metal. Carbon materials can reversibly accept and donate significant amounts of 

lithium without affecting their mechanical and electrical properties. Lithiated carbon also has 

lermi energy only about 0.5 eV below that of lithium metal. Therefore, in the Li-ion cell, 

carbon is used for the anode instead of metallic lithium. and thus the electrochemical cell will 

have almost the same open-circuit voltage as one made with metallic lithium. In the history of 

lithium-ion battery development, the successful use of carbon anodes determined the success 

of commercialization of the lithium-ion battery. The situation changed with the feasibility of 

application of thermally decomposed carbons, which were less sensitive to electrolyte 

decomposition with modest capacities (Kanno et al, 1989). Sony was the first company to 

produce commercial lithium-ion batteries based on such a non-crystalline carbon anode. Since 

then various types of carbonaceous materials ranging from highly ordered graphites to 



disordered carbons have been investigated experimentally and theoretically as potential anode 

materials. Investigations have focused on improving the specilic capacity, cyclic efficiency 

and cyclic lifetime of the cell. It is known that the performance of lithium ion batteries 

depends strongly on the method of production and morphology of the carbon materials used 

(Endo et a!, 1996). A great deal of effort has been devoted to the identification of the key 

parameters of the carbon used for the battery. Because carbon have large variations in their 

microstructure, texture, crystallinity and morphology, it has been important to design and 

choose the anode material from a wide variety in order to get better battery performance. 

There are hundreds of commercially available carbon types, including natural and synthetic 

graphites, carbon blacks, active carbons, carbon fibres, cokes and various other carbonaceous 

materials. Therefore, carbon materials have wide ranges of structure, texture and properties 

but the carbon anode materials are generally categorized into three classes (Flandrois and 

Simon, 1999) (1) graphitized carbon, (2) non-graphitized carbon (hard carbon) which cannot 

be graphitized even when heat treated at high temperature, and (3) soft carbon or graphitizable 

carbon, easily changeable with heat treatment. 

Type one comprises the graphitic carbons, which are normally prepared by heating so-called 

soft carbon precursors to temperatures above 2400 °C, where well graphitized materials 

result, and is a classic carbonaceous material that consists of hexagonal sheets of sp2  carbon 

atoms (called graphene sheets), weakly bonded together by van der Waals forces. As 

mentioned earlier, intercalation/dc-intercalation studies have been mainly carried out on 

natural graphite. An intercalation compound of lithium metal into graphite was demostrated 

(Bcsenhard, 1976) as a graphite intercalation compound (GIC) with a stage structure. Since 

then, extensive study has been performed to investigate the staging structure and charge 

transfer phenomena of the Li-GIC compounds (Zabel and Solin, 1992), which have the 

composition of LiC6, where 0 Ei x 1, and x = 3 under high pressure, into ordered and 

disordered host materials. This intercalation process extends to the range of few mV versus 

lithium, i.e. well below the decomposition limit of the most common electrolytes. Electrolyte 

decomposition results in the formation of a surface protective film SEI (Solid Electrolyte 

Interphase), (Fig. 2.12) which offers an advantageous effect of allowing continuous operation 

of the carbonaceous anodes in terms of stability and cyclability of the carbon electrode, even 

if the electrochemical reactions occur at a voltage that is below the stability limit of the 

common electrolytes (Aurbach et al, 1995). The formation of SEI film is attributed to the 

exfoliation of graphite, inducing irreversible capacity in the first cycle (Wang et al, 2002a). 

The theoretical lithium storage capacity of a graphite anode for a Li ion secondary battery has 
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been considered to be 372 mAhg1, corresponding to the first stage LiC6-GIC (Kambe et at, 

1979: lIenderson and White, 2011). 
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Fig. 2.12: Schematic representation of the formation of the SEI layer (Yazami. 1999). 

I)espite extensive basic studies, natural graphite flakes have not been employed in 

commercial carbon anodes. Many factors contribute to the limitations. Only the edge plane 

fraction of the natural graphite flakes contributes to the intercalation/dc-intercalation process. 

A direct correlation is found between the basal plane fraction and irreversible capacity 

(Zaghib et at, 2001). Highly ordered pyrolytic graphite (HOPG) electrodes may indeed be 

considered as a better model of graphite material in this regard since the electrochemical 

process can be studied systematically on the basal plane or on the edge oriented plane by 

proper alignment of the working electrode. It is interesting to note that Basu (Basu, 1999) has 

employed HOPG as an anode material in one of the initial battery systems developed with 

LiC6. By pyrolysed dipping of HOPG in molten lithium, a very high level of lithium insertion, 

up to LiC7 can be achieved. It is well known that fluoride intercalation in HOPG only 

proceeds through the edge plane, and the influence of solvent-supporting electrolytes on 

lIOPG is quite similar to that on natural graphite material. The main cause for the limited 

success of natural graphite material appears to be the large crystal size with substantially 

higher L (crystalline size along c-axis: perpendicular to the layer) as well La  (crystalline size 

along the layer planes) values. The intercalation/dc-intercalation requires movement of Li 

ions in a number of spatially packed graphene layers, travelling over longer distances. 

Obviously, the probability of irreversible surface damage becomes higher. A variety of 

strategies have been adopted to modify graphite materials in order to overcome this difficulty. 

The most successful of these attempts appear to be the use of MesoCarbon MicroBeads 

(MCMB) and graphite fibres. Simple reduction of particle-size by ball milling has also been 

attempted. A few other attempts at surface modification have been reported from time to time. 
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Recently, there has been tremendous interest in developing new graphite composites for 

potential application as anode materials for Li-ion batteries. 

The second class of carbons are the hard carbons or non-graphitized carbons. Graphitization 

of carbon requires prolonged heat treatment which consumes a considerable amount of 

energy. Non-graphitic carbon materials require much lower heat treatment and hence, much 

less energy consumption. This, coupled with the general trend of higher charge—discharge 

capacity of hard carbon materials at least during the first few cycles has made hard carbon an 

attractive anode material for Li-ion batteries. The successful commercialisation of hard 

carbon has, thus, resulted in extensive research in different laboratories that is aimed at new 

and improved hard carbon materials. Non-graphitized carbons are derived from low 

temperature treatment of organic compounds. Typically, these carbons have a highly 

disordered structure, a large amount of porosity and heteroatoms remaining from the 

precursors (Sato et al, 1994). They deliver much higher capacities than graphite (e.g. 750 

mAhg t ) (Mabuchi et al, 1995), but have very high irreversible capacities in the first cycle 

with a large hysteresis in the potential profile. 

The third one represents hydrogen containing carbons, which are prepared by pyrolyzed 

organic precursors and have a structure composed of misoriented crystallites (Flandrois and 

Simon, 1999). Pyrolytic carbon prepared by CVD of hydrocarbons was reported (Mohri et al, 

1989) to have shown up to 99% Columbic efficiency. More detailed investigations have 

indicated, however, the limitations of these materials in terms of high discharge potentials and 

large hysteresis effects (Han et al, 1999). Their reversible capacities are normally lower than 

that of graphite because their maximum stoichiometric factor x in LiC6  is typically about 0.5 

to - 0.8 (fbr graphite, x = 1). The structure and chemistry of carbons strongly depend on the 

procedures for heating the organic precursors. The precursor materials include cokes, 

polymers, fibers and many others. Also, the insertion behaviour, and the mechanism behind it, 

of the lithium ions in various kinds of carbon and graphite hosts have been extensively studied 

both experimentally and theoretically (Mabuchi et a!, 1995; Flandrois and Simon, 1999). In 

particular, the lithium insertion mechanism and electrochemical properties in low temperature 

carbons, unlike the case of well-ordered graphite, are not yet fully understood. The low 

temperature forms of carbon might be very promising for the next generation Li ion batteries 

because of their superior capacity. Also, the low temperature forms of carbon would be 

preferred in order to decrease the amount of energy used in anode production, since graphite 



materials for anode application are heat-treated at around 3000 °C and about 200 ton/month 

are consumed (Endo et al, 2000). 

The latest progress in research on carbon anode materials mainly includes work on mild 

oxidation of graphite, formation of composites with metals and metal oxides, coating with 

polymers, other kinds of carbons and carbon nanotubes (Wu et al, 2003). It was !irst reported 

by Peled et al. (Peled et al, 1996) that mild oxidation of artificial graphite could modify its 

electrochemieal performance as an anode material for lithium ion batteries. The main effect is 

ascribed to two processes: the production of nanochannels and/or micropores with the 

formation of a dense layer of oxides. The former enhances lithium intercalation and the later 

inhibits the decomposition of the electrolyte. As a result, reversible capacity and coulombic 

efficiency in the first cycle increase. Nevertheless, it should be borne in mind that the 

oxidation should not be drastic. If graphite is over-oxidized, an opposite effect will be 

observed. Other oxidative agents like metals or their oxides can be introduced to favour this 

oxidation process, and more nanochannels/micropores can be introduced. In addition, the 

metals may act as sites for lithium storage. As a result, reversible capacity is further enhanced 

(Wu et al, 2000). Oxidation can also be used to modify the electrochemical performance of 

high-temperature treated graphite (Spahr et al, 2002). Solvated lithium ions can co-intercalate, 

thereby causing significant exfoliation of the graphite sheets and, an increase in the 

irreversible capacity may result. In order to circumvent the exfoliation, an additional 

oxidation treatment of the heat-treated graphite in air has been tried. This oxidation produces 

a surface curing effect and increases the amount of disordered carbon atoms and the oxygen 

atom concentration, as well as the amount of prismatic surfaces, but keeps the number of low-

energy defects unchanged. Due to these changes in surface structure, co-intercalation of 

solvated lithium ions vanishes at oxidation temperatures above 800 °C (Spahr et al, 2002), and 

signilicant improvement in cycling behaviour will be achieved. In the case of practical 

applications this oxidation method has a shortcoming, i.e. the reproducibility and uniformity 

of products cannot be well controlled, since this oxidation happens at the interface between 

the solid and the gas phase. Consequently, liquid oxidants also have been explored (Fin-Eli 

and Koch, 1997). Researchers found that defects such as sp3-hybridized carbon atoms, carbon 

chains and carbon radicals in common natural graphite could be removed by oxidation. As a 

result, the stability of the graphite structure is improved. As mentioned above, major 

processes during mild oxidation can be summarized as following: (i) removing some active 

sites and/or defects in graphitic materials resulting in the improvement of surface structure, 
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(ii) forming a dense layer of oxides acting as an efficient passivating film, and (iii) producing 

nanochanncls/micropores for storage sites and passages for lithium. 

Silver was first introduced onto the surface of graphite by composite formation (Momose et 

al, 1997). Due to the increase in conductivity and the incorporation of additional lithium 

storage sites the rate capability and cycling behaviour are much improved. In order to 

suppress co-intercalation of solvated lithium ions into graphite, graphite is encapsulated with 

nanosized Ni to form composite particles (Yu et al, 2000b). For example, a 10 wt.% Ni-coated 

composite increases the initial charge-discharge coulombic efficiency of graphite from 59 to 

84% and the reversible capacity by 30-40 mAhg'. This coating effectively shields some of 

the edge surfaces from exposure to the electrolyte and minimizes co-intercalation of solvated 

lithium ions at these edge sites, with subsequent reduction of PC and exfoliation of the 

graphene layers. As a result, both the charge-discharge performance and the safety of the 

negative electrode in a rechargeable Li-ion cell are improved, and thus Ag, Au, Bi, In, Pb, Pd, 

Sn. Zn etc. can also form composites with graphite since it can be a host for lithium storage 

('l'akamura et al, 1999). The composites increase the reversible capacity of graphite at some 

expense to the cyclability. However, Sn could also contribute to the irreversible capacity loss 

in the first cycle, probably through a mechanism similar to the formation of a SF1 on a 

carbonaceous surface (Lee et al, 2000). When activated carbon fiber is coated with tin through 

impregnation and followed by heat-treatment, the composite shows enhanced capacity in 

comparison with the pure carbon (Egashira et a!, 2002). When the amount of Sn is adequate, 

good cyclability is achieved. Nanosized particles of tin alloys such as SnSb, Sn65Sb18Cu17  and 

Sn62Sb21Cu17, can also form composites with carbon (Ulus et al, 2002). Composites of 

nanosized (<100 nm) particles with graphite show that lithium can be fully extracted from the 

host matrix only when the anode is cycled at low current densities. The kinetics of lithium 

insertion in and extraction from the composite anode materials slows gradually with the cycle 

number, since the deposited alloy becomes amorphous during cycling, although the graphite 

does not. Consequently, the active materials in the composites suffer from particle-to-particle 

disintegration, and the reversible capacity of the composites fades from the first cycle to the 

34th, by less than 50% (Ulus et al, 2002). Coating of graphitic carbon have also been done 

with oxides such as SnO (Lee et al, 2000), Sn02  (Lee et a!, 2002), and M() (M = Cu, Ni, Fe, 

Pb) (1-luang et al, 2001). A composite of MCMB with tin oxide gives higher capacity than 

uncoated MCMB, but the capacity decreases with cycling due t, vp ie.changes in 

the tin oxide. The reviewed results show that metals and ides can act in sel ways 

to improve the electrochemical performance of graphitic n: (i) covering actv sites at 
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edge planes resulting in decreased electrolyte decomposition, gas evolution, exfoliation and 

absorption of water in the presence of high humidity, (ii) increasing conductivity leading to 

less charge-transfer resistance and improved high rate capability, and (iii) acting as a host for 

lithium storage, leading to enhancement of reversible capacity. It should also be remembered 

that metal oxides usually present some undesirable effects such as high irreversible capacity 

in the first cycle, which is an important factor that should be considered prior to practical 

application. Recently graphene materials have been used to form hybrid materials with metal 

oxides to improve electrode capacity and cycling stability. Zhu et al. (Zhu et a!, 2011) used 

reduced graphene oxide/Fe2O3  composite as an anode material and observed discharge and 

charge capacities of 1693 and 1227 mAhg, respectively. A positive synergistic effect on the 

improvement of electrochemical performance has been observed normalized to the mass of 

1'C203 in the composite and is higher than that of individuals. Likewise other form of oxides 

such as C0304, TiO2, Mn304  etc. also have been incorporated in graphene for their superior 

performances in Li-ion batteries (Li et al, 2011 Wang et a!, 2010; Pack et al, 2009). 

In order to modify the surface structure of carbon based anode materials, besides mild 

oxidation and deposition of metals and their oxides, coating with polymers and other kinds of 

carbon have also explored to achieve improved performance as anode materials. At iirst, 

certain polymers were considered as coatings on the carbon surface to make composites with 

improved electrochemical performance. The polymers included conductive and electroactive 

ones, such as polythiophene (Kuwabata et a!, 1998), polypyrrole (Veeraraghavan et al, 2002) 

and polyaniline (Gaberscek et a!, 2001). Later, it was found that other kinds of polymers 

could also be used for effective coatings. The action of polythiophene is multiple when it 

forms coatings on the graphite surface (Kuwabata et al, 1998). First, it acts as a conductor 

since it is electronically conductive, and the resultant composite displays a good electrical 

network. Secondly, it can act as a binder, and additional insulating Fluorine-containing 

polymers are not necessary. As a result, the pressing step can be eliminated in the assembly 

line. Thirdly, lithium can also be doped into it, resulting in an increase in the reversible 

capacity. Finally, the polymer coating also decreases the contact of the graphite with the 

electrolyte, and thus the irreversible capacity of the electrode decreases. When PolyPyrrole 

(PPy) is polymerizcd onto commercial graphite by an in-situ polymerization technique, the 

initial irreversible capacity is also decreased due to the reduction in the thickness of the 

resultant SEI layer. A composite of PPy (7.8 wt.%) with graphite gives the optimum 

performance, based on irreversible and reversible capacity. It possesses good reversibility, 

higher coulombic efficiency, good rate capability and better cycle life than the bare graphite 
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(Veeraraghavan ci al, 2002). Different polyanilines such as emeraldine base, emeraldine salt 

and protonated polyaniline have also been attempted (Gaberscek et al, 2001). It has been 

shown that they act as binder and decrease the thickness of the SEI film. As a result, capacity 

loss in the first cycle decreases. lonically conductive co-polymers can also be coated onto the 

surface of graphite, where they act to reduce the irreversible capacity and enhance the cycle 

life of natural graphite anode materials (Pan et a!, 2002). The improvement is due to the fact 

that encapsulation depresses the structural changes caused by the co-intercalation of solvated 

lithium ions and ensures stable electrode impedance during the cycling. Other polymers 

having no electro-activity have also been found to act to modify the electrochemical 

performances. In the case of graphilic carbon, PC is usually not regarded as an ideal 

electrolyte solvent because it decomposes at the graphite surface and an effective SE! film 

cannot be formed properly; it co-intercalates into graphite and results in exfoliation of' 

graphene sheets. Therefore, EC-based electrolytes are commonly used. 1-lowever, the melting 

point of PC (49 °C) is lower than that of EC (38 °C). In order to broaden the application of 

liquid electrolyte-based lithium ion batteries, better performance at low temperature is a goal. 

Consequently, improving the electrochemical performance of graphitic carbon with PC-based 

electrolyte by coating with other kinds of carbons has become a focus of research. 

Meanwhile, other kinds of improvements can also be achieved by this type of coating. Carbon 

from thermal vapour decomposition at 1000 °C has been coated onto natural graphite (Wang 

and Yoshio, 2001; Yoshio et al, 2000). When the graphite surface was completely coated by a 

carbon shell, the PC content in the electrolyte with DMC can be increased without 

decomposition of PC and exfoliation of the graphite layers. The coated natural graphite shows 

much better electrochemical performance than bare natural graphite as an anode material in 

both PC- and EC-based electrolytes (Yoshio et al, 2000). However, high pressure in the 

process of rolling and pressing should be avoided since it will destroy the coated carbon shell 

and expose the graphite surface to the PC-based electrolyte again (Wang and Yoshio, 2001). 

As mentioned earlier there are two kinds of planes i.e. edge and basal on graphite crystallite 

surfaces. Edge planes show much higher activities towards chemical reactions than basal 

planes. The exfoliation and decomposition of the electrolyte mainly occur on edge planes 

rather than basal planes. The reduction in surface area of the coated graphite has also been 

tried by dispersing the artificial graphite in a tetrahydrofuranlacetone solution that contains 

coal tar pitch following heat-treatment at 1000 °C in argon atmosphere. Pores of less than 10 

nm in the graphite are covered by the coke component resulting in a smaller surface-area than 

that of the pristine material. The reduction in the surface-area of the coke-coated graphite 
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leads to a decrease in the irreversible capacity in the first cycle, and also in the extent of 

electrolyte (EC/DEC) decomposition, gas evolution and surface film growth in comparison 

with the virgin graphite electrode (Yoon et al. 2001). Nevertheless, in general carbon coating 

greatly increases the specific surface area of the graphite particles (Lee et a!, 2001a). In 

addition, compared with untreated graphite, reversible capacity and cycling behaviour along 

with coulombic efficiency in the first cycle are markedly improved, which is different from 

the situation with the coke-coated material. 

There are several classifications of carbon nanostructures on the basis of configuration, degree 

of graphitization and structure which can be used individually or in a mixture to get the 

desired electrochemical performance. The uses of nanomaterials as a whole have some 

potential advantages and disadvantages associated with the development of electrodes for 

lithium batteries (Armand and Tarascon, 2008). Advantages include (i) better accommodation 

of the strain due to lithium insertion/removal thereby improving cycle life, (ii) new reactions 

not possible with bulk materials, (iii) higher electrode/electrolyte contact area leading to 

higher charge/discharge rates, (iv) short path lengths for electronic transport, and (v) short 

path lengths fbr Li transport. With these advantages in mind, several efforts have been 

devoted to explore new carbon based negative electrode materials. Ordered nanoporous 

structure of carbon has shown faster charge-discharge superior to graphite due its larger 

graphitic spacing and its porous structure (Xing et al, 2006). CNT as rianostructures of carbon 

have also been examined as negative electrodes (Wang et a!, 2002b; Wang et a!, 2007). The 

typical charge discharge behaviour of MWCNT electrode is shown in Fig. 2.13. 

t 
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Fig. 2.13: Voltage vs. specific capacity profiles of MWCNT during insertion and extraction. 

The processes of lithium insertion were recorded at a current density of 0.1 mA 

cm 2, and the extractions were carried out at different current values shown in 

figure (Wang et al, 2002b). 

The electrochemical performance of MWCNT depends on the preparation process as the 

amount of impurities and defects depend on the preparation conditions. Most impurities, such 

as catalyst particles, graphite and disordered carbons, can be removed by purification. Defects 

such as dangling bonds, sidewall holes and open ends can be generally healed by annealing at 

high-temperature. Lithium intercalates between the graphene layers by formation of a stage 

compound. MWCNT prepared by catalytic decomposition without purification show high 

irreversible capacity. After purification and annealing, irreversible capacity decreases with 

k. annealing temperature (Leroux et a!, 1999). Similar to the behaviour of amorphous and 

graphitic carbon, the structure of MWCNT also plays a major role in both specific capacity 

and cycle life. Slightly graphitized MWCNT exhibit a high specific capacity of 640 mAhg 

during the first charge due to lithium doping into regions without any organized graphitic 

structure, micropores, edge sites and surfaces of graphitic layers. In contrast, well-graphitized 

MWCNT have been observed to show a lower capacity of 282 mAhg' during the first charge. 

After 20 charge/discharge cycles, the charge capacity of the slightly graphitized MWCNT 

fades to 65.3% of their original charge capacity, but the well-graphitized MWCNT maintain 

91.5% of their original charge capacity due to their stable structure (Wu et al, 1999). Like the 

modification of other kinds of carbons by doping (Wu et al, 2002), carbon nanostructures also 

have been doped in that way (Mukhopadhyay et a!, 2002). Boron-doped MWCNT consists of 

highly aligned nanotubes having 35-45 graphene layers with good 3D ordering features, but 

the boron doping destroys the local hexagonal symmetry. Reversible capacity after doping 
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increases from 156 to 180 mAhg1  in the first cycle with almost equal coulombic efficiencies 

of 55-58%, which is from enhanced 3D ordering by B-doping. The coulombic efficiency 

increases to more than 92% after the second cycle. Highly reversible intercalationlde-

intercalation of Li occurs with some undesirable reduction processes in the initial discharge 

process. Functionalization or oxidization of CNS also have been tried to improve the 

cicctrochemical properties (Yang et al, 2002). After oxidation with raw acid, the total 

discharge capacity (intercalation) during the first cycle is 660 mAhg', but the reversible part 

is only 200 mAhg* The nature of the SF1 film formed by reaction of surface groups on the 

carbon nanostructures with lithium upon discharge determines to a large extent the reversible 

and irreversible capacity of the CNS. During oxidation in the acid mixture, the residual acids 

play an important role in this work and react with Li ions resulting in irreversible capacity. 

The 112SO4  and 1-1NO3  can easily make defects or pores in these sheets, causing increased 

reversible capacity. Vertically aligned MWCNT as the active anode material in lithium-ion 

batteries have shown high specific capacities up to 980 mAhg 1  which is better than the non 

aligned MWCNT (Welna et a!, 2011). 

Like MWCNT, SWCNT also contains impurities and defects. SWCNT has a high theoretical 

surface-area and the total specific surface-area of the outside plane. Lithium can reversibly 

intercalate into SWCNT, and the reversible capacities can range from 460 mAhg, 

corresponding to a stoichiometry of Li123C6  (Claye et al, 2000), to 1000 mAhg (L12 7C6) 

aller introduction of defects (Gao et a!, 2000). However, irreversible capacity in the first cycle 

is very high, up to 1200 mAhg', which is ascribed to the large specific surface-area. Shimoda 

et al. (Shirnoda et al, 2002) used purified SWCNT bundles containing over 90% SWCNT. & 

After chemical etching of CNT bundle of length 4 jim the stoitiometry turned out to be LiC3. 

However, bundle with length 0.5 j.tm corresponded to LiC2.  whereas as purified SWCNT was 

reversibly intercalated to a saturation ratio of LiC6. These results show that etching of CNT 

gives better results. Lithium can intercalate in the channels between nanotubes. This 

intercalation disrupts the inter tube binding, analogous to exfoliation in layered hosts and in a 

different way from the well-ordered staging of graphite. The disruption leads to an 

irreversible loss of crystallinity. Upon lithium intercalation, due to charge transfer from 

lithium to carbon, resistance decreases continuously contributing to high reversible capacity 

(Claye et al, 2000). Free standing SWCNT have shown a reversible capacity of 400 mAhg L 

reduced from 1700 mAhg' during 1st  discharge (Ng et al, 2005). Electrolytes have also been 

observed to affect the electrochemical performances besides their graphitization, and thus 

Landi et al. (Landi et a!, 2008) have observed a reversible lithium ion capacity of 520 mAhg" 
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for high purity SWCNT with the addition of PC into the conventional EC:DMC cosolvent 

mixture which is greater than the capacity of 390 mAhg 1  or 485 mAhg' achieved using 

PC:DMC and EC:DMC electrolytes respectively. They have shown the importance of the SF1 

formation dependence on type of electrode-electrolyte reaction on SWCNT capacity. Binder 

free electrode has been proved to have better electrochemical properties (reversible capacity 

of 900 mAhg' at a rate of 1C or 767 mAhg' at a rate of 3C) as the capacity loss can be 

avoided as there will be no exothermic reaction between polymeric binder with graphite and 

metallic lithium (Lahiri et al, 2010). The SWCNT ball-milled with Si had a lithium-insertion 

capacity of up to - 2500 mAhg' in the first charge. Unfortunately, only less than half of this 

capacity was reversible during the first discharge. Such large irreversible capacity in the first 

cycle is unacceptable for any practical application (Wang et al, 1998b). 

The CNF are easy to scale up and according to their degree of graphitization they can also be 

a prominent member of anode materials. The reversible specific capacity of the CNF at a 0. 1 

C rate was found to be 461 mAhg 1  where as the first-cycle discharge capacity was found to 

be 1261 mAhg' (Subramanian et al, 2006). 

Pristine CNS have high surface area, and selective incorporation of foreign carbons into CNS 

can improve the spatial occupancy inside it and thus CNF grown inside CNT exhibited a 

reversible capacity of 410 mAhg1  during 120 charge/discharge cycles, superior than pristine 

CNT (258 mAhg 1 ) and irreversible capacity of about 700 mAhg1, when used as the anode in 

lithium-ion batteries as shown in Fig. 2.14 (Zhang et al, 2008). 
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Fig. 2.14: Discharge/charge (Li insertionlextraction, voltage decrease/increase) curves of 

CNF inside CNT at a cycling rate of C/5 in I M LiPF6  in 1:1 (v/v) EC/DMC 

(Zhang et al, 2008). 
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As mentioned earlier graphene based materials are emerging nanomaterials which have 

attracted much interest. The materials have shown the specific capacity of 540 mAhg' and 

were increased up to 730 mAhg and 784 mAhg1, by the incorporation of macromolecules of 

CNT and C60  respectively (Yoo et al, 2008). In conclusion, carbon nanostructure with its 

interesting properties may be explored as anode materials. 

Besides carbon based anode several other materials have been tested and being explored for 

application as anode material. The replacement of metallic lithium by lithium alloys has been 

under investigation since Dey (Dey, 1971) demonstrated the feasibility of electrochemical 

formation of lithium alloys in liquid organic electrolytes in 1971. However, the main 

problems associated with the use of lithium alloys instead of lithium in rechargeable batteries 

are caused by the huge changes in volume from the pure metals to the intermetallic 

compounds (Beaulieu et al, 2001). The molar volume increases by a factor of three in some 

cases, while the difference from graphite is below 10% for LiC6. In consequence, successive 

charge- discharge cycles lead to mechanical stresses in the electrode and finally to fracture. 

The divided material loses the electrical contacts between the particles, which cause a sharp 

decrease in capacity. The volume change of alloy anodes has a detrimental effect on the 

perlormance of batteries. It usually causes a short cycle life. Materials based on tin oxide also 

have been proposed as another type of promising candidate, due to their high theoretical 

capacity, high packing density and safe thermodynamic potential compared to carbonaceous 

materials for lithium secondary batteries (Li et al, 2002). 1-lowever, they also undergo severe 

structural and volume change during the process of Li uptake and removal, which results in 

mechanical disintegration of the electrode and consequently capacity fade, greatly limiting the 

potential for commercialization. Among the anode materials, silicon is one of the promising 

candidates, owing to its high natural abundance, low discharge potential and high theoretical 

capacity. however, the large volume changes (up to 270% for the 1,1375Si phase) and loss of 

electrical contact during lithium insertion and extraction result in capacity fading (Gomez-

Carner et a!, 2011). Many transition metals were also used as anodes for lithium-ion batteries. 

'['here are also other factors that affect the cycling performances, such as pulverization of the 

active particles during charge and discharge, and poor conductivity of the active materials, 

especially for transition metal oxides. 
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2.4.3 Other Applications 

Since their discovery in 1991, carbon nanotubes - stronger than steel and lighter than a 

Ir feather, have generated a huge potential of industrial and scientific applications. Some other 

possible applications are highlighted below. 

Electron field emission materials have been investigated extensively for technological 

applications, such as flat panel displays, electron guns in electron microscopes, microwave 

amplifiers. Recently due to their excellent electron emission properties, CNT have a strong 

potential of applications to cold electron emission sources, which can be extended further to 

flat panel displays such as field emission displays (FED) (Lee et at, 2001b). Cathode ray 

lighting elements with carbon nanotube materials as the field emitters have also been 

fabricated (Saito et at, 1998). 

I. 
The advantage of the electric double layer capacitor (EDLC) is considered to be its high 

discharge rate, thus making it applicable as a hybrid energy source for electric vehicles and 

portable electric devices. CNT have extraordinarily high surface area, and using them as the 

dielectric could increase the storage ability of capacitors to be on par with modern batteries. 

FDLC containing carbon nanotubes in the electrode exhibits relatively high capacitances 

resulting from the high surface area accessible to the electrolyte (An et at, 2001). CNS also 

finds application in Fuel cells. Carbon nanotubes decorated with metal nanoparticles as an 

electrode has doubled the fuel cell performance due to the increased catalytic activity 

of nanotube-based electrodes (Yoshitake et at, 2002). Materials with high hydrogen storage 

capacities are desirable for energy storage applications. Because of their cylindrical and 
A 

hollow geometry, and nanometer-scale diameters, it has been found that the carbon nanotubes 

can store liquid and gas in the inner cores through a capillary effect. Extraordinarily high and 

reversible hydrogen adsorption in SWCNI' and nanofibers (Chen et a!, 1999) has been 

reported and attracted considerable interest among researchers and industry experts. 

Flywheels offer certain advantages over batteries and because of their strength, CNS could be 

used to make faster flywheels that store more energy without shattering. 

ftc use of a MWCNT in scanning probe microscope tip for imaging has already been cited in 

the text. Since MWCNT tips are conducting, they can be used in STM (Scanning Tunneling 

Microscope), AFM (Atomic Force Microscope) instruments as well as other scanning probe 

instruments, such as an electrostatic force microscope with higher resolution (Wong et at, 

1998). Recent research has also shown that nanotubes can be used as advanced miniaturized 

chemical sensors (Kong et at, 2000) where as bio sensing application has been observed by 
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several researchers (Xu et al, 2004). CNT may offer in future to target and destroy individual 

cancer cells without harming healthy tissues, a current drawback of treatments like 

chemotherapy. An array of CNT, which is excellent electron emitter, could be used in field 

emission displays to excite the phosphorous dots, creating bright, high resolution displays that 

are only millimeters thick, and consume less power than plasma and liquid crystal displays. 

The dream of fold-up TV and computer screens that can fit inside people's pockets has, up 

until now, been stifled by rigid silicon semiconductors. But CNS, in addition to being very 

flexible, compared favorably to silicon in terms of performance. Koziol et al. (Koziol et a!, 

2007) have figured out how to spin many tiny carbon nanotubes together to create fibers that 

have the strength of Keviar, a composite material used in bullet-proof vests. As CNS prices 

drop, spun CNS could be the material of choice for better, lighter body armor. Other key 

applications of' carbon nanostructures include bio imaging (Chandra et al, 2011). gas 
-L 

discharge tubes, electric and photo-electric elements, Nano-MEMs, catalytic support, schottky 

diodes, high-resolution printable conductor, solar cell etc. 

2.5 Summary and Formulation of the Problem 

Since the discovery, there has been significant number of investigations on the growth of CNS 

by CCVD process but often the experimental conditions varied to defy comparisons. 'I'hus it is 

difficult to arrive at broad general conclusions regarding the steps involved in the process of 

growth. The experiments carried out under TEM or ETEM and the molecular dynamic 

simulations have thrown significant light on the steps involved in the growth of CNS but still 

we are far away from understanding the precise conditions differentiating the growth of 

different morphologies like SWCNT, MWCNT, CNF or carbon nanotapes. A number of 

relevant questions as outlined below have originated from the review of literature and these 

questions need to be addressed to gain better understanding of the growth mechanism of CNS. 

1)o the oxide nanoparticles presumed to act as catalyst in the CCVD process, survive 

as oxides in the highly reducing environment prevailing during growth of CNS? 

Why does one observe significant shape change in the catalysts of metallic 

nanoparticles often observed inside nanotubes during growth? 

Why does one observe formation of nanobeads of carbon, sometimes alone or along 

with CNS? 

Which is the diffusion path of carbon in the catalyst delivering carbon atoms during 

growth of CNS? 
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• Is the formation of carbide on the metallic catalyst a necessary step for the process of 

growth, as observed sometimes, followed by their decomposition to provide carbon for 

the growth of CNS? 

• What is the importance of size of catalyst or growth temperature in determining 

morphology of CNS? 

• I-low does the flow rate of carbon bearing gas affect the growth of CNS? 

The first phase of the present study has been formulated to address these questions, which 

have not yet been answered definitely. The study will begin with experiments to grow 

nanoparticles of cobalt and nickel oxide, which have been extensively used in CCVD process 

and there are results available in the literature to compare with. But a new idea of doping 

these oxides by copper oxide has been pursued to explore its effect on the growth of CNS. 

The nanoparticles of pure and doped oxides are expected to undergo physical and chemical 

changes under the conditions prevailing in the chamber of CCVD during the growth of CNS, 

particularly the reducing environment and the elevated temperature. These changes are 

dependent on the characteristics of the oxide particles like size and the level of doping. The 

present investigation attempts to understand these physical and chemical changes, and their 

role in the growth of CNS so as to be able to intervene in the CCVD process appropriately to 

attain the desired outcome. 

Exploitation of nanomaterials for energy has become an important objective in research to 

mccl the current challenges for sustainable energy. Rechargeable batteries arc important 

source for providing mobile power to various types of devices, from consumer products to 

electric vehicles and satellites, and its area of application will extend if one could meet the 

challenge of packing more power for the same weight of the battery. Amongst the batteries, 

lithium ion battery has the highest power per unit weight but it is still not adequate for various 

purposes including next generation electric vehicles and wireless communications. Batteries 

are inherently simple in concept, while it is difficult to improve their performance and safety 

while reducing the cost. The performance of a battery is mostly related to the intrinsic 

properties of the materials employed. Carbon based anodes are still the main candidate for 

commercial use in spite its limit of charge capacity. Application of one dimensional carbon 

nanostructures may enhance the charge capacity further paving its use in the anode of high 

energy density batteries. This application will also necessitate commercial production of these 

materials at relatively lower cost on a large scale. The success of this approach will depend on 

the following issues: 

61 



• Enhancement of intercalation sites compared to graphite from where lithium ion may 

reversibly move in and out increasing reversible charge capacity and avoiding capacity 

fading. le 

The ability of the electrode material to accommodate strain during lithium ion 

insertionlremoval without disintegration, and thereby, not affecting the cycle life 

adversely. 

Ability to provide higher electrode/electrolyte contact area leading to higher 

charge/discharge rates. 

Ability to provide short path lengths for Li transport to increase the power. 

The second phase of the current investigation addresses the above issues by determining 

electrochemical performance of the different one dimensional nanostructures like SWCNT, 

1)WCN'F, MWCNT and CNF. The purpose is to finally assess the potential of the CNS for 

application in the anode of lithium ion battery. 

i. 
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Chapter 3 

Experimental Techniques 
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Chapter 3 

Experimental Techniques 

The main objectives of the present study are to develop nanostructured carbon materials with 

selective morphology, their structural and electrochemical characterizations. This chapter 

describes the preparations and characterizations of the catalysts, substrates, Carbon 

nanostructures (CNS). Preparation of the electrode using CNS and their electrochemical 

performance has also been described. The catalyst materials, substrate, CNS and the 

composite anode were synthesized in the laboratory. Fig. 3.1 outlines the procedure used for 

synthesis of CNS. Specific details of the instruments, experimental parameters and techniques 

used in the studies have been discussed. 

This chapter describes (a) synthesis of catalyst nanoparticles based on cobalt and nickel doped 

with copper in the form of oxides by co-precipitation and or sol-gel technique, (b) preparation 

of anodized aluminium oxide (AAO) substrate by the method of anodization, (c) development 

of nanostructured carbon materials with different morphologies by catalytic chemical vapour 

deposition (CCVD), (d) the structural characterizations of the materials synthesized, and (e) 

electrochemical characterization of the carbon nanostructured materials for application in Li- 

ion battery. 

The structural, elemental and compositional analyses have been carried out by X-ray 

diffraction (XRD), field emission scanning electron microscope (FESEM) and energy 

dispersive X-ray analysis (EDAX). Differential thermal anal y ses/d i fferential scanning 

calorimetry (DTA/DSC) and high temperature XRI) of the oxide nanoparticles have been 

carried out to study the effect of size and doping on melting behaviour to understand the role 

of melting if any, on the nucleation and growth of CNS. DTA has been employed further to 

estimate the quality and purity of the CNS based materials. The CNS based host anode 

materials have been characterized by Raman spectroscopy, as the carbon nanostructures have 

the presence of sp2  hybridized carbons which can be correlated (by structure and Raman 

response of the materials) to an ideally perfect 2-D graphite (graphenc). Raman spcctroscopy 

has also been employed to investigate the reduction behaviour of oxide nanoparticles during 

or after the growth of nanostructures. The structural characterization of the carbon 

nanostructure samples has been carried out using transmission electron microscope (TEM) 

65 



and EDAX attached therein. Dynamic light scattering (DLS)/Zctasizer has been used to 

determine the particle size, and compared with the size determined using image-J software 

from FESEM micrographs. Brunauer, Emmett and Teller (BET) analyser has been employed 

to measure the surface area of the CNS samples. 
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Fig. 3.1: Schematic flow diagram of experimental work out. 

3.1 Materials Synthesis 

For preparing the carbon nanostructures by catalytic chemical vapour deposition method the 

required catalyst compounds were synthesized by co-precipitationlsol-gel process and the 

anodized aluminium oxide substrates were prepared by anodization. The details of' these 

processes are described in the following subsections. 

3.1.1 Preparation of Anodic Alumina Substrate 

Carbon nanostructures have been grown by substrate-assisted route as well as without any 

substrate. 1-lere anodized alumina has been used as a substrate, which has nanoporous 

structure with almost uniform diameter and length. Anodizing is an electrolytic passivation 

process used to increase the thickness of the natural oxide layer on the surface of metal parts. 

The process is called anodizing" because the part to be treated forms the anode electrode of 

an electrical circuit. The flow chart of the two-step anodization process is shown in Fig. 3.2. 

For the formation of anodized alumina substrate, the anodization time and the voltage are the 

main factors in determining the uniformity and size of the nanopores for a particular 

electrolyte medium. For optimizing the process parameters viz, voltage (ranging from 40-80 

V), time for anodization (15-50 mm) and electrolyte medium (oxalic acid, phosphoric acid 

and sulfuric acid) were varied. Thin strips of aluminium were first electro-polished in a bath 

o!'ethyl alcohol and perchioric acid (in ratio of 5:1 by volume) by applying a voltage of 15 V 
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for 4 min at 5 °C, and then electro-polished samples were anodized at a constant voltage of 

80 V for 30 min in 5 wt.% concentration phosphoric acid electrolyte bath. The porous alumina 

film formed after the first anodization step was removed by chemical etching in a mixture of 

phosphoric (6 wt.%) and chromic acid (1.8 wt.%) at 80 T. Subsequently, the Al sheet was 

further anodized for 30 min under identical conditions of the first step anodization process so 

as to obtain a regular array of pores. 

- Step: 1 i DLgiL u1g - 

C leaned with acetone and washed with deionized water 

Step 2: Removuig oNide lover: 

1)ipped in NaOTT solution 00 g1 1  ) for 10 mins. therealier rinsed in distilled \vater. 
followed by immersing in 11NO 

Lii 
- Step 3: Electropolishing: 
Electropolished using solution of Ethyl Alcohol and F>erchlonc acid iii 5: 1 ratio (v/v) 

at a current density of 1-2 A /cm2  at 1 5 V for <4 minutes at 5 °C 

Step 4: First-step anodizatwn: 

Anodized at 40-80 V for 30 min 111 D \Vt% of phosphoric acid/oxalic acid/sulitiric acid electrolyte 

for 15-50 nuns 

Step 5: 'Iwo-step anodization: 
Chemical etching in a mixture of phosphoric ( \vt. %) and chromic acid ( 1 .8 vt. %) at 80 k C 

Subsequently, the Al sheet was anodized !br 3(.) inin under identical conditions 

of the first step anodization process 

.4 Fig. 3.2: Flow chart of anodization process. 

Well-ordered nanoporous arrays can be obtained by etching of the oxide layer with irregular 

pores. As the anodization time was increased, a smoother pretexture was found to form which 

can increase the regularity of the pores. Therefore, the anodization time is one of the major 

factors for fabrication of ordered nanoporous arrays along with the applied voltage in 

determining the uniformity and size of the nanopore arrays. 

3.1.2 Catalyst Preparation 

The co-precipitationlsol-gcl process is a wet-chemical technique starting from a colloidal 

solution (sol) that acts as the precursor for an integrated network (or gel) of either discrete 

particles or network polymers. Typical precursor is difTerent types of metal salts viz. 

chlorides, nitrates and acetates, which undergo various forms of hydrolysis and 

polycondcnsation reactions. With further drying and heat treatment, the gel is converted into 
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dense particles. The sol-gel process over other traditional processing techniques also has other 

potential advantages such as better homogeneities, low processing temperature and improved 

material properties. The detailed steps for the synthesis of the materials by sol-gel method are 

shown in the Fig. 3.3. 

A(i 1Lc..)US solutioii ol 
Cobalt acetate/nickel acetate /copper sulphate in required amouit 

+ 
Chelating agent (citric acid) equivalent to the metal content in the salt 

[dcl tormatioii b\ slo\\ stilling  at 72 to 84 C 

ilig at 120 for 12 hrs 

_______ 4 

Calcmed tbr S hrs,  at 23() to 950 ) 

Ground to_powdersj 

Fig. 3.3: The detailed steps for the synthesis of the oxide nanoparticles by sol-gel method. 

Metal bearing oxide nanoparticles were prepared by aqueous sol-gel route using cobalt (II) 

acetate tetra-hydrate, nickel acetate tetra-hydrate (Merck) and copper (II) sulphate 5-hydrate 

(Merck) as source of cobalt, nickel and copper respectively. Chelating agent of citric acid 

monohydrate (Merck), having mole percentage equal to that of metal content in the salt was 

added to this solution for polymerization. The copper percentage was varied from 0 to 20 

wt.% in all the catalyst as aqueous saturated solution and mixed with citric acid, followed by 

slow stirring at a gelation temperature ranging from 72 to 84 °C until the formation of gel 

takes place. The gels were dried at 120 °C for 12 hrs in an oven and then the dried samples 

were calcined in air for 5 hrs at a temperature varying from 230 to 950 °C and finally 

grounded to powder. The change in gelation temperature, time and the calcination 

temperature results in different average particle size. 

3.1.3 Synthesis of CNS, using CCVD Method 

Catalytic chemical vapour deposition (CCVD) is a versatile process suitable for the 

preparation of coatings, powders, fibers and monolithic components. Chemical vapour 

deposition may be defined as the deposition of a solid on a heated surface from a chemical 

reaction in the vapour or gas phase. By this method nanostructures can be build up from 

bottom up approach. CCVD has several important advantages in growing carbon 
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nanostructures, which make it the preferred over other processes in many cases. The synthesis 

of CNS by CCVD is achieved by decomposition of carbon source in the gas phase onto a 

catalyst over substrate, through a heated region. The energy is used to crack the molecule into 

reactive atomic carbon. Then carbon diffuses towards the substrate, which is heated and/or 

accompanied with a catalyst. 

Gas miet Ttibular furnace 

Aiuinina boat containinr catalyst 

Fig. 3.4: Schematic of chemical vapour deposition setup. 

p 
The oxide nanoparticles used to grow CNS in this study have been used in two dillerent 

processes. In the first process oxide nanoparticles were dispersed on the surface of AAO 

substrate and then these substrates were placed onto an alumina boat prior to the CCVD 

process, and in the second process the nanoparticles were looselydeposited onto the base of 

the alumina boat itself to make the process cost effective by increasing the yield without using 

the substrate. For dispersion the nanoparticles were dispersed in ethanol using ultrasonication 

(for 20 mins) to break the agglomeration between the nanoparticles and substrate was dipped 

into ethanol solution containing the oxide nanoparticles. The alumina boat loaded with the 

substrate containing nanoparticles was then placed inside a horizontal (quartz) tubular furnace 

(Fig. 3.4), and heated to a temperature of 600 °C at a heating rate of 8 °C/min. The 

temperature of the furnace was calibrated before introducing the catalyst in the hot chamber to 

assure a uniform temperature zone in the furnace. When the temperature in the furnace was 

reached at 600 °C, ammonia gas (99.5 % Sigma) was introduced with a gas flow rate varying 

between 40 and 60 sccm at atmospheric pressure and under this condition, the temperature of 

the furnace was increased to 640 T. At this stage, acetylene gas was introduced along with 

ammonia gas both flowing for a time period varying between 2 and 15 minutes. The flow rate 

of acetylene gas (99.9 % Sigma) was varied from 10-40 seem. The furnace was then allowed 

to cool down to room temperature, and CNS along with other forms of carbonaceous 

materials were removed from the substrate and treated in a solution of 6M HNO3/HCl/HF or 

4 
their mixture to remove primarily the catalyst particles. The CNS were then filtered and 

washed with deionised water until the filtrate has reached its pH of - 7. The CNS were then 

dried for about 10 hours in an oven at 120 T. The CNS were then heated in air to improve 



their quality by way of having enhanced graphitization and removed the remaining 

amorphous carbon (Bera et al, 2006) present even after acid treatment above 400 °C 

depending upon their thermal stability determined by 'l'hermogravimetric Analysis (TGA) 10 

(Joshi Ct al, 2009). Different types of CNS viz. MWCNT, nanofibers-straight and/or helical, 

tapes, chains of nanobeads have been grown by the decomposition of acetylene gas using 

oxide nanoparticles depending upon size of particles and other experimental conditions. 

3.2 Material Characterisation Methods 

3.2.1 X-Ray Diffraction (XRD) Analysis 

X-ray diffraction (XRD) is a characterization technique based on the interaction of X-ray of 

wavelength 2 comparable to the size of atoms, with the crystallographic planes of a material 

in accordance with Bragg's law, 
4 

nX=2dSin0 (3.1) 

where n is an integer, d the spacing between successive planes in the atomic lattice and 0 the 

diffraction angle. When the above equation is satisfied, diffraction occurs, and the diffraction 

pattern thus obtained allows determination of the phases in the material through its crystal 

structure and provides information on the orientation of the crystals in the sample. In wide 

angle X-ray scattering (WAXS) mode, diffraction occurs from interatomic planes separated 

by distances of the order of few angstroms and thus, it is related to the crystal structure of the 

material in ternis of atomic positions. Small angle X-ray scattering (SAXS) occurs when 

larger entities diffract the X-rays and is associated with the degree of ordering in the structure 

typically in the range of 5-50 nm. The crystallographic structure of CNS is equivalent to that IL 
of graphite. The stack of graphene layers in a CNS and between layers of adjacent tubes give 

rise to the 002 reflection, corresponding to a d-spacing of around 0.34 nm similar to that 

observed between basal planes in turbostratic graphite. Other, lower intensity reflections from 

CNS correspond to the 100 and 101 planes of the graphitic structure. In the context of CNS, 

X-ray diffraction provides valuable information on the structure of samples. The main 

characteristics that can be observed by XRD are the crystallinity and the presence of the 

catalyst particles, if any. XRD was also used to determine the phase composition of the oxide 

nanoparticles before and after the CNS growth. Powder diffraction patterns were recorded on 

a Bruker AXS, D8 advance (operating at 40 kV and 30 mA) using a CuK radiation (1.5418 

A). The data were recorded using a step size of 0.02° and a 0.5 second dwell time. Measured 

diffraction patterns were compared to powder diffraction files from the JCPDS database. 

Quantitative estimations of phase composition were made using the semi-quantitative feature 
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present in the X'Pert I-Iighscore Plus (PANalytical) software. For high temperature X-ray 

diffraction studies the sample powder was mixed with alcohol and a droplet of zapon lacquer 

(Anton Paar GmbH), and the resultant mixture was applied to the heating filament when 

operated in a vacuum chamber. Temperature was controlled using a Eurotherm 2604 

controller. 

3.2.2 Optical Microscopy 

The surface morphology of aluminium strips was studied using an optical microscope as well 

as with FESEM as the resolution which is a limiting factor in optical microscope can be 

overcome by using FESEM. A Leica DM15000 M microscope with Leica LAS software was 

used to study the surface finish of the samples. 

3.2.3 Field Emission Scanning Electron Microscopy (FESEM) 

Electron microscopy permits microstructure observation at very high magnification through 

the use of an electron beam focussed with magnetic lenses at the surface of the specimen. In 

scanning mode, the interaction of the electron beam with the sample produces scattering of 

secondary electrons from atoms in the sample and also causes electrons in the beam to be 

back-scattered from the sample after collision with atoms in the material, both events 

occurring mostly on the surface of the sample. These electrons can be detected separately and 

transformed into magnified images of the sample in secondary electron (SE) and 

backscattering (BS) modes, respectively. In SE mode, a detailed representation of the surface 

of a sample can be obtained. Therefore, most scanning electron microscopy (SEM) images 

showing the morphology of a material are taken in this mode. In BS mode, the intensity of 

back-scattered electrons is proportional to the atomic number of the element involved in the 

electron collision, therefore, this mode is usually employed to image compositional 

differences in a sample, observed as intensity variations in the image of the material. Further 

elemental analysis can be carried out using energy dispersive spectroscopy (EDS) by 

measuring the energy of photons emitted after scattering of atoms in the sample, which 

corresponds to energy transitions in the atoms of the material. After interacting with the 

sample, the electron beam is magnified and focused to provide an image of the structure of the 

material, in a manner which is conceptually similar to the acquisition of an optical image with 

an optical microscope in transmission mode. Samples were studied using FESEM to examine 

microstructural characteristics of the oxide nanoparticles, substrate, CNS, the composite 

electrode materials, and some qualitative elemental analysis. Samples were prepared by 

mounting on an aluminium stub with double sided tape and sputter coated with gold for 50 
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seconds with a deposition current of 30 mA in BAL-TEC sputter coater (SCD 005). A FEI 

QUANTA 200 F FE-SEM was used with an accelerating voltage of 20 kV and a working 

distance of about .10 mm in most cases, and elemental analysis was also carried out using 

EDS. Catalyst size and CNS diameter were determined by image analysis of SEM 

micrographs using Image-J software application. Photoshop software was used to correct 

brightness and contrast in some SEM and TEM (discussed in next section) images. 

3.2.4 Scanning Probe Microscopy (SPM) 

Scanning probe microscopy (SPM) provides imaging, and measuring surfaces on a fine scale, 

down to the level of atoms. SPM technology shares the concept of scanning with an extremely 

sharp tip (3-50 nm radius of curvature) across the object surface. SPM techniques include a 

scanning probe microscope core with modules including AFM (atomic force microscopy). 

The AFM consists of a cantilever with a sharp tip (probe) at its end that is used to scan the 

specimen surface. The cantilever is typically silicon or silicon nitride with a tip radius of 

curvature of the order of nanometers. When the tip is brought into proximity of a sample 

surface, forces between the tip and the sample lead to a deflection of the cantilever according 

to I looke's law. Depending on the situation, forces that are measured in AFM include 

mechanical contact forces, van der Waals forces, capillary forces, chemical bonding, 

electrostatic forces, magnetic forces, etc. Typically, the deflection is measured using a laser 

spot reflected from the top surface of the cantilever into an array of photodiodes. Other 

methods that are used include optical interferometry, capacitive sensing or piezoresistive 

AFM cantilevers. These cantilevers are fabricated with piezoresistive elements that act as a 

strain gauge, and the tip scans at a constant height. In most cases a feedback mechanism is 

employed to adjust the tip-to-sample distance to maintain a constant force between the tip and 

the sample. Traditionally, the sample is mounted on a piezoelectric tube that can move the 

sample in the z direction for maintaining a constant force, and the x and y directions for 

scanning the sample. The resulting map of the area f(x, y) represents the topography of the 

sample. The AFM can be operated in a number of modes, depending on the application. In 

general, possible imaging modes are divided into static (also called contact) modes and a 

variety of dynamic (non-contact or "tapping") modes where the cantilever is vibrated. In static 

mode, the cantilever is "dragged" across the surface of the sample and the contours of the 

surface are measured directly using the deflection of the cantilever. However, close to the 

surface of the sample, attractive forces can be quite strong, causing the tip to "snap-in" to the 

surface. Thus static mode AFM is almost always done in contact where the overall force is 
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repulsive. In this contact mode, the force between the tip and the surface is kept constant 

during scanning by maintaining a constant deflection. In the dynamic (non-contact) mode, the 

cantilever is externally oscillated at or close to its fundamental resonance frequency or a 

harmonic. In this mode, the tip of the cantilever does not contact the sample surface. The 

cantilever is instead oscillated at a frequency slightly above its resonant frequency where the 

amplitude of oscillation is typically a few nanometers. The van der Waals forces, which are 

strongest from I to 10 nm above the surface, or any other long range force which extends 

above the surface acts to decrease the resonance frequency of the cantilever. This decrease in 

resonant frequency combined with the feedback loop system maintains a constant oscillation 

amplitude or frequency by adjusting the average tip-to-sample distance. Measuring the tip-to-

sample distance at each (x, y) data point allows the scanning software to construct a 

topographic image of the sample surface. Non-contact mode AFM does not suffer from tip or 

sample degradation effects that are sometimes observed after taking numerous scans with 

contact AFM. This makes non-contact AFM preferable for measuring soft samples. In the 

case of rigid samples, contact and non-contact images may look the same. In this study 

topographic image of the samples have been taken using a NT-MDT NTEGRA scanning 

probe microscope having Si3N4  probe with a tip height of 10-15 im and radius of curvature 

10 nm. 

3.2.5 Transmission Electron Microscopy (TEM) 

'l'ransmission electron microscopy (TEM) is a technique whereby a beam of high energy 

electrons is transmitted through an ultra thin specimen, interacting with the specimen as it 

passes through it. An image is formed from the interaction of the electrons transmitted 

through the specimen; the image is magnified and focused with electromagnetic lenses onto 

an imaging device, such as a fluorescent screen, on a layer of photographic film, or to be 

detected by a sensor such as a CCD camera. The electrons are accelerated at 200 kV, giving 

wavelengths much smaller than that of light. An accelerating voltage of 200 kV gives rise to 

electron wavelength of 0.025 A. Whereas the resolution of the optical microscope is limited 

by the wavelength of light, that of the electron microscope is limited by aberrations inherent 

in electromagnetic lenses, to about 1-2 A. Even for very thin samples one is looking through 

many atoms, one does not usually see individual atoms. Rather the high resolution imaging 

mode of' the microscope, images the crystal lattice of a material as an interference pattern 

between the transmitted and diffracted beams. This allows one to observe planar and line 

defects, grain boundaries, interfaces, etc. with atomic scale resolution. The bright field/dark 
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field imaging modes of the microscope, which operate at intermediate magnification, 

combined with electron diffraction, are also invaluable for giving information about the 

morphology, crystal phases and defects in a material. At lower magnifications TEM image 

contrast is due to absorption of electrons in the material, thickness and composition of the 

material. At higher magnifications complex wave interactions modulate the intensity of the 

image, requiring intense analysis of observed images. Alternate modes of use allow for the 

TEM to observe modulations in chemical identity, crystal orientation, electronic structure and 

sample induced electron phase shift as well as the regular absorption based imaging. By 

adjusting the magnetic lenses such that the back focal plane of the lens rather than the 

imaging plane is placed on the imaging apparatus, a diffraction pattern can be generated. For 

thin crystalline samples, this produces an image that consists of a pattern of dots in the case of 

a single crystal, or a series of rings in the case of a polycrystalline or amorphous solid 
4 

material. For the single crystal case the diffraction pattern is dependent upon the orientation of 

the specimen and the structure of the sample illuminated by the electron beam. This is 

typically done without utilising any information but the position at which the diffraction spots 

appear and the observed image symmetries. Structure of CNS, the morphology and elemental 

analysis of catalyst particles inside the CNS were observed with TEM using a EEl Tecnai G2  

20, JEOL-2100 HRTEM, FEI Tecnai F20-G2 FEGTEM and JEOL 200CX TEM with an 

acceleration voltage of 200 kV. Samples were prepared for TEM by dispersing a small 

amount of powdered (or ground) material in ethanol/isopropanol/acetone, placing a few drops 

o!the suspension on a holey carbon-coated copper grid, and allowing it to dry. 

3.2.6 Simultaneous DTA and TGA (SDT) Analyses 

Ihermal analysis provides information on structural and phase change as well as energy of 

trans formation involved in the materials with increasing temperature. Several methods are 

commonly used and these are distinguished from one another by the property, which is 

measured. The methods are thermogravimetric analysis (TGA) for weight loss, differential 

thermal analysis (I)TA) for temperature difference etc. Ilowever, in the present study both 

I)TA and TGA have been used. The thermal stability of CNS and their impurities were 

studied. Typically, the measurements were carried out in air, so as to identify the different 

carbonaceous species in the sample by recording the mass-loss associated with the 

temperature at which they oxidize. In most cases, several decomposition peaks are readily to 

separable, and the fraction of CNS, amorphous carbon and catalyst can therefore be 

determined. Thermal analysis (DTAIDSC) is also carried out on oxide nanoparticles to 
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determine further oxidation, decomposition or melting that may occur along with weight loss 

over the temperature range of interest. Measurements were made in a variety of atmospheres 

(Ar/N2/air) using a Perkin Elmer (Pyris Diamond) and Exstar TG/DTA 6300 (SII 

Nanotechnology Inc.) (for samples up to 1500 °C), and a TA Instruments SDT Q600 (for 

samples up to 1000 °C from -150 °C) at a heating rate of 10 °C min 1  by using alumina as the 

reference material and aluminium as the reference material in case of low temperature 

analysis. 

3.2.7 Raman Spectroscopy 

Raman spectroscopy is a characterisation technique based on inelastic scattering of light from 

materials and related to different vibrational modes of their atoms. Since it involves light in 

the visible range, only atoms on or near the surface of the material is excited and therefore, in 

most cases, Raman spectroscopy is only a surface characterization technique. As Raman 

modes originate from scattering caused by atomic vibrational modes of oscillation, they are 

susceptible to frequency changes due to thermal variations, pressure and stress in the 

molecule, all of which translate as shifts in the position of the Raman peaks. The main 

Raman-active vibrational modes in CNS in general give rise to peaks at 1320 cm, 1580 

cm 1  and -.' 2635 cm 1 , labelled as D, G and 2D, respectively; although each effectively 

consists of a superposition of several peaks related to specific characteristics of the material. 

The first peak is associated with impurities in the form of sp3  bonds and poor graphilization, 

and is referred to as the 'disorder or defect' peak (D). The G (Graphitic) peak originates from 

the tangential vibration of C atoms in a hexagonal lattice, and is indicative of the degree of 

graphitization in the material. It is common practice to evaluate the purity of a graphitic 

material as the ratio of the intensities of these peaks (ID/Jo).  The 2D peak, sometimes also 

referred to G', is a second order peak related to the D peak, although not directly related to 

poor graphitisation in the material in the same way. It is, however, affected by the interaction 

between stacked graphene layers and by the termination of the layers. SWCNT and tubes with 

few walls show an additional Raman active mode associated with the radial 

cxpansionlcontraction of the nanotube, referred to as radial breathing mode (RBM) and, 

typically, found in the range 70-400 cm 1 . It holds a special relation with the electronic band 

structure of the tubes, which allows estimation of the tube diameter from the Raman shift of 

the RBM peak (o). For nanotubes with diameters greater than 1 nm the diameter is obtained 

as, 

w-1O 
(3,2) 
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The lack of RBM peaks was another confirmation of the existence of MWCNT with rather 

large diameter inner tubes. The spectrum from carbon nanobeads show D and a single G peak 

with no clear G or D'. The spectrum is sensitive to the change in lengths, strengths and 

arrangement of bonds in a material than it is to the change in chemical composition. Therefore 

the Raman spectrum of oxide nanoparticles before and after growth was also studied. In this 

context, the possibility of values relating to the shift and the intensity ratio (ID/lu  or b/lu)  in 

Rarnan spectrum are proposed: assuming that all structures posses their individual 

morphology, A Renishaw 1000 Ramascope spectrometer and Renishaw inVia with a 514 nm 

wavelength (green visible light) excitation laser was used, and several spectra were taken 

from different samples. Raman spectra were processed using the Renishaw WIRE 2.0 

software application and also with Origin 8.0 software, using a multi-peak Gaussian fit. 

3.2.8 Surface Area (BET) Analysis 

BET theory aims to explain the physical adsorption of gas molecules on a solid surface and 

serves as the basis for an important analysis technique for the measurement of the specific 

surface area of a material. In 1938, Stephen Bruriauer, Paul Hugh Emmett and Edward Teller 

published an article about the BET theory in a journal (Brunaucr, et al, 1938) for the first 

time. The concept of the theory is an extension of the Langmuir theory, which is a theory for 

monolayer molecular adsorption, to multilayer adsorption with the following hypotheses: (a) 

gas molecules physically get adsorbed on a solid in layers infinitely, (b) there is no interaction 

between each adsorption layer, and (c) the Langmuir theory can be applied to each layer. The 

resulting BET equation is expressed as: 

1 =±(+ 1 (33) 
* 

vmC 

1' and 1 0  are the equilibrium and the saturation pressure of adsorbates at the temperature of 

adsorption, v is the adsorbed gas quantity (for example, in volume units) and v 1  is the 

monolayer adsorbed gas quantity. C is the BET constant. A total surface area Stai and a 

specific surface area S are evaluated by the following equations: 

Stotai 
- 

(mNS) (3.4) 

where v,,, is in units of volume which are also the units of the molar volume of the adsorbate 

gas 

Stotai 
5BET = (3.5) 

a 

N. Avogadro's number, 

s: adsorption cross section of the adsorbing species, 
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V: molar volume of adsorbate gas, 

a.-  mass of adsorbent (gm) 

The equation 3.3 is an adsorption isotherm and from the plot, v, and C can be calculated, 

which will be needed to calculate the specific surface area. The BET specific surface area and 

the pore volume of the CNS were determined using a Micromeritics Chemisorb 2720. 

Samples were prepared by out gassing in N2  at 150 °C for at least two hours. 

3.2.9 Particle Size Distribution 

In dynamic light scattering (DLS) when light hits small particles the light scatters in all 

directions (Rayleigh scattering) as long as the particles are small compared to the wavelength 

of light (below 250 nrn). If the light source is a laser, and thus is monochromatic and 

coherent, then one observes a time-dependent fluctuation in the scattering intensity. These 

fluctuations are due to the fact that the small molecules in solutions are undergoing Brownian 

motion and so the distance between the scatterers in the solution is constantly changing with 

time. This scattered light then undergoes either constructive or destructive interference by the 

surrounding particles and within this intensity fluctuation, information is contained about the 

time scale of movement of the scatterers. Zetasizer works on the principle of DLS, which is 

used to measure particle size and molecule size. This technique measures the diffusion of 

particles moving under Brownian motion, and converts this to size and a size distribution 

using the Stokes-Einstein relationship. Non-invasive back scatter technology is incorporated 

to give the highest sensitivity simultaneously with the highest dynamic size and concentration 

range. The distribution of powder particle sizes was measured using a Zetasizer Nano-ZS90 

40 (MALVERN Instrument). To prepare samples for measurement, approximately 50 mg of 

powder was ultrasonicated in 100 mL of water for 8 mins. Measurements were made over the 

size range of 10-600 nm. Reported values are the averages of three measurements taken for 

each sample. The particle sizes measured using the software 'Image-J' on FESEM 

micrographs were then compared with the particle size identified from 'Zetasizer'. 

3.3 Electrochemical Study 

The electrochemical measurements of the Li-ion cell carried out in different steps are 

discussed below. 
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3.3.1 Preparation of CNS based Electrode 

Preparation of the electrodes involves mixing the synthesized sample (70 wt.%) with small 

amounts of carbon black (CB) (15 wt.%), a binder material and an organic solvent for the 

binder (15 wt.%). The mixture is then subsequently spread over a copper foil, which acts as a 

current collector to form the electrode. The carbon black additive is used to increase the 

conductivity of the electrode. The binder used in this study was Polyvinylidene Fluoride 

(PVDF) diluted in N-Methyl-2-Pyrrolidinone (NMP) as an organic solvent. NMP is also 

added to thin out the slurry so that it can be spread homogeneously onto the electrode. The 

electrode material consisting of active material (CNS), carbon black and PVDF binder in 

NMP solvent. The mixing was carried out using mortar and pestle to form viscous slurry. 

Electrodes were prepared by coating of slurries on copper foil and initially the copper foil was 

thoroughly cleaned by degreasing it with acetone. Then the coated sample was dried in a 

vacuum oven for 12 hrs and then the coated copper foil was pressed between steel rollers. The 

particular area of electrode has been cut with an area of - 1 cm2, which has been used as 

anode of the cell. 

3.3.2 Cell Fabrication 

Teflon made cylindrical cells were fabricated for all clectrochemical testings. A micro porous 

sheet (Celgard 2400) was used as separator. The main steps used in fabrication of cell are 

shown in Fig. 3.5. However, the detailed schematic of the cell is shown in Fig. 3.6, which 

shows the positions of electrodes and a separator inside a cell. The electrolyte used was IM 

1.iPF6  in a 1:1 volume ratio of ethylene carbonate (EC) and diethyl carbonate (DEC) 

(Mitsubishi Chemical Corp.). These cells were assembled in an argon-filled MBRAIJN glove 

box (MB 200G) having both oxygen and moisture contents less than 0.1 ppm. 

Developed CNS + acetlene black + PVDF (70:15:15 \Vt%) + N-Methvl-2-pyrrolidone :NMTh 

I Coated onto Cu foil and dried ij vacuum (WCII at 120 "C for 12 hrs and cut 11110 I ci-712  

rI-hill strip of Li lull as reiBrence electrode 

j lgard 240(.b as separator 

[Electrolyte: I M LiPF(, in (E l carbonate (DFC) in I : I ethylene carbonate L) and dielliv v/v 
I 

Fig. 3.5: Steps used for cell-fabrication. 



Fig. 3.6: Schematic of the cell used for electrochernical testing. 

3.3.4 Electrochemical Testing 

Five different types of CNS viz. SWCNT, DWCNT, MWCNT with two different diameters 

and CNF have been tested electrochemically, and among which the MWCNT with larger 

diameter and CNF have been prepared by the process of CCVD mentioned earlier in this 

Chapter. The other three types of CNS were purchased from Chengdu Organic Chemicals 

Co., Ltd. Chinese Academy of Sciences, China. Electrochemical testing of active electrode 

materials is done using lithium metal as the reference electrode. Li-metal used can provide 

infinite number of Li-ions with constant chemical potential. The voltage of a real cell, 

depends on the chemical potential of both the electrodes and thus, if two intercalation 

compounds were used, one could not ascertain the voltage profile of individual electrode. In a 

real lithium ion cell, carbon based material would be used as the anode, however, in the test 

cells the carbon based material is the cathode as the tests have been conducted with respect to 

lithium metal as counter electrode. The discharge cycle for this half-cell corresponds to the 

insertion of lithium into the carbon-based material. This is opposite to the real cell situation 

where the discharge process corresponds to the transfer of lithium from the carbonaceous 

material to the transition metal oxide cathode. The test cells were charged and discharged in 

the potential window of 0.01-3.00 V vs. Li/Li1 , at a rate of 0.1C assuming 1C is equivalent to 

372 mA for pure graphite based electrode using the electrochemical analyzer (ARBIN: BT-

2000). In constant current cycling, a constant current is applied to the battery and the resulting 

change in the cell potential as a function of time is monitored. From one complete charge-

discharge cycle, the gravimetric capacity is derived from the total charge passed per unit mass 

of the active electrode material, following the equation 

'1 Charge capacity = 
l(mA)xt(hrs) (3.6) 

W(gm) 

where I is the current in mA at which cell has been cycled, t is the time in hours and w is 

weight of active materials in gram. 
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Chapter 4 

Results and Discussion: Growth of Carbon 

N ano structures 

Carbon nanostructures (CNS) have been synthesized by catalytic chemical vapour deposition 

(CCVD) method following the procedure described in the previous chapter (Chapter 3) on 

experimental procedure. For the synthesis of carbon nanostructure by the method of CCVD 

there are two essential steps to be followed prior to the synthesis of CNS, which are (i) 

preparation of the substrate for the catalyst support, on which the nanoparticles will be 

dispersed, and (ii) preparation of the oxide nanoparticles on which the CNS will grow. In this 

chapter, the results on synthesis and characterization of substrate (porous anodized alumina), 

oxide nanoparticle and CNS have been described in the following sections and the results are 

discussed at the end in the context of results reported in the literature. 

4.1 Characterization of the Substrate 

The substrates of porous anodic aluminium oxide (PAAO) were prepared by anodizing the 

thin foil of aluminum strip (thickness about 0.3 mm) as described in chapter-3. The anodized 

porous alumina has been used as a support of catalyst in some experiments to grow CNS. 

Prior to anodizing, pretreatment of the aluminum strip is an important step for obtaining 

ordered porous structure in the anodized alumina, and the process consists of mechanical 

polishing, degreasing and finally electro polishing as mentioned in the section on 

experimental procedure in chapter-3. The good quality of surface finish of the aluminum strip 

can be seen from the optical micrograph as shown in Fig. 4.1(a) and hence no mechanical 

polishing has been carried out for these samples for anodizing. The optical and FESEM 

micrographs (inset of Fig. 4.1(b)) of aluminum sample with visible rolling marks are shown in 

Fig. 4.1(b) at two different magnifications. 

1 
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Fig. 4.1: Optical micrograph of as received pure aluminum sample at two different 

magnifications at (a), and (b) along with FESEM micrograph of the same (inset of 

The electro polishing was carried out in the solution of ethyl alcohol and perchioric acid in the 

ratio of 5:1 by volume. The typical FESEM image of an electro-polished sample is shown in 

Fig. 4.2(a). The anodizing has been carried out in the electro-polished area using three 

different electrolyte baths, namely, of phosphoric, oxalic and sulfuric acid, in order to obtain 

appropriate condition to obtain the pores of different sizes. On the basis of these results, the 

electrolyte bath of phosphoric acid has been chosen for anodizing the electro-polished 

samples of pure aluminum for use as substrate in this study. The first anodizing results in very 

irregular pore structure when the pores are nucleated inhomogeneously on the surface of the 

sample as shown in Fig. 4.2(b). 
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Fig. 4.2: Typical FESEM micrograph of aluminum strip after (a) electro-polishing, and (b) 

anodizing for the first time. 
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When these irregularly distributed pores are etched out and second anodization is carried out 

for long anodizing time, the repulsive forces between neighboring pores lead to self- 

-* organization of nano-sized pores resulting in a new nanoporous anodized layer. Fig. 4.3 
shows the top view of anodized aluminum strip anodized second time at 80 V for 30 min to 

get a regular array of pores. The FESEM micrographs of anodized aluminum are shown at 

two different magnifications in Fig. 4.3(a) and (b). The extent of ordering in the pore structure 

can be clearly observed. 
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Fig. 4.3: Typical FESEM micrograph of nanoporous alumina substrate at magnifications: (a) 

20K, and (b) 1000K; Typical AFM image of the same substrate (c) two-dimensional 

image, and (d) three-dimensional image; Histogram inset in (d) shows the size 

distribution of pores. 

The average size of pore as determined by FESEM is 128 nm whereas the range of pore 

diameter obtained is 55 to 275 nm whereas from AFM images (Fig. 4.3(c) and (d)), one 

obtains the average pore size of— 120 nm and roughness value (H) of 33 nm. This variation in 

pore diameter may have been enhanced by the presence of pits and scratches on the surface of 



as received samples, as the pores in these reactive locations could grow faster. The 

nanoporous alumina obtained by two step anodization has been used as a substrate to support 

nano-sized particles to catalyze growth of CNS. 

4.2 Characterization of the Oxide Nanoparticles 

The oxide nanoparticles were prepared by sol-gel route following the procedure given in 

chapter-3. Table-4. I gives the different sizes of oxide nanoparticles resulting from varying 

composition of salt mixture and use of different processing conditions in respect of gelation 

time, temperature, firing conditions etc. For each and every composition of salt mixture, two 

different sizes of oxide particles have been prepared. The temperature and the time of the gel 

formation have been maintained as chosen and the dried gels have been calcined at 800 °C for 

5 hrs to get relatively larger oxide particles. Smaller oxide particles in the desired size range 

have been obtained by lowering the calcination temperature by 230-500 °C from 800 °C used 

for growing the larger particles. Lower limit of the calcination temperature is limited by the 

decomposition temperature so that volatile matters are removed. The size of the oxide 

particles could thus be varied in a limited range by suitably choosing calcination temperature 

as reported in Table-4. 1. The table also presents the variation of copper oxide doping levels 

used in particles of cobalt and nickel oxide, the designation of oxides used in the text and their 

size distribution. The designation contains the chemical symbol of the corresponding metallic 

elements of the primary oxide and that of the dopant, if present, followed by the doping level 

expressed in wt.% of metallic element of the dopant replacing the metallic element of primary 

oxide. Further 'C' and 'F' present with bracket in the designation indicates 'coarse' for 

relatively larger particles and 'fine' for relatively smaller particles. The particle sizes obtained 

by "Image-J" software have been compared with those obtained through zetasizer and the 

results are reported in Table-4. 1. 
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Table-4.1: Details of doping and size distribution of oxide nanoparticles. 

Sample 
designation 

Doping 
level of 
copper 
(wt.%) 

Time for 
gel 

formation 

Temperature 
(°C) for gel 
formation 

(hrs)  

Temperature 
(°C) of 

calcination 

Size 
range  
(nm) 

Average size (nm)  

lmagc-J Zetasizer 

Co(C) 
0 

4 75 800 167-691 581 583.4 

Co(F)  4 75 400 19-50 40 35 

CoCu01(C) 2 75 800 88-424 350 327.3 

CoCu0l(F)  2 75 310 19-45 33 29.5 

CoCul0(C) 
10 

1 84 800 71-391 225 251 

CoCul0(F)  1 84 310 58-1 17 71 84 

CoCu20(C) 20 
6 76 800 137-663 500 531.9 

CoCu20(F)  6 76 350 20-54 41 34 

Ni(C) 
0 

5 72 800 134-295 204 190.1 
Ni(F)  5 72 360 23-82 53 48 

NiCu10(C) 
10 

4 71.5 800 137-319 248 267.2 
NiCu10(F)  4 71.5 450 27-57 41 37.5 

NiCu15(C) 
15 

4 75 800 45-165 97 91.2 

NiCul5(F)  4 75 500 42-78 66 59 

NiCu20(C) 20 
3 76 800 70-173 130 141.8 

NiCu20(F)  3 76 360 28-60 46 41.6 

Cu(C) 
0 

2 72 800 531-1281 1129 805.6 
Cu(F)  2 72 230 15-29 19 22 

4.2.1 Structure and Morphology of Oxide Nanoparticles 

This subsection contains the results on the structure and morphology of copper doped (0-20 

wt.%) oxide nanoparticles of cobalt and nickel, which have been used in CCVD for CNS 

growth. At higher calcination temperature of 800 °C, the resulting nanoparticles of cobalt 

oxide without doping are of larger size (average size 581 nm) but with a low level of doping 

such as in CoCu0 1(C), the average particle size decreases to - 350 nm, as given in Table-4. 1. 

F-lowever, with lower calcination temperature the average particle size becomes 40 nm and the 

effect of doping on size reduction is relatively small. The average size of the coarse particles 

of nickel oxide is relatively smaller (average size 204 nm) than that of coarse cobalt oxide 

particles (average size - 581 nm), calcined at the same temperature of 800 T. For fine 

particles of nickel based oxide, the average particle size decreases from 53 nm in Ni(F) to 41 

nm in NiCul0(F) due to doping but with the same level of doping in CoCul0(F) results in an 

increase in the average size of particles to 71 nm, though the average size is found to decrease 

with 1 wt.% of copper doping as given in Table-4. I. 
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Fig. 4.4: typical l±SEM micrographs of' doped cobalt oxide based nanoparticles: 

(a) CoCu10(C), (b) CoCu10(F), (c) CoCu20(C), and (d) CoCu20(F). 

Fig. 4.4(a) shows polydispersity (71-391 nm) of the coarse nanoparticles, designated 

CoCul0(C), obtained by calcination at relatively higher temperature of 800 °C while the line 

particles having the same composition obtained by calcination at lower temperature of310 °C, 

as shown in Fig. 4.4(b), have better uniformity in size although some particles are 

agglomerated. FESEM micrographs of relatively coarser cobalt oxide nanoparticles doped to 

20 wt.% copper, designated CoCu20(C), shows elongated shape with aspect ratio lying in the 

range of 1.5 to 2.5 besides being polydisperse as can be seen in Fig. 4.4(c). But the shape 

remains by and large rounded for finer particles of the same composition as shown in Fig. 

4.4(d). 



Fig. 4.5: Typical FESEM micrographs of doped nickel based oxide nanoparticles: (a) 

NiCu 1 0(C), (b) NiCu 10(F), (c) NiCu20(C), and (d) NiCu20(F). 

Fig. 4,5(a) shows that relatively larger nanoparticles of doped nickel oxide, NiCul0(C), 
+ 

calcined at 800 °C reveal polydispersity as it was observed in doped cobalt oxide in Fig. 

4.4(a). But for the same level of copper doping, the particle size range of doped nickel oxide 

is relatively narrower as given in Table-4. I. But for the same level of doping fine particles of 

nickel oxide system are smaller than cobalt oxide system (Fig. 4.5(b)) though calcination 

temperature (450 °C) is higher for nickel oxide based system compared to cobalt oxide based 

system. The smaller particles of nickel oxide have a smaller degree of dispersity compared to 

the larger particles of the same composition as given in Table-4. I. It is interesting to observe 

that with an increased doping level as in NiCu20(C), the shape of the larger particles as shown 

in Fig. 4.5(c) is not elongated, unlike that observed in similarly doped larger cobalt oxide 

-4' particles shown in Fig. 4.4(c). The average size of larger particles is considerably smaller than 

cobalt oxide based particles for the same level of copper doping and calcination temperature, 

as given in Table-4.I. The smaller nanoparticles of NiCu20(F) obtained by calcination at 360 
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All 

as shown in Fig. 4.5(d), have sizes similar to CoCu20(F) calcined at similar temperature of 

350 °C shown in Fig. 4.4(d) and the particles are nearly rounded shape. 

Fig. 4.6: Typical FESEM micrographs of' pure copper oxide with two different sizes (a) 

Cu(C). and (b) Cu(F). 

Pure copper oxide based nanoparticles have also been prepared for use as catalyst in the 

synthesis of CNS as reported in Table-4. I. At higher calcination temperature of 800 °C, the 

particles are elongated and are also significantly coarser with an average size of about I .im as 

shown in Fig. 4.6(a) while the smaller particles obtained after calcination at 230 °C has an 

average size of 19 nm as shown in Fig. 4.6(b). 

X-ray diffraction (XRD) pattern of pure cobalt oxide nanoparticles shown in Fig. 4.7, reveals 

only cubic phase of spinel C0304  exists. This phase contains Co 2+  and Co 3+ located at 

tetrahedral and octahedral positions respectively in face centered cubic oxygen lattice * 

structure. The positions of the diffraction peaks and their relative intensities for pure and 

doped cobalt oxides are given in Table-4.2. The doping has resulted in replacement of 

divalent cobalt by copper resulting in CO3Cu04. The crystal structure remains cubic on 

doping as observed from XRD patterns of doped oxides in Fig. 4.7 and the structure has a 

space group (Fd3m; 227). 'There is nominal reduction in the lattice parameter from 8.11 to 

8.074 A due to doping, which may be taken as an indication of copper ions entering into the 

lattice of C0304. 
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Fig. 4.7: Typical XRD pattern of pure and doped cobalt oxide nanoparticles indexed 

respectively to C0304  (top), and CO3 Cu> 04. 

Table-4.2: Positions of X-ray diffraction peaks and the corresponding relative intensities for 

pure and doped cobalt oxides. 

Co(C) CoCu01(C) CoCu10(C) CoCu2O(C) 
No. of 
peaks 20 

(degree) 

Ret. 
Intensity 

(%) 

20 
(degree) 

Rel. 
Intensity 

(%) 

20 
(degree) 

Ret. 
Intensity 

(%) 

20 
(degree) 

Ret. 
Intensity 

(%) 
18.8894 11.35 18.9745 21.08 18.9564 12.16 19.1014 16.54 

2 31.3469 27.17 31.3409 45.59 31.4288 25.28 31.2683 28.17 

3 36.976 100 36.9524 100 36.8883 100 36.977 100 

4 38.682 11.2 38.7453 15.99 38.863 12.11 38.801 10.14 

5 44.9452 17.97 44.8814 30.74 44.8224 16.96 45.0257 22.43 

6 55.7974 10.12 55.7609 14.53 55.8266 5.1 55.9309 9.38 

7 59.4454 36.59 59.4617 56.52 59.4682 40.92 59.4624 43.76 

8 65.401 39.88 65.3838 55.92 65.4138 41.43 65.3046 44.24 

9 77.3291 8.09 77.3342 8.39 77.1424 6.58 77.4189 4.35 

Fig. 4.8 shows XRD patterns of the pure and doped nickel oxide nanoparticles and only cubic 

phase of nickel oxide (NiO) has been identified in the sample of pure nickel oxide. The 

positions of the diffraction peaks and their relative intensities for pure and doped nickel 

oxides are given in Table-4.3. Doping has resulted in replacement of divalent nickel by 

copper resulting in NiiCuO. The structure remains cubic on doping, belongs to the space 

group (Fm3m; 225). A nominal increase in lattice parameter from 4.168 to 4.188 A takes 

place on doping and it may be indicative of copper entering into the lattice of NiO. 
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Fig. 4.8: Typical XRD pattern of pure and doped nickel oxide nanoparticles indexed to NiO 

(top), and NiiCuO respectively. 

Table-4.3: Positions of X-ray diffraction peaks and the corresponding relative intensities for 

pure and doped nickel oxides. 

Ni(C) NiCu10(C) NiCu15(C) NiCu20(C) 
No. of 
peaks 20 

(degree) 

Rel. 
Intensity  

(%) 

20 
(degree) 

Rd. 
Intensity 

 (%) 

20 
(degree)  

Rel. 
Intensity  

 (%) 

20 
(degree) 

Rel. 
Intensity 

 (%) 
1 37.3838 61.89 37.4252 61.83 37.1959 63.16 37.0584 57.45 

2 43.4163 100 43.4623 100 43.2284 100 43.0904 100 

3 63.0377 46.41 63.0411 54.18 62.8193 52.18 62.6835 58.62 

4 75.5924 17.21 75.5703 20.07 75.3457 18.39 75.2228 22.79 

5 79.6041 12.44 79.5837 14.5 79.3626 13.83 79.1995 15.9 

Fig. 4.9 shows XRD pattern of the pure copper oxide which has been used as dopant as well 

as oxide used for the growth of CNS in the present study. The positions of the diffraction 

peaks and their relative intensities are given in Table-4.4. The indexing of the pattern reveals 

the material is of CuO phase having monoclinic phase belonging to the space group (C2/c; 

15) with lattice parameters as a = 4.685 A, b = 3.423 A and c = 5.132 A. 
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Fig. 4.9: Typical XRD pattern of pure copper oxide nanoparticles indexed to CuO. 

Table-4.4: Positions of X-ray diffraction peaks and the corresponding relative intensities for 

pure copper oxide. 

No. of 
peaks 

Cu(C) 

20 
(degree) 

Rel. 
Intensity 

(%) 
1 32.4735 7.66 
2 35.4818 82.26 
3 38.7386 100 
4 46.458 3.46 
5 48.7973 8.77 
6 53.5177 15.74 
7 58.3796 7.52 
8 61,6352 10.42 
9 66.2199 14.97 
10 68.1122 18.18 
11 72.5236 5.71 
12 75.2352 6.51 
13 80.3234 1.76 
14 83.3486 3.99 
15 89.9327 4.17 

4.2.2 Melting/Surface Melting of the Oxide Nanoparticles 

In order to understand the role of the oxide nanoparticles in the growth of CNS it is necessary 

to understand the state of the nanoparticles in which they are present at the temperature of 

CNS growth in the CCVD process. Differential thermal analysis (DTA) and high temperature 

XRD studies have been carried out to track the changes taking place in the oxide 

nanoparticles. Due to large number of surface atoms in nanoparticles, their thermal behaviour 

is expected to be different from that of the bulk material. 
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Fig. 4.10: Typical DTA curves ot'cohalt oxide based nanoparticles with (a) different levels of 

doping and size (the inset showing magnified view of sharp endothermic peak). 

and (b) limited range of average particle sizes. 

Fig. 4.10 shows the DTA response of pure and doped nanoparticles of cobalt oxides having 

different composition and particle size distribution as given in Tahle-4. 1. The results show a 

broad endothenic peak, within which a sharp endothennic peak is embedded. The position of 

the sharp peak is around the melting point of C0304  of 895 °C and the peak therefore may be 

attributed to bulk melting, increase in level of doping decreases the temperature at start of the 

broad peak as well as the sharp peak temperature. The broad endothermic peak for oxide of a 

given average size could be overlap of several peaks corresponding to melting/surface melting 

of different sizes of nanoparticles. The start of the broad endotherrnic peak could therefore be 

attributed to the melting/surface melting of smallest size of nanoparticles. Increased level of 

doping has also resulted in relatively rapid fall in the broad peak. When the average size of 

particles are different, the contours of the broad peak of different samples are away from each 

other as shown in Fig. 4.10(a) while these contours are relatively close to each other when the 

average size of the particles are in a close range, as shown in Fig. 4.10(b). The temperature at 

the start of the broad endothermic peak has been taken as a characteristic relevant for the 

growth of CNS and it has been noted in Table-4.5 for different oxide nanoparticles used in 

this study. 
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Fig. 4.11: Typical DTA curves of cobalt oxide based nanoparticles of two different sizes: (a) 

pure, and (b) doped with 20 wt.% of copper. 

In order to understand the effect of particle size, the DTA responses of pure cobalt oxide 

nanoparticles of relatively small and large average particle sizes have been compared in Fig. 

4.11(a). For undoped particles broad endothermic peak of the larger particles has relatively 

lower slope compared to that of smaller particles as in the later there are more number of 

smaller particles melting at relatively lower temperatures. The same effect of average particle 

size is observed even with high level of doping as shown in Fig. 4.11(b). It may be noted that 

for undoped material the DTA curve is relatively flatter than the case with higher level of 

doping as in CoCu20, which enhances the process of melting resulting in larger and 

continuous slope in the curve. 
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Fig. 4.12: Variation of onset of melting temperature for cobalt based oxide nanoparticles with 

(a) level of doping. (h) average particle size, and (c) smallest particle size in the 

sample. 

The temperature at the start of melting as noted in Table-4.5, decreases with increasing level 

of doping in cobalt oxide based nanoparticles as indicated by an arrow in Fig. 4.12(a) where 

the particles lie in a narrow size range of about 33-71 nm, so as to limit the effect of its 

variation. Solid solution between cobalt oxide and copper oxide is expected to lower the 

temperature of melting or surface melting. It is even possible that there is segregation of the 

dopant on the surface, which may further reduce the temperature for the surface melting. The 

effect of size on the onset of melting temperature has been shown in Figs. 4.12(b) and (c) 

where doping has been limited to either to zero or low level. It may also be noted that at low 

doping as in oxide particles CoCu0 1, the variation of average particle size from 33 to 11 5 or 

350 nm has increased the start of melting temperature and size has a significant influence. 

Without doping or with lower level of doping, one observes considerable influence of 

minimum particle size on the start of melting, particularly over the higher end of the size 

range, as shown in Fig. 4. 12(c). The limit of variability (standard deviation) for determination 

of onset melting temperature has been found to be - 2.5. 
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Fig. 4.13: FESEM micrographs of CoCu20(F): (a) as prepared, and after heating during DTA 

to (b) 540 °C, (c) 640 °C, and (d) 1000 T. 

The melting/surface melting of nanoparticles could also be inferred from the FESEM 

micrograph of some typical doped cobalt oxide nanoparticles (CoCu20(F)) after DTA when 

compared with the micrograph of the same particles before DTA as shown in Fig. 4.13. The 

particles and their aggregates could be observed clearly in Fig. 4.13(a) showing the 

nanoparticles before DTA. While heating, the particles are becoming distinctly spherical and 

often with merged boundary with the surrounding particles as observed in Figs. 4.13 (b) and 

(c) heated respectively below the sharp peak temperature to 540 °C and 640 T. After DTA 

there is clear evidence of widespread fusion of the particles when one crosses the sharp peak 

temperature as shown in Fig. 4.13(d) indicating widespread surface melting/melting of 

particles, re-solidified during cooling to result in fused mass. 
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Table-4.5: The temperature at the start of melting/surface melting of oxide nanoparticles of 

different size and level of doping. 

Designation 
of oxide 

Level of doping 
of copper (wt.%) 

Average 
size (nrn) 

Onset of melting 
temperature (°C) 

Co(C) 
0 

581 650 
Co(]--)  40 516 

CoCu01(C) 
1 

350 541 
CoCu0l(F)  33 496 
CoCu10(C) 

10 
225 500 

CoCu10(F)  71 471 
CoCu20(C) 

20 

500 455 
CoCu20(F)  41 439 

Ni(C) 
0 

204 638 
Ni(F)  53 523 

NiCu10(C) 
10 

248 635 
NiCu]0(F)  41 505 
NiCul5(C) 

15 ___

97  

_____ 

494 
NiCu]5(F)  66 478 
NiCu20(C) 

20 
130 476 

NiCu20(F)  46 453 
Cu(C) 

0 
1129 625 

Cu(F)  19 389 

ihe melting has been further explored by taking XRD pattern of a typical doped oxide 

(CoCu10(C)) at 640 °C, the temperature at which growth of nanostructure has been carried 

out in the present study, and the peaks have been compared by superimposing those over the 

corresponding peaks of XRD pattern obtained at room temperature, as shown in Fig. 4.14. 
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Fig. 4.14: (a) Comparison of XRD pattern of doped cobalt oxide nanoparticles (CoCuI0(C)) 

at 640 °C with that obtained at room temperature (RT) (the inset showing 

magnified view of comparison of a typical peak (311) for RT and 640 °C marked 1 

and 2 respectively), and (b) comparison of intensity in terms of FWHM. 

There has been significant decrease in intensity at elevated temperature, particularly for 

certain peaks, which have broadened more as indicated by increased full width at half 

maximum (FWHM) of intensity, as shown in Fig. 4.14(b). The crystal bounded by planes 

(111), (220) and (3 11) appears to be more prone to melting compared to other planes like 

(400), (440) or (511) and it may be attributed to surface melting of the oxide nanoparticles. 

Further it can be seen that there is a shift in the XRD peak towards lower angle as shown in 

the inset of Fig. 4.14(a). Near the melting temperature there would be significant increase in 

vacancy concentration, which explains the observed shifts of XRD peaks towards lower 

angles (Gondi et al, 2002). 
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Fig. 4.15: Typical DTA curves for nickel oxide based nanoparticles: (a) undoped and doped 

(20 wt.°/o) but with the same average size (inset showing DTA curves of NiCulO 

up to 1 500 "C), and (b) of two different particle sizes but with the same level of 

doping. 

Nickel oxide based catalyst in its DTA response shown in Fig. 4.15 also has a broad 

endothermic peak as observed in the DTA response of cobalt oxide based nanoparticles but 

there is no sharp endothermic peak until the end temperature of DTA showing bulk melting 

does not take place within 1000 T. The bulk melting temperature of nickel oxide (NiO) is 

1955 T. Nickel oxide based catalyst, thus, shows surface melting or melting of very small 

nanoparticles and the core may remain solid in case of surface melting. The sharp peak in the 

DTA response of these oxide nanoparticles as shown in the inset of Fig. 4.15(a), has been 

observed at higher temperature of 1200 "C, which is significantly lower than bulk melting 

point of NiO. The comparison of the contour of DTA curves in the broad peak region in Fig. 

4.15(a) shows that higher doping by 20 wt.% of copper results in a lower start of melting but 

with almost similar slope in the entire region. Fig. 4.15(b) shows that the DTA curves for 

nickel oxide based nanoparticles (NiCu 10) of different average size of particles but having the 

same level of doping. For smaller sized oxide nanoparticles, the endothermic peak develops 

more rapidly crossing the curve for the larger size particles possibly due to increased number 

of surface atom in relatively smaller particles. The temperature corresponding to the start of 

melting of different nickel oxide based nanoparticles is given in Table-4.5. 
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Fig. 4.16: Variation of onset of melting temperature of nickel based oxide nanoparticles with 

(a) level of doping, (b) average particle size, and (c) smallest particle size in the 

sample. 

Fig. 4.16(a) shows that when the effect of size is restricted by limiting the range of average 

particle size, the temperature at the start of melting decreases with increasing level of doping, 

indicated by the amount of copper relative to total metal content in the oxide catalyst. Doping 

of nickel oxide by copper oxide of lower melting point is expected to decrease bulk melting 

temperature of the doped solid and so is the temperature of melting or surface melting of 

nanoparticles. Even possibility of segregation of the dopant to the surface may also reduce the 

melting temperature further. The size of the particle also has an influence on the start of 

melting/surface melting as shown in Figs. 4.16(b) and (c) and the smaller the minimum 

particle size, the lower is the start of melting/surface melting temperature for nickel oxide 

when the effect of doping is limited in a narrow range as shown in Fig. 4.16(c). 
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Fig. 4.17: FESEM micrographs ofNiCu10(F): (a) as prepared, and after heating during DTA 

to (b) 540 °C, (c) 640 °C, and (d) 1000 T. 

The effect of heating during DTA has also been determined by comparing the morphology of 

particles before and after DTA as shown by typical FESEM micrographs of doped nickel 

oxide, NiCul0(F), in Fig. 4.17. Before DTA, the nanoparticles have distinct surface contour 

showing clear particle size distribution in Fig. 4.17(a). After heating to 540 °C and 640 °C 

during DTA, the particles appear to become more spherical and merged boundary with 

surrounding particles as shown respectively in Figs. 4.17(b) and (c) but the shape of the 

particles are clearly retained. Heating to higher temperatures, the particles are appeared to 

have been fused in certain places, which is a clear evidence of melting/surface melting and re-

solidified particles fused together as revealed by Fig. 4.17(d). The retention of shapes of 

particles even after heating to a higher temperature strongly indicates the possibility that there 

is surface melting only. The surface melting of nanoparticles may be driven by lowering of 

free energy due to entropy term overcoming lower enthalpy term of the surface atoms 
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compared to that in the hulk and ob\ ,, IouS]V the number of such surthcc atoms depends on the 

size of the nanoparticles. 
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(200) -NiCu10(C) (248 nm)_640 °C 

NiCu10(F) (60 nm) 640 °C 

U) CN 
C 

4 p - 

0 23 40 60 80 
Ir 

2-Theta (deg) 

Fig. 4.18: Comparison of XRD pattern of doped nickel oxide nanoparticles (NiCul0(C)) of 

average size 248 nm at 640 °C with that obtained at room temperature (RT); XRD 

pattern at 640 °C of the smaller particles but of the same composition also 

included (the inset showing magnified view of comparison of a typical peak (200). 

The melting of nickel oxide based nanoparticles (NiCul0(C)) has also been further 

investigated by taking XRD pattern at the temperature of 640 °C, at which growth of CNS has 

been carried out in this study and the peaks have been compared in Fig. 4.18 by 

superimposing it over the XRD pattern obtained at ambient temperature. It is observed that 

there has been significant decrease in intensity at elevated temperature, particularly for certain 

peaks like (111), (311), which have broadened more and possibly, it is an indication of 

surface melting. Melting of the entire particle in smaller size class would produce identical 

intensity reduction for all the peaks, however the existence of peaks is attributed tothe 

presence of larger particles, which are yet to melt. It has been further observed that for smaller 

particles the intensity decreases further compared to larger particles of the same composition 

of the catalyst as revealed in Fig. 4.18. The shift in peak positions indicated by 1 and 2 or 2' 

shown in inset of Fig. 4.18 could be attributed to higher concentration of vacancies in the 

nanoparticles at elevated temperatures resulting in peak shift towards lower angles as it has 

been observed in case of cobalt oxide based nanoparticles. 
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Fig. 4.19: Typic.l DTA curves for copper oxide nanoparticles showing effect of different 

average sizes. 

Pure copper oxide nanoparticles have also been investigated by DTA to understand their 

melting behaviour and to compare it with the melting of much larger particles of average size 

of I .im, as shown in Fig. 4.19. The smaller particles of copper oxide of average size 19 nm 

shows broad endothermic peak similar to that observed in nanoparticles based on cobalt oxide 

and nickel oxide. But the larger particles of copper oxide contain particles with wide variation 

in sizes from 53 1 to 1281 nm and so, the endothermic peak starts at relatively higher 

temperature. 
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Fig. 4.20: (a) Variation of the onset melting/surface melting temperature with the level of 

doping for a limited range of average particle size, and comparison of XRD 

pattern at 640 °C with those obtained at room temperature (RT) for similar average 

size of particles of cobalt oxide, and (c) nickel oxide based nanoparticles. 

For similar doping, the melting starts at relatively lower temperature in cobalt oxide than that 

observed in nickel oxide as shown in Fig. 4.20(a). However, with increase in doping level, the 

start of melting/surface melting decreases similarly as indicated by almost parallel curve. 

Thus, the melting or surface melting of oxide nanoparticles depends on the level of doping as 

well as on the nature of base oxide. On comparison of the XRD patterns of cobalt and nickel 

based oxide nanoparticles taken at the same growth temperature, it can be seen that there is a 

larger reduction in height of the peaks in cobalt oxide based nanoparticles compared to the 

cases of nickel oxide based nanoparticles as shown in Fig. 4.20(b) which is due to the fact that 

the bulk melting point of nickel oxide (NiO) is higher than that of cobalt oxide (C0304). 
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4.3 Growth of Carbon Nanostructures by Catalytic Decoinpositioii 

In this section. the results have been reported on the growth of carbon nanostructure (CNS) on 

oxide nanoparticles dispersed on anodized alumina substrate at 640 °C in the chamber 

following CCVD method using acetylene gas as the source of carbon. A few experiments 

have also been calTied out without using substrate in order to avoid the melting of metallic 

aluminum below the anodized layer when growth temperature more than 660 °C has been 

employed to investigate the effect of temperature and obtain higher yield. Thus, the catalyst 

particles are either loosely dispersed on an alumina boat or dispersed in iso-propanol and 

spread over the anodized alumina substrate. The details of the process have been described in 

the previous chapter on experimental procedure (Chapter-3). 

C. .. 

.'.. t..., 

-. 

;;"  K_-A C4 

Fig. 4.21: (a) Top view of anodized alumina substrate containing dispersed nanoparticles of 

oxide over the surface and inside some pores, and (b) carbon nanostructures, often 

showing catalyst nanoparticles inside CNS indicated by arrow. 

The oxide nanoparticles, when dispersed on the anodized alumina substrate, are often 

observed on the surface although some particles are embedded in pores as shown in Fig. 

4.2 1(a). A Few clusters (bright spots) of oxide nanoparticles are also present on the surface of 

the substrate even after ultrasonication of the oxide nanoparticles. Fig. 4.21(b) shows typical 

growth of CNS over the oxide nanoparticles dispersed onto the anodized alumina substrate 

and the magnified image is shown as inset in the figure. The catalyst nanoparticles generally 

appear as bright spots inside CNS as indicated by arrows in Fig. 4.2 1(b). 
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4.3.1 Chemical Nature of Catalysts during Growth of Carbon Nanostructures 

It is important to understand the role of oxide nanoparticles during the growth process of 

carbon nanostructure (CNS) in the reaction chamber of CCVD. The chemical changes taking 

place in the oxide nanoparticles during growth of CNS have been examined by (i) XRD 

analysis of the particles held in the same reducing environment prevailing during growth of 

CNS but at a lower temperature of 575 °C (to avoid significant formation of CNS), (ii) direct 

examination of the catalyst particles observed inside CNS as shown in Fig. 4.21(b), under 

TEM/STEM (Scanning TEM) along with energy dispersive spectrum (EDS) as well as 

selected area diffraction (SAD) pattern, and (iii) Raman spectroscopy of the oxide 

nanoparticles before and after reduction. Table-4.6 contains the details of oxide based 

nanoparticles used and the phases detected after exposure to the reducing environment 

prevailing during growth of CNS. 

Table-4.6: Details of oxide based nanoparticles and the phases detected after exposure to 

reducing environment prevailing during the growth of CNS. 

Designation of Doping level Size distribution Avg. size Reduced phases and 
oxide particles (wt.%) (nm) (nm) their crystal structure 

Co(F) 0 19-50 40 Cobalt (fcc) 
Cobalt (fcc) 

CoCu0l(F) 01 19-45 33 CO2C 
(Orthorhombic) 

Cobalt (fcc) 
CoCul0(F) 10 58-117 71 CO2C 

(Orthorhombic) 

20-54 41 
Cobalt (fcc) 

CoCu20 20 
Copper (fcc) 

137-663 
_________ 

500 
Cobalt (fcc) 
Copper_(fcc) 

Ni(F) 0 23-82 53 
Nickel (fcc) 

 
Nickel_(hcp) 

27-57 41 
Nickel/NiCu (fcc) 

__________________ _________ 
Nickel_(hcp) 

NiCulO 10 Nickel/NiCu (fcc) 
39-84 60 

Nickel_(hcp) 
Nickel/NiCu (fcc) 

NiCu15(F) 15 42-78 66 Nickel (hcp) 
Ni4N_(fcc) 

Nickel/NiCu (fcc) 
NiCu20(F) 20 28-60 46 Nickel (hcp) 

Ni4N(fcc) 
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Fig. 4.22: XRD patterns showing the phases obtained due to exposure of cobalt oxide based 

natioparticles to reducing environment prevailing during the growth of CNS. 

The XRD patterns of cobalt based oxide nanoparticles after exposure to reducing environment 

shows that the oxides get completely reduced to fcc phase of cobalt (Fm-3m; 225) with lattice 

parameter of 3.545 A and there is no significant presence of reduced copper oxide up to 10 

wt.% of copper as revealed in Fig. 4.22. It may be noted that cobalt is stable in its hexagonal 

phase at room temperature but fcc phase appears in stacking faults indicating small difference 

in energy of these two phases (Strauss et al, 1996). Therefore it is not surprising that fcc 

cobalt is observed in nano-size. The presence of orthorhombic CO2C phase formed due to 

limited doping up to 10 wt.%., is evident from the XRD pattern. The reduced copper in doped 

oxide perhaps remains in solid solution in the reduced cobalt even when the level of doping 

reaches as high as 20 wt.% of copper. At 20 wt.% doping, it is likely that copper has come out 

separately and orthorhombic CO2C has disappeared. Although cobalt has a very low bulk 

solubility (<0.48 wt.%) in copper (Nishizawa and Ishida, 1984) but in nano-sizes, the 

solubility limit may extend as it has been observed for Pb-Sn, Co-ZnO or C-Cu systems 

(Ouyang et al, 2006; Straumal et al, 2008; Homma et al, 2009). It is interesting to observe that 

doping promotes formation of carbide, which is absent in reduced pure cobalt oxide and that 

with 20 wt.% doping as shown in Fig. 4.22. 
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Fig. 4.23: (a) STEM image of nanoparticles inside CNS. (h) EDS spectrum taken on the cross 

points indicated in (a). (c) bright and dark (inset) field TEM image of CNS 

containing catalyst nanoparticles. and (d) selected area diffraction (SAD) of 

catalyst nanoparticle inside CNS as shown by cross point in (c), with spots 

belonging to fcc cobalt and rings to the graphitic carbon. 

The nanoparticles located inside CNS synthesized using pure cobalt oxide (C0304 ) have been 

examined under TEM and the results are shown in Fig 4.23. It has been observed that the 

oxide nanoparticles of cobalt has been reduced to pure metallic fcc cobalt as detected by SAD 

pattern (Fig. 4.23(d)). Here it is worth mentioning that the copper peaks observed in EDS 

spectrum of Fig. 4.23(b) is due to the grid used as sample holder in TEM study. The dark field 

image inset in Fig. 4.23(c) confirmed that the point used to get the SAD pattern is from the 

catalyst nanoparticle inside CNS. 
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Fig. 4.24: (a) XRD patterns of nanoparticles obtained after exposure of nickel oxide based 

particles to similar reducing environment prevailing during the growth of CNS, 

and (b) variation of lattice parameter of fcc nickel (solid solution) obtained by Ir 

reduction. 

Fig. 4.24(a) shows XRD patterns of the reduced nanoparticles of pure nickel oxide and those 

with doping up to 20 wt.%. Pure NiO nanoparticles reduce into both cubic (Fm-3m; 225) and 

hexagonal (P63/mmc, 194) phases of metallic nickel. It may be noted that at room 

temperature cubic nickel is the stable state of nickel and not the hcp phase of nickel. But NiO 

doped with CuO as in NiCul0(F) gets reduced to more of fcc phase and less of hcp phase 

compared to pure NiO. Interestingly, increasing doping up to 15 or 20 wt.% when copper is 

expected to enter into the lattice of nickel, there is increasing amount of hcp phase of the solid 

solution of nickel along with some cubic nitride of nickel. However, there appears to be split 

in peaks of fcc nickel solid solution marked f in XRD of NiCulO, which could be due to 

different copper contents in different locations leading to these additional peaks. Fig. 4.24(b) 

shows the variation of lattice parameter of fcc phase of nickel with the extent of doping. 

Increasing lattice parameter of the fcc phase is an indication of copper being in the lattice of 

fcc nickel, forming NiCu alloy upon reduction. Some contribution to the change in lattice 

parameter may also be due to deviation from bulk equilibrium positions towards the surface 

of nanocrystallites depending on size. Doping to a still higher level of 20 wt.% results mainly 

in fcc phase. There is also significant presence of nitride. If there is any carbide it could not be 

distinctly identified as all the peaks corresponding to the carbide of nickel (Ni3C) overlap with 

the peaks corresponding to nickel. It is reported that hcp nickel formation involves the 

formation of Ni3C via martensitic transformation (Tian et al, 2005). Pearson (Pearson, 1958) 

has observed that although nickel with an fcc structure is more stable than hcp nickel under 
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Fig. 4.25: (a) STEM image of nanoparticles inside CNS, (b) EDS spectrum of dark spots in 

(a), and (c) bright field TEM image of CNS containing catalyst particles, and (d) 

selected area diffraction (SAD) of nanoparticle inside CNS as shown by cross 

point in (c), with spots belonging to hcp nickel (unmarked) and fcc nickel (marked 

F), and rings belonging to graphitic carbon. 

The nanoparticles observed inside CNS grown using pure nickel oxide have been examined 

using TEM and the results are shown in Fig. 4.25. The EDS spectrum taken on the 

nanoparticle inside CNS, as shown in Fig. 4.25 (a), demonstrates the reduction of NiO into 

nickel as shown in Fig. 4.25(b). The particles inside CNS have also been observed under 

TEM as shown in Fig. 4.25(c) and selected area electron diffraction shows the presence of hcp 

nickel and fcc nickel as revealed in Fig. 4.25(d). 
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Fig. 4.26: XRD patterns of doped nanoparticles of (a) nickel (NiCulO), and (b) cobalt 

(CoCu20) with two different average sizes of particles for each. 

In order to study if there is any effect of size on the nature of the phases obtained after 

reduction of the nanoparticles of oxide, two different sizes of oxides designated as NiCulO 

and CoCu20 have been subjected to the same reducing environment used earlier for this 

purpose. For relatively bigger size particles (60 nm) of nickel oxide doped with 10 wt.% 

copper, the hcp phase of nickel is relatively more compared to the smaller particles of oxide 

(41 nm), which reduces mostly to fcc phase of nickel, as shown in Fig. 4.26(a). This 

observation is contrary to the results of Tian et al. (Tian et al, 2005). When the size change 

from 41 to 500 nm for cobalt oxide doped with 20 wt.% copper, there is no significant change 

in the phase constituents as shown in Fig. 4.26(b). 
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Fig. 4.27: XRD pattern of (a) cobalt, and (b) nickel nanoparticles reduced from their 

respective oxides in three different atmospheres. 

FA 
A few experiments have been carried out at similar temperature but at different chemical 

environment to show their effect in the phase if any. Fig. 4.27(a) shows the effect of different 

environment on the reduction behaviour of pure cobalt oxide (C0304) on which the reduction 

reaction has been tested. In C2112  as a reducing environment there is formation of some 

carbonaceous material which is obvious, though it has been tried and chosen a temperature 

and flow rate by which one can avoid an extensive formation of CNS, so as to get X-ray 

intensities coming mostly from the reduced oxide. It has been observed from Fig. 4.27 that 

ammonia (NH3) alone can also reduce the oxide nanoparticles though a few weak traces of 

oxides are also present showing that the reduction is not yet complete at a temperature of 575 

T. It has been observed that with both the gases the growth of graphitized carbon is more 

favourable onto these nanoparticles which help to catalyze the growth of CNS at a 

temperature of 640 T. In all three cases of reducing environment, it may be noted that the 

cobalt nanoparticles are in cubic phase which is a metastable phase at room temperature 

regardless of their sizes. When pure NiO undergoes both C2112  and NH3  treatment it produces 

mainly fcc phase of nickel with some hcp phase and some graphitic carbon as can be seen 

from Fig. 4.27(b), while the same material under only C2112  atmosphere gives rise to strong 

hcp phase of nickel with fcc phase as well and it may be due to the fact that carbon has been 

able to enter into the nickel. Under NH3  gas environment, the reduction is only by hydrogen 

resulting in fcc nickel and some nickel nitride and there is no participation of carbon. 
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Fig. 4.28: Typical Raman spectrum showing changes in oxide nanoparticles of NiCu10(F) 

and (b) CoCu20( F) after exposure to similar reducing environment prevailing 

during the growth of CNS. 
It 

Raman spectroscopy has been used as a tool to detect the extent of reduction of the oxide 

phases. The Raman spectrum has been taken for two oxides designated as NiCu10(F) and 

CoCu20(F) having smaller size of particles before and after reduction and the results are 

presented in Fig. 4.28. The nickel oxide based nanoparticles exhibit multiple peaks at 

52 1.809, 678.5 13. 1054.383 cm1. It may be noted that CuO phase has the characteristic peaks 

at 500 and 634 crn', and NiO phase has peaks at 550 and 1100 cm' in their respective Raman 

spectrum (Chen et al, 2011). In the present case, the doped oxide shows the characteristic 

peaks of both NiO and CuO merged because of their presence in the same lattice shifted the 

peaks to lower frequency compared to NiO and higher frequency compared to CuO. After 

exposure to similar reducing environment prevailing during growth of CNS but at 575 °C, the 

reduced nanoparticles do not show the characteristic peaks of doped oxide although there are 

some graphitic materials present and the peaks corresponding to the graphitic (C) and defect 

(D) bands respectively at 1591.706 and 1345.144 cm' may be observed in Fig. 4.28(a). Thus1  

it is evident that the oxide nanoparticles have undergone significant reduction when exposed 

to reducing atmosphere prevailing during growth of CNS as inferred from XRD pattern of 

these reduced nanoparticles earlier in this section. 

The Raman spectrum of doped cobalt oxide designated as CoCu20(F) is shown in Fig. 4.28(b) 

and the peaks are at 453.502, 491.491 and 642.351 cm'. It has been reported that pure 
.1 

nanocrystalline C0304  has peaks at 483, 523, 621 and 694 cm 1  corresponding to Eg, F1 2g, F22g 

and Aig  modes respectively (Yu et al, 2005). Doping by CuO to replace 20 wt.% cobalt in 

C0304 has resulted in shift of C0304  peak positions towards lower wave number and shift of 
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CuO peaks to higher wave number. After exposure to similar reducing environment prevailing 

during growth of CNS but at 575 °C, the resulting nanoparticles do not show the peaks 

corresponding to doped cobalt oxide, CoCu20(F), oxide material almost vanishes except the 

peak at 642.351 cm 1  considerably weakened and shifted to 630.297 cm1  apart from two 

other peaks at 1342.222 and 1584.401 cm 1  corresponding to the D and G bands of graphitic 

carbon. Pure cobalt has no characteristic Raman peak in the said region (400-1700 cm') of 

wave numbers as it has been observed by Cheng et al. (Cheng et al, 1998) attributed to 

absence of covalent bonding in cobalt which may contribute a peak as in the case of oxides. 
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Fig. 4.29: (a-c) Tical TEM and Ilk lEM images of the nanoparticles inside CNS grown 

using nanoparticles of oxide (NiCulO). 

The nanoparticles inside CNS grown using oxide NiCulO have been examined by TEM and 

HRTEM and the results are shown in Fig. 4.29. Although the average size of the particles of 

the material designated as NiCulO is in the range of few tens of nm, the reduced particles 

observed inside CNS have large variation of size from about 3 to 200 nm as shown in Figs. 

4.29(a) and (b) under TEM and Figs. 4.29(c) and (d) under HRTEM. The solubility of copper 

and the resulting structure of the phases present in the reduced oxide nanoparticles may 

depend on the size. The structure of reduced nanoparticles of smaller size and of larger size 

are different as observed earlier when the oxide nanoparticles are exposed to reducing 
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environment as revealed by XRD in Fig. 4.26. The HRTEM image in Fig. 4.29(e) reveals that 

the lattice spacing (- 0.219 nm) of the nanoparticle examined matches with (002) planes of 

hcp nickel. 

LA 

Fig. 4.30: Typical selected area diffraction (SAD) pattern of the graphitic CNS. 

Fig. 4.30 gives the SAD pattern of CNS containing circular rings corresponding to different 

planes indicated and these rings have been observed earlier in the Figs. 4.23(d) and 4.25(d) 

along with diffraction spots attributed to the presence of the reduced oxide nanoparticles 

inside CNS. 
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Fig. 4.31: Comparison of the intensity of (111) peak in XRD patterns of reduced 

nanoparticles at 640 °C with that at room temperature (RT): (a) Co(F), (b) Ni(F), 

and (c) Cu(F). 

The status of metallic nanoparticles reduced from oxides of cobalt, nickel and copper without 

doping have been investigated by taking XRD pattern at room temperature and at elevated 

temperature of 640 °C, the temperature at which growth of nanostructure has been carried out 

in the present study. The intensity of a typical peak (11 1) has been compared by 

superimposing that over the corresponding peak at room temperature, as shown in Fig. 4.31. 

For all the reduced metallic particles it has been observed that there is a significant decrease 

in intensity at elevated temperature. The decrease in intensity has been attributed to melting 

and surface melting of particles. The drastic reduction in intensity observed with copper 

nanoparticles (Fig. 4.3 1(c)) may be attributed to its relatively lower bulk melting point. 
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4.3.2 Growth and Morphology of Carbon Nanostructures 

Carbon nanostructures have been grown by CCVD method at a temperature of 640 °C using 

oxide based nanoparticles. In the earlier subsection the results presented clearly demonstrate 

complete reduction of oxide nanoparticles under reducing conditions prevailing during growth 

of CNS. Table-4.7 summarizes the results on the type of CNS growing on the resulting 

catalyst particles originating from oxide based particles dispersed on porous alumina 

substrate. There has been formation of nanobeads of carbon even when there is no SWCNT, 

MWCNT, CNF or nanotape observed to form. In the present report, carbon nanobeads (CNB) 

have been excluded from the term CNS as such structure is not desirable in the present study. 

Table-4.7: Size and type of nanostructures formed using nanoparticles of oxide having 

different size and doping levels. 

Designation 
of oxide 

Size 
distribution 

(nm) 

Average 
size 
(nm) 

Onset of 
melting 

temperature 
(°C)  

Type of CNS 
formed 

Diameter 
distribution 

of CNS 

Co(C) 167-691 581 650 CNB - 

Co(F) 19-50 40 516 MWCNT 41-315 
CoCu01(C) 88-424 350 541 MWCNT 134-256 
CoCu01(F) 19-45 33 496 CNF, MWCNT 25-156 
CoCu10(C) 71-391 225 500 CNF-straight'helical 131-147 
CoCul0(F) 58-117 71 471 CNF 37-218 
CoCu20(C) 137-663 500 455 Nanotape, CNF 210-590 
CoCu20(F) 20-54 41 439 CNF 46-172 

Ni(C)** 134-295 204 638 CNB - 

Ni(F) 23-82 53 523 MWCNT 32-121 
NiCul0(C) 137-319 248 635 CNB - 

NiCLIIO(F) 27-57 41 505 MWCNT, CNF 48-146 
NiCu15(C) 45-165 97 494 MWCNT, CNF 48-179 
NiCu15(F) 42-78 66 478 CNF 63-167 
NiCu20(C) 70-173 130 476 CNF 56-166 
NiCu20(F) 28-60 46 453 CNF 42-132 

Cu(C) 531-1281 1129 625 CNB - 

Cu(F) 15-29 19 389 SWCNT/MWCNT 5-31 
** Ni(C) has been used to grow CNS at 600 °C besides the usual growth temperature i.e. 640 
°C and formation of only nanobeads was observed. 
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4.3.2.1 Growth of CNS using Cobalt Oxide Based Nanoparticles 

When cobalt oxide has relatively larger average size of 581 nm, there is formation of carbon 
0 nanobeads (CNB) and no growth of CNS has been observed at 640 C as shown in Figs. 

4.32(a, b). But decreasing the average size of cobalt oxide based catalyst to 40 nm one could 

observe an extensive formation of MWCNT as shown in Figs. 4.32(c, d). 
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Fig. 4.32: 1- kSFM and T[M images oft. kS grown using cobalt oxide based catalyst: a and 

b) average size 581 nm, showing CNB but no CNS, and (C and d) average size 40 

nm showing MWCNT. 

It has been noted that the melting or surface melting of the cobalt oxide based catalyst of 

larger average size of 581 nm starts at 650 °C, which is higher than the temperature used in 

CCVD and there was no melting and only nanobeads formed. But a lower average size of 40 

nm of cobalt oxide particles decreases the start of melting to 516 °C, which is lower than 640 

°C, the temperature used in CCVD and one could observe growth of MWCNT and thus 

melting or surface melting appears to be important for the growth of CNS like MWCNT. 
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When the extent of doping in oxide increases to I wt.% of copper replacing cobalt, as in 

CoCu01(C) and the average size of nanoparticles decreases to 350 nm, the melting/surface 

melting starts at temperature 541 T. At this relatively lower average size of particles and 

lower level of doping, the oxide particles are rounded in shape. Since the XRD pattern of 

oxides taken at 640 °C shows only reduction of peak heights as revealed in Fig. 4.14 and 4.18, 

it is likely that at least for particles of some size there would be surface melting at the 

temperature used in CCVD, which is higher than the temperature at the start of melting but 

lower than the bulk melting temperature of cobalt oxide, C0304. The thin molten layer at the 

surface of the oxide nanoparticle leads to the formation of MWCNT as indicated in Table-4.7. 

At this level of doping (1 wt.%) decreasing the average size from 350 nm to 33 nm decreases 

the start of melting temperature to 496 °C and for which there has been formation of nanofiber 

also, along with MWCNT. 
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Fig. 4.33: () ILSEM image of the CNS gron using CoCu10(E), and (b) I EM image of the 

same showing some helical nanofiber. 

lIthe extent of doping increases to 10 wt.% as in CoCul0(C) and the particles have relatively 

higher average size of 225 nm, the melting starts at 500°C and there is formation of nanofiber 

cuber straight or helical in shape as shown in Fig. 4.33. Larger particles may lead to periodic 

collapse resulting in helical structure and mechanism of formation of helical or coiled CNS 

may be due to localized stresses and anisotropic rates of carbon deposition on catalytic 

particles. For the same level of doping of oxide when the average size of particles becomes 71 

nrn, the melting starts at 471 °C and one could get CNS in the form of fiber. 
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Fig. 4.34: (a) FESEM image of the CNS grown over catalyst of CoCu20(C), and (b) TEM 

image of the same showing extended shape of the catalyst particle inside a 

nanotape. 

When the average size of particles is similar to cobalt oxide particles of larger size but the 

level of doping is higher as in CoCu20(C), there has been extensive formation of CNS at 640 

°C in the form of fibers and tapes apart from some nanobeads as shown in Fig. 4.34. This has 

been attributed to the decrease in the temperature at the start of melting of the oxide 

nanoparticles. The oxide based particles have 20 wt.% of copper replacing cobalt in their 

oxides, which decreases the temperature at the start of melting to 455 °C. In some of the tapes 

one may observe extended catalyst particles as revealed in the TEM micrograph shown in Fig. 

4.34(b). It may be recalled that the oxide based catalyst CoCu20(C) has more extended 

particles as shown in Fig. 4.4(c). Now maintaining the level of doping if the particle size 

decreases as in CuCo20(F), one could observe formation of CNF only as the particles are 

round and melting of these oxide nanoparticles starts at 439 °C. 

4.3.2.2 Growth of CNS using Nickel Oxide Based Nanoparticles 

When there is no doping and the nickel oxide nanoparticles have relatively larger average size 

of' 204 nrn, the start of melting takes place at a temperature only 2° below 640 °C, at which 

CCVD has been carried out and only nanobead forms as reported in Table-4.7. With the same 

particles, an effort has also been made to grow CNS at 600 °C, 38°  below the start of melting 

of these particles and there is formation of nanobeads only. Similar growth of nanobead is 

observed when doped oxide particles, NiCul0(C), of average size 248 nm is used at the 

growth temperature of 640 °C, higher than the start of melting by 5°. Thus, when a number of 

particles are not affected by melting/surface melting at the growth temperature, only chains of 

carbon nanobeads could form similar to that shown in Fig. 4.35(a) for nickel oxide and in Fig. 
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4.32(a) for cobalt oxide. But by decreasing the particle size of both these oxides one could 

observe formation of MWCNT. However, decrease in size of doped nickel oxide, NiCulO(F), 

one could observe formation of nanofiber along with MWCNT as melting of this doped oxide 

starts well below the growth temperature as reported in Table-4.7. 

I 

I 

1 

Fig. 4.35: FESEM image of the (a) nanobeads grown using Ni(C) nanoparticles, and (b) CNS 

grown using the same oxide of smaller size, designated as Ni(F). Inset showing the 

TEM images and arrows indicate the reshaping of the catalyst particle inside 

MWCNT as shown in inset of(b). 

When the extent of doping increases to 15 wt.% of copper replacing nickel in nickel oxide as 

in NiCu l5(C) and the average particle size is 97 nm, the start of melting is at 494 °C while for 

the same level of doping but with relatively smaller size, as in NiCu 15(F), the melting starts at 

478°C which is about 16 °C lower than that of NiCul 5(C) of 97 nm average size. Apart from 

nanobeads, there is formation of CNF at 640 °C when NiCul5(F) is used but using 

NiCu 15(C), one gets MWCNT along with CNF as indicated in Table-4.7. 
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Fig. 4.36: Image of the CNS grown using NiCu20(F) nanoparticles: (a) under FESEM, and 

(b) under TEM, showing formation of nanofiber; inset showing magnified images 

in (a) and (b). 

When doping increases to 20 wt.%, the melting of nickel oxide based nanoparticles starts at 

476 °C even when the average size of the particles is 130 nm. There is hardly any formation 

of MWCNT and mostly fibers form at 640 °C apart from some nanobeads. Maintaining the 

level of doping but decreasing the size of the particles to 46 nm, one observes further decrease 

of the start of melting temperature to 453 °C, which is still 14 °C higher than the start of 

melting temperature for CoCu20(F) with almost the same sized particles and use of both these 

nanoparticles results in the formation of nanofibers as reported in Table-4.7. 

4.3.2.3 Growth of CNS using Copper Oxide Nanoparticles 

It has been reported that the copper oxide particles of very small size have the ability to grow 

CNS but with a low yield (Zhou et al, 2006; Takagi et al, 2006). In the present study, there 

have been efforts to grow CNS (Fig. 4.37) using nanoparticles of copper oxide and the results 

are reported in Table-4.7. Use of very large copper oxide particles having average size of 

1129 nm, designated as Cu(C), has not resulted in formation of CNS although that the melting 

of these particles starts below the growth temperature. Decreasing the size to an average size 

of 19 nm, as in Cu(F), where even some very tiny particles exist as shown in Fig. 4.3 7(a) one 

may observe formation of CNS from these tiny particles as observed in Fig. 4.37(b). Here it 

may be pertinent to point out that bulk copper has very little solubility of carbon but very tiny 

nanoparticles may show relatively higher solubility of carbon to enable growth of CNS on it 
J 

but relatively larger particles are not be able to support any growth of CNS. 
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Fig. 4.37: FESEM image of the (a) pure copper oxide after CCVD and the inset showing very 

line particles at higher magnification, inside the agglomerates embedded on fused 

mass, and (b) SWCNT grown over tiny catalyst particles (inset showing magnified 

image of an isolated SWCNT). 

4.4 Discussion 

In the present study on the growth of carbon nanostructures (CNS) by CCVD method, the 

porous alumina shown in Fig. 4,3 has been made by two step anodization of pure aluminium 

sheet shown in Fig. 4.1. The porous alumina has been used as the substrate for dispersion of 

the oxide nanoparticles (Fig. 4.21(a)) in order to grow CNS by CCVD process. 

Number of studies have been reported earlier using primarily transition metal oxides of 

cobalt, nickel and iron (Dupuis, 2005; Helveg et al, 2004; Hofmann et al; 2007). In the 

present study, cobalt and nickel oxide nanoparticles with and without copper oxide doping 

have been used. It is to mention that copper oxide doped systems have been used for the first 

time and it is believed that copper oxide is not an effective promoter of CNS growth. This 

study has also established (in subsection 4.3.l)that the oxide nanoparticles are first reduced to 

metallic state in the reducing environment inside the reaction chamber used for CCVD at the 

temperature employed during the growth of CNS. Thus, it is possible that oxides 

nanoparticles by themselves are not acting as catalyst but the metallic nanoparticles resulting 

from reduction of oxides act as the catalyst. The present study has demonstrated for the first 

time a correlation between melting of oxide particles and the growth of CNS and the extent of 

melting has an influence on the type of CNS growing as it is evident from the results 

presented in Table-4.7. 

The melting of oxide nanoparticles has been investigated by DTA which shows a broad 

endothermic peak beginning at well below the bulk melting point and it is followed by sharp 
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endothermic peak around the bulk melting temperature as shown in Fig. 4.10 for cobalt oxide 

based particles. Since nanoparticles have relatively larger proportion of surface atoms having 

significantly higher energy per atom compared to those in the bulk, it is logical to think that 

these atoms will satisfy the thermodynamic condition for melting in the surface layer at a 

temperature lower than the bulk melting temperature (Dash, 2002; Yeshehenko et al, 2007). 

This surface melting temperature will depend on the internal energy of the surface atoms, 

which vary with size (Qi et al, 2001). Thus, one may expect size dependent surface melting 

resulting in a broad peak corresponding to surface melting when the size of the nanoparticles 

varies over a wide range. The core atoms in the nanoparticles may have energy per atom 

similar to that of the bulk solid and will attain thermodynamic condition for melting at a 

temperature similar to bulk melting temperature, where the particles of very large size will 

melt. If for some smaller size of particles, core atoms may have significantly higher energy 

than that of atoms in bulk solid, the entire nanoparticles may melt at a temperature lower than 

the bulk melting temperature. Thus, the observed behaviour of melting in Fig. 4.10 is 

indicative of possibly either surface melting or bulk melting of the smaller nanoparticles 

followed by core melting or bulk melting of the larger nanoparticles in cobalt oxide based 

nanoparticles. But nickel oxide based nanoparticles do not show the sharp peak in DTA 

response as these particles have been heated to a temperature much below the bulk melting 

point of nickel oxide as shown in Fig. 4,15. However when the heating was carried out up to 

1 500 °C, the relatively sharp core/bulk melting peak was observed at a higher temperature but 

lower than the bulk melting temperature of nickel oxide as shown in Fig. 4.1 5(a). The DTA 

response of copper oxide nanoparticles shown in Fig. 4.19 is similar to those observed for 

cobalt and nickel oxides. After heating at different stages of the entire temperature range 

while carrying out DTA, the nanoparticles have been examined under FESEM and it could be 

observed that cobalt oxide based nanoparticles are all fused together as the core melting 

temperature has been exceeded while heating for DTA response but shape contour of some 

smaller particles could be clearly observed in Fig. 4.13(d), possibly due to high viscosity and 

surface tension of oxide melt at these temperatures. But for nickel oxide based nanoparticles, 

the core melting temperature has not been exceeded during DTA and one could see fused 

particles in certain locations only where there are smaller nanoparticles but one may observe 

aggregates of particles resulting from fusion of surfaces as shown in Fig. 4.17. The DTA 

response has, therefore, been identified with melting as discussed previously. The XRD 

pattern of oxide nanoparticles registered at 640 °C, which is the growth temperature of CNS, 

shows presence of crystalline peaks. However the peaks are shifted, broadened and have 
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reduced intensity, as shown in Fig. 4.14 and Fig. 4.18 for cobalt oxide and nickel oxide based 

nanoparticles respectively. It is interesting to observe an appreciable change has been 

occurred for a few peaks, which gives an indication of surface melting of the corresponding 

planes and not the total melting of the smaller particles, which would have affected all the 

peaks and planes similarly. The melting behaviour of the nanoparticles is also influenced by 

the extent of doping, which increases the entropy, thereby lowering the melting point if the 

efkct is not counterbalanced by internal energy change. Thus, both doping and particle size 

strongly influence the melting behaviour as well as the start of melting, which has been taken 

as a characteristic relevant for the growth of CNS, as evident from Figs. 4.11 and 4.12 for 

cobalt oxide based nanoparticles and Figs. 4.15 and 4.16 for nickel oxide based particles. 

When these oxide nanoparticles having different level of doping and size are dispersed on the 

nanoporous alumina substrate and put in the highly reducing environment of the CCVD 4 

chamber, the oxides get reduced. The studies on the chemical evolution of the oxide 

nanoparticles have been carried out by examining the nanoparticles inside CNS using STEM, 

EDS, TEM and SAD as shown in Fig. 4.23, for CNS grown using cobalt oxide based 

nanoparticles and in Fig. 4.25 for nickel oxide based nanoparticles. Apart from presence of 

graphitic CNS, EDS and SAD both indicate presence of the corresponding metallic phases 

containing either cobalt and copper or nickel and copper reduced from the corresponding 

oxides. The presence of copper in the reduced particles could not be confirmed by EDS 

because of use of copper grid to hold the particles. The oxide nanoparticles have also been 

subjected to similar reducing environment as prevailing during the growth of CNS but at a 

relatively lower temperature so as to reduce the extent of formation of CNS and these 

particles have been examined by XRD as shown in Fig. 4.22 for cobalt oxide based 

nanoparticles and Fig. 4.24 for nickel oxide based nanoparticles. The observed metallic 

phases after exposure of different oxide nanoparticles to reducing environment are given in 

Table-4.6. It is well known that bulk metallic nickel and cobalt occurring in fcc and hcp 

structures respectively show stacking faults in their microstructure and the faulted region has 

respectively hcp and fcc structures. In these two metals fcc and hcp structures have very 

similar energy and so stacking fault is observed. Thus, it is only natural to expect that in small 

nanoparticles having higher energy per atom of fcc cobalt or of hcp nickel may result. Doping 

by copper, which has stable fcc phase, may enhance the stability of fcc nickel and drive cobalt 

from hcp to fcc. However, copper also has small difference in energy between fcc and hcp 

structures as indicated by commonly occurring stacking faults. Both nickel and copper 

whether in fcc or hcp structures have stacked hexagonal close packed planes which may 
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provide template for the heterogeneous nucleation of graphene layer and effectively act as 

catalyst for the growth of CNS. The comparison of typical Raman spectra of the oxide 

nanoparticles and those exposed to reducing environment shows that the reduction is almost 

complete for both cobalt and nickel oxide based nanoparticles as shown in Fig. 4.28. Thus, 

there is ample confirmation that it is not the oxide nanoparticles but the reduced metallic 

nanoparticles, which are possibly acting as the catalyst for the growth of CNS. 

On the basis of the results discussed so far it is apparent that in the reaction chamber of 

CCVD, there are two processes taking place during growth of CNS using nanoparticles of 

oxide - (a) reduction of the oxide nanoparticles, and (b) growth of CNS. Before one embarks 

on a discussion of these processes, it is necessary to have a clear idea as to how the growth is 

taking place vis-à-vis a nanoparticle. The catalyst particles are often inside CNS as observed 

in the TEM micrographs of CNS presented earlier. The diameter (y in nm) of CNS is plotted 

againstthe size (x in nm) of catalyst particle inside, in Fig. 4.3 8(a) for cobalt oxide based 

nanoparticles yielding a linear least square fit equation, y = 0.997x + 27.231, with 

correlation coefficient better than 0.98. 
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Fig. 4.38: Variation of diameter of CNS with the size of catalyst generating it using (a) cobalt 

oxide based particles, (b) nickel oxide based particles, and (c) combined for both 

cobalt and nickel oxide based particles. 

The same linear trend has been observed to follow for the CNS grown using nickel oxide 

based nanoparticles as shown in Fig. 4.38(b), showing a linear variation given by equation, 

y = 0.944x + 11.234, with correlation coefficient - 0.98. When the results of both cobalt 

and nickel oxide based nanoparticles are plotted together in Fig. 4.38(c) showing a linear 

variation given by y = 1.028x + 17.085, with correlation coefficient of 0.99, similar to their 

separate plots. Thus, it may be presumed that CNS is growing around the catalyst particles in 

a large number of cases as evident from the linear trend of the results. Further, it may be 

observed that in the same size range of catalyst particles, MWCNT forms at lower level of 

doping while fibres form at higher level of doping, which implies increased melting of the 

originating oxide nanoparticles. 

The picture emerging from this study so far indicates that one may consider a nanoparticle of 

oxide with molten surface layer exposed to the reducing environment having ammonia and a 

carbon bearing gas in the chamber of CCVD. These gases decompose into two powerful 
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reducing agents of hydrogen and carbon, which start reducing the molten metallic oxide layer 

to metal from the surface, progressing radially inside the nanoparticle with diffusion of these 

species in the molten layer. Hydrogen is of very small size and has high diffusion coefficient 

in solid oxide. Thus, solid state reduction of oxide nanoparticles by hydrogen is possible and 

melting is not prerequisite for this purpose. However, melting will accelerate reduction. Since 

carbon bearing gas is decomposed on the surface of the oxide nanoparticle, it may insulate the 

nanoparticle from further reduction unless the carbon is dissolved by the molten surface layer 

allowing the access of hydrogen and carbon inside the particle radially by diffusion. Melting 

is, thus, a prerequisite for dissolution of the deposited carbon and ingress of high flux of 

carbon inside. Suppose a given temperature profile within an oxide nanoparticle results in 

surface melting, then it may be safely presumed that the surface layer will also remain molten 

10- after reduction as it has been observed by high temperature XRD studies in Fig. 4.31, as metal 

generally has a lower melting point than its oxide. Thus, the thickness of the molten surface 

layer of metal is expected to be more than that originally existed in the oxide. However, 

cobalt oxide, C0304, has a lower melting point than cobalt and the thickness of the molten 

layer may be less. One may, therefore, perceive a situation when the solid oxide core may 

start melting with the progress of reduction. Graphene prefers to nucleate on hexagonal close 

packed plane of fcc/hcp metals like cobalt or nickel etc. It may take place when the reduction 

has proceeded to the surface of solid oxide core and in the reduced area of the solid oxide the 

graphene layer may nucleate. Once graphene has nucleated, there is growth of the layer 

around the particle to a cylinder. The flux of carbon entering the particle through the molten 

layer at the surface has two roles - one is reduction of oxide (along with hydrogen) and the 

other is the formation of CNS involving nucleation and growth. The cylinder of graphene 

sheet may grow in two directions - radially in the thickness direction by addition of more 

graphene layers and axially along the length on the graphene planes. If the growth around the 

particle or axial growth is slow, there could be growth over top surface of the catalyst creating 

a cap. The growth in the thickness direction by addition of parallel layers over the graphene 

layer at similar distance as in graphite could be termed graphitic growth and this growth may 

take place both outside and inside of the initial graphene cylinder. On the outside, this growth 

will take place provided there is molten layer or else there will be no graphitic growth and 

only loose carbon deposit may form as it has been commonly observed. The possibility of 

growing inside will depend on: (i) flux of carbon inside the graphene tube possibly through 

partial dissolution of the graphene layer, which will be repaired/reformed by flux arriving 

from outside, and (ii) progress of reduction and melting. Melting inside is required not only 
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for part dissolution of graphene and high flux of carbon inside but also for squeezing out the 

melt along the axial hole of the tube to make place for the graphitic growth inside. This could 

he the explanation for the shape change inside CNS as it has been observed in Fig. 4.35(b). If 

the progress of melting is through the entire core it is likely that that graphitic growth will 

progress inside to fill up the space creating a nanofiber. This may be the reason for observing 

fibers growing in oxides having higher level of doping as noted in Fig. 4.36. When the oxide 

particle is very small and it does not have enough thickness in the liquid layer for radial 

graphitic growth either inside or outside, SWCNT is expected to grow only by axial growth as 

observed for copper oxide based nanoparticles shown in the image inset in Fig. 4.37(b) but the 

larger particle in the same sample of oxide, Cu(F), has given rise to MWCNT as reported in 

Table-4.7. 

In case of solid catalyst without any melting, decomposition of the carbon bearing gas, results 

in rapid build-up of carbon around catalyst particles leading to the formation of carbon 

nanobeads. The flow rate of carbon bearing gas controls the rate of decomposition and higher 

flow rate may favour the formation of nanobeads even when the start of melting is slightly 

lower than the growth temperature and there is very less surface melting, which could 

dissolve only a very small amount of carbon compared to that deposited on the surface. When 

the flow rate of carbon bearing gas was decreased, the decomposition rate of the carbon 

bearing gas and the consequently, the deposition rate of carbon decreases and one could 

observe growth of MWCNT as shown in Fig. 4.3 9(a) for the catalyst particles of pure cobalt 

oxide of larger average size 581 nm and in Figs. 4.39(b) and (c) for nickel oxide particles of 

average size 204 nm and NiCuI0(C) of average size 248 nm, which have grown nanobeads at 

higher flow rates as shown in Figs. 4.32(a, b) and 4.3 5(a). 
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Fig. 4.39: FESEM image of the CNS synthesized using the catalyst designated as (a) Co(C), 

(b) Ni(C), and (c) NiCulO(C) grown at lower flow rate of C2H2. 

Thus, it appears that the growth of CNS requires higher flux of carbon through diffusion, 

which is possible in molten state as it results in higher diffusion coefficient (D) of carbon to 

support a high flux compared to that in solid catalyst particle. So, melting appears to be 

necessary and without melting or surface melting there is no growth of CNS below the 

temperature at the start of melting as observed in Table-4.7. 

For the oxides designated as Co(F), Ni(F) or CoCuOI(C), the smallest particle sizes are 

respectively 19, 23 and 88 nm, the entire core may not have melted even on reduction to 

metals since the level of doping is either zero or less and so, the growth of MWCNT is 

favoured. When the particle size lies between 19 and 45 nm as in the case of CoCuO1(F), 

similar to that in Co(F), the temperature at the start of melting is relatively lower compared to 

A CoCuOl(C) and consequently, for some of the smaller particles, the entire core may melt and 

one observes mixture of MWCNT and CNF. Similar mixture of MWCNT and CNF is also 

observed for oxide particles in NiCu1O(F) where the particle size is between 27 and 57 nm. 
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and also for NiCu I 5(() where the size is between 45 and I (5nm i.e. relatively larger but the 

extent of doping is also relatively higher. In all these cases ol mixed MWCNT and CNF. the 

temperature at the start of melting is between 494° and 505 °C and the average particle size is 
4. 

nearly below 100 nrn. When the average particle size (225 nm) is relatively larger, lying in the 

range of 71 and 391 nm. and the temperature at the start of melting is 500 °C for CoCul0(C). 

one does not observe mixture of MWCNT and CNF. However, both helical and straight ('NE 

are found to develop. Larger particle size requires higher flux of carbon to grow axially and 

lack of steady supply of this flux may lead to periodic collapse of size. When the temperature 

at the start of melting falls below 478 °C as in case of C'oCulO(F). CoCu20(F). NiCul5(F). 

NiCu20(C) and NiCu20(F). one can observe the formation of CNF with average size of the 

oxide particles below 100 nm and only in case of NiCu20(C) it is 130 nm. For elongated 

larger particles of average size 500 nm, one observes nanotape and CNF as in CoCu20(C) and 

both these growth are presumed to indicate melting of the entire core during reduction. The 

core melting at the temperature prevailing in the reaction chamber of CCVD, may explain the 

difference between growth of MWCNT and CNF, depending both on the melting 

characteristics of the oxide particle, indicated by the temperature at the start of surface 

melting, T... and the size of the oxide particle. When the temperature at the start of melting is 

normalized with respect to the growth temperature, Tg, prevailing during growth of CNS as A 

= (Tc Tg)/T, and is plotted with the minimum size of the oxide nanoparticle used in an 

experiment for the growth of CNS as shown in Fig. 4.40, it is observed that similar 

morphology clusters in a region irrespective of the catalyst used in the present study. 
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Fig. 4.40: Morphology map of carbon nanostructures grown by catalytic chemical vapour 

deposition using cobalt, nickel and copper based oxide nanoparticles. 
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For the smallest size of oxide particles, when A increases, one may observe morphology 

change from MWCNT to CNF with mixed morphology around the transition region. The 

observation of the growth of SWCNT at high A at smaller particle size is possibly due to lack 

of space for graphitic growth. On increasing minimum particle size up to around 100 nm, the 

transition from MWCNT to CNF is still observed with increasing A. When the minimum size 

of nanoparticles increases further to around 150 nm, the oxide growth is anisotropic leading to 

formation of tape at similar values of A where smaller particle sizes lead to CNF. Higher 

particle size and lower A, lead to the formation of nanobeads. If one could create a condition 

of limited space for graphitic growth by limiting A, there should be growth for SWCNT 

around larger size of particles. However, the condition for the growth of SWCNT could not be 

attained at higher particle sizes and the search for a region of SWCNT in this region requires 

further study. 
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Chapter 5 

Results and Discussion: Carbon Nanostructures and 

their Electrochemical Performances 

There is continuing global effort to develop lithium ion batteries with higher capacity and 

better stability in order to extend their application, particularly to mobile tools and 

automobiles. The battery performance solely depends upon the capacity of electrode materials 

to hold active species of lithium and discharge/charge reversibly. The currently used 

commercial anode of graphite has excellent stability and low cost but could be intercalated to 

a maximum level corresponding to chemical formula LiC6  i.e., one lithium for every six 

carbon atoms leading to a theoretical limit of its specific charge capacity 372 mAhg' 

(Henderson and White, 2011). Carbon nanostructures (CNS) have been used in electrodes, 

with the aim to obtain higher lithiation capability and better overall performance as they have 

high electrical conductivity, strength and chemical stability. Several types of carbon materials 

exhibiting different morphologies and textures have been investigated for use as anode of 

lithium ion batteries. The electrochemical behaviour of carbon-based materials depends on 

their morphology and microstructures. In this context different types of CNS having different 

morphologies like single walled, double walled, multi walled carbon nanotubes (with two 

different range of diameters) and carbon nanofibers have been tested as an efficient electrode 

material as they have large amount of intercalated sites within them in order to understand the 

role of morphological features and defects in the context of their application in the anode of 

lithium ion batteries. 

5.1 Physical Characterization of the Different Types of CNS 

High surface area of CNS is attractive for application in anode of lithium ion battery. The 

structural characterization of different CNS samples is important to develop structural 

correlation with their performances. The size (OD: outer diameter, L: length) and the surface 

area (BET) of the samples are reported in Table-5. 1. 
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Fig. 5.1: Structure of the CNS as revealed under 1'EM showing (a) graphitized areas (inset) in 

MWCNT, (b) defective spring like structures (marked by arrow) in CNF, (c) twisted 

type of CNF, and (d) open end of MWCNT. 

The structural arrangement of the CNS, however, cannot be categorized as purely graphitic .46 

because there are disordered regions between graphitic regions observed from the HRTEM 

image (inset) in Fig. 5.1(a). The defects due to twisting and turning of CNS sometimes with 

open ends, as shown in Fig. 5.1, may provide the sites for enhanced lithiation but it may not 

be easy to extract lithium from all the sites during the delithiation step. This difficulty results 

in high specific capacity during initial charging-discharging, however, with low reversible 

capacity. But enhanced sites for easy lithiation and delithiation similar to those between well 

graphitized planes will result in high specific capacity as well as high coulombic efficiency. 
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Fig. 5.2: FESEM images of the CNS electrodes before cycling: (a) SWCNT, (b) DWCNT, (c) 

MWCNT with small diameter, (d) MWCNT with large diameter, and (e) CNF. 

In the anode preparation the current collector i.e. copper foil is coated with thin layer of CNS 

based materials. Fig. 5.2 shows FESEM images of the anode materials with different CNS 

morphology. From the morphological characterizations, the active electrodes materials are 

appeared as inter-twined entanglements of nanostructures forming a forest-like porous 
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structure of 20 im thickness on the copper current collector as shown in Fig. 5.2, and 

thereby, making large surface area of CNS accessible for enhanced lithiation. 

Table-5.1: Dimension and other physical characteristics of CNS as obtained from FESEM, 

TEM, BET and XRD. 

Type of 
CNS 

Physical properties XRD 

OD 
(nm) 

L 
(j.im) 

BET 
(m2g 1 )  

FWHM Lattice spacing 
d002  (A) 

SWCNT 1-2 5-30 380 2.404 - 

DWCNT 2-4 50 350 3.887 3.437 

MWCNT(S) 10-20 10-30 212 2.14 3.447 

MWCNT(L) 100-200 1-10 165 5.513 3.479 

CNF 200-600 5-50 57 1.934 3.493 

The phases and purity of different CNS were checked by XRD and the diffraction patterns are 

shown in Fig. 5.3. The presence of (002) graphitic reflection in the XRD pattern of SWCNT 

indicates the presence of turbostratic graphite, MWCNT, ordered graphite or their 

combination. The XRD pattern for DWCNT is similar to SWCNT and similar inference may 

be drawn about the presence of other carbon based structures. The diffraction peaks 

corresponding to (002) graphitic plane are observed in MWCNT and CNF and it belongs to 

hexagonal phase (P63/mrnc; 194) of graphitic carbon. The peak at 440  corresponds to (101) 

graphitic plane for MWCNT and CNF though it also overlaps with the catalyst peaks. It may 

be noted that for larger diameter MWCNT designated as MWCNT(L) prepared in the 

laboratory, the (101) peak is sharper due to the presence of more catalyst nanoparticles 

located inside the tubes. 
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Fig. 5.3: Typical XRD patterns of CNS: SWCNT, DWCNT, MWCNT (small (S) or large (L) 

diameters), and CNF. 

The line shape of the (002) peak is related to the variation of the interlayer spacing and 

orientation of the tube with respect to the X-ray incident beam (Cao et al, 2001) and the full 

width at half maximum (FWHM) of each type of CNS is given in Table-5.1. Based on the 

Bragg's equation, it is confirmed that between (002) planes, the interplanar spacing (d002) is 

approximately 0.34 nm similar to that in graphite, but varies slightly in different types of 

CNS as given also in Table-5.1 and shown in Fig. 5.4. In graphitic carbon or MWCNT/CNF, 
4 

the spacing of (002) increases slightly with increasing tube diameter as shown in Fig. 5.4. 
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Fig. 5.4: Variation of d spacing for (002) planes in different CNS samples with tube diameter. 

Typical Raman spectrum of different CNS used in the present study as obtained with green 

laser is shown in Fig. 5.5. A small peak corresponding to radial breathing mode could be 

observed in SWCNT and DWCNT respectively at COR13M  270 cm 1  and C0R13M = 300 cm and 

the corresponding diameter of the nanotube resonating at these frequencies are 0.9 nm and 0.8 

nrn. It appears that the inner tube of DWCNT is smaller in diameter than SWCNT. The Raman 

spectrum of the DWCNT is similar to that of the SWCNT, due to the small diameters of both 

materials. The single resonance G-band peak involving optical phonon mode (both 

longitudinal and transverse) is observed at 1573 cm1  for SWCNT, DWCNT and 

MWCNT(S) but the line width of MWCNT(S), which has relatively larger diameter of 10-20 

nm compared to those of SWCNT or DWCNT, is significantly more. But for a still larger 

diameter of 100-200 nm in MWCNT(L) the G-band peak shifts to - 1589 cm 1  with a broader 

line width whereas this peak for graphite is at 1582 cm 1 , close to that observed for CNF. 
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Fig. 5.5: Raman spectra of SWCNT, DWCNT, MWCNT of small (S) as well as large (L) 

diameters, and CNF. 

The details of the Raman spectra of the samples including the peak broadening and intensity 

ratio between D- and G'-band are given in Table-5.2. The value in bracket in Table-5.2 

indicates the shift with reference to the peaks corresponding to graphite. G-band frequency is 

usually affected by the interlayer bonds (Gupta et al, 2006), which also increases with the 

diameter of CNS as revealed by XRD. It is interesting to observe that for SWCNT and 

DWCNT of relatively smaller diameter, the intensity of double resonance D-band peak is 

relatively much smaller compared to G-band peak and it is more so for DWCNT. But for 

MWCNT and CNF of relatively larger diameters, the intensity of D-band peak is considerably 

stronger and as good as the strength of G-band peak. It can be seen from the Fig. 5.5 that the 

D- and G- band peaks for MWCNT are broader compared to those of SWCNT and DWCNT. 

The peak corresponding to D-band is observed at around ()D = 1341 cm 1  for SWCNT, 

DWCNT and MWCNT(S) while the second harmonic G' occurs at around 0G' = 2674 cm 
('-S  

2w1)) for SWCNT but it is at WG' = 2666 cm 1  and 00 = 2682 cm 1  for DWCNT and 

MWCNT(S) respectively. MWCNT(L) having still larger diameter lying between 100 and 

200 nm has COD  at 1341 cm 1  while OG = 2690 cm 1 , which is also the same for CNF but higher 

than that observed for MWCNT(S). D-band originates from in-plane transverse optical 

phonon branch close to K-point in Brillouin Zone of graphite and the double resonance could 
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involve one elastic scattering from defects and one inelastic scattering or both inelastic 

scattering involving phonons. Thus, defects like dangling bonds at the edges and other lattice 
e 

defects will significantly influence D-band while G'-band is less sensitive to defects 

(Dresselhaus et al, 2005). Broad and intense D-band may be indicative of disordered and low 

graphitized carbon in between ordered region as shown in Fig. 5.1(a) (inset) under HRTEM. If 

one compares the peak positions with those of graphite, positions of the D-band are similarly 

shifted in all the CNS examined except CNF, for which it is close to graphite. The shift in G-

band is also similar to those in D-band except for MWCNT(L) for which it is negative. For G' 

peaks, the shift is 2-4 times that of D-bands, largest for DWCNT, then in decreasing order for 

SWCNT and MWCNT(S). For MWCNT(L) and CNF, the shift is lower and similar. The 

precision of the spectrometer measurement is < 1 cm 1  whereas, the significant digit of the 

results could be ascertained by the standard deviation of the results, which is 1 .1. 

Table-5.2: Details of the observed peaks in Raman spectra - their position, FWHM and 

intensity ratio R. 

Raman peak position (cm) 
Type Shift compared to those of graphite are indicated in brackcts* 

of 
CNS R=ID/IG Position FWHM Position FWHM Position FWHM 

SWCNT 0.97 1341 64 1573 39 2674 82 
(9)  (7)  (26)  

DWCNT 0.62 1341 244 1573 39 2666 85 
(9)  (7)  (34)  

MWCNT(S) 2.23 1341 391 1573 273 2682 102 
(9)  (7)  (18)  

MWCNT(L) 2.43 1341 333 1589 337 2690 47 
(9)  (-9)  (10)  

CNF 3.19 1350 200 1582 87 2690 218 
(0)  (-2)  (10) 

______ 

I he positions of (i-band and (i-band peaks of graphite crystals are at - 1580 and - 2700 cm' 
respectively. D-band due to defects and finite size of graphite appears at— 1350 cm 1 . 

5.2. Electrochemical Properties 

The electrochemical properties of electrodes developed with the five different types of CNS 

have been investigated. The lithium insertion in SWCNT shows the signature of typical 

solvent decomposition or co-insertion and further side reactions in the formation of the solid 

electrolyte interphase (SEI) (Chen et al, 2002) below -- 1 V as shown in Fig. 5.6(a). Such 

plateau is typical of all CNS-based electrodes with a slight change in the voltage. The plateau 

becomes more distinct with relatively increased SEI formation observed in electrodes with 

SWCNT presumably because of its high surface area (refer to the BET results shown in Table-

5.1) as compared to that observed in MWCNT with larger diameter. However, the formation 
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of Ski appears to take place over an extended voltage region from 0.6 - 1.1 \ for (NF based 

electrode in the I cycle, indicating possibly relatively slower kinetics for the formation of 

SEI (Fig. 5.6(c)). After the formation of SEI in the l cycle the plateau region vanishes for the 

next successive cycles which clearly indicate that the irreversible process of formation of SEI 

has been completed. leading to a stable electrolyte-electrode interface. 
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Fig. 5.6: Typical charge—discharge profiles (a) SWCNT, (b) MWCNT(L), and (c) CNF based 

electrodes. 

The 150  insertion capacity of the SWCNT based electrode is 1435 mAhg1  but the capacity 

decreases with change in structure as given in Table -5.3 and amongst the CNS investigated, 

CNF based electrode shows the lowest capacity of 790 mAhg'. Table-5.3 presents the charge 

and discharge capacities of each electrode type. The presence of voltage plateaus accounts for 

the major loss in specific capacity and irreversibility, which are due to the electrolytic 

l.A 
degradation of DEC and EC, leading to the formation of a SEI layer as mentioned earlier. 

Thus, the insertion and extraction capacities for SWCNT electrodes leading progressively to 

the observed reversible capacity of 603 mAhg 1 . The coulombic efficiency after IsO  cycle is 

59%. The electrode based on DWCNT shows almost similar trend as SWCNT but with a 
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lower reversible capacity of 544 mAhg* The lithium insertion capacity of the MWCNT(S) 

with lower diameter is characterized by very high initial insertion capacity of 904 mAhg 1  

compared to that in the MWCNT(L) with larger diameter showing a capacity of 846 mAhg* 

The l cycle showed a extraction capacity of 601 and 584 mAhg 1 , respectively for smaller 

and larger diameter of MWCNT and hence, an irreversible capacity loss of 302 and 262 

mAhg have been observed with corresponding coulombic efficiency of 66% and 69% 

respectively. CNF based electrode apart from their structural arrangement, has also a large 

number of lattice and surface defects along their length and open ends and these defects may 

have led to higher intercalation and accessibility of the lithium ions to the interior of the CNF, 

resulting in both higher irreversible and reversible capacities than that of pure graphite 

electrode. In the l cycle one observes a large insertion capacity of 790 mAhg', while, during 

extraction, the capacity reaches only up to 569 mAhg1  with a coulombic efficiency of 72% as 

shown in Table5.3. 

Table-5.3: Electrochemical properties of the CNS based electrodes. 

Electrochemical_performances 

Type of 
CNS 

Extraction 
capacity 
(mAhg1) 
(1st cycle) 

Insertion 
capacity 
(mAhg1) 
(1St cycle) 

Reversible 
capacity 
(mAhg1) 

(12th cycle) 

Coulombic 
efficiency (%) 

after 

lst cycle  rd 3 cycle 

SWCNT 847 1435 603 59 85 

DWCNT 773 1238 544 62 87 

MWCNT(S) 601 904 497 66 92 

MWCNT(L) 584 846 476 69 96 

r—C—NF 569 790 444 72 98 
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Fig. 5.7: Cyclic behaviour of the different types of CNS with (a) extraction, and (b) insertion 

capacity. 

To understand the stability of the capacity, the electrode was subjected to 12 charge-discharge 

cycles. The specific capacity of the electrodes during extraction and insertion can be seen from 

Figs. 5.7(a) and (b) respectively and it reveals that the electrodes approach towards a stable 

capacity after a few initial cycles of operation both for charging and discharging. After about 3 

- 4 initial cycles, both the SWCNT and DWCNT based electrodes show very good stability 

with very little capacity degradation and attain coulombic efficiency of 85 and 87% 

respectively. However, MWCNT(S) and MWCNT(L) attain coulombic efficiency of 92% and 

96% from 3id  cycle onwards as the plateau region is almost absent from the second cycle 

resulting in a very high reversible capacity of the electrode 
("-U 

500 mAhg') and excellent 

stability of the capacity after 121h  cycle. In fact, there was no capacity degradation during these 

-4' cycles (96% of coulumbic efficiency). For the electrode based on MWCNT(L), the reversible 

capacity after 12th  cycle has been found to be 476 mAhg', which is still higher than that of 

graphite. For CNF based electrode the coulombic efficiency reaches up to 98% after 3rd  cycle 

and after 121h  cycle the reversible capacity was found to be 444 mAhg' with almost no 

capacity fading. The intercalated CNS appears to have a stoichiometry of LiCX, where x may 

vary from 2-6, as reported previously (Zhao et al, 2000). The stoichiometry achieved in 

comparison to graphitic anode is significantly more in respect of the active species of lithium. 

I 

147 



5.3 Post (velk Material (haracteriiation 

I he volume change during intercalation and deintercalation in the anode materials is an 

important issue limiting the application of a material in anode. lhc lESEM micrographs in 
4- 

Fi(,. 5.8. before and after cycling, show that there is no damage to the mechanical integrity of 

the electrode. 
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Fig. 5.8: 1 ypical HSEM illiages and I DS (inset) over the scanned area of the CNS electrodes 

at an identical magnification: (a) hefbre cycling for CNF. and (h) after 12 cycles 

showing bright areas of SF1 formation. 

High coulombic efficiency could not be obtained from a material without having its good 

mechanical integrity. Nanosized constituent in the electrode may also have contributed to its 

improved mechanical integrity. The anode, after recycling as shown in Fig. 5.8(b), reveals 

relatively bright SEI layers as confirmed by the comparison of the EDS with that of Fig. 

5.8(a). There are some spurious signals of elements like iron, which could have been picked 

up from some component of the cell. 

5.4 Discussion 

The present chapter explores the possibility of attaining higher charge capacity in different 

CNS based electrode. Apart from MWCNT(L) and CNF grown in our laboratory, the study 

uses commercially available SWCNT, DWCNT and MWCNT(S) in order to correlate the 

structure of CNS with the possibility of enhanced lithiation and reversible charge capacity. It 

has been broadly claimed earlier by the researchers that increased surface and defects result in 

more sites for lithium ions but these sites contribute to increased irreversible capacity (Winter 

et al. 1998) but this may not be totally correct. Different CNS used for this study have been 

characterized for surface area and the results are given in Table-5. 1. It has been observed that 
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SWCNT has surface area of 380 m29
1 , exceeding 350 m29' observed in DWCNT. 

MWCNT(L) has surface area of 165 m2g1, less than 212 m29 observed in MWCNT(S). CNF 

has the lowest surface area of 57 m2g1. The ratio of surface areas of 

(SWCNT/DWCNT):MWCNT:CNF may be taken approximately as 365:188:57. The diameter 

of SWCNT and DWCNT are the smallest. MWCNT(L) has a much larger diameter of around 

100-200 nm, which is more than that of MWCNT(S) by a factor of 10 but of lower length. 

CNF has the largest diameter of 200-600 nm. 

The D-band in the Raman spectra originates from in-plane transverse optical phonon branch of 

CNS close to K-point in Brillouin Zone and the double resonance could involve one elastic 

scattering from defects and one inelastic scattering or both inelastic scattering involving 

phonons. Thus, defects are expected to influence D-band, which is broad and intense 

indicating contribution of defect regions, while G'-band is relatively sensitive to defects 

(Dresselliaus et al, 2005). The ratio of intensities of D-band to G'-band (= ID/I(;) has been 

taken as an indicator of the extent of defects in the structure of CNS and in order of increasing 

defects the CNS under investigation may be arranged as DWCNT < SWCNT < MWCNT(S) < 

MWCNT(L) <CNF. 

The electrochemical performance of these CNS under investigation shows significantly 

increased insertion and extraction of lithium in the first cycle and according to increased 

capacity, the materials may be arranged as CNF <MWCNT(L) < MWCNT(S) < DWCNT < 

SWCNT, which is also in the sequence of increasing reversible capacity and capacity fading 

as shown in Figs. 5.9 (a) and (b) respectively. The significant increase in irreversible capacity 

~ in the first cycle indicates considerable increase of defect sites, from which de-intercalation 

may not take place leading to capacity fading, which, however, has trend reverse of the extent 

of defects in the structures, presumed on the basis Raman spectra. There could be two 

possibilities: (i) the indicator for defect estimated on the basis of Raman spectra is not good or 

(ii) there could be existence of sites other than defect sites which lead to irreversibility. The 

enhancement of reversible electrode capacity over that of graphite clearly indicates occurrence 

of additional sites, from which charging and discharging may take place reversibly. 

I 
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Fig. 5.9: Variation of (a) reversible capacity for different CNS anodes. and (h) capacity fading 

with specific surthce area. The corresponding R (= lI)Ic;) is indicated in bracket. 

The lithium intercalated graphite has graphene layers in AA stacking and this is equivalent to 

simple hexagonal cell stacked in three dimensional space and lithium ion occupies the centre 

of hexagonal cells, midway between the hexagonal faces. But once a cell is occupied by 

lithium ion, it is not energetically favourable for other lithium ions to occupy the surrounding 

hexagonal cells and thereby, fully intercalated graphite has chemical formula LiC6. The 

lithium ions in such occupied positions will be able to reversibly de-intercalate and intercalate 

to qualify as active species in a rechargeable battery. Apart from the regular sites of 

occupation as mentioned, if there are any defect sites like dangling bond etc., which are 

occupied by the lithium ions during intercalation, there will be no dc-intercalation from these 

sites and thereby, contributing only to irreversible capacity. If there is SEI formation it will 

also contribute to irreversible capacity leading to capacity fading. 

Carbon nanostructures also involve graphene layers and so, one may try to understand their 

intercalation behaviour in the context of that in graphite as described above. If one considers 

SWCNT, which has only one graphene layer folded into a tube, it is pertinent to know the 

possible sites for intercalation by lithium ions. Is it possible to have intercalation sites above 

and below the hexagons in the graphene layer as observed in intercalated graphite? Udomvech 

and coworkers (Udomvech et al, 2005) in their density functional calculation of potential 

surface have demonstrated that lithium atoms or ions may be adsorbed on both the interior 

and exterior to the sidewall of the SWCNT instead of being located at the tube center of high 

potential. Therefore, larger diameter of CNT will contain useless empty space inside and is at 

a disadvantage compared with the small-diameter ones when used in batteries. This may 

explain lower irreversible and reversible capacity of MWCNT(L) compared to MWCNT(S) as 

shown in Fig. 5.9(a) and Table 5.3. Kar et al. (Kar et al, 2001) have shown that as Li moves 
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toward the center of the ring, the energy rises creating a barrier and lithium ion would have to 

cross this barrier to enter the tube through the hexagons of the side-wall or cap-region of the 

tube and this barrier has been estimated to lie in the range between 11 and 15 eV. Structural 

defects like 5-ring or 7-ring in the graphene wall still provides intercalation sites near the wall 

as in the case of 6-ring but the intercalation energy decreases from 24 eV to about 2 eV with 

increasing ring size from 5 to 8. However, the distance of intercalated ion from the centre of 

the ring is independent of the size of the ring. However, diffusion through the ends of the tube 

along the inside surface of the tube is relatively much easier. So, open ended tubes are more 

suitable for application in batteries. 

Now, the sites near the wall inside and outside SWCNT may intercalate lithium ions but these 

are also sites which may adsorb lithium atoms. If we assume that all these sites are fully 

intercalated in SWCNT, it should be possible to intercalate it to LiC3. The charge capacity 

should be nearly double of graphite but the observed capacity is lower and it may indicate that 

some of the near wall sites may be occupied by adsorbed lithium. SEI formation may destroy 

some of the surface sites. The graphitized region in the SWCNT sample will reduce charge 

capacity and the dangling bonds at the ends may contribute sites from where de-intercalation 

may not be possible contributing to irreversible capacity and increased capacity fading 

observed in SWCNT.The extent of capacity fading decreases with increasing cycles as the 

sites from where de-intercalation does not take place gets filled up progressively during 

successive cycles. If, in the present study, the assumption about occupation of sites by 

intercalated Li is valid, then graphene layers in MWCNT should have similar intercalation as 

in graphite but there will be additional sites near the outside of the outer graphene layer and 

inside of the inner graphene layer to make its charge capacity between that of graphite and 

SWCNT and the charge capacity should increase with decreasing number of graphene layers. 

CNF does not have any inner hollow space to locate sites inside but the near wall sites outside 

the outer layer will still be there and the charge capacity should only be a little higher than 

that of graphite. In all these different CNS, SEI will destroy some intercalation sites and 

thereby, adversely affect the charge capacity, which will also be reduced by graphitized 

region. The observed order of charge capacity, CNF < MWCNT(L) < MWCNT(S) < 

DWCNT < SWCNT, may thus be clearly understood in the context of the above discussion. 

The cost of SWCNT is relatively higher than MWCNT. Therefore, from the standpoint of 

application in the anode of lithium ion battery, MWCNT may provide a good compromise 

between cost and charge capacity as it has the reversible charge capacity of 500 mAhg, 

which is significantly more than that in graphite intercalated to LiC6. 
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Chapter 6 

Conclusions 

The present investigation has focused on growth of carbon nanostructures by catalytic 

chemical vapour deposition (CCVD) method using cobalt and nickel oxide undoped and 

doped with copper oxide. Thereafter, different nanostructures of carbon have been 

investigated for their electrochemical performance in order to explore their potentiality for 

application in the anode of lithium ion battery in place of graphite in order to enhance charge 

capacity. The results on CNS growth and their electrochemical behaviour are presented in 

chapter-4 and chapter-5 respectively. The results have been discussed. The major conclusions 

are the following: 

A. Growth of Carbon Nanostructures 

The nanoparticles of cobalt and nickel oxide doped with copper oxide and supported 

on a substrate of nanoporous alumina in CCVD reactor at 640 °C leads to the 

formation of carbon nanostructures (CNS) of SWCNT, MWCNT, CNF/nano-tape or 

their mixture under appropriate conditions of doping and particle size. When the 

conditions are not proper, there is extensive formation of nanobeads with little or 

without formation of CNS. 

The nanoparticles of copper did not show extensive growth of CNS under the 

experimental conditions used in the present study excepting on very small particles of 

a few nanometer size, from where SWCNT has grown. 

The nanoparticles of oxides prepared by sol-gel method have particle size variation 

over a range and the surface melting or melting of these particles depends on the size 

and the extent of doping. 

Melting of oxide nanoparticles appears to play a significant role in the growth of CNS 

and it is observed that when there is no melting of nanoparticles under the conditions 

existing in CCVD chamber, there is no or very little formation of CNS. 

The melting behaviour of nanoparticles prepared by sol-gel method and having a 

range of sizes could be observed by DTA, which shows a broad endothermic peak, 

presumed to be overlapping of many melting peaks of nanoparticles of increasing 

sizes followed by a sharp peak near but below the bulk melting point. 
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XRD studies of oxide nanoparticles at temperature similar to that existing in CCVD 

chamber shows only reduction in intensity of peaks and the extent of reduction is 

different for different peaks leading one to infer that there is surface melting of the 

oxide nanoparticles during the growth of CNS and the core of many particles may still 

remain solid. 

Use of oxide particles of larger size and smaller level of doping, which pushes the start 

of melting above the temperature of growth, leads to the formation of nanobeads, 

particularly when the rate of flow of carbon bearing gas in the CCVD chamber is high. 

The surface melting of nanoparticles may help to dissolve the decomposed carbon on 

the oxide particles in CCVD chamber to allow fast and continuing access of reducing 

agents like carbon and hydrogen to inside the particles leading to their reduction to 

metals. Fast difftision of carbon through molten layer also facilitates nucleation and 

growth of CNS. 

The oxide nanoparticles are reduced under the conditions prevailing in the chamber of 

CCVD during growth of CNS and the close packed plane of the reduced metallic 

particles of fcc cobalt and of fcc and hcp nickel with or without copper in solid 

solution, act as template for the nucleation and growth of graphene layers. The 

appearance of structures other than that of bulk cobalt or nickel is due to the nano-size 

of the particles. 

MWCNT generally forms when oxide nanoparticles with lower level of doping is at a 

growth temperature in CCVD, which is more than the start of melting temperature by 

a relatively small extent but for oxide nanoparticles with higher level of doping at a 
ri 

growth temperature significantly more than the start of melting temperature, there is 

formation of fibers. For flat oxide nanaoparticles with high aspect ratio, the condition 

favouring the growth of fibers, results in nanotapes. 

II. For very large oxide nanoparticles, the start of melting is high and there is generally 

formation of nanobeads while very small nanoparticles with relatively lower 

temperature at the start of melting favour formation of SWCNT. 

B. Electrochemical Performances 

1. The CNS samples of different morphologies investigated has surface area decreasing 

in the order CNF <MWCNT(L) <MWCNT(S) <DWCNT < SWCNT. MCWNT(L) & 

has larger diameter compared to MWCNT(S) while SWCNT and DWCNT have 
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relatively smaller diameters compared to MWCNT investigated while CNF has the 

largest diameter. MWCNT(L) and CNF synthesized have relatively smaller length. 

The extent of defects in the structure of CNS as indicated by the ratio of intensities of 

D-band to G'-band (= i/Ic) increases in the following order: DWCNT < SWCNT < 

MWCNT(S) <MWCNT(L) < CNF. 

The insertion and extraction of lithium in the first cycle is very high and increases in 

the CNS materials as CNF <MWCNT(L) <MWCNT(S) <DWCNT < SWCNT. The 

capacity fading indicating the lithium sites from where it is not extracted, also follows 

the same order. 

In spite of high capacity fading SWCNT retains a capacity of 603 mAhg after twelfth 

cycle, where there is almost no capacity fading and so, this capacity is reported as the 

reversible capacity. The reversible capacity of SWCNT is significantly more than a 

charge capacity of 372 mAhg obtainable at maximum intercalation of graphite. 

The reversible capacity decreases in the following order CNF < MWCNT(L) 

<MWCNT(S) < DWCNT < SWCNT, to the lowest capacity of 444 mAhg' obtained in 

CNF, which is still higher than the maximum obtainable capacity in graphite. 

From the standpoint of application in the anode of lithium ion battery, MWCNT may 

provide a good compromise between cost and charge capacity as one could obtain a 

reversible charge capacity of 500 mAhg 1 , which is significantly more than that in 

graphite intercalated to LiC6. 
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