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ABSTRACT

In nanometer range VLSI te
hnologies, semi-
ustom 
hip design approa
h using pre-

designed and pre-
hara
terized standard 
ells is popular be
ause of in
reasing 
omplexity.

For e�
ient 
ir
uit design, these standard 
ells are pre-
hara
terized for delay, transition

times, terminal 
apa
itan
es, power dissipation, noise and area using SPICE simulations.

The traditional Non Linear Delay Models (NLDM) based Lookup Table (LUT) approa
h

for standard 
ell 
hara
terization and Stati
 Timing Analysis (STA) is fa
ing serious 
hal-

lenges in nanometer te
hnologies, be
ause it does not a

ount for the nature of input and

output terminal voltage transitions. Be
ause of voltage dependent values of e�e
tive 
a-

pa
itan
es of devi
e and inter
onne
ts, it be
omes important to 
onsider the nature of

output transition. To over
ome these limitations, resear
hers introdu
ed Current Sour
e

Modeling (CSM), in whi
h for a given value of load 
apa
itan
e, the value of output volt-

age and equivalent 
ir
uit parameters of the standard 
ell are given as a fun
tion of input

voltage. This in
reases the 
omplexity of the model and the amount of data to be stored

for standard 
ell 
hara
terization.

To solve these issues, vendors found the models as a middle path (between NLDM

and CSM), known as vendor CSM formats. These vendor CSM formats are E�e
tive

CSM (ECSM) and Composite CSM (CCSM) . For a given input transition time (TR) and

load 
apa
itan
e (Cl=Ceff) values, ECSM stores the times at whi
h the output voltage

waveform 
rosses 
ertain prede�ned threshold points, whereas CCSM stores the output


urrent values at spe
i�ed voltage level points. Both the vendor models are equivalent

and one 
an be derived from the other. Vendor CSMs use Lookup Table (LUT) based

format for representing 
hara
terization data. The major issue with ECSM 
hara
terization

is that it requires re-
hara
terization of standard 
ells with variation in 
ell size, layout

dependent parameters, temperature, supply voltage and devi
e model updates. This re-


hara
terization is highly time 
onsuming. Therefore, there is a need for a model whi
h

is more e�
ient in standard 
ell 
hara
terization, thus saving time and e�ort. In this

thesis, we undertake a detailed study of existing timing/delay models of CMOS inverter

and NAND gate standard 
ells. We �nd that these delay models are unsuitable for use

in standard 
ell 
hara
terization, be
ause the region of validity in TR , Cl spa
e is not


lear. Apart from this 
ell size, layout dependent parameters, power supply voltage and

temperature variations are also not inputs to su
h models. In addition, it is seen that the

intermediate node voltage transition of the series sta
k nMOS devi
es of a NAND gate,

whi
h plays an important role in sub-nanometer te
hnology nodes, has not been 
onsidered

appropriately in earlier models. We show that 
onsidering these issues in standard 
ell


hara
terization, the re-
hara
terization e�ort would in
rease signi�
antly.

For an e�
ient ECSM 
hara
terization, we developed the timing models for CMOS

inverter and 2-input NAND gate (therefore, for 2-input NOR gate also), to redu
e the

re-
hara
terization e�ort. All the multistage 
ombinational 
ells 
an be derived from these

basi
 
ells. Firstly, we propose the analyti
al timing models relating all the Threshold

i



Crossing Points (TCPs) of output transition with TR, Cl values, for CMOS inverter and

2-input NAND gate. We then identify the region of validity of the model in TR, Cl spa
e

used in 
hara
terization LUTs. It makes the timing models useable in redu
ing the HSPICE

simulations in ECSM library 
hara
terization. Further, we identify the relationships of

model 
oe�
ients with 
ell size, pro
ess indu
ed me
hani
al stress, temperature and supply

voltage variation. Our NAND gate timing models are robust be
ause of an appropriate

and detailed 
onsideration of voltage transition at the intermediate node of the series sta
k

of nMOS devi
es. For this, we 
onsider the input to intermediate node 
apa
itive 
oupling

e�e
t, parasiti
 
apa
itan
es at the intermediate node and the regions of operation of the

two nMOS devi
es pla
ed in series sta
k. We present the timing models for 2-input NAND

gate, 
onsidering the following two 
ases : 1) When upper nMOS transistor in the series

sta
k swit
hes; and 2) When lower nMOS transistor in the series sta
k swit
hes. In this

thesis, we show that the use of these models in standard 
ell 
hara
terization redu
es the

number of SPICE simulations by 50% and 67% for CMOS inverter and 2-input NAND gate,

respe
tively. We also show that our timing models remain valid with PVT variations. This

would help in redu
ing the re-
hara
terization e�ort signi�
antly (nearly 85% redu
tion in

SPICE simulations) for standard 
ell libraries. Further, we present an analyti
al overshoot

timing model for CMOS inverter and NAND gate for a

urate timing analysis. For NAND

gate overshoot modeling, we see that an in
lusion of intermediate node voltage transition

with appropriate assumptions lead to a

urate estimation (max. error is 2.5% with respe
t

to HSPICE simulations) of overshoot timing values for Case 1 and 2, respe
tively.
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Chapter 1

Introdu
tion

1.1 Motivation

Due to aggressive te
hnology s
aling, the number of logi
 gates in VLSI 
hips 
ontinue

to grow fast. A semi-
ustom design with pre-designed and pre-
hara
terized standard 
ell

library is essential in this s
enario. In this regard, it is prerequisite to 
hara
terize basi


standard 
ells, su
h as inverter, NAND, NOR, lat
h, �ip-�op et
. The obje
tive of 
ell


hara
terization is to design a high quality model that a

urately and e�
iently predi
ts

the 
ell behavior of a standard 
ell library. Digital design tools use these 
hara
teriza-

tion models for di�erent purposes. Generally, the 
hara
terization of standard 
ells is for

parameters related to timing, area and power [5℄.

In nanometer range te
hnologies, digital design tools need to a

ount for several 
omplex

phenomena su
h as short 
hannel e�e
ts, input to output 
oupling 
apa
itan
e, inter
on-

ne
t 
oupling, power supply noise and pro
ess variations, et
. Be
ause of the smaller delays

and transition times of nanometer range te
hnology standard 
ells, a minor variation due

to these e�e
ts in�uen
es timing parameters signi�
antly [6℄. This in
reases the need for

re-
hara
terization of standard 
ell library at di�erent pro
ess, voltage and temperature


orners. Therefore, designing high performan
e VLSI standard 
ell library and its 
hara
-

terization has be
ome more 
hallenging than ever in deep sub-mi
ron era. The following

two methods are used to measure delays and thus eliminate timing violations in a data

path :

1. Cir
uit simulations using SPICE 
an be used to estimate the delay of a 
ir
uit

a

urately. However, SPICE simulations need large CPU times to pro
ess an entire 
ir-


uit having large number of transistors. SPICE takes few se
onds to pro
ess individual

transistors in a 
ir
uit, so the pro
essing of an entire 
ir
uit takes large time [7℄.

2. An alternative method to measure delay is Stati
 Timing Analysis (STA) method.

STA makes use of the simple gate delay models to �nd the delay of the entire data path,

hen
e takes lesser time [8℄.

In order to �nd the delay of an entire 
ombinational 
ir
uit using STA, we must de-

termine the delay of its logi
 gates. This delay is expressed as a fun
tion of the load

1



Figure 1.1: Variation of 
ell delay with input transition time and output 
apa
itan
e [1℄.


apa
itan
e (Cl) and input transition time (TR) of logi
 gates . These gate delay models

are 
lassi�ed as:

1. Analyti
al Delay Models: The delay of a logi
 gate is found from the output voltage

transition of logi
 gate a
ross the load 
apa
itan
e. They make use of the 
urrent

equation of the MOSFET. The a

ura
y of these models depends on a

ura
y of the


urrent equation. Alpha power law delay model is a typi
al example [9℄.

2. Empiri
al Delay Models: These models are based on the 
urve �tting on the sim-

ulation data obtained using SPICE. S
alable polynomial delay model is a typi
al

example [10℄.

3. Look Up Table (LUT) Method: Here we have representation of the delay variation

with TR and Cl values. Having known TR and Cl values, we 
an pi
k the delay of

that parti
ular gate from the table. A typi
al example is Synopsys �.lib� format

Non-Linear Delay Model (NLDM) representation [5, 1℄, shown in Fig. 1.1.

Conventionally, NLDM based standard 
ell library 
hara
terization was used in STA. In

this, delay is a non-linear fun
tion of Cl and TR and it is expressed in an LUT with respe
t

to several values of Cl and TR. However, NLDM doesn't 
apture the nature of terminal

voltage transition and variation of 
apa
itan
e with terminal voltage [11, 12℄. To address

these issues, re
ently Current Sour
e Model (CSM) has be
ome important in the standard


ell 
hara
terization and STA [13℄. CSMs ideally support arbitrary input waveforms and

output loads sin
e their model parameters are waveform and load independent[14℄-[17℄.

However, vendor CSMs presently impose some more 
onstraints; they provide CSM data

for a set of TR and e�e
tive load 
apa
itan
e Ceff . Two popular vendor CSMs are known

as E�e
tive CSM (ECSM) and Composite CSM (CCSM). For a given set of values of TR

2



t =0 TR
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TCP90%
TCP80%

TCP10%

Ceff = Cl

Figure 1.2: ECSM 
hara
terization overview.

and Ceff , ECSM stores the time at whi
h the output voltage waveform 
rosses 
ertain

prede�ned α% Threshold Crossing Points (TCPs) (shown in Fig.1.2) while CCSM stores

the output 
urrent values at di�erent threshold 
rossing points [13℄. Both the vendor

models are equivalent and one 
an be derived from the other. In ECSM, LUT of threshold


rossing points for several values of Cl and TR is used.

Figure 1.3: An LUT of ECSM ve
tors. For ea
h set of Cl and TR, the 
hara
terization data

is represented as ve
tor V 
onsisting of time of TCPs.

An LUT used for STA is a two dimensional table (shown in Fig.1.3), in whi
h parameter

to be 
hara
terized is stored for various Cl and TR values. To minimize the storage, values

of parameter to be extra
ted is stored for limited set of Cl and TR and linear interpolation

is used to obtain delay or time of a TCP for other values of Cl, TR. ECSM 
hara
terization

is a 
omputationally tedious task. In addition, Pro
ess, Voltage and Temperature (PVT)

variations and frequent devi
e model updates require a lot of re-
hara
terization. In this

work, we address the problem of redu
ing the number of SPICE simulation in ECSM library


hara
terization. We 
onsider the input to output 
oupling 
apa
itan
e e�e
t for CMOS

inverter and NAND gate to a

urately measure the timing values for ECSM 
hara
teriza-

tion.

1.2 Previous Work

Several delay models have been proposed to 
hara
terize the behavior of CMOS logi
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gates. Some 
ommonly used delay models are dis
ussed here.

The lumped RC delay model is proposed by Ousterhout [18℄. In this model, the delay

is 
omputed by lumping all of the resistan
es and 
apa
itan
es together through a stage.

All of the resistan
es are summed separately, as are all the 
apa
itan
es, and the produ
t

gives the delay through the stage as

delay =
(

∑

R
)(

∑

C
)

(1.1)

The drawba
k of this model in
ludes overestimation of delay due to lumping of resis-

tan
e and 
apa
itan
e values. It does not take into a

ount the in�uen
e of input waveform

on delay sin
e it is limited to the step input waveform only. Later on, Hedenstierna and

Jeppson [19℄ presented an analyti
al delay model for CMOS inverter, derived using Sho
k-

ley's model [20℄. The model in
luded the input waveform slope e�e
t. Although it is quite

simple to use, but the model proved to be unsu

essful for short 
hannel devi
es [9℄. It does

not 
onsider the short 
hannel e�e
ts dominating at sub-65nm te
hnology nodes. Sakurai

et al. [9℄ proposed an alpha power law model. This model is an extension of Sho
kley's

model 
onsidering the velo
ity saturation e�e
t in short 
hannel devi
es. The model re-

mains valid for the fast input ramp where input slope 
rosses one-third of the output slope

[21℄. In [21℄, authors reported that the α-power law model is not valid for slow input ramps

and presented an analyti
al delay model for both fast and slow input rise time.

In 1998, Sutherland et al. [22℄ presented a logi
al e�ort method to measure the delay

e�
iently. This model enables us to �nd the least delay of the 
ir
uit. It �nds that how

many stages would then be required and what should be size of the transistors in the gates

to get the least delay. The method is quite useful for optimizing the 
ir
uit speed. The

author presented the delay of a logi
 gate as

d = f + p (1.2)

Where, f represents the e�ort delay proportional to the gate's output load and p rep-

resents the parasiti
 delay. The parasiti
 delay is �xed for a logi
 gate and independent

of 
ell size and load 
apa
itan
e it drives. The model is very simple to use but it negle
ts

the input transition time e�e
ts and se
ondary e�e
ts like velo
ity saturation, body e�e
t

et
. Traditional method (empiri
al model) to 
hara
terize delay is to use an equation of

the form k1Cl + k2, where k1 is the input transition slope and k2 is the intrinsi
 delay. In

[10℄, resear
hers working with Synopsys presented the S
alable Polynomial Delay Model

(SPDM) to 
hara
terize the 
ell delay. The model uses a produ
t of polynomials to �t

the delay data. For example, to 
hara
terize the delay for two parameters Cl and TR, a

produ
t of mth
order polynomial in Cl with an nth

order polynomial in TR may be used in

the following form:

delay = (a0 + a1Cl + . . .+ amC
m
l )(b0 + b1TR + s . . .+ bnT

n
R) (1.3)

To over
ome this 
omplexity, people in industry are now making use of LUTs to obtain
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the delay of a logi
 gate. LUTs with delays tabulated for several values of TR and Cl

values are today used in STA. These LUTs are popular due to limitations of analyti
al

and polynomial delay models as dis
ussed above. LUT used for STA is a 2-D table, where

the standard 
ell delay is 
hara
terized with several TR and Cl values. There are several

problems with the existing LUTs, for example TR and Cl values are sele
ted in an ad-ho


manner, need of re-
hara
terization due to PVT variations, a

ura
y of the delay values

obtained depends on the size of the LUT.

All the aforementioned delay models measure only the propagation delay. These models

do not 
onsider the PVT variations and input to output 
oupling 
apa
itan
e whi
h are

very important at nanometer range te
hnologies. To address the variation in delay values

in presen
e of PVT variations, several delay models are reported [23℄-[45℄. However, they

did not derive the model 
oe�
ients 
onsidering PVT variation with physi
al reasoning

for the same. While 
onsidering pro
ess variations, they 
onsidered the 
hange in pro
ess

parameters su
h as oxide thi
kness, threshold voltage, doping 
on
entration, gate length,

et
. However, they didn't 
onsider the e�e
t of me
hani
al indu
ed stress as a fun
tion of

Number of Fingers (NF) on the timing values while the stress engineering is widely being

in
orporated at nanometer range te
hnologies to enhan
e the devi
e performan
e. In this

work, we show the dependen
e of timing values on 
ell size, load 
apa
itan
e, input slew,

pro
ess (me
hani
al indu
ed stress as a fun
tion of NF), voltage and temperature variations.

Beside this, we also investigated the importan
e of overshoot modeling in a

urate timing

analysis. We found that there are very few resear
hers who worked on overshoot timing

models [46, 47, 48, 49℄. In [49℄, authors show that the 
onventional delay models [9, 21,

50, 51℄, whi
h ignore overshoot e�e
t fa
e serious issues of a

ura
y at these te
hnology

nodes. Huang et al. [49℄ proposed an analyti
al overshoot model at nanometer te
hnology

node. This work gives an overshoot time (tov) expression a

ording to whi
h tov is a

fun
tion of the logi
 gates 
apa
itan
e Cl. The authors assumed that a linearly time

varying 
urrent dis
harges (
harges) Cl. This model has been veri�ed for only large values

of input transition time TR and Cl. The minimum value of Cl used in [49℄ are typi
ally fan-

out 100. They also assume that tov varies with Cl whi
h is not validated by the simulation

results shown in their reported resear
h work.

1. Therefore, the delay models whi
h 
an be used in nanometer range te
hnologies are

either ina

urate or fully empiri
al and 
umbersome to use.

2. They neither 
onsider PVT variations through physi
al reasoning nor the important

se
ond order phenomenon su
h as overshoot due to gate to drain 
oupling 
apa
itan
e

(Cgd).

3. They are not amenable to be used easily in standard 
ell 
hara
terization for STA.
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1.3 Problem De�nition

The aim of this thesis is to propose the timing models to redu
e the 
omputational

e�ort in 
hara
terization of single stage standard 
ells at nanometer range te
hnologies.

Su
h a work 
an easily be extended to multistage standard 
ells. In order to a

omplish

this, following approa
h have been taken:

� Derivation of timing models and their region of validity as a fun
tion of TR and Cl

for standard 
ell CMOS inverter

� Veri�
ation of the model 
oe�
ients' behavior with 
ell size and te
hnology node for

standard 
ell CMOS inverter

� Derivation of timing models and their region of validity with PVT variability for

standard 
ell CMOS inverter

� Derivation of timing models and their region of validity as a fun
tion of TR and Cl

for 2-input CMOS NAND gate

� Veri�
ation of the model 
oe�
ients' behavior with 
ell size for NAND gate

� Derivation of timing models and their region of validity with PVT variability for

NAND gate

� CMOS inverter and NAND gate overshoot modeling

1.4 Contributions

The obje
tive of this thesis is to develop an a

urate timing model for ECSM 
hara
-

terization of all the TCPs of output voltage at nanometer range te
hnologies. For this,

we �rst develop a timing model for CMOS inverter at 32nm te
hnology node. The model

is formulated based on 
urrent equations 
onsidering velo
ity saturation. All the fa
tors

whi
h a�e
ts delay, namely: 
ell size, TR and Cl are 
onsidered in the model. The proposed

model mat
hes with the HSPICE simulated results 
losely for all the TCPs. The model

remains valid with the te
hnology s
aling.

At nanometer te
hnology node, there is a need for library re-
hara
terization due to on-


hip PVT variations. To improve the performan
e, it is important to a

urately measure

the timing values in 
ir
uits while 
onsidering voltage, temperature and pro
ess indu
ed

variability. We derive relationships of the 
oe�
ients of our ECSM timing models with PVT

variation. For voltage variability, we 
onsider ±10% variation in nominal supply voltage.

For temperature variability, we vary the temperature range from 298K to 423K. For stress

variability, we 
onsider the variation in devi
e 
hannel me
hani
al stress as a fun
tion of NF

in inverter layout. This is be
ause, often the size of inverter 
ell is in
reased by in
reasing

6



NF, therefore the 
onsequent variation in 
hannel me
hani
al stress is important. Stress

indu
ed in the 
hannel of pMOS (nMOS) using various sour
es like Compressive/Tensile

Et
h Stop Liner (
/t-ESL), embedded SiGe (eSiGe) and Stress Memorization Te
hnique

(SMT) [52℄ has been 
onsidered in this work.

We derive the timing models for 2-input CMOS NAND gate, 
onsidering single input

swit
hing and also derive their region of validity in TR, Cl spa
e. We observe that the im-

proper 
onsideration of intermediate node voltage transition leads to signi�
ant per
entage

error in delay/timing values (we later dis
uss this in detail). Based on this observation,

we 
onsider the intermediate node voltage transition for a

urate timing analysis. Further,

we determine the relationships of the model 
oe�
ients with the 
ell size, power supply

voltage, 
arrier mobility, threshold voltage and temperature. We also 
onsider layout de-

pendent e�e
ts due to me
hani
al stress in deriving these relationships.

Next, we propose an analyti
al overshoot timing model for very wide range of TR values

for CMOS inverter and 2-input NAND gate. For NAND gate standard 
ell, it be
omes

important to 
onsider the intermediate node voltage transition in a

urate timing analysis.

Therefore, we �rst model the behavior of intermediate node voltage for large values of TR.

Later on, we derive the relationships of overshoot time with 
ell size, TR and Cl values. We

�nd that the proposed model is independent of 
ell size and Cl values.

The proposed model redu
es the number of HSPICE simulations in ECSM 
hara
teriza-

tion of CMOS inverter and NAND gate standard 
ell by nearly 50% and 67%, respe
tively.

The need to re-
hara
terize the timing models with PVT variation, has thus been redu
ed.

1.5 Thesis Organization

This thesis is organized into 7 
hapters as follows:

Chapter 1: In this 
hapter, an introdu
tion to the standard 
ell 
hara
terization and


hallenges it fa
es due to the need for more a

urate 
ell 
hara
terization are presented.

Chapter 2: This 
hapter provides a detailed literature review on propagation delay

models, overshoot timing models, along with the need of an e�
ient timing model. Te
h-

ni
al gaps in the existing literature on timing models and digital 
ir
uit performan
e are

dis
ussed. The 
hapter is 
on
luded with a brief summary of te
hni
al gaps to be addressed

in the thesis.

Chapter 3: This 
hapter fo
uses on modeling of timing values of threshold 
rossing

points (tTCP s) as a fun
tion of TR and Cl for a minimum sized CMOS inverter. Further,

the region of validity of the model in TR, Cl spa
e is derived. The relationship between


ell size and model 
oe�
ient is also derived. We also analyzed, the impa
t of te
hnology

s
aling on these model 
oe�
ients. The results depi
t that the proposed model is in good

agreement with HSPICE simulations with a maximum error of 2.5%. The 
ontribution of

these models in redu
ing the number of HSPICE simulations in ECSM 
hara
terization of

the inverter standard 
ell is nearly half.
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Chapter 4: In this 
hapter, we 
onsider the impa
t of pro
ess parameters (me
hani
al

indu
ed stress as a fun
tion of Number of Fingers (NF)), supply voltage and temperature

variations on the proposed (tTCP ) models. We derive the relationships of model's 
oe�
ients

and their region of validity with the pro
ess, supply voltage and temperature variations

in TR, Cl spa
e. Therefore, the models 
onsidering PVT variation helps in redu
ing the

re-
hara
terization e�ort in standard 
ell library 
hara
terization. In this 
hapter, we

demonstrate that the in
lusion of PVT variation in our tTCP models redu
es the number

of HSPICE simulations by about half.

Chapter 5: This 
hapter fo
uses on modeling of tTCP s as a fun
tion of TR and Cl for

2-input CMOS NAND gate. The NAND gate ECSM 
hara
terization done for the following

two 
ases.

� Case 1: When the upper nMOS transistor in series-sta
k swit
hes

� Case 2: When the lower nMOS transistor in series-sta
k swit
hes

The region of validity of the tTCP models in both the 
ases of 2-input NAND gate is

derived. The relationship between 
ell size and model 
oe�
ient is also derived. Further,

the impa
t of PVT variation on the model 
oe�
ient's is observed. The results depi
t that

the proposed models are in good agreement with HSPICE simulations with a maximum

error of 3%.

Chapter 6: This 
hapter fo
uses on overshoot timing model for CMOS inverter and

2-input NAND gate. For NAND gate, the boundary 
onditions are identi�ed based on op-

erating regions of the nMOS series-sta
k transistors. The relationship between 
ell size and

model 
oe�
ient is also derived. The results depi
t that the overshoot time is independent

of Cl and proportional to TR. The proposed model gives a highly a

urate estimation of

delay values at nanometer range te
hnologies.

Chapter 7: Finally, a summary of the presented resear
h work along with the major


on
lusions of the work and future s
ope are presented in this 
hapter.
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Chapter 2

Literature Review

2.1 Overview

This 
hapter starts with the study of existing delay models of CMOS inverter and NAND

gate standard 
ell. There are several delay/timing models used in digital system design,

some are brie�y mentioned in the previous 
hapter. Further, we dis
uss the te
hni
al gaps

present in the existing models. We also dis
uss the reason for their unsuitability in standard


ell 
hara
terization.

2.2 Introdu
tion

Semi-
ustom design approa
h at sub nanometer te
hnologies requires e�
ient 
omputer-

aided design tools. Designers need to 
onsider several aspe
ts of the 
hip design su
h as

timing, area and power. In this regard, designers need an a

urate and e�
ient timing

model in order to adequately optimize the standard 
ell based designs. For this an a

urate

and e�
ient method for 
hara
terizing standard 
ells is required. In this 
ontext, we dis
uss

the limitations of the existing delay models in the following se
tion.

2.3 Literature survey on existing delay models

As we dis
ussed in previous se
tion, down s
aling and high performan
e 
ir
uits demand

a

urate timing analysis at sub-nanometer regime. At su
h te
hnology nodes, a minor vari-

ation due to several fa
tors like short 
hannel e�e
ts, input to output 
oupling 
apa
itan
e,

power supply noise and pro
ess variations, et
. in�uen
es timing parameters signi�
antly

[6℄. Standard 
ell or logi
 gate timing 
hara
terization must therefore a

ount for all these

parameters. Therefore, designing a

urate and high performan
e 
ir
uits has be
ome more


hallenging than ever in deep sub-mi
ron era, in semi-
ustom domain. This se
tion presents

a brief des
ription of past resear
her's timing models for CMOS 
ombinational logi
 gates.

The �rst delay model for CMOS inverter was introdu
ed by Burns [53℄. The model

presented the di�erential equation based 
losed-form expression for the output waveform

of CMOS inverter using a step input. Burns also derived a 
losed-form expressions for the

9



rise and fall time of CMOS inverter. Later on, the lumped RC delay model was proposed

by Ousterhout [54℄. In this model, the delay is 
omputed by lumping all of the resistan
es

and 
apa
itan
es together through a stage. But, this model gives an overestimation of

the delay due to lumped resistan
es and 
apa
itan
es. And the major drawba
k of this

model is that it doesn't deal with the shape of input waveform. To improve the delay

analysis, Hedenstierna and Jeppson [19℄ presented an analyti
al delay model derived using

Sho
kley's model [20℄, that in
ludes the input waveform slope e�e
t. Sin
e, the Sho
kley's

model is quite simple and has been used by many resear
hers. However, the model is not

suitable for short 
hannel devi
es as it does not 
onsider the se
ond order e�e
ts .

In [55℄, Jeppson presented an improved semi-empiri
al delay model by 
onsidering gate-

to-drain 
oupling 
apa
itan
e. Soon, Nabavi et. al [56℄ presented an empiri
al model for


omputing the inverter delay. In [56℄ , authors dis
ussed the transient behavior for the

two extreme 
ases i.e. very fast and very slow input transition times. For slow inputs,

authors assumed that the negligible 
urrent �ows through the load, whereas for fast inputs,

the 
hange in output voltage is negligibly small during the input transition. Hen
e, they

ignored the e�e
t of the output load on the delay for the extremely slow and fast inputs. All

the models des
ribed above have a limitation that they ignored velo
ity saturation e�e
t

whi
h is prominent at nanometer range te
hnology nodes.

In [9℄, Sakurai et. al presented the �α- power law delay model� 
onsidering the velo
ity

saturation e�e
t for short 
hannel devi
es. To derive this model authors negle
ted the short


ir
uit 
urrent and gate-to-drain 
oupling 
apa
itan
e. And, the model remains valid for

fast input ramps only. Using the α-power law model, Embabi et. al [57℄ presented the

delay model 
onsidering the short-
ir
uit 
urrent into a

ount. But, the model assumed

the output voltage and the 
urrents through the transistors to be pie
ewise linear. For

slow input ramps, Dutta et. al [21℄ presented a delay model for CMOS inverter, whi
h is

an extension of Sakurai's delay model. Soon, Choi et. al [58℄ presented a delay model for

CMOS logi
 gates to over
ome the disadvantage of RC delay model. The model 
onsidered

the MOSFET as a resistor or 
urrent sour
e depending on the input and output voltage

of the inverter. For NAND/NOR gate, authors assumed that N number of transistors in

the series sta
k 
an be modeled as a single transistor. This assumption leads to signi�
ant

error in the delay values. In [22℄, Sutherland et al. presented the method of �logi
al e�ort�

whi
h enables us to 
hoose the topology and also tells us whi
h topology is better for the


ir
uit, how many stages would then be required to get the least delay and what should be

size of the transistors in the gates. The method is quite simple and a

urate if the input

slope e�e
t is ignored. Sin
e, input transition time is one of the important parameters in

the standard 
ell 
hara
terization whi
h 
an not be ignored.

Traditional method (empiri
al models) to 
hara
terize delay is to use an equation of the

form k1Cl + k2, where k1 is the input transition slope and k2 is the intrinsi
 delay. Soon,

Synopsys [10℄, presented the S
alable Polynomial Delay Model (SPDM) to 
hara
terize the


ell delay. The model uses a produ
t of polynomials to �t the delay data. For example, to


hara
terize the delay for two parameters Cl and TR, a produ
t of m
th
order polynomial in
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Cl with an nth
order polynomial in TR may be used in the following form:

delay = (a0 + a1Cl + . . .+ amC
m
l )(b0 + b1TR + s . . .+ bnT

n
R) (2.1)

Whi
h is a purely empiri
al expression and has to be extra
ted for ea
h variation in

any parameter a�e
ting 
ir
uits. To avoid su
h 
omplex expressions, industry people are

now using LUTs to represent the delay of a logi
 gate. LUTs with delays tabulated for

several values of TR and Cl values are today used in STA. These LUTs are popular due to

limitations of analyti
al and polynomial delay models as dis
ussed above. LUT used for

STA is a 2-D table, where the standard 
ell delay is 
hara
terized with several TR and Cl

values. Delays for the TR and Cl values whi
h are not listed in the LUTs are obtained using

linear interpolation between the nearest two TR and Cl values. There are several problem

with the existing LUTs, for example TR and Cl values are sele
ted in an ad-ho 
 manner,

need of re-
hara
terization due to PVT variations, a

ura
y of the delay values obtained

depends on the size of the LUT.

In [59℄, authors proposed a linear timing model to 
hara
terize delay and power dissi-

pation of 
ells. The 50% delay is used to 
hara
terize the linear delay parameters. In [60℄,

Patel presented a method to 
hara
terize the 
ell delay and 
apa
itan
e parameters. How-

ever, these models are in
onsistent when a 
ell drives di�erent type of 
ell. In [61℄, authors

proposed an LUT based approa
h to simplify the 
hara
terization of 
ompli
ated 
ells.

The method is parti
ularly useful for the 
ases when the internal stru
ture of standard 
ell

is known. Further, in [62℄, Cirit used an LUT based approa
h to 
hara
terize the 
ells,

where a 
ell being 
hara
terized is 
onsidered as a bla
k box. It gave us the �exibility to


onsider any standard 
ell for 
hara
terization whose internal stru
ture is not known. The

model uses interpolation method to 
ompute the delay values for those TR and Cl values

whi
h are not given in the LUT. It requires software to perform mathemati
al analysis,

thus makes the 
ell 
hara
terization pro
ess slow.

There are several delay models [63℄-[73℄, proposed for CMOS inverter, and very few

for the NAND gate standard 
ell. Re
ently, Gummalla et al. [2℄ presented an analyti
al

timing model for 2-input NAND gate. The authors used Elmore delay model to 
onsider

the intermediate node voltage transition of the series sta
k for the swit
hing of lower nMOS

transistor in the series sta
k of the NAND gate, whi
h may lead to signi�
ant error. This is

be
ause the upper nMOS transistor in the series sta
k operates in the saturation region for

the Cl and TR values typi
ally found in 
ir
uits (explained in detail in Chapter 5). However,

sin
e they use Elmore delay model, they assumed it to be operating in linear region whi
h

results in a gross underestimation of delay values (as shown in Fig. 2.1).
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Figure 2.1: Response of the NAND gate for �xed input transition time; Vout : 1 represents

the O/P voltage when the upper nMOS transistor is repla
ed by an equivalent resistor and

Vout : 2 represents the O/P voltage for the realisti
 
ase where the upper nMOS of 2-input

NAND gate is not repla
ed ( For Vout:1, we obtain the equivalent resistan
e value from the

linear 
urrent equation (1) of [2℄).

Figure 2.2: Response of the NAND gate for �xed input transition time; Vout : 1 represents

the O/P voltage when the pull down part is repla
ed with the half width single nMOS

transistor and Vout : 2 represents the O/P voltage for the 
onventional 2-input NAND gate.

When upper nMOS transistor in the series sta
k swit
hes, Gummalla did not 
onsider

the e�e
t of intermediate node of the series sta
k of nMOS transistors and repla
ed the

series sta
k of nMOS transistors with the half width single nMOS transistor. We observe

that this assumption leads to an overestimation of delay values as shown in Fig. 2.2.

Due to simpli
ity and a

ura
y, NLDM based on LUT approa
h is used widely for

standard 
ell 
hara
terization by Synopsys. At sub-nanometer te
hnologies, there are limi-

tations of the NLDM in 
ell 
hara
terization whi
h makes it less a

urate. These limitations

are the ina

urate shape of input waveform, undesirable value of nonlinear 
apa
itan
e, et


[55℄. Therefore, in modern CMOS te
hnology, it be
omes in
reasingly important to model

the 
omplex input waveforms, nonlinear 
apa
itan
e and pro
ess variations [74℄. In this

s
enario, the 
onventional standard 
ell 
hara
terization approa
h isn't found as an e�-


ient te
hnique to address problems. This 
onventional te
hnique is useful to model the

signal transitions as saturated ramps with known arrival and transition times. Therefore,

resear
hers have introdu
ed an alternative modeling te
hnique known as Current Sour
e

12



Modeling (CSM) whi
h be
omes in
reasingly important for use in standard 
ell 
hara
ter-

ization and stati
 timing analysis (STA).

2.3.1 CSM based standard 
ell timing analysis

CSMs ideally support arbitrary input waveforms and output loads sin
e their model

parameters are waveform and load independent [75℄. A 
urrent-based gate model in
ludes

a 2-D lookup table I0(Vi, V0) whi
h gives gate output 
urrent for a pair of gate input and

output voltages, and voltage-
ontrolled 
apa
itor at the gate output. The CSM model

proposed by Tutuianu et al. [76℄ is similar to [77, 78℄. Croix et al. [14℄, proposed a CSM

model whi
h is independent of input waveform and output load as shown in Fig. 2.3.

This �Blade� model 
onsists of a voltage-
ontrolled 
urrent sour
e, an internal 
apa
itan
e

(Cinternal), and a time shift of the output waveform. The model is essentially a Vi−Vo based

(input voltage, output voltage) 
urrent sour
e with transient e�e
ts modeled by a linear


apa
itan
e at the output. A linear 
apa
itan
e to model the a
tive input load is assumed

be
ause the 
apa
itan
es have a linear relationship with respe
t to devi
e dimension for a

given te
hnology.

Figure 2.3: The Blade model 
onsists of a voltage-
ontrolled 
urrent sour
e with a 
onstant

internal 
apa
itan
e and input waveform time shift driving an arbitrary load.

It was the �rst CSM of a logi
 
ell in whi
h a pre-
hara
terized 
urrent sour
e is uti-

lized to 
apture the non-linear behavior of the 
ell with respe
t to the input and output

voltage values. The single output 
apa
itan
e does not 
apture non-linearity. The miller

e�e
t between input and output nodes was ignored in this model. The ignoran
e of miller


apa
itan
e resulted in an under-estimation of delay. Keller et. al. [15℄, presented a CSM

for the purpose of 
rosstalk noise analysis. The authors used a pre-
hara
terized 
urrent

sour
e for the noise analysis. The parasiti
 
omponents, namely the output and miller


apa
itan
es are assumed to be 
onstant regardless of input and output voltage values. In

pra
ti
e, these 
apa
itive e�e
ts 
an vary by orders of magnitude depending on 
ell input

and output voltage values [79, 80℄.

In [16℄, Li and A
ar has resolved this weakness by introdu
ing a non-linear output


apa
itan
e model. Soon, Fatemi et.al. [3℄ used non-linear input, output and miller 
apa
-

itan
es along with an output 
urrent sour
e for the delay analysis, these all are fun
tion of

the input and output voltages as shown in Fig. 2.4.
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Figure 2.4: Current-based 
ir
uit model of a logi
 
ell proposed by [3℄.

In [81℄, Kashyap et. al. presented a CSM in whi
h input and output pins as well

as several 
hosen internal pins of the 
ell are modeled with a voltage dependent 
urrent

sour
e and a non-linear 
apa
itan
e. Veetil et. al. [82℄, investigated the importan
e

of various modeling de
isions on the a

ura
y and 
omplexity of CSMs. The authors

reported the bi-
ubi
 spline based DC 
urrent sour
e model for a

urate and e�
ient timing

analysis. For transient analysis, authors assumed that a 
ell 
an be repla
ed with simple

parasiti
 
apa
itan
e model and a time shift parameter. These models require the pre-


hara
terization of standard 
ells. Its very time 
onsuming and 
umbersome, as ea
h

parameter is dependent on input and output voltages.

Figure 2.5: Example of a CSM: the output port is modeled as a nonlinear voltage 
ontrolled


urrent sour
e, dependent on all input port voltages, in parallel with a nonlinear 
apa
itan
e

[4℄).

In 2010, Gupta et al. [4℄ developed a new approa
h to 
apture 
ompa
tly the body

bias e�e
ts within a mainstream CSM framework (shown in Fig. 2.5). The model is based

on Blade model (given in [14℄) ex
ept that the output port is repla
ed by a nonlinear

voltage 
ontrolled 
urrent sour
e, Ip, in parallel with a nonlinear 
apa
itan
e, Cp. The

mathemati
al framework for this new approa
h 
onsists of two key steps. First approa
h is

made by adapting an existing s
heme to enable the 
ompa
t storage of look-up tables for

the sensitivities of CSM 
omponents to body bias, over the range of allowable values of the

body bias. Se
ond approa
h is on the basis of development of a novel waveform sensitivity

model for evaluating the impa
t of applied body bias that provides a

urate waveforms at

the output of the 
ell under any body bias with minimal 
omputation. Challenges of CSM

[83℄ :

1. Ea
h parameter of the 
ell is dependent on input and output node voltages whi
h

results in mu
h larger libraries. Hen
e, library size has in
reased due to the develop-

ment of CSM.
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2. The 
omplexity of the models has in
reased signi�
antly over the NLDM models used

for standard 
ell 
hara
terization.

EDA tool vendors found a middle path to solve these issues, known as vendor CSM formats.

Two available CSM vendor formats are ECSM [84℄ and CCSM [85℄. For a given input slew

and load 
apa
itan
e (Cl=Ceff) values, ECSM stores the times at whi
h the output voltage

waveform 
rosses 
ertain prede�ned threshold points whereas CCSM stores the output


urrent values at spe
i�ed voltage level points. Both the vendor models are equivalent and

one 
an be derived from the other. Vendor CSMs use LUT based format for representing


hara
terization data. It over
omes the problems of the voltage-based models whi
h is not


ompatible with the arbitrary shapes of voltage waveforms and falls short when dealing with


rosstalk-indu
ed noisy waveforms. ECSMs have re
ently re
eived in
reased attention with

major EDA vendors for supporting the noise model or power droop model [77, 78℄.

2.3.2 Overshoot timing Model for CMOS inverter and 2-input

NAND gate

With the 
ontinuous s
aling of devi
es in nanometer regime, the overshoot time be
omes

dominating 
omponent of gate delay for CMOS inverter standard 
ell. Due to the input-

to-output 
oupling 
apa
itan
e, the output voltage of a CMOS gate is beyond the power

supply range at the beginning of the transition. This phenomenon is referred as overshoot

e�e
t and the time 
orresponds to the output voltage at power supply range is known as

overshoot time. Several resear
hers [55, 56, 63, 64, 68, 72℄ a

ounted for the non linearity

indu
ed by the input-to-output 
oupling 
apa
itan
e in their proposed gate delay model.

Earlier, Turgis et al. [86℄ and Rossello et al. [72℄ estimated the power 
onsumption of CMOS

bu�ers under the 
onsideration of the in�uen
e of input-to-output 
oupling 
apa
itan
e in

sub-mi
rometer te
hnologies. Several empiri
al models have also been proposed to estimate

overshoot time. In [63℄, the authors derived a 
losed form expression to 
ompute the

CMOS gate delay time. Using an empiri
al model, Rossello et al. [72℄ analyzed the CMOS

gate power 
onsumption. Re
ently, Huang et al. [49℄ modeled the overshoot e�e
t of

CMOS inverter delay in nanometer te
hnologies. The proposed model a

urately takes

into a

ount the input-to-output 
oupling 
apa
itan
e of the CMOS inverter. The authors

have veri�ed the proposed model with 32nm PTM high-k/metal gate model [87, 46℄. The

overshoot e�e
t in multi-input CMOS gate is also an important issue in 
urrent nanometer

regime te
hnologies. Re
ently, the authors in [46℄, presented the overshoot timing model

for multi-input gate (NAND and NOR) taking the miller 
apa
itan
e into 
onsideration.

The overshoot timing models presented in [49, 46℄, for CMOS inverter and multi-input

gates are dependent on the load 
apa
itan
e a

ording to their model equation. But it is

not validated by their own simulation results.
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2.4 Te
hni
al Gaps

Based on literature survey, the importan
e of e�
ient and a

urate delay model on

devi
e performan
e with te
hnology s
aling is observed. However, the a

ura
y of delay

models is highly dependent on shape of waveform, parasiti
 
apa
itan
es, load 
apa
itan
e

and input transition time. Though, to enhan
e the 
ir
uit performan
e in standard 
ell


hara
terization, extensive work has been done by the several authors, but the following

major gaps and important issues are still there whi
h have not been addressed.

1. Using NLDM or ECSM/CCSM based standard 
ell 
hara
terization, industry people

extra
t all the delay point in Cl, TR spa
e using fully HSPICE generated 
hara
teri-

zation LUT. This approa
h takes a lot of time to obtain all the delay values in given

Cl, TR spa
e. However, none of the above authors reported the region of validity of

their proposed model.

2. Now a days, LUT based NLDM being used for standard 
ell 
hara
terization. To 
on-

sider the PVT variations at su
h te
hnology node, there is need of re-
hara
terization

of these LUTs resulting in huge 
hara
terization e�ort and time as well. None of the

above author, addressed the method to redu
e this re-
hara
terization e�ort.

3. Below 65nm te
hnology node, stress engineering is being in
orporated to enhan
e the

devi
e performan
e. None of the above author reported the delay model whi
h 
an

be used in standard 
ell 
hara
terization, 
onsidering the variation in devi
e 
hannel

me
hani
al stress as a fun
tion of NF.

4. There are several delay models for CMOS inverter (as we dis
ussed above), but very

few for the NAND gate. The latest model for NAND gate is reported by Gummalla

[2℄. The model 
onsiders the intermediate node voltage transition to obtain the

propagation delay. The author makes use of Elmore delay model to 
onsider the

intermediate node voltage transition. This assumption leads to signi�
ant per
entage

error in delay values.

5. There are very few overshoot timing models, re
ently Huang et al. reported the

overshoot timing model for CMOS inverter and multi-input gates (NAND, NOR).

They reported in the paper that overshoot time is fun
tion of Cl, whi
h it is not

validated by their own results. No one has reported earlier that overshoot time is

independent of Cl.
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Chapter 3

Timing model for CMOS inverter

standard 
ell and its region of validity

3.1 Overview

This 
hapter fo
uses on modeling of tTCP s as a fun
tion of TR and Cl for a CMOS

inverter. Further, the region of validity of the model in TR, Cl spa
e is derived. The

relationship between 
ell size and model 
oe�
ients are also derived. While developing the

model, we make appropriate assumptions and later justify the use of all our assumptions.

Further, the impa
t of te
hnology s
aling on these model 
oe�
ients is 
onsidered. The

results depi
t that the proposed model is in good agreement with HSPICE simulations

with a maximum error of 2.5%. We then propose a method to use our tTCP models in

redu
ing the number of HSPICE simulations in ECSM 
hara
terization of standard 
ells.

The 
ontribution of these models in redu
ing the number of HSPICE simulations in ECSM


hara
terization of the inverter standard 
ell is nearly half.

The 
hapter is organized as follows. In Se
tion 6.2, we des
ribe our simulation setup.

In Se
tion 3.3, we derive our tTCP models. In Se
tion 3.4, we use these models to redu
e

the number of simulations for ECSM 
hara
terization. In Se
tion 3.5, we verify the validity

of proposed models with respe
t to te
hnology node.

3.2 Simulation Setup

In this 
hapter, we use HSPICE simulations at 32nm CMOS te
hnology node. In

these simulations, we use BSIM 4.0 Predi
tive Te
hnology devi
e Model (PTM)

1

. We keep

Wp/Wn = 2.5 to obtain equal inverter's rise and fall transition times. Therefore, Wn 
an

represent the size of inverter standard 
ell. We verify our models with te
hnology s
aling

using HSPICE simulations at 22nm CMOS te
hnology node. In this 
hapter, the value of

parasiti
 
apa
itan
e (Cp) of CMOS inverter, is extra
ted using the integral of the di�eren
e

of the 
urrents through the sour
es of pMOS and nMOS for 80%−20% of output transition.

1

Obtained from http://ptm.asu.edu/
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Figure 3.1: CMOS inverter with input and output waveform.

In this 
hapter, we represent the 0 − Vdd input transition as TR and 20 − 80% of Vdd of

input transition as TRin. When rising input transition starts to in
rease, respe
tive time is

represented as t = 0.

3.3 Timing model for CMOS inverter standard 
ell

In this se
tion, we �rst develop a timing model for CMOS inverter. We assume the

rising input transition for the derivation of TCPs model, similar analysis is valid for falling

input transition. For our derivation, we 
lassify the TCPs into two regions (shown in Fig.

3.1):

� Region I: When Vin = Vdd (for tTCPs > TR )

� Region II: When Vin < Vdd (for tTCPs < TR)

3.3.1 Derivation of the model in Region I

In this subse
tion, we derive the relationship of tTCPs with TR, Cl values and size of

inverter (Wn) for Region I. As we depi
t in Fig. 3.1, Region I 
ontain all the TCPs having

value VTCP smaller than Vout(TR). The proposed model remains valid for all the 
ases where

Vout(TR) ≥ Vdsat, where Vdsat is the for the inverter's (dis
harging) nMOS devi
e

2

. The

output dis
harge 
omprises of two regions: First, when the input transitions from 0 to Vdd

and se
ond, when the input voltage rea
hes Vdd.

In this derivation, we assume that the dis
harging nMOS operates either in saturation

or in linear region. To derive the model, we �rst integrate the saturation 
urrent through

the nMOS during the input transition Vin(t) = Vdd(
t
TR

) for 0 ≤ t ≤ TR. We equate this

2

We assume that the value of Vdsat is very weakly dependent on the values of Vds, as in [9℄.
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(a) (b)

Figure 3.2: (a) CMOS inverter s
hemati
. (b) I/O waveform of CMOS inverter for Region

I.

integral to (Cl + Cp)(Vdd − Vout(TR)) to obtain Vout(TR). The output voltage dis
harge

△Q(TR) from 0 to TR is given as (refer Fig. 3.2):

△Q(TR) =

ˆ TR

0

IM1dt = (Cl + Cp)(Vdd − Vout(TR)) (3.1)

Where, Cl is the load 
apa
itan
e and Cp is the parasiti
 
apa
itan
e. The values of

ION , Ilin, Vdsat and R used in this model are obtained from alpha power law model [9℄ as:

ION = vsatWn Ps (Vgs − Vth)
α

(3.2)

Ilin = µ
Wn

Leff

Pl (Vgs − Vth)
m Vds (3.3)

Vdsat =
vsat Ps (Vgs − Vth)

m Leff

µPl

(3.4)

R =
1

µ Wn

Leff
Pl (Vgs − Vth)

m (3.5)

Where Ps, Pl are te
hnology dependent parameters, vsat is the saturation velo
ity and

µ is the mobility of the nMOS devi
e. The exponents m and α are velo
ity saturation

indi
es, whi
h are also te
hnology dependent. In our 
ase, we use m = α = 1, whi
h we

verify through HSPICE simulations. We now explain our derivation of tTCP in Region I:

1. We integrate the saturation 
urrent through the nMOS from t = 0 to TR and equate

this integral to (Cl + Cp)(Vdd − Vout(TR)) to �nd the expression of Vout(TR).

2. Next, we pro
eed as follows:
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� If VTCP > Vdsat, we integrate the dis
harging nMOS 
urrent, ION (Vgs = Vdd), from

t = TR to t = tTCP . We equate the sum of these integrals to (Cl+Cp)(Vout(TR)−VTCP )

to obtain tTCP .

� If VTCP < Vdsat, we integrate the dis
harging nMOS 
urrent, ION (Vgs = Vdd), from

t = TR to t = tsat, represented as ∆t1 in Fig. 3.2, (where t = tsat when Vout = Vdsat).

We equate the sum of these integrals to (Cl + Cp)(Vout(TR) − Vdsat) to obtain △t1.

From t = tsat to t = tTCP , represented as ∆t2, shown in Fig. 3.2, where, the nMOS

transistor operates in linear region. We �nd that ∆t2 proportional to time 
onstant

RC. We add ∆t1 and ∆t2, to obtain the tTCP model.

From t = tsat to t = tTCP , the nMOS devi
e a
ts as a resistan
e (R) (given in (3.5)) and

its value is obtained by di�erentiating the linear region 
urrent equation of M1 with Vds,

equating Vgs = Vdd . Therefore, the time duration from tsat to tTCP is proportional to time


onstant R(Cl + Cp).

We observe that the same assumptions are valid for all the TCPs under Region I if

the 
onstraint Vout(TR) ≥ Vdsat is followed. We derive the model for tTCP10%
(be
ause,

tTCP10%
> TR), sin
e it lies somewhere in the time span △t2 (refer to Fig. 3.2). The term

tTCP10%
de�nes the time at whi
h output waveform 
rosses a voltage level of 0.1Vdd. Thus,

the tTCP10% model would be a representative for all the TCPs when the nMOS devi
e goes

into linear region.

To derive the tTCP10%
model, we follow the pro
edure, as dis
ussed in the previous

paragraph. We need to �nd out the expressions for △t1 and △t2. The timing model for

tTCP10% 
an be written as:

tTCP10% = TR +△t1 +△t2 (3.6)

Please note that we measure the tTCPs from t = Vth

Vdd
TR to t = tTCP10%, as we assume

that nMOS starts operating in saturation region at t = Vth

Vdd
TR. In (3.6), △t1 is represented

as the time taken by output voltage to dis
harge from Vout(TR) to Vdsat. The output voltage

dis
harge △Q(t1) from Vout(TR) to Vdsat is given as:

△Q(t1) =

ˆ tsat

TR

IM1dt = (Cl + Cp)(Vout(TR)− Vdsat) (3.7)

Solving (3.1) and (3.7), we get the expression for △t1. As we dis
ussed earlier, from

t = tsat to t = tTCP i.e. △t2 is proportional to time 
onstant R(Cl + Cp). Using all the

above equations, we get the tTCP10% as:

tTCP10%
= K1Cl +K2TR +K3 (3.8)

Where, K1, K2 and K3 are the 
oe�
ients extra
ted by �tting (4.1) into HSPICE

simulated data.
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Where,

K1 =
(Vdd − Vdsat)

ION

+R (3.9)

K2 =

[

0.8− ST

ION

]

(3.10)

Where,

ST = vsatWnPs(
Vdd

2
− Vth)

K3 = Cp

[

(Vdd − Vdsat)

ION

+R

]

(3.11)

We obtain a linear relationship between tTCP and Cl and TR as given in (4.1). We

observe that the same assumptions are valid for all the TCPs under Region I sin
e the


onstraint Vout(TR) ≥ Vdsat is followed. In this 
hapter, we show the model validation

results for tTCP60%, sin
e tTCP60% > TR. Where, tTCP60%
de�nes the time at whi
h output

waveform 
rosses a voltage level of 0.6Vdd. For tTCP60%, the form of model remains same.

The 
oe�
ient values also remains same, the only di�eren
e is that the term R will not be

present. The same model (i.e. tTCP60%) is valid for tsat. The following observations have

been made from the derivation of (4.1):

� Observation 1: K1 is a linear fun
tion of 1/Wn

� Observation 2: K2 and K3 both are independent of Wn

As explained earlier, (4.1) is valid if Vout(TR) ≥ Vdsat, this imposes the following 
onstraint

on the region of validity:

△Q(TR) = STTR ≤ (Cl + Cp)(Vdd − Vdsat) (3.12)

Where △Q(TR) is the output dis
harge from 0 to TR, ST is a 
onstant proportional to

Wn, Cp is the inverter's parasiti
 
apa
itan
e proportional to Wn, Vdd is the power supply

voltage. Further we use the term trb, it denotes the maximum value of TR whi
h satisfy

(3.12). Equation (3.12) shows the linear relationship between trb and Cl. The following

observations are made regarding the derived linear relationship:

� Observation 3: Slope of trb vs Cl plot (i.e. Strb) is proportional to 1/Wn

� Observation 4: Inter
ept is a 
onstant with Wn
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3.3.1.1 Veri�
ation of the model

We veri�ed Observation 1-4 with HSPICE 32nm BSIM PTM shown in Fig. 3.4 to Fig.

3.5. Fitting (4.1) on the simulated values of tTCP60%
(as shown in Fig. 3.3), we extra
ted

the 
oe�
ients (K1, K2, K3) of (4.1).
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Here, the points are the simulated data and the dis
ontinuous lines are the 
urve �tting
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of the proposed model. The tTCP model given by (4.1) for Region I has thus been veri�ed

using HSPICE simulated data for TCP60%.

3.3.2 Derivation of the model in Region II

In this se
tion, we derive the relationship of tTCPs with TR, Cl and size of inverter (Wn)

for Region II when Vout(TR) ≥ Vdsat (Refer to Fig. 3.6). As a representative, we derived

model for tTCP90%
shown in Fig. 3.6. This is be
ause tTCP90%

< TR in the whole TR, Cl

spa
e used in 
hara
terization LUTs.

Figure 3.6: I/O waveform of CMOS inverter for Region II.

We assume the rising input transition for the derivation of tTCP90% model and it is given

as;

VGS = Vdd

TR
× t for (0 ≤ t ≤ TR)

= Vdd for (t > TR) (3.13)

Where VGS is the gate sour
e voltage of inverter's nMOS devi
e, t is the time and TR

is the transition time of input rising from 0 to Vdd. In this derivation, we assume that

the dis
harging nMOS operates in velo
ity saturation, respe
tive 
urrent is represented as

ION given in (3.3) derived from alpha power law model [9℄. The output voltage dis
harge

△Q(t1) through nMOS devi
e from t0 =
(

Vth

Vdd
TR

)

to t1(= tTCP90%) (refer to Fig. 3.6) is:

∆Q(t1) =

ˆ t1

t0

IM1 dt (3.14)

The value of

(

Vth

Vdd

)

is mu
h smaller than 1 in CMOS te
hnology. In our 
ase it is 0.2V .

∆Q(t1)

βs

=

ˆ t1

t0

(

Vdd.t

TR

− Vth

)

dt (3.15)
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Where, for tTCP90%, ∆Q(t1) = 0.1Vdd(Cl + Cp) and βs = vsatWn Ps. Solving (3.15), we

get an expression for t1 as follows:

tTCP90% = A1TR + A2

√

TR (3.16)

Where,

A1 =

(

Vth

Vdd

)

(3.17)

and

A2 =

(
√

0.2(Cl + Cp)

βs

)

(3.18)

Where, tTCP90%
de�nes the time at whi
h output waveform 
rosses a voltage level of

0.9Vdd and A1, A2 are the model's 
oe�
ients (extra
ted by �tting (4.2) into HSPICE

simulated data). The following observations have been made from the (4.2) :

� Observation 5: A1 is independent of Wn and Cl

� Observation 6: A2 is proportional to
√
Cl

� Observation 7: A2 is a linear fun
tion of

√

1
Wn

Similar to subse
tion 3.3.1, the region of validity of proposed model for Region II is:

△Q(TR) = STTR > (Cl + Cp)(Vdd − Vdsat) (3.19)

Equation (5.20) shows a linear relationship between trb and Cl. Therefore, Observation

3 and 4 remains valid for the proposed model in Region II. The same assumptions (as

dis
ussed in this subse
tion) are valid for all the TCPs under Region II sin
e the 
onstraint

Vout(TR) ≥ Vdsat is followed.
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Wn
as predi
ted by (4.7).

3.3.2.1 Veri�
ation of the model

We verify Observation 5-7 using HSPICE simulations of 32nm BSIM PTM. The tTCP

model given by (4.2) for Region II has also been veri�ed using HSPICE simulated data for

TCP90%. Please note that we have not in
luded the inverse narrow width e�e
ts in the

proposed work. However, the 
orresponding 
hanges in the values of model's 
oe�
ients


an be predi
ted using well known equations in [88℄ and our models.

3.4 E�
ient ECSM Chara
terization

In this se
tion, we use the models derived in Se
tion 3.3 to redu
e the number of HSPICE

simulations required in ECSM (or CCSM) 
hara
terization of an inverter standard 
ell.

Using (4.1) and (4.2), within their regions of validity, we 
an get the values of all tTCPs

without simulations. Hen
e, it saves HSPICE simulations in standard 
ell 
hara
terization.

On the other hand, the tTCP values whi
h are out of validity bound in Region I and II, will

be 
al
ulated from HSPICE simulations. For an inverter standard 
ell, we �rst extra
ted

the values of K1, K2 and K3 for TCPs in Region 1 using 7 HSPICE simulations and A1,

A2 using 4 HSPICE simulations. Later on, we 
al
ulate the values of tTCP s (entries shown

by numeri
 values in Table 3.1 and 3.4) for Cl, TR values lying within the region of validity
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Table 3.1: LUT of TCP60% for minimum size CMOS inverter using our Region I model.

Cl (fF)
TR (ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 14.35 15.57 18.26 24.17 HSPICE HSPICE HSPICE

2.28 20.14 21.36 24.05 29.96 42.97 HSPICE HSPICE

3.45 28.89 30.11 32.79 38.70 51.72 HSPICE HSPICE

5.22 42.10 43.32 46.01 51.92 64.93 93.57 HSPICE

7.88 62.07 63.29 65.98 71.89 84.90 113.54 HSPICE

11.91 92.25 93.47 96.16 102.07 115.08 143.72 206.74

18.00 137.86 139.08 141.77 147.68 160.69 189.33 252.34

Table 3.2: LUT of TCP60% for minimum size CMOS inverter obtained using HSPICE

simulations.

Cl (fF)
TR (ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 14.49 15.70 18.37 24.32 37.48 61.71 106.50

2.28 20.30 21.51 24.18 30.11 43.43 70.28 118.65

3.45 29.09 30.30 32.98 38.89 52.09 81.07 134.17

5.22 42.36 43.58 46.25 52.15 65.28 94.65 153.74

7.88 62.42 63.64 66.31 72.21 85.26 114.34 178.27

11.91 92.72 93.94 96.62 102.52 115.52 144.40 209.10

18.00 138.52 139.74 142.41 148.31 161.29 190.03 254.07

of (4.1) and (4.2).

Table 3.3: Per
entage error in proposed model's LUT with respe
t to fully HSPICE gener-

ated ECSM LUT of TCP60% for CMOS inverter. Entries shown by `×' 
orrespond to the

values obtained from HSPICE simulations (not through our models).

Cl (fF)
TR (ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 0.97 0.83 0.60 0.62 × × ×
2.28 0.79 0.70 0.54 0.50 1.06 × ×
3.45 0.69 0.63 0.58 0.49 0.71 × ×
5.22 0.61 0.60 0.52 0.44 0.54 1.14 ×
7.88 0.56 0.55 0.50 0.44 0.42 0.70 ×
11.91 0.51 0.50 0.48 0.44 0.38 0.47 1.13

18.00 0.48 0.47 0.45 0.42 0.37 0.37 0.68

In Table 3.1 and Table 3.4, tTCP s values (shown by `HSPICE') of Cl, TR whi
h are out

of region of validity for (4.1) and (4.2), will be extra
ted by HSPICE simulations. Table

3.2 and Table 3.5 shows the tTCPs values obtained using 
onventional HSPICE simulations.

Whereas Table 3.3 and 3.6 shows per
entage error in LUT generated by proposed models

with respe
t to fully HSPICE generated ECSM LUT of TCP60% and TCP90% for CMOS

inverter. For inverter standard 
ells having a di�erent size, we use the relationships of

K1, K2, K3 and A1, A2 with Wn (dis
ussed in Se
tion 3.3) to re-generate TCP LUTs as

dis
ussed above. Thus, for these 
ells with a di�erent size, we need not extra
t the model's
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Table 3.4: LUT of TCP90% for minimum size CMOS inverter using our Region II model.

Cl (fF)
TR (ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 HSPICE HSPICE 8.48 13.54 22.21 37.61 66.06

2.28 HSPICE HSPICE 9.88 15.63 25.30 42.20 72.87

3.45 HSPICE HSPICE HSPICE 18.19 29.10 47.84 81.23

5.22 HSPICE HSPICE HSPICE 21.34 33.77 54.77 91.51

7.88 HSPICE HSPICE HSPICE HSPICE 39.51 63.28 104.15

11.91 HSPICE HSPICE HSPICE HSPICE 46.57 73.76 119.68

18.00 HSPICE HSPICE HSPICE HSPICE HSPICE 86.63 138.78


oe�
ients using simulations.

Table 3.5: LUT of TCP90% for minimum size CMOS inverter obtained using HSPICE

simulations.

Cl (fF)
TR (ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 5.05 6.26 8.70 13.86 22.25 37.20 64.86

2.28 6.40 7.62 9.10 15.79 25.19 41.65 71.51

3.45 8.45 9.66 12.34 18.21 28.84 47.14 79.79

5.22 11.54 12.75 15.42 21.33 33.34 53.89 89.99

7.88 16.2 17.42 20.09 25.98 38.91 62.20 102.50

11.91 23.24 24.46 27.13 33.03 46.04 72.45 117.84

18.00 33.88 35.10 37.77 43.67 56.65 85.12 136.67

Table 3.6: Per
entage error in proposed model's LUT with respe
t to fully HSPICE gener-

ated ECSM LUT of TCP90% for CMOS inverter. Entries shown by `×' 
orrespond to the

values obtained from HSPICE simulations (not through our models).

Cl (fF)
TR (ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 × × 2.50 2.31 0.18 1.10 1.85

2.28 × × 2.40 1.01 0.44 1.32 1.90

3.45 × × × 0.11 0.90 1.48 1.80

5.22 × × × 0.05 1.29 1.63 1.69

7.88 × × × × 1.54 1.74 1.61

11.91 × × × × 1.15 1.81 1.56

18.00 × × × × × 1.77 1.54

Table 3.7 shows the per
entage saving in HSPICE simulations using our method of

generating LUTs explained above. We �nd that the values of tTCP s in our LUTs di�er by a

maximum of 2.5% from those in fully HSPICE generated 
onventional LUTs. In Table 3.7,

we see a 50% saving in required number of HSPICE simulations for TCP90%. Therefore, we

observe that standard 
ell 
hara
terization 
an be done with a signi�
antly lesser number
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Table 3.7: Per
entage saving in HSPICE simulation for ECSM 
hara
terization using our

models.

TCPs LUT's size

Number of matrix elements obtained using

% savingProposed HSPICE

model

TCP60%

7×7 40 9 81.63

8×8 52 12 81.25

9×9 65 16 80.25

TCP90%

7×7 26 23 53.06

8×8 32 32 50.00

9×9 42 39 51.85

of HSPICE simulations (approximately 50% redu
tion).
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3.5 Impa
t of te
hnology s
aling on timing models

For a timing model to be used in standard 
ell 
hara
terization, it should be valid as

well as a

urate with respe
t to te
hnology s
aling. In this se
tion, we show that our
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proposed models remain valid with te
hnology s
aling while maintaining its a

ura
y. For

validation, we perform our analysis at 22nm CMOS te
hnology node.

We veri�ed Observation 1-4 with HSPICE 22nm BSIM PTM as shown in Fig. 3.10 and

3.11. The tTCP model given by (4.1) for Region I has thus been veri�ed using HSPICE

simulated data for TCP60%. We veri�ed Observation 5-7 with HSPICE 22nm BSIM PTM

as shown in Fig. 3.12 and 3.13. The tTCP model given by (4.1) for Region II has thus been

veri�ed using HSPICE simulated data for TCP90%.

3.6 Summary

In this 
hapter, we proposed models for tTCPs of output voltage transition for standard


ell CMOS inverter. The tTCP values are derived in terms of TR and Cl. We also derived

the region of validity of these models in TR, Cl spa
e. The relationship between 
ell size

and model 
oe�
ients are also derived. Further, we derived the relationship of model


oe�
ients with the te
hnology s
aling. The proposed model are in good agreement with

HSPICE simulations with a maximum error of 2.5%. We later used these models to redu
e

the number of HSPICE simulations by about half in ECSM 
hara
terization of standard


ell CMOS inverter.
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Chapter 4

E�
ient ECSM Chara
terization of

CMOS Inverter Standard Cell

Considering PVT Variations

4.1 Overview

In the previous 
hapter, we dis
ussed our proposed timing models and its region of

validity for e�
ient 
hara
terization of CMOS inverter standard 
ell. In this 
hapter,

we show that our proposed models remain valid with voltage, temperature and stress

variability. We derive relationships of variation of our model 
oe�
ients and regions of

validity with 
ell size in me
hani
al stress enabled CMOS te
hnologies, 
onsidering 
ell

layout parameters. We also derive relationships of our model 
oe�
ients with on-
hip

supply voltage and temperature variations. We use these relationships in redu
ing number

of HSPICE simulations in ECSM re-
hara
terization signi�
antly. We show the results of

tTCP60% as a representative of tTCP in Region I and tTCP90% as a representative of tTCP in

Region II.

The 
hapter is organized as follows. In Se
tion 6.2, we des
ribe our simulation setup.

In Se
tion 4.3, we derive the relationship of tTCP s with TR, Cl and NF for two di�erent

regions in stress enabled te
hnologies. In Se
tion 4.4, we derive the relationship tTCPs

with TR, Cl and temperature (T ) for two di�erent regions. In Se
tion 4.5, we derive the

relationship tTCP s with TR, Cl and supply voltage (Vdd) for two di�erent regions.

4.2 Simulation Setup

In this 
hapter, we use the same simulation setup for standard 
ell CMOS inverter, as we

used in previous 
hapter. To a

ount for voltage variability, we 
onsidered a±10% variation

in nominal supply voltage. For temperature variability, we vary the temperature range

from 298K to 423K. For stress variability, we 
onsider the variation of devi
e 
hannel's

me
hani
al stress as a fun
tion of the number of �ngers (NF) of devi
e sharing an a
tive
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area in an inverter's layout. This is be
ause, often the size of a standard 
ell is in
reased by

in
reasing NF, the 
onsequent variation in 
hannel me
hani
al stress is important. Stress

indu
ed in the 
hannel of pMOS (nMOS) using various sour
es like Compressive/Tensile

Et
h Stop Liner (
/t-ESL), embedded SiGe (eSiGe) and Stress Memorization Te
hnique

(SMT) [52℄ have been 
onsidered in this work.

To emulate the e�e
t of stress in our HSPICE simulations, we model the value of

PTM parameters MULU0 (mobility multiplier) and DELVT0 (threshold voltage shift) as a

fun
tion of the nMOS (pMOS) devi
e's NF in layout. The values of MULU0 and DELVT0

are 
al
ulated as a fun
tion of average 
hannel stress for a given value of NF, as we explained

in [89, 90℄. The pro
edure is as follows:

The devi
e stru
ture, doping pro�le and I-V 
hara
teristi
s of nMOS (pMOS) devi
es

in our Sentaurus TCAD simulation setup are well 
alibrated to mat
h those 
orresponding

to an equivalent PTM devi
e model. The value of average 
hannel stress is obtained using

TCAD pro
ess simulations 
orresponding to the devi
e stru
ture and NF. Values of MULU0

and DELVT0 for a given value of NF in HSPICE simulation are obtained from TCAD

average 
hannel stress value. In Se
tion 4.3 (whi
h address stress indu
ed variability),

we use HSPICE simulations at 45nm CMOS te
hnology node. This is be
ause we have


alibrated our 45nm BSIM PTM model with our Sentaurus TCAD simulation setup, whi
h


onsiders me
hani
al stress. In Se
tion 4.4 and 4.5, we verify our models for temperature

and supply voltage variability with HSPICE simulations at 32nm CMOS te
hnology node.

In this way, we have also veri�ed the validity of our tTCP models at 45nm CMOS te
hnology

node.

4.3 TCP models 
onsidering stress variability for CMOS

inverter standard 
ell

To 
ir
umvent s
aling related issues su
h as large-o� state leakage 
urrent and mobility

degradation due to high 
hannel doping, stress engineering te
hniques are being used in

sub 90nm CMOS te
hnologies [52, 91℄. In standard 
ells, the size of a 
ell is typi
ally

in
reased by in
reasing the number of devi
e �ngers in a layout sin
e the distan
e between

power supply and ground line is �xed. However, this in
rease in NF (whi
h represents 
ell

size) leads to a 
hange in average value of stress in the 
hannel [89℄. This leads to a stress

indu
ed performan
e variability of standard 
ells as their size is 
hanged

1

. Therefore, the

drive 
apability of strain-engineered (MFGSs) does not in
rease linearly with the NFs.

In this se
tion, we derive the 
hange in 
oe�
ients in (4.1) and (4.2) as a fun
tion of

NF in a stress enabled 45nm CMOS te
hnology. First, we re
all these models equation

derived in previous 
hapter as:.

tTCP60%
= K1Cl +K2TR +K3 (4.1)

1

For example, an inverter standard 
ell FO4 delay would 
hange with its size, whi
h is 
ontrary to


onventional expe
tation
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tTCP90% = A1TR + A2

√

TR (4.2)

Where,

K1 =
(Vdd − Vdsat)

ION

(4.3)

K2 =

[

0.8− ST

ION

]

(4.4)

K3 = Cp

[

(Vdd − Vdsat)

ION

]

(4.5)

A1 =

(

Vth

Vdd

)

(4.6)

A2 =

(
√

0.2(Cl + Cp)

βs

)

(4.7)

The values of ION , Ilin and Vdsat used in this model are derived from alpha power law

model [9℄ su
h as:

ION = vsatWn Ps (Vgs − Vth) (4.8)

Ilin = µ
Wn

Leff

Pl (Vgs − Vth) Vds (4.9)

Vdsat =
vsat Ps (Vgs − Vth)Leff

µPl

(4.10)

Where, Ps, Pl are te
hnology dependent parameters, vsat is the saturation velo
ity and

µ is the mobility of the nMOS devi
e. We also derive the 
hange in region of validity in TR,

Cl spa
e with inverter standard 
ell size (i.e., NF). As dis
ussed in Se
tion 6.2, the e�e
t

of 
hange in 
hannel stress as a fun
tion of NF is 
aptured by PTM parameters MULU0

and DELVT0 in our HSPICE simulations.

Now we derive 
oe�
ients of (4.1) and (4.2) as a fun
tion of NF. We use a set of

empiri
al equations suggested in [89, 92, 93℄, to relate devi
e level ele
tri
al parameters

with stress. These equations are:

µ (σ) = [P1 σ(NF ) + 1]µ0 (4.11)

vsat (σ) = [P1 σ(NF ) + 1] vsat (4.12)

ION (σ) = [P1 P2 σ (NF ) + 1] ION (4.13)
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Vth (σ) = [Vth + P3 σ (NF )] (4.14)

Where, µ (σ), vsat (σ), ION (σ),Vth (σ) are stress dependent mobility, saturation velo
ity,

drive 
urrent and threshold voltage parameters respe
tively. Whereas, µ0, vsat, ION , Vth

are unstressed parameters and P1 is the piezoresistive 
oe�
ient. P2 and P3 are te
hnology

dependent 
oe�
ients extra
ted by �tting the above equations into HSPICE simulated I-V

data, as dis
ussed in [89, 90, 93℄. Here σ (NF ) represents the average stress in the �ngers

in MFGSs. As dis
ussed in [89℄, a relation between this average stress and NF is:

σ (NF )

σref (NF = 1)
= M1 +

M2

NF +M3
(4.15)

In (5.25), M1, M2, M3 are �tting parameters spe
i�
 to given te
hnology node where,

M1 denotes σ (NF → ∞) /σ (NF = 1), while M2 and M3 
ontrol the rate of 
hange of

stress as NF is in
reased (dis
ussed in detail in [89℄).

4.3.1 Impa
t of stress indu
ed variability in Region I

In this subse
tion, we derive the relationships of tTCP s with TR, Cl and NF for Region

I in stress enabled te
hnologies. In (4.3)-(4.5), µ, vsat, ION , and Vth are now given by

(5.21)-(5.24). Again we take tTCP60%
as a representative of all TCPs in Region I and derive

a model for tTCP60%

onsidering the impa
t of 
hannel stress, as it lies in Region I. In this

derivation, we assume that (Vdd − Vth) is independent of NF. This is justi�ed sin
e Vth is

mu
h smaller than Vdd. From (4.3)-(4.5) and (5.21)-(5.25), we obtain :

K1 = (NF +M3)

(

D1

NF +D2

)

(4.16)

Where,

D1 =
(Vdd − Vdsat)

((M1P1P2 + 1)ION)
(4.17)

D2 = (M3 +
M2P1P2

(M1P1P2 + 1)
) (4.18)

We observe that (5.26) �ts well with HSPICE simulated data as shown in Fig. 5.19. In

these HSPICE simulations, MULU0 and DELVT0 vary with NF in a

ordan
e with (5.25)

(i.e. the PTM model in
orporates 
hannel stress variability e�e
ts).

Likewise, solving (4.5), we found the relation between K3 and NF as:

K3 = CpK1 = Cp

[

(NF +M3)

(

D1

NF +D2

)]

(4.19)

Where, Cp is parasiti
 
apa
itan
e (due to gate-drain overlap, drain-bulk jun
tion 
a-

pa
itan
e et
.) whi
h is linearly related to NF in MFGS. This 
an be seen in the inset of

Fig. 5.19. We observe that (5.29) �ts well with HSPICE simulated data as shown in Fig.
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Figure 4.1: K1, K2 and K3 as a fun
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5.19. Thereafter, we observe that K2 is independent of NF (be
ause ST and ION are both

proportional to NF) as shown in Fig. 5.19. In Fig. 5.19, K2 is normalized with value of K2

at NF = 1. In this subse
tion, we observe that our model in Region I is valid with respe
t

to stress variability.

4.3.2 Impa
t of stress indu
ed variability in Region II

In this subse
tion, we derive the relationships of tTCP s with TR, Cl and NF for Region

II in stress enabled te
hnologies. In (4.6) and (4.7), vsat, Vth are now given by (5.22) and

(5.24). Again we take tTCP90%
as a representative of all TCPs in Region II and derive a

model for tTCP90%

onsidering the impa
t of 
hannel stress, as it lies in Region II. From

(4.6), (4.7) and (5.22), (5.24), (5.25), we obtain that A1 is independent of Vth (σ). We have

veri�ed through simulations that variation in Vth (σ) with NF is very small (in our TCAD


alibrated simulations variation in Vth (σ) with NF is less than 3%). This small variation

in Vth(σ) has also been reported in [94℄. Therefore, A1 is independent of σ(NF ) as shown

in Fig. 4.2.

We �nd the relationship between A2 and NF as:
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A2 =

√

(

S1(NF +M3)

(NF + S2)

)

(4.20)

Where,

S1 =

(

0.2(Cl + Cp)

WnPs vsat (M1P1 + 1)

)

(4.21)

S2 =

(

1

M3 +
P1M2

(M1P1+1)

)

(4.22)

We observe that (5.31) �ts well on our stress aware HSPICE simulation data as shown

in Fig. 4.2. In this subse
tion, we observe that our model in Region II is valid with respe
t

to stress variability.

4.3.3 E�
ient stress aware ECSM 
hara
terization

In this subse
tion, we show that using our tTCP models, ECSM 
hara
terization of

inverter standard 
ells would need signi�
antly lesser number of HSPICE simulations. We

generated 7 × 7 LUTs having tTCP60% values with varying Cl and TR values for di�erent

inverter 
ell sizes (represented by NF). Conventionally, this would require 343 HSPICE

simulations for 
ell sizes 
orresponding to NF=1 to 7. However, using our models only 88

HSPICE simulations (in
luding simulations to extra
t the model 
oe�
ients) were needed

to generate the same LUT.

For 
omputing the remaining values of tTCP60%, we used our model. In this way, we

saved 255 HSPICE simulations to generate the 7 × 7 LUTs for NF=1 to 7. Therefore,

proposed model 
an be used to save ⋍ 74% HSPICE simulations for all TCPs in Region I.

Likewise, to generate the 7× 7 LUTs for NF=1 to 7 in Region II, the proposed model 
an

be used to save ⋍ 45% HSPICE simulations for all TCPs in Region II. We then 
ompare

the LUTs for tTCP s generated using our above approa
h with 
onventional fully HSPICE

generated ECSM LUTs. We observe that the values of our LUT's tTCP s are di�erent from

the 
onventional LUT by a maximum of 2.5%.

4.4 TCP models 
onsidering temperature variability for

CMOS inverter standard 
ell

In present day CMOS te
hnologies one of the major sour
es of 
ir
uit performan
e

variability is on-
hip temperature variation. It 
an 
ause signi�
ant 
hange in ele
tron and

hole mobility as well as in threshold voltage [95℄. An in
rease in temperature results in

lowering the mobility thereby redu
ing ON 
urrent whi
h in turn in
reases the delay values.

Therefore, a re-
hara
terization of standard 
ells for several values of temperature be
omes

ne
essary that requires a huge 
omputational e�ort and time.

In this se
tion, we derive the 
hange in 
oe�
ients in (4.1) and (4.2) as a fun
tion
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of temperature at 32nm CMOS te
hnology. In this work, we take a realisti
 range of

temperature variation due to on-
hip heating from 298K (room temperature) to 423K. In

this work, we use an empiri
al expression suggested in [23, 29℄, to 
onsider the impa
t of

temperature variability on 
arrier mobilities. The expression is given as:

µ (T ) = µ(T0)

(

T

T0

)

−θ

(4.23)

Where, µ(T ) is the temperature dependen
e of mobility, T is the temperature, T0 is the

nominal temperature i.e. 298K and θ is te
hnology dependent temperature 
oe�
ient. For

our PTM CMOS te
hnology, we extra
t the value of θ = 2.3 by maximum trans
ondu
tan
e

(gm) method. We use the empiri
al relation (given in [29℄) between 
arrier saturation

velo
ity and temperature as:

vsat (T ) = vsat (T0)− η (T − T0) (4.24)

Where, vsat (T ) is the temperature dependen
e of saturation velo
ity and η is the tem-

perature 
oe�
ient. The threshold voltage of devi
es also gets a�e
ted by an in
rease in

temperature due to 
hange in fermi level lo
ation and band gap energy [96℄. In [96℄, the

temperature dependen
e of threshold voltage is given by:

Vth (T ) = Vth (T0)− κ (T − T0) (4.25)

Where, κ is the temperature dependen
e 
oe�
ient of threshold voltage. The value of η

and κ 
an be extra
ted from simulated HSPICE I-V data for a given CMOS te
hnology. We

veri�ed the validity of (5.34), (5.35) and (5.36) using Sentaurus TCAD devi
e simulations.

In TCAD simulations, we use 25nm drawn gate length nMOS and pMOS devi
es. We now

dis
uss our approa
h for deriving temperature variation aware tTCP models.

4.4.1 Impa
t of temperature variability in Region I

In this subse
tion, we derive the relationships of tTCPs with TR, Cl and temperature T

for Region I of CMOS inverter standard 
ell. In (4.3)-(4.5), vsat, µ and Vth are now given by

(5.34), (5.35) and (5.36). Again we take tTCP60%
as a representative of all TCPs in Region

I and derive a model for tTCP60%

onsidering the impa
t of temperature variability, as it

lies in Region I. In this derivation, we assume that (Vdd − Vth) is independent of T . This is

justi�ed sin
e Vth is mu
h smaller than Vdd. From (4.3)-(4.5) and (5.34), (5.35), we obtain

:

K1 =
(

R1 T
2.3 +R2 T +R3

)

(4.26)

Where,
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R1 =









(

Leff

Wn Pl

)

(

µ(T0)
(

1
T0

)

−2.3
)









(4.27)

R2 =

[

Vdd

Wn Ps (Vgs − Vth)

η

vsat (T0)
2

]

(4.28)

R3 =

[

Vdd

Wn Ps (Vgs − Vth)

(1− η T0)

vsat (T0)
2

]

(4.29)

We observe that (5.37) �ts well on HSPICE simulated data as shown in Fig. 4.3.

Likewise, solving (4.5), we �nd the relation between K3 and T as:
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Figure 4.3: Variation of K1, K2 and K3 with temperature.

K3 = CpK1 = Cp

(

R1 T
2.3 +R2 T +R3

)

(4.30)

Where, Cp is parasiti
 
apa
itan
e. We observe using HSPICE simulations that 
hange

in Cp with T varying from 298K to 423K is negligibly small. We observe that (5.41) �ts

well with HSPICE simulated data as shown in Fig. 4.3. Thereafter, solving (4.4), we

observe that K2 is independent of T as shown in Fig. 4.3 (be
ause ST and ION both are

the fun
tion of T ). In this subse
tion, we observe that our model in Region I is valid with

respe
t to temperature variability.

4.4.2 Impa
t of temperature variability in Region II

In this subse
tion, we derive the relationships of tTCP s with TR, Cl and T for Region

II of CMOS inverter standard 
ell. In (4.6), (4.7) vsat and Vth are now given by (5.35) and

(5.36). Again we take tTCP90%
as a representative of all TCPs in Region II and derive a

model for tTCP90%

onsidering the impa
t of temperature variability as it lies in Region II.
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Figure 4.4: Variation of A1 and A2 with temperature.

From (4.6), we observe that A1 is dependent on Vth only. From (5.36), we expe
t A1 to

redu
e linearly with T , whi
h we verify through HSPICE simulations in Fig. 4.4.

We obtain the relationship between A2 and T as:

A2 =

[(
√

0.2(Cl + Cp)

WnPs vsat(T0)

)

(

1 +
η (T − T0)

2 vsat(T0)

)

]

(4.31)

We observe that (5.42) �ts well on our HSPICE simulation data with temperature

variability as shown in Fig. 4.4. In this subse
tion, we observe that our model in Region

II is valid with respe
t to temperature variability.

4.4.3 E�
ient temperature variation aware ECSM 
hara
teriza-

tion

In this subse
tion, we show that using our tTCP models, ECSM 
hara
terization of

inverter standard 
ells would need signi�
antly lesser number of HSPICE simulations. We

generated 7 × 7 LUTs having tTCP60% values with varying Cl and TR values for di�erent

temperature values . Conventionally, this would require 343 HSPICE simulations for 7

di�erent values of temperature T from 298K to 423K. However, using our models only 77

HSPICE simulations (in
luding simulations to extra
t the model 
oe�
ients) were required

to generate the same LUT. For 
omputing the remaining values of tTCP60%, we use our

models. In this way, we saved 266 HSPICE simulations to generate the 7 × 7 LUTs for

T = 298K to 423K. Therefore, proposed model 
an be used to save ⋍ 78% HSPICE

simulations for all TCPs in Region I.

Likewise, to generate the 7× 7 LUT for 7 di�erent values of temperature T from 298K

to 423K in Region II, the proposed model 
an be used to save ⋍ 50% HSPICE simulations

for all TCPs in Region II. We then 
ompare the LUTs for tTCPs generated using our above

approa
h with 
onventional fully HSPICE generated ECSM LUTs. We observe that the

values of our LUT's tTCP s are di�erent from the 
onventional LUT by a maximum of 2.5%.
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4.5 TCP models 
onsidering supply voltage variability

for CMOS inverter standard 
ell

At nanometer range te
hnologies, power supply noise dominates due to a signi�
ant

in
rease in the ratio of peak noise voltage to the ideal supply voltage [97℄. This e�e
t

be
omes more pronoun
ed with te
hnology s
aling. Problems with power supply voltage

level drop in the on-
hip power distribution network also be
omes pronoun
ed at these

te
hnology nodes [98℄. As a result, voltage �u
tuation of ±10% from the nominal power

supply levels is 
onsidered a

eptable [98℄. This results in re-
hara
terization of standard


ell libraries at several values of power supply voltages.

In this se
tion, we derive a power supply voltage variation aware tTCP models whi
h we

use to redu
e the re-
hara
terization e�ort signi�
antly. We 
onsider the ±10% 
hange in

power supply voltage (Vdd) from the its nominal value of Vdd = 0.9V .

4.5.1 Impa
t of supply voltage variability in Region I

In this subse
tion, we derive the relationships of tTCP s with TR, Cl and Vdd for Region

I of CMOS inverter standard 
ell. Again we take tTCP60%
as a representative of all TCPs in

Region I and derive a model for tTCP60%

onsidering the impa
t of supply voltage variability,

as it lies in Region I. From (4.3), we obtain the expression for K1 as :

K1 =
Vdd

vsatWn Ps (Vdd − Vth)
− Leff

Wn Pl µ
(4.32)

We observe that (4.32) �ts well with HSPICE simulated data as shown in Fig. 5.23.

We now dis
uss the variation of K3 with Vdd. In (4.5), Cp in
ludes the voltage dependent

jun
tion 
apa
itan
e whi
h is given by [94℄ as:

Cj(V ) =
A.Cj0

√

(

1 + V
φ0

)

(4.33)

Where, A indi
ates the jun
tion area, Cj0 is zero-bias jun
tion 
apa
itan
e per unit

area, V is the reverse bias voltage and φ0 is built-in potential. Using (4.5) and 4.33, we

obtain the expression for K3 as :

K3 =









A.Cj0
√

(

1 + V
φ0

)









[

Vdd

vsat Wn Ps (Vdd − Vth)
− Leff

Wn Pl µ

]

(4.34)

We observe that (4.34) �ts well with HSPICE simulated data as shown in Fig. 5.23.

Using (4.4) and (4.8), the expression for K2 will get redu
ed to :

K2 =
(a7 ∗ Vdd + a8)

(Vdd + a9)
(4.35)
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Figure 4.5: Variation of K1, K2 and K3 with supply voltage.

Where, a7 = 0.3, a8 = 0.2Vth and a9 = −Vth. We observe that (4.35) �ts well with

HSPICE simulated data as shown in Fig. 5.23. In this subse
tion, we observe that our

model in Region I is valid with respe
t to supply voltage variability.

4.5.2 Impa
t of supply voltage variability in Region II

In this subse
tion, we derive the relationships of tTCP s with TR, Cl and Vdd for Region

II of CMOS inverter standard 
ell. Again we take tTCP90%
as a representative of all TCPs in

Region II and derive a model for tTCP90%

onsidering the impa
t of supply voltage variability,

as it lies in Region II. In (4.6), A1 is inversely proportional to supply voltage whi
h is also

veri�ed through HSPICE simulations as shown in Fig. 4.6.

In (4.7), we 
an see that only Cp is supply voltage dependent term whi
h de
reases with

supply voltage. Therefore, expression for A2 will get redu
ed to:

A2
2 = b1 +

b2
√

(b3 + Vdd)
(4.36)

Where,
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Figure 4.6: Variation of A1 and A2 with supply voltage.

b1 =
0.2Cl

WnPsνsat
(4.37)

b2 =
0.2

WnPsνsat

(

A.Cj0

√

φ0

)

(4.38)

and

b3 = φ0 (4.39)

We observe that (4.36) �ts well with HSPICE simulated data as shown in Fig. 4.6. In

this subse
tion, we observe that our model in Region II is valid with respe
t to voltage

variability.

4.5.3 E�
ient supply voltage variation aware ECSM 
hara
teriza-

tion

In this subse
tion, we show that using our tTCP models, ECSM 
hara
terization of

inverter standard 
ells would need signi�
antly lesser number of HSPICE simulations. We

generated 7 × 7 LUTs having tTCP60% values with varying Cl and TR values for di�erent

supply voltages. Conventionally, this would require 343 HSPICE simulations for 7 di�erent

values of supply voltage Vdd from 0.81V to 0.99V . However, using our models only 84

HSPICE simulations (in
luding simulations to extra
t the model 
oe�
ients) were required

to generate the same LUT. For 
omputing the remaining values of tTCP60%, we used our

model. In this way, we saved 259 HSPICE simulations to generate the 7 × 7 LUTs for

Vdd = 0.81V to 0.99V . Therefore, the proposed model 
an be used to save ⋍ 76% HSPICE

simulations for all TCPs in Region I.

Likewise, to generate the 7×7 LUTs for 7 di�erent values of supply voltage Vdd from 0.81V

to 0.99V in Region II, the proposed model 
an be used to save ⋍ 50% HSPICE simulations

for all TCPs in Region II. We then 
ompare the LUTs for tTCP s generated using our above
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approa
h with 
onventional fully HSPICE generated ECSM LUTs. We observe that the

values of our LUT's tTCP s are di�erent from the 
onventional LUT by a maximum of 2.5%.

4.6 Summary

In this 
hapter, we derived the relationship of model 
oe�
ients with voltage, temper-

ature and stress variability. We derived the relationships of model 
oe�
ients and their

regions of validity with 
ell size in me
hani
al stress enabled CMOS te
hnologies, 
onsid-

ering 
ell layout parameters. We also derived the relationships of model 
oe�
ients with

on-
hip supply voltage and temperature variations. We later used these relationships to

redu
e the number of HSPICE simulations by nearly half for standard 
ell CMOS inverter

in ECSM re-
hara
terization signi�
antly. We observed that the proposed models are in

good agreement with HSPICE simulations with a maximum error of 2.5%.
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Chapter 5

Timing model for 2-input NAND gate

standard 
ell 
onsidering PVT variation

5.1 Overview

This 
hapter fo
uses on modeling of tTCP s as a fun
tion of TR and Cl for a 2-input

CMOS NAND gate. Further, the region of validity of the model in TR, Cl spa
e is derived.

We then derive the relationships of the model 
oe�
ients with the NAND gate size, Vdd

and temperature. We also 
onsider layout dependent e�e
ts due to me
hani
al stress in

deriving these relationships.

The 
hapter is organized as follows. In se
tion 6.2, we des
ribe our simulation setup.

In Se
tion 5.3, based on the swit
hing of the input of series sta
k of 2-input NAND gate,

we 
ategorize the timing models into two 
ases. In this 
hapter, Case 1 
orresponds to

the swit
hing of the upper transistor of the series sta
k, whereas, Case 2 
orresponds to

the swit
hing of the lower transistor of the series sta
k. In Se
tion 5.4 and 5.6, we derive

the tTCP models and their region of validity as a fun
tion of TR and Cl for Case 1 and

2, respe
tively. Later, we use these models to redu
e the number of HSPICE simulations

for ECSM 
hara
terization. In Se
tion 5.5 and 5.7, we derive the relationships of the

model 
oe�
ients with me
hani
al stress, temperature and Vdd variability for Case 1 and

2, respe
tively.

5.2 Simulation Setup

In this work, we use 32nm Predi
tive Te
hnology devi
e Model (PTM)

1

for HSPICE

simulations. The widths of nMOS and pMOS devi
es are 
hosen to obtain equal output ris-

ing and falling transition using the pro
edure dis
ussed in [22℄(

Wp

Wn
= 120nm

96nm
2

). The 
hannel

lengths are kept at their minimum allowed value. Sin
e width ratios of all transistors for

standard 
ell of a given type (say, 2-input NAND gate) is �xed, the value of Wn also repre-

sents the 
ell size. Throughout this work, we 
onsider the 
ase of rising input transition as

1

Obtained from http://ptm.asu.edu/

2Wp: pMOS devi
e width; Wn: nMOS devi
e width
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shown in Fig. 5.1; The 
ase of falling input transition 
an be handled in similar manner. In

Fig. 5.1, Cout represents the sum of the parasiti
 
apa
itan
e between node `Out' and `gnd'

and the external load 
apa
itan
e (Cl) appearing at node `out'. The symbol C
′

X represents

the parasiti
 
apa
itan
e between node `X' and `gnd'.

To emulate the e�e
t of stress in our HSPICE simulations, we model the value of

PTM parameters MULU0 (mobility multiplier) and DELVT0 (threshold voltage shift) as a

fun
tion of the nMOS (pMOS) devi
e's NF in layout. The values of MULU0 and DELVT0

are 
al
ulated as a fun
tion of average 
hannel stress for a given value of NF, as we explained

in [89, 90℄. To a

ount for voltage variability, we 
onsidered a ±10% variation in nominal

supply voltage. For temperature variability, we vary the temperature range from 298K to

423K. For stress variability, we 
onsider the variation of devi
e 
hannel me
hani
al stress

as a fun
tion of NF in inverter layout (dis
ussed in detail in the simulation setup of Chapter

4).

5.3 Timing model for 2-input NAND gate standard 
ell

This 
hapter fo
uses on modeling of timing values of TCPs as a fun
tion of TR and

Cl for 2-input CMOS NAND gate. The NAND gate ECSM 
hara
terization done for the

following two 
ases:

� Case 1: When upper nMOS transistor in series-sta
k swit
hes

� Case 2: When lower nMOS transistor in series-sta
k swit
hes

In this work, we derive physi
s based models for TCPs as a fun
tion of TR and Cl. We


onsider the intermediate node voltage transition of the series sta
k of the 2-input NAND

gate. The region of validity of the model in both 
ases (Case 1 and 2) is derived. The

relationship between 
ell size and model 
oe�
ient is also derived. Further, we derive the

relationships of model 
oe�
ients with me
hani
al indu
ed stress as a fun
tion of the NF,

temperature and supply voltage variability, for both the 
ases.

5.4 Case 1: Derivation and Validation of tTCP model

In this se
tion, we derive the tTCP model for the swit
hing of the upper nMOS transistor

in the series sta
k of 2-input NAND gate. We derive the relationship of tTCP s with the TR,

Cl and 
ell size. We also derive the region of validity of these models in TR, Cl plane. The

model remains valid for the 
ase when Vout(TR) ≥ Vdsat, where Vdsat is the saturation drain-

sour
e voltage (Vds) at whi
h velo
ity saturation o

urs for the NAND gate's upper nMOS

devi
e. In this derivation, we assume the tTCP models for 2-input NAND gate remains

same as for CMOS inverter (dis
ussed in Chapter 3), be
ause the lower nMOS transistor
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(a) (b)

Figure 5.1: Case 1: (a) 2-input NAND gate s
hemati
 (b) its I/O waveform.

(M2) in the series sta
k adds some resistan
e to the sour
e of upper nMOS transistor (M1).

In this work, we ignore the negligibly small 
urrent �owing through pMOS transistor (max.


urrent≈ 3µA). We 
lassify the TCPs into two regions:

� Region I: When Vin = Vdd (for tTCP s > TR)

� Region II: When Vin < Vdd (for tTCP s < TR)

In this se
tion, we derive the timing model of TCP10% in Region I and timing model of

TCP90% in Region II (as shown in Fig. 5.1b).

5.4.1 Derivation of the model in Region I

In this subse
tion, we derive the model for the NAND gate shown in Fig. 5.1a. Region I


ontains all the TCPs having values VTCP smaller than Vout(TR), as we depi
t in Fig. 5.1b.

In this derivation, we assume that the upper nMOS (dis
harging) devi
e operates either

in saturation or in linear region and lower nMOS (dis
harging) devi
e always operates in

linear region when VTCP < Vout(TR).

To �nd the tTCP10% model, we �rst integrate the saturation 
urrent through M1 during

the input transition Vin−A(t) = Vdd(
t
TR

) for 0 ≤ t ≤ TR. Then integrate the dis
harging


urrent ION (Vin−A = V dd) through M1, from t = TR to t = tTCP . We equate the sum

of these integrals to (Cl + Cp) (Vout(TR)=VTCP ) to obtain tTCP . Here Cl is the load


apa
itan
e, Cp is the parasiti
 
apa
itan
e between node `Out' and `gnd'. If the VTCP <

Vdsat , we integrate ION through M1 from t = TR to t = tsat (where tsat represents the time

when Vout = Vdsat). We equate the sum of these integrals to(Cl + Cp) (Vout(TR)=Vdsat) to

obtain tsat. From t = tsat to t = tTCP , both the series sta
ked nMOS devi
es operate
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in linear region. These devi
es a
t as a resistan
e where the value of the resistan
e R1

and R2 
an be obtained by equating Vgs1 = Vgs2 = Vdd. Therefore, the time duration

from tsat to tTCP is proportional to time 
onstant Req(Cl + Cp). Where, Req represents an

equivalent resistan
e of series sta
ked nMOS devi
es. As we dis
uss later in this se
tion,

for VTCP < Vdsat the value of VX is so low that the 
hange in VX during this RC dis
harge

need not to be 
onsidered.

To determine the integral of IM1, we need VX , whi
h is the value of the voltage at node

`X'. This is the sour
e voltage of M1 and having a non-zero value. To determine VX , we

apply KCL at node `X' whi
h gives an expression as follows:

IM2 = IM1 + ICC1
+ IC′

X
(5.1)

Where, ICX
is the 
urrent �owing out of the parasiti
 
apa
itan
e ( of M1 and M2)

between node `X' and `gnd'. ICC1
is the 
urrent �owing through gate-to-sour
e 
oupling


apa
itan
e of M1, it 
onsists of the gate-to-sour
e overlap 
apa
itan
e and a part of the

gate-to-
hannel 
apa
itan
e. IM1 is saturation 
urrent �owing throughM1 and IM2 is linear


urrent �owing through M2, whi
h is given by alpha power law model as follows [9℄:

IM1 = Isat = νsatWnPs(Vgs1 − Vth1)
α

(5.2)

IM2 = Ilin = µn

Wn

Leff

Pl(Vgs2 − Vth)
mVds (5.3)

Where, νsat is saturation velo
ity, Wn is width of nMOS devi
e, µn is the mobility of

nMOS devi
e and Ps, Pl are the te
hnology dependent parameters. In our 
ase, we have

used m and α values to be 1 and veri�ed this through HSPICE simulations. In this 
hapter,

we use βs = νsatWnPs and βl = µn
Wn

Leff
Pl. Now, we rewrite (5.1) as:

IM2 = IM1 − (C ′

X + CC1)
dVX

dt
+ CC1

dVin−A

dt
(5.4)

Where,

Vin−A = Vdd

(

t
TR

)

for 0 ≤ t ≤ TR

In this derivation, to simplify the expression, we are taking (C ′

X + CC1) = CX . Now,

we write (5.4) as:

βl(Vdd − Vth)VX(t) = βs(Vin−A − VX(t)− Vth1)− CX

dVX

dt
+ CC1

Vdd

TR

(5.5)

This equation holds true only if VX(t) is a linear fun
tion of time. As M1 is in saturation

region, therefore IM1 is a fun
tion of Vgs1 only (from (5.2)). From (5.2) and (5.5), we observe

that VX follows the 
hange in Vin−A = Vdd

(

t
TR

)

. Therefore, CX
dVX

dt
would be a 
onstant,

we represent this 
onstant term as IX whi
h is proportional to Wn.

After solving (5.5), we �nd the expression for VX as:
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VX =
(βs

Vdd

TR
) t

[βl(Vdd − Vth) + βs]
+

(CC1
Vdd

TR
− IX − βsVth1)

[βl(Vdd − Vth) + βs]
(5.6)

As we dis
ussed earlier, to �nd the tTCP10% we �rst integrate the saturation 
urrent

through M1 during the input transition Vin−A(t) = Vdd(
t
TR

) for 0 ≤ t ≤ TR. Then, we

integrate the dis
harging 
urrent ION (Vin−A = V dd) through M1, from t = TR to t = tTCP .

We equate the sum of these integrals to (Cl + Cp) (Vout(TR)=VTCP ) to obtain tTCP . From

t = TR to tsat, the lower nMOS transistor (M2) operates in linear region, therefore we


onsider M2 as a linear resistor (represented as R2) whi
h gives the value of intermediate

node voltage VX = IM1R2. This R2 results in the the lowering of saturation 
urrent of M1

by a 
onstant value that is te
hnology independent (sin
e, IM1 =
ION

(1+βsR2)
). Therefore, in

our derivation we represent the same 
urrent as ION from t = TR to tsat. If VTCP < Vdsat ,

then we �nd tTCP10% su
h as tTCP10% = tsat +△t . Where △t represents the time during

whi
h both nMOS transistors operate in linear region. Therefore, we add a time 
onstant

term `Req(Cl + Cp)' to resultant term obtained till tsat. It gives the expression for tTCP10%

as:

tTCP10% = K1Cl +K2TR +K3 (5.7)

Where, K1 =
(Vdd − Vdsat)

ION

+Req (5.8)

K2 = − a1
ION

(5.9)

K3 =

(

(Vdd − Vdsat)

ION

+Req

)

Cp +
a2
ION

(5.10)

a1 = βs

V dd

2

(

1− βs

[βl(Vdd − Vth) + βs]

)

+ βs

(

IX + βsVth1

[βl(Vdd − Vth) + βs]
− Vth1

)

(5.11)

a2 =
CC1Vddβs

[βl(Vdd − Vth) + βs]
(5.12)

Where, a1, a2 are 
onstants proportional to Wn. For all the tTCP s whi
h fall under

Region I, (5.7) remain valid. The model of (5.7) in Region I has thus been veri�ed using

HSPICE simulated data.

As a representative, we show the simulation results of tTCP60%
. This is be
ause tTCP60%

>

TR in the whole TR, Cl spa
e used in 
hara
terization LUTs. For tTCP60%, the form of model

remains same. The 
oe�
ient values also remains same, the only di�eren
e is that the term

Req will not be present. For tTCP60%, model 
oe�
ients K1 and K3 will be:

K1 =
(Vdd − Vdsat)

ION

(5.13)
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Figure 5.2: Case 1: Variation of tTCP60% with respe
t to TR and Cl values.

K3 =

(

Vdd − Vdsat

ION

)

Cp +
a2
ION

(5.14)

So, tsat would also have same model as a tTCP60%. Using 
urve �tting (as shown in Fig.

5.2) on the simulated values of tTCP60%, we extra
ted the 
oe�
ients K1, K2, K3 of (5.7).

From (5.7), we observe:

� Observation 1: K1 is a linear fun
tion of 1/Wn

� Observation 2: K2 is independent of Wn

� Observation 3: K3 is a linear fun
tion of 1/Wn

As explained earlier, (5.7) is valid if Vout(TR) ≥ Vdsat , this imposes the following 
onstraint

on the region of validity:

△Q(TR) = (a1TR − a2) ≤ (Cl + Cp)(Vdd=Vdsat) (5.15)

Where, 1Q(TR) is the output dis
harge from 0 to TR and Vdd is the power supply

voltage. Cp is NAND gate's parasiti
 
apa
itan
e (due to gate-drain over-lap, drain-bulk

jun
tion 
apa
itan
e et
.) between node `Out' and `gnd', and it is linearly dependent on

Wn. The maximum value of TR whi
h satis�es (5.15), will be represented as trb.

Further, we verify Observation 1− 3 with HSPICE 32nm PTM. We observe that (5.7)

�ts well on HSPICE simulation data as shown in Fig. 5.2. We verify the 
oe�
ients (K1,

K2 and K3) behavior with Wn (shown in Fig. 5.3a and 5.3b). In this sub-subse
tion, we

observe that our approa
h in Region I remains valid with variation in 
ell size.
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Figure 5.3: Case 1: Variation of K1, K2 and K3 with 
ell size (Wn).

5.4.2 Derivation of the model in Region II

In this subse
tion, we derive the relationship of tTCP s with TR, Cl and 
ell size for

Region II. Region II 
ontains all the TCPs having value of VTCP > Vout(TR), as we depi
t

in Fig. 5.1b. In this derivation, we 
onsider that the dis
harging nMOS transistor (M1)

always operates in velo
ity saturation (sin
e Vds(M1) > Vdsat) and M2 operates in linear

region only, when Vout(TR) ≥ Vdsat 
onstraint is followed. As a representative, we show the

simulation results of tTCP90%
(shown in Fig. 5.1b). This is be
ause tTCP90%

< TR in the

whole TR, Cl spa
e used for 
hara
terization of LUTs.

To �nd the tTCP90% model, we integrate the saturation 
urrent �owing through M1,

from t =
(

Vth

Vdd

)

TR to t = tTCP . We equate this integral to (Cl +Cp) (Vdd=VTCP ) to obtain

the tTCP . Solving this integral using (5.2), (5.3) and (5.6), we get the expression for tTCP90%

as:

tTCP90% = A1TR + A2

√

TR (5.16)

Where, A1 =





V1

Vdd

(

1− βs

[βl(Vdd−Vth)+βs]

)





(5.17)

V1 =

[

Vth1 −
(βsVth1 − CC1

Vdd

TR
+ IX)

[βl(Vdd − Vth) + βs]

]

(5.18)

A2 =

√

√

√

√

0.2 (Cl + Cp)

βs

(

1− βs

[βl(Vdd−Vth)+βs]

)
(5.19)

For all the tTCP s whi
h fall under Region II, (5.16) remains valid. The model of (5.16)

in Region II has thus been veri�ed using HSPICE simulated data. Using 
urve �tting (as

shown in Fig. 5.4) on the simulated values of tTCP90%, we extra
ted the 
oe�
ients A1 and

A2 of (5.16). Please note that we have 
onsidered the impa
t of VX on the dis
harge of
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Figure 5.4: Case 1: Variation of tTCP90% with respe
t to TR.

node `Out'.

From (5.16), we observe :

� Observation 4: A1 is independent of Wn and Cl

� Observation 5: A2
2 is a linear fun
tion of Cl

� Observation 6: A2
2 is proportional to 1/Wn

As explained earlier, (5.16) is valid if Vout(TR) ≥ Vdsat , this imposes the following 
onstraint

on the region of validity:

△Q(TR) = (a1TR − a2) > (Cl + Cp)(Vdd=VTCP ) (5.20)

For a given set of values of Cl , TR in the LUT, we �rst verify through (5.20) whether

a given α% TCP ( represented as TCP − α%) falls in Region I. We then use the model of

(5.7) to obtain tTCP−α%. If TCP − α% falls in Region II for this Cl , TR values, we use

the model of (5.16) to obtain tTCP−α%. This saves a large number of HSPICE simulations

in ECSM (or CCSM) 
hara
terization. Next, we verify observations 4-6 against HSPICE

simulation data using 32nm PTM model. Using 
urve �tting (as shown in Fig. 5.4) on the

simulated values of tTCP90% , we extra
t the 
oe�
ients (A1 and A2) of (5.16). In Fig. 5.5a

and 5.5b, we verify that the model 
oe�
ient's (A1 and A2) behavior with Wn and Cl is in

a

ordan
e with our predi
tion.

5.4.3 E�
ient ECSM Chara
terization

In this subse
tion, we demonstrate the e�e
tiveness of our models (derived in Subse
tion

5.4.1 and 5.4.2) in saving the number of HSPICE simulations for ECSM 
hara
terization

of 2-input NAND gate. Using (5.7) and (5.16), within the regions of their validity, we

get the values of all TCPs dire
tly (without any HSPICE simulation). Hen
e, it saves


hara
terization e�ort for the standard 
ell. On the other hand, the TCP values whi
h
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Figure 5.5: Case 1: Variation of A1 and A2 with 
ell size (Wn) and load 
apa
itan
e (Cl).

are out of the region of validity, would be obtained from HSPICE simulations. For a 2-

input NAND gate standard 
ell, we �rst extra
t the values of K1, K2 and K3 for TCPs

in Region I using 7 HSPICE simulations and the values of A1, A2 for TCPs in Region

II using 4 HSPICE simulations. We then 
al
ulate the values of tTCP s (entries shown by

numeri
 values in Table 5.1) for Cl , TR values lying within the region of validity of (5.7)

and (5.16). For 2-input NAND gate standard 
ells of other sizes, all TCPs (within the

region of validity of (5.7) and (5.16)) are obtained using Observation 4 − 6. In Table 5.1,

tTCP60% values 
al
ulated using our model are shown. In Table 5.2, tTCP60% values generated

using 
onventional method ( i.e. fully HSPICE generated) are shown. In Table 5.3, the

per
entage error in tTCP60% values 
al
ulated using our model 
ompared to 
onventional

method is shown. In Table 5.1, tTCP60% values 
al
ulated using our model show some

entries as `HSPICE', it 
orresponds to the data points (i.e. tTCP60% values) of Cl , TR

values whi
h are out of region of validity for (5.7). And these values would be generated

using HSPICE simulations.

We observe that the per
entage saving in HSPICE simulations using our method of

generating LUTs explained above is minimum 67.35% and 77.55% for TCP60% and TCP90%,

respe
tively ( in
luding the simulations required to obtain the model 
oe�
ients). We �nd

that the values of tTCPs in our LUTs di�er by a maximum of 1.28% (for 7×7matrix size of

tTCP60%) and 3.08% (for 7×7matrix size of tTCP90%) from those in fully HSPICE generated


onventional LUTs. Therefore using proposed models, standard 
ell 
hara
terization 
an

be done with a signi�
antly lesser number of HSPICE simulations (approximately 67%

redu
tion in HSPICE simulations). For the tTCP < TR, both the Region I and II models

are used .

5.5 Case 1: Variation aware TCP models

In this se
tion, we 
onsider layout dependent e�e
ts due to me
hani
al stress in deriving

the model 
oe�
ients. We also derive the relationships of the model 
oe�
ients with the

temperature (T ) and supply voltage (Vdd). We have already dis
ussed the motivation

towards the analysis of variation aware (
onsidering pro
ess indu
ed me
hani
al stress,
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Table 5.1: Case 1: LUT of TCP60% for 2-input CMOS NAND gate using our model.

Cl(fF )
TR(ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 15.45 17.17 20.95 29.27 HSPICE HSPICE HSPICE

2.28 20.54 22.26 26.04 34.36 52.67 HSPICE HSPICE

3.45 28.24 29.95 33.73 42.05 60.36 HSPICE HSPICE

5.22 39.86 41.58 45.36 53.68 71.99 112.27 HSPICE

7.88 57.43 59.15 62.93 71.25 89.56 129.84 HSPICE

11.91 83.99 85.70 89.48 97.80 116.11 156.40 245.06

18.00 124.11 125.83 129.61 137.93 156.24 196.52 285.18

Note: Entries shown by `HSPICE' 
an be obtained by HSPICE simulation whereas entries shown by

numeri
 values are obtained using our model

Table 5.2: Case 1: ECSM LUT of TCP60% for 2-input CMOS NAND gate obtained using

HSPICE simulations.

Cl(fF )
TR(ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 15.35 17.01 20.69 28.9 47.00 81.89 150.21

2.28 20.45 22.11 25.80 33.98 52.33 89.56 161.03

3.45 28.14 29.81 33.50 41.67 59.88 99.41 175.10

5.22 39.77 41.43 45.12 53.28 71.40 111.95 193.11

7.88 57.32 58.99 62.68 70.84 88.89 129.11 215.92

11.91 83.86 85.53 89.22 97.37 115.37 155.34 244.72

18.00 123.95 125.62 129.31 137.46 155.43 195.22 283.85

Table 5.3: Case 1: Per
entage error in proposed model's LUT with respe
t to fully HSPICE

generated ECSM LUT of TCP60% for 2-input CMOS NAND gate.

Cl(fF )
TR(ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 0.65 0.94 1.26 1.28 × × ×

2.28 0.44 0.68 0.93 1.12 0.65 × ×

3.45 0.36 0.47 0.69 0.91 0.80 × ×

5.22 0.23 0.36 0.53 0.75 0.83 0.29 ×

7.88 0.19 0.27 0.40 0.58 0.75 0.57 ×

11.91 0.16 0.20 0.29 0.44 0.64 0.68 0.14

18.00 0.13 0.17 0.23 0.34 0.52 0.67 0.47

Note: Entries shown by `×' 
orrespond to the values we obtain using HSPICE simulations in Table 5.1

(not through our models)
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supply voltage and temperature variability) TCP models in Chapter 4 of the thesis. Here,

we derive and validate the behavior of model 
oe�
ients with PVT variations. Later, we use

these models and their derived relationships to redu
e the number of HSPICE simulations

signi�
antly.

5.5.1 TCP models 
onsidering stress variability

In this subse
tion, we derive the 
hange in 
oe�
ients in (5.7) and (5.16) as a fun
tion

of NF in a stress enabled 45nm CMOS te
hnology. The novelty of this work is due to the

predi
tion of entire output waveform of the standard 
ell as a fun
tion of 
hannel stress

(or NF) for a wide range of TR and Cl. As dis
ussed in Se
tion 6.2, the e�e
t of 
hange in


hannel stress as a fun
tion of NF is 
aptured by PTM parameters MULU0 and DELVT0

in our HSPICE simulations.

Now we derive the model 
oe�
ients of (5.7) and (5.16) as a fun
tion of NF. We use a set

of empiri
al equations suggested in [89, 92, 93℄, to relate devi
e level ele
tri
al parameters

with stress. These equations are:

µ (σ) = [P1 σ(NF ) + 1]µ0 (5.21)

vsat (σ) = [P1 σ(NF ) + 1] vsat (5.22)

ION (σ) = [P1 P2 σ (NF ) + 1] ION (5.23)

Vth (σ) = [Vth + P3 σ (NF )] (5.24)

Where µ (σ), vsat (σ), ION (σ), Vth (σ) are stress dependent mobility, saturation velo
ity,

drive 
urrent and threshold voltage parameters, respe
tively. Whereas, µ0, vsat, ION , Vth

are unstressed parameters and P1 is the piezoresistive 
oe�
ient. P2 and P3 are te
hnology

dependent 
oe�
ients extra
ted by �tting the above equations into HSPICE simulated I-V

data, as dis
ussed in [89, 93℄. Here, σ (NF ) represents the average stress in the �ngers in

MFGSs. As we dis
ussed in [89℄, a relation between this average stress and NF is:

σ (NF )

σref (NF = 1)
= M1 +

M2

NF +M3
(5.25)

In (5.25), M1, M2, M3 are �tting parameters spe
i�
 to given te
hnology node, where

M1 denotes σ (NF → ∞) /σ (NF = 1), while M2 and M3 
ontrol the rate of 
hange of

stress as NF is in
reased (as dis
ussed in detail in [89℄).

5.5.1.1 Impa
t of stress indu
ed variability in Region I

In this sub-subse
tion, we derive the relationship of tTCPs with TR, Cl and NF for

Region I in stress enabled te
hnologies. In (5.9), (5.13) and (5.14), µ, vsat, ION , and Vth

are now given by (5.21)-(5.24). We derive the model for tTCP60% 
onsidering the impa
t of
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Figure 5.6: Case 1: K1, K2 and K3 as a fun
tion of NF .


hannel stress in Region I. In this derivation, we assume that (Vdd − Vth) is independent of

NF. This is justi�ed sin
e Vth is mu
h smaller than Vdd. From (5.13) and (5.21)-(5.25), we

obtain :

K1 = (NF +M3)

(

D1

NF +D2

)

(5.26)

Where,

D1 =
(Vdd − Vdsat)

((M1P1P2 + 1) ION)
(5.27)

D2 = M3 +
M2P1P2

(M1P1P2 + 1)
(5.28)

We observe that (5.26) �ts well with HSPICE simulated data as shown in Fig. 5.6a. In

these HSPICE simulation MULU0 and DELVT0 vary with NF in a

ordan
e with (5.25)

(i.e. the PTM model in
orporates 
hannel stress variability e�e
ts). Likewise, solving

(5.14), we found the relation between K3 and NF as:

(K3/Cp) = K1 +
a2 (σ)

Cp ION (σ)
=

[

(NF +M3)

(

D3

NF +D2

)]

(5.29)

Where,

D3 = [(Vdd − Vdsat) + a2]
1

((M1P1P2 + 1) ION)
(5.30)

Where, Cp is parasiti
 
apa
itan
e (due to gate-drain overlap, drain-bulk jun
tion 
a-

pa
itan
e et
.) whi
h is linearly related to NF in MFGS. This 
an be seen in the inset of

Fig. 5.6b. We observe that (5.29) �ts well with HSPICE simulated data as shown in Fig.

5.6b. Thereafter, from (5.9), we observe that K2 is independent of NF (be
ause a1 and

ION are both proportional to NF) as shown in Fig. 5.6a.

5.5.1.2 Impa
t of stress indu
ed variability in Region II

In this sub-subse
tion, we derive the relationships of tTCPs with TR, Cl and NF for

56



 2.9

 2.8

 2.7

 2.6
 10 8 6 4 2

 1

 0.5

 0

A
2
 (

p
s
)(1

/2
)

A
1

Number of Fingers

A2	simulation


model

A1	simulation

Figure 5.7: Case 1: A1 and A2 as a fun
tion of NF .

Region II in stress enabled te
hnologies. In (5.17) and (5.19), µ, vsat, ION and Vth are now

given by (5.21)-(5.24). We derive a model for tTCP90% 
onsidering the impa
t of 
hannel

stress in Region II. From (5.17) and (5.21)-(5.25), we obtain that A1 is independent of

Vth (σ). We have veri�ed through simulations that variation in Vth (σ) with NF is very

small (in our TCAD 
alibrated simulations variation in Vth (σ) with NF is less than 3%).

This small variation in Vth(σ) has also been reported in [94℄. Therefore, A1 is independent

of σ(NF ) as shown in Fig. 5.7. Using (5.19), (5.22) and (5.25), We �nd the relationship

between A2 and NF as:

A2 =

√

(

S1(NF +M3)

(NF + S2)

)

(5.31)

Where,

S1 =





0.2 (Cl + Cp)

βs

(

1− βs

[βl(Vdd−Vth)+βs]

)





(5.32)

S2 =

(

1

M3 +
P1M2

(M1P1+1)

)

(5.33)

We observe that (5.31) �ts well on our stress aware HSPICE simulation data as shown

in Fig. 5.7.

5.5.1.3 E�
ient stress aware ECSM 
hara
terization

In this sub-subse
tion, we show that using our tTCP models, ECSM 
hara
terization

of 2-input NAND gate standard 
ell would need signi�
antly lesser number of HSPICE

simulations. We generated 7 × 7 LUTs having tTCP60% values with varying Cl and TR

values for di�erent 
ell sizes (represented by NF). Conventionally, this would require 343

HSPICE simulations for 
ell sizes 
orresponding to NF=1 to 7. However using our models

only 68 HSPICE simulations (in
luding simulations to extra
t the model 
oe�
ients) were

needed to generate the same LUT. For 
omputing the remaining values of tTCP60%, we

used our model. In this way, we saved 275 HSPICE simulations to generate the 7 × 7

LUTs for NF=1 to 7. Therefore, proposed model 
an be used to save ⋍ 80.18% HSPICE
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simulations for all TCPs in Region I if VTCP < Vout(TR). For all the TCPs having value

VTCP > Vout(TR), the proposed models (Region I and II models) 
an be used to save 97.38%

HSPICE simulations.

5.5.2 TCP models 
onsidering temperature variability

In this subse
tion, we analyti
ally model the 
oe�
ients of (5.7) and (5.16) as a fun
tion

of temperature. We also model the region of validity of (5.7) and (5.16) in Cl, TR spa
e as a

fun
tion of temperature. In this work, we take a realisti
 range of temperature variation due

to on-
hip heating from 298K (room temperature) to 423K. We use an empiri
al expression

suggested in [23, 29℄, to 
onsider the impa
t of temperature variability on 
arrier mobilities.

This expression is:

µ (T ) = µ(T0)

(

T

T0

)

−θ

(5.34)

Where, µ(T ) is the temperature dependen
e of mobility, T is the temperature, T0 is the

nominal temperature i.e. 298K and θ is te
hnology dependent temperature 
oe�
ient. For

our PTM CMOS te
hnology we extra
t the value of θ = 2.3 by maximum trans
ondu
tan
e

(gm) method. We use the empiri
al relation (given in [29℄) between 
arrier saturation

velo
ity and temperature as:

vsat (T ) = vsat (T0)− η (T − T0) (5.35)

Where, vsat (T ) is the temperature dependen
e of saturation velo
ity and η is the tem-

perature 
oe�
ient. The threshold voltage of devi
es also gets a�e
ted by an in
rease in

temperature due to 
hange in fermi level lo
ation and band gap energy [96℄. In [96℄, the

temperature dependen
e of threshold voltage is given by:

Vth (T ) = Vth (T0)− κ (T − T0) (5.36)

Where, κ is the temperature dependen
e 
oe�
ient of threshold voltage. The value of

η and κ 
an be extra
ted from simulated HSPICE I-V data for a given CMOS te
hnology.

We also veri�ed the validity of (5.34), (5.35) and (5.36) relations using Sentaurus TCAD

devi
e simulations. In TCAD simulations, we use 25nm drawn gate length nMOS and

pMOS devi
es. We now dis
uss our approa
h for deriving temperature variation aware

tTCP models.

5.5.2.1 Impa
t of temperature variability in Region I

In this sub-subse
tion, we derive the relationship of tTCP s with TR, Cl and temperature

(T ) for Region I. In (5.9), (5.13) and 5.14, vsat, µ and Vth are now given by (5.34)-(5.36). We

derive a model for tTCP60% 
onsidering the impa
t of temperature variability in Region I.

In this derivation, we again assume that (Vdd − Vth) is independent of T , as in the previous

se
tion. From (5.13) and (5.34), (5.35), we obtain :
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Figure 5.8: Case 1: Variation of K1, K2 and K3 with temperature.

K1 =
(

R1 T
2.3 +R2 T +R3

)

(5.37)

Where,

R1 =









(

Leff

Wn Pl

)

(

µ(T0)
(

1
T0

)

−2.3
)









(5.38)

R2 =

[

Vdd

Wn Ps (Vgs − Vth)

η

vsat (T0)
2

]

(5.39)

R3 =

[

Vdd

Wn Ps (Vgs − Vth)

(1− η T0)

vsat (T0)
2

]

(5.40)

R1, R2 and R3 are the te
hnology dependent 
onstants obtained from the derivation of

(5.13) using (5.34) and (5.35). We observe that (5.37) �ts well on HSPICE simulated data

as shown in Fig. 5.8a. Likewise solving (5.14), we �nd the relation between K3 and T as:

K3 = CpK1 +
a2
ION

=
(

R4 T
2.3 +R5 T +R6

)

(5.41)

Where, R4, R5 and R6 are the te
hnology dependent 
onstants obtained after deriving

the (5.14) using (5.34)-(5.36). Using HSPICE simulations, we �nd that the 
hange in Cp

with T varying from 298K to 423K is negligibly small. We observe that (5.41) �ts well with

HSPICE simulated data as shown in Fig. 5.8b. Thereafter, solving (5.9), we observe that

K2 is independent of T as shown in Fig. 5.8b (be
ause a1 and ION both are proportional

to T ).

5.5.2.2 Impa
t of temperature variability in Region II

In this sub-subse
tion, we derive the relationship of tTCP s with TR, Cl and T for Region

II. In (5.17) and (5.19), vsat, µ and Vth are now given by (5.34)-(5.36). We derive a model

for tTCP90% 
onsidering the impa
t of temperature variability in Region II. From (5.17), we

observe that A1 is dependent on Vth only. From (5.36), we expe
t A1 to redu
e linearly with
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Figure 5.9: Case 1: Variation of A1 and A2 with temperature.

T , whi
h we verify through HSPICE simulations in Fig. 5.9a. We obtain the relationship

between A2 and T from (5.19) and (5.35):

A2 = (R7 T +R8) (5.42)

Where, R7 and R8 are te
hnology dependent 
onstants obtained from the derivation of

(5.19) using (5.35). We observe that (5.42) �ts well on our HSPICE simulation data with

temperature variability as shown in Fig. 5.9b.

Therefore, we observe that our models in Region I and II are valid with temperature

variability.

5.5.2.3 E�
ient temperature variation aware ECSM 
hara
terization

In this sub-subse
tion, we show that using our tTCP models, ECSM 
hara
terization of

2-input NAND gate standard 
ell would need signi�
antly lesser number of HSPICE simu-

lations. We generated 7× 7 LUTs having tTCP60% values with varying Cl and TR values for

di�erent temperature values. Conventionally, this would require 343 HSPICE simulations

for 7 di�erent values of temperature T from 298K to 423K. However, using our models

only 69 HSPICE simulations (in
luding simulations to extra
t the model 
oe�
ients) were

needed to generate the same LUT. For 
omputing the remaining values of tTCP60%, we used

our model. In this way, we saved 274 HSPICE simulations to generate the 7× 7 LUTs for

T = 298K to 423K. Therefore, proposed model 
an be used to save ⋍ 79.88% HSPICE

simulations for all TCPs in Region I if VTCP < Vout(TR). For all the TCPs having value

VTCP > Vout(TR), our models (Region I and II models) 
an be used to save 97.09% HSPICE

simulations.

5.5.3 TCP models 
onsidering Supply Voltage Variability

In this subse
tion, we derive the power supply voltage variation aware tTCP models

whi
h we use to redu
e the re-
hara
terization e�ort signi�
antly. We 
onsider the ±10%


hange in power supply voltage (Vdd) from the its nominal value of Vdd = 0.9V [99℄.
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Figure 5.10: Case 1: Variation of K1, K2 and K3 with supply voltage.

5.5.3.1 Impa
t of supply voltage variability in Region I

In this sub-subse
tion, we derive the relationship of tTCPs with TR, Cl and Vdd for Region

I. We derive a model for tTCP60% 
onsidering the impa
t of supply voltage variability in

Region I. In (5.13), we observe that K1 de
reases with an in
rease in supply voltage. We

verify this observation in Fig. 5.10a.

We now dis
uss the variation of K3 with Vdd. In (5.14), Cp 
ontains the voltage depen-

dent jun
tion 
apa
itan
e whi
h is given by [94℄ as Cj(V ) =
A.Cj0

√

(

1+ V
φ0

)

. Where, A indi
ates

the jun
tion area, Cj0 is zero-bias jun
tion 
apa
itan
e per unit area, V is the reverse bias

voltage and φ0 is built-in potential. In (5.14), we observe that the behavior of K3 with sup-

ply voltage remains same as of K1. From (5.9), we observe that K2 is inversely proportional

to Vdd. We verify our observation related to K2 and K3 with Vdd in Fig. 5.10b.

5.5.3.2 Impa
t of supply voltage variability in Region II

In this sub-subse
tion, we derive the relationship of tTCPs with TR, Cl and Vdd for Region

II. We derive a model for tTCP90% 
onsidering the impa
t of supply voltage variability

in Region II. In (5.17), A1 is inversely proportional to supply voltage and it is veri�ed

through HSPICE simulations as shown in Fig. 5.11a. In (5.19), we 
an see that only Cp is

supply voltage dependent term whi
h de
reases with supply voltage. Using this analysis,

we observe that A2
2 is inversely proportional to Vdd. We verify this observation in Fig.

5.11b.

Thus, we observe that our model in Region I and Region II in
orporates the e�e
t of

supply voltage variability quite satisfa
torily.

5.5.3.3 E�
ient supply voltage variation aware ECSM 
hara
terization

In this sub-subse
tion, we show that using our tTCP models, ECSM 
hara
terization

of 2-input NAND gate standard 
ell would need signi�
antly lesser number of HSPICE

simulations. We generated 7×7 LUTs having tTCP60% values with varying Cl and TR values
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Figure 5.11: Case 1: Variation of A1 and A2 with supply voltage.

for di�erent supply voltages. Conventionally, this would require 343 HSPICE simulations

for 7 di�erent values of supply voltage Vdd from 0.81V to 0.99V. However using our models

only 69 HSPICE simulations (in
luding simulations to extra
t the model 
oe�
ients) were

needed to generate the same LUT. For 
omputing the remaining values of tTCP60%, we used

our model. In this way, we saved 274 HSPICE simulations to generate the 7× 7 LUTs for

Vdd = 0.81V to 0.99V . Therefore, proposed model 
an be used to save ⋍ 79.88% HSPICE

simulations for all TCPs in Region I if VTCP < Vout(TR). For all the TCPs having value

VTCP > Vout(TR), our models (Region I and II models) are used to save 95.92% HSPICE

simulations.

5.6 Case 2: Derivation and Validation of tTCP model

In this se
tion, we derive the tTCP model for the swit
hing of the lower nMOS transistor

in the series sta
k of 2-input NAND gate. We derive the relationship of tTCP s with the

TR, Cl and 
ell size. We also derive the region of validity of these relationships in TR, Cl

spa
e. We derive the model for the 
ase when Vout(TR) ≥ Vdsat. In this work, we ignore

the negligibly small 
urrent �owing through pMOS transistor (max. 
urrent≈ 3µA). We


lassify the TCPs into two regions:

� Region I: When Vin = Vdd (for tTCP s > TR)

� Region II: When Vin < Vdd (for tTCP s < TR)

In this se
tion, we derive the timing model of TCP10% in Region I and timing model of

TCP90% in Region II (as shown in Fig. 5.12b).
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(a) (b)

Figure 5.12: Case 2: (a) 2-input NAND gate s
hemati
 (b) its I/O waveform.

5.6.1 Derivation of the model in Region I

In this subse
tion, we derive the model for tTCP s in Region I for the 2-input NAND

gate shown in Fig. 5.12a. We �rst model the voltage transition at the intermediate node

`X' 
onsidering di�erent operating regions of lower nMOS transistor. As a representative,

we show the simulation results of tTCP60%
. This is be
ause tTCP60%

> TR is true in the whole

TR, Cl spa
e used in 
hara
terization LUTs, as we dis
uss later.

To derive the model for tTCP10%, we pro
eed as follows: The transistor M1 starts 
on-

du
ting at t = tth=
Vth

Vdd
TR. The transistor M2 operates in saturation region till VX rea
hes

Vdsat (
orresponding time is represented as txsat). We observe from simulation that within

the whole TR, Cl spa
e used in 
hara
terization LUTs, txsat < TR (whi
h we observe in our

simulation). From txsat to tTCP , M2 operates in linear region. We �rst integrate the 
urrent

through M1 from tth to TR and equate the integral to (Cl+Cp) (Vdd=Vout(TR)) to obtain the

value of Vout(TR). If the VTCP ≥ Vdsat, we integrate the saturation 
urrent through M1 from

t = TR to t = tTCP . We equate the sum of these integrals to (Cl + Cp) (Vout(TR)=VTCP )

to obtain tTCP . Here Cl is the load 
apa
itan
e, Cp is the parasiti
 
apa
itan
e. If the

VTCP < Vdsat , we integrate ION through M1 from t = TR to t = tsat (where t = tsat

represents the time at whi
h Vout = Vdsat). From t = TR to tsat, the lower nMOS transistor

(M2) operates in linear region, therefore we 
onsider M2 as a linear resistor (represented

as R2) whi
h gives the value of intermediate node voltage VX = IM1R2. This R2 results

in the the lowering of saturation 
urrent of M1 by a 
onstant value whi
h is te
hnology

independent (sin
e, IM1 = ION

(1+βsR2)
). Therefore, in our derivation we represent this satu-

ration 
urrent IM1 by the symbol ION from t = TR to tsat. We equate the sum of these

integrals to (Cl + Cp) (Vout(TR)=Vdsat) to obtain tsat. Fromt = tsat to t = tTCP , both the

series sta
ked nMOS devi
es operate in linear region. These devi
es a
t as a resistan
es

R1 and R2 whose values 
an be obtained by equating Vgs1 = Vgs2 = Vdd. Therefore, the

time duration from tsat to tTCP is proportional to time 
onstant Req(Cl +Cp). Where, Req

represents an equivalent resistan
e of series sta
ked nMOS devi
es. As we dis
uss later in

this se
tion, for VTCP < Vdsat the value of VX is so low that the 
hange in VX during this
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RC dis
harge need not to be 
onsidered.

Now we dis
uss in detail the derivation of tTCP10% model. Following the pro
edure as

explained in the previous paragraph, we write an expression for the output voltage dis
harge

as:

TR
ˆ

tth

IM1dt = (Cl + Cp) (Vdd=Vout(TR)) (5.43)

Taking L.H.S. and solving it :

TR
ˆ

tth

IM1dt = βs−M1

TR
ˆ

tth

(Vdd − VX(t)− Vth1) dt (5.44)

In this derivation, we represent the threshold voltage of M1 as Vth1 (threshold voltage

of M2 as Vth ).

= βs−M1

TR
ˆ

tth

(Vdd − Vth1) dt− βs−M1





txsat
ˆ

tth

VX(t) dt+

TR
ˆ

txsat

VX(t) dt





(5.45)

From t = tth to txsat, both nMOS transistors operate in saturation region. To determine

VX , we apply KCL at node `X' whi
h gives an expression as follows:

IM2 = IM1 + ICCX
+ ICX

(5.46)

IM2 = IM1 − (C ′

X + CCX)
dVX

dt
+ CCX

dVin−B

dt
(5.47)

Where,

Vin−B = Vdd

(

t

TR

)

for 0 < t < TR (5.48)

Where, ICCX
is the 
urrent �owing through gate-to-drain 
oupling 
apa
itan
e of M2,

it 
onsists of the gate-to-drain overlap 
apa
itan
e and a part of the gate-to-
hannel 
apa
-

itan
e. The other symbols used in (5.46), have the same meaning as in Subse
tion 5.4.1 of

this 
hapter. Taking (C ′

X + CC1) = CX , we rewrite (5.46) as:

βs−M2(Vin−B − Vth) = βs−M1(Vdd − VX(t)− Vth1)− CX

dVX

dt
+ CCX

Vdd

TR

(5.49)

This equation is true only if VX(t) is a linear fun
tion of time sin
e Vin−B is proportional

to t. Therefore,

txsat
ˆ

tth

VX(t) dt =
1

2
(txsat − tth)(Vdd − Vth1 − Vdsat) (5.50)
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Figure 5.13: (a) Pull Down part of 2-input NAND gate (b) Its equivalent 
ir
uit looking

at node `X' when M1 operates in saturation region and M2 operates in linear region.

Where,

txsat =

(

Vin,sat

Vdd

)

TR (5.51)

tth =

(

Vth

Vdd

)

TR (5.52)

Here, Vin,sat represents the rising input voltage at time t = txsat. From t = txsat to TR,

M1 and M2 operates in saturation and linear region, respe
tively.

To �nd out

´ TR

txsat
VX(t) dt in (5.45), we show with the help of �gure (see Fig. 5.13) that

the pull down part of NAND gate in Fig. 5.13 (a) and (b) are equivalent looking from the

intermediate node `X'. Here, R1 =
1

βs−M1
. We observe that the 
urrent through M1 is equal

in Fig. 5.13 (a) and (b).Therefore, we obtain the value of VX from Fig. 5.13 (b) as:

VX =
(Vdd − Vth1)

1 +
βl,M2

βs,M1
(Vin−B − Vth)

(5.53)

Using (5.53), we write the intermediate node voltage as:

TR
ˆ

txsat

VX(t) dt = V1TR (5.54)

Where,

V1 =

[

βs,M1

βl,M2

(Vdd − Vth1)

Vdd

ln

[

Vdd

Vin,sat

]]

(5.55)

Where, Vin,sat is the input voltage, Vin−B at t = txsat. In deriving the value of V1, we

use the following two points:

1. The value of Vin−B at txsat is a te
hnology based 
onstant and is independent of values

of Cl, TR and 
ell size. We now explain the reason for this. The dis
harge of node

`X' from Vdd − Vth1 to Vxsat (=Vdsat of M2) happens linearly with time with the slope
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1/TR as 
an be seen from (5.49).

2. Therefore, with an in
rease in TR, the time duration of fall in voltage of node `X'

from Vdd − Vth1 to Vxsat is proportional to TR. Sin
e this dis
harge happens for input

Vin−B's value in
reasing from Vin−B = Vth to Vin−B = Vinsat, Vinsat is independent of

TR.

3. From (5.53), we extra
ted the value of

(

βl,M2

βs,M1

)

and using this value, we �nd that the

term

(

1− βl,M2

βs,M1
Vth

)

<<
βl,M2

βs,M1
Vinsat (and therefore

βl,M2

βs,M1
Vdd).

The value of

Vdd

Vinsat
in 32nm PTM te
hnology used by us is 1.28 (

Vdd

Vinsat
=x=1.28). Therefore,

the higher order terms in ln(x) =
[

(

x−1
x

)

+ 1
2

(

x−1
x

)2
+ . . .

]

(valid for

(

x > 1
2

)

) 
an be

negle
ted. Using (5.45), (5.50) and (5.54), we obtain the expression for Vout(TR) as:

Vout(TR) = Vdd −
(

A11TR

Cl + Cp

)

(5.56)

Where, A11is the 
onstant independent of Wn:

A11 =
βs,M1

βl,M2

(Vdd − Vth1)

Vdd

(

Vin,sat

Vdd

− 1

)

(5.57)

Using the above dis
ussed approa
h and (5.43), (5.45), (5.50) and (5.54), we get an

expression for tTCP10% as:

tTCP10% = K1Cl +K2TR +K3 (5.58)

Where,

K1 =
(Vdd − Vdsat)

ION

+Req (5.59)

K2 = −A11

ION

(5.60)

K3 =

[

(Vdd − Vdsat)

ION

+Req

]

Cp (5.61)

The behavior of model 
oe�
ients of (5.58) remain same as of (5.7) with the 
ell size. As

explained earlier, (5.58) is valid if Vout(TR) ≥ Vdsat , this imposes the following 
onstraint

on the region of validity:

△Q(TR) = (A11TR) ≤ (Cl + Cp)(Vdd=Vdsat) (5.62)

Where, 1Q(TR) is the output dis
harge from 0 to TR and Vdd is the power supply

voltage. Cp is NAND gate's parasiti
 
apa
itan
e (due to gate-drain over-lap, drain-bulk
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Figure 5.14: Case 2: Variation of tTCP60% with respe
t to TR and Cl values.
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Figure 5.15: Case 2: Variation of K1, K2 and K3 with 
ell size (Wn).

jun
tion 
apa
itan
e et
.) present at the out node, whi
h is a linear fun
tion of Wn. The

maximum value of TR whi
h satis�es (5.62), will be represented as trb.

For all the tTCP s whi
h fall under Region I, (5.58) remain valid. The model of (5.58) in

Region I has thus been veri�ed using HSPICE simulated data. Using 
urve �tting (as shown

in Fig. 5.14) on the simulated values of tTCP60%, we extra
ted the 
oe�
ients K1, K2, K3

of (5.58). We verify the 
oe�
ients (K1, K2 and K3) behavior with Wn (shown in Fig.

5.15). In this subse
tion, we observe that our approa
h in Region I remains valid with

variation in 
ell size.

5.6.2 Derivation of the model in Region II

In this subse
tion, we derive the relationship of tTCP s with TR, Cl and 
ell size for

Region II. Region II 
ontains all the TCPs having values VTCP > Vout(TR), as we depi
t

in Fig. 5.12b. In this derivation, we 
onsider that the dis
harging nMOS transistor (M1)

always operates in velo
ity saturation (sin
e Vds(M1) > Vdsat) andM2 operates in saturation
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and linear region depending on the intermediate node voltage (VX), when Vout(TR) ≥ Vdsat


onstraint is followed. We 
onsider that the nMOS transistor M2 remains in saturation

region till t = txsat, beyond this M2 operates in linear region from t > txsat to tTCP . As a

representative, we show the simulation results of tTCP90%
. This is true be
ause tTCP90%

< TR

in the whole TR, Cl spa
e used in 
hara
terization LUTs. To �nd the tTCP90% whi
h lies in

Region II, we pro
eed as follows:

First, we integrate the saturation 
urrent through M1 from t = tth to tTCP . We equate

the sum of these integrals to (Cl + Cp) (Vdd=VTCP ) to obtain the expression for tTCP .

Following the pro
edure as explained above, we write an expression for the output voltage

dis
harge as:

tTCP
ˆ

tth

IM1dt = (Cl + Cp) (Vdd=0.9Vdd) (5.63)

Taking L.H.S. and solving it :

tTCP
ˆ

tth

IM1dt = βs−M1

tTCP
ˆ

tth

(Vdd − VX(t)− Vth1) dt (5.64)

= βs−M1

tTCP
ˆ

tth

(Vdd − Vth1) dt− βs−M1





txsat
ˆ

tth

VX(t) dt+

tTCP
ˆ

txsat

VX(t) dt





(5.65)

The intermediate node voltage expression remains same as given in (5.50), when lower

transistor operates in saturation region (sin
e, txsat < tTCP ). From t = txsat to tTCP , we

�nd the expression for VX as:

tTCP
ˆ

txsat

VX(t) dt = V1TR (5.66)

Where,

V1 =

[

βs,M1

βl,M2

(Vdd − Vth1)

Vdd

ln

[

tTCP

txsat

]]

(5.67)

The value of

tTCP

txsat
in 32nm PTM te
hnology used by us is 1.33 (

tTCP

txsat
=x=1.33). There-

fore, the higher order terms in ln(x) =
[

(

x−1
x

)

+ 1
2

(

x−1
x

)2
+ . . .

]

(valid for

(

x > 1
2

)

) 
an be

negle
ted. Using (5.65), (5.50) and (5.66), we �nd the expression for tTCP90% as follows:

tTCP90% = A1TR + A2 +
√

(A3TR + A2
2) (5.68)

Where,

A1 =

[

1

2 Vdd

(

Vth1

2
+

Vin,sat

Vdd

βs,M1

βl,M2

)]

(5.69)
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itan
e (Cl).

A2 =
0.05 Vdd(Cl + Cp)

βs,M1(Vdd − Vth1)
(5.70)

A3 =

(

0.05 (Cl + Cp)

βs,M1(Vdd − Vth1)

)[

1

Vdd

(

Vth1

2
+

Vin,sat

Vdd

βs,M1

βl,M2

)]

(5.71)

For all the tTCP s whi
h fall under Region II, (5.68) remains valid. The model of (5.68)

in Region II has thus been veri�ed using HSPICE simulated data. Using 
urve �tting

(as shown in Fig. 5.16) on the simulated values of tTCP90%, we extra
ted the 
oe�
ients

A1, A2, A3 of (5.68).

The following observations have been made from the derivation of (5.68):

� Observation 4: A1 is independent of 1/Wn

� Observation 5: A2 and A2
3 are linear fun
tion of 1/Wn

The model of (5.68) remain valid, if Vout(TR) ≥ Vdsat , this imposes the following 
onstraint

on the region of validity:
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△Q(TR) = (A11TR) > (Cl + Cp)(Vdd=VTCP ) (5.72)

Please note that the Region II Model 
an be used to �nd tTCP s only if TR > trb,

but if TR ≤ trb then Region I Model 
an be used depending on the Cl , TR values used in


hara
terization of LUT's. Therefore, it saves the maximum number of HSPICE simulations

in ECSM (or CCSM) 
hara
terization.

In Fig. 5.17-5.18, we verify the 
oe�
ient's behavior with Wn and Cl.

5.6.3 E�
ient ECSM Chara
terization

In this subse
tion, we use the models derived in Subse
tion 5.6.1 and 5.6.2 to save the

number of HSPICE simulations in ECSM (or CCSM) 
hara
terization of 2-input NAND

gate standard 
ell. Using (5.58) and (5.68), within the region of validity, we get the values

of all TCPs dire
tly dire
tly from our model, thus, saving upon the 
hara
terization e�ort.

On the other hand, the tTCP values whi
h are out of validity bound in Region I and II,

would be obtained from HSPICE simulations. For a 2-input NAND standard 
ell, we �rst

extra
t the values of K1, K2 and K3 for tTCPs in Region 1 using 7 HSPICE simulations and

A1, A2, A3 using 5 HSPICE simulations. We then 
al
ulate the values of tTCP60% (entries

shown by numeri
 values in Table 5.4) for Cl , TR values lying within the region of validity of

(5.58). For 2-input NAND gate standard 
ells of other sizes, all TCPs (within the region of

validity of (5.58) and (5.68)) are obtained using Observation 4−6. In Table 5.4, tTCP values

shown by `HSPICE', it 
orresponds to the data points (i.e. tTCP60% values) of Cl , TR values

whi
h are out of region of validity of (5.58). In Table 5.5, tTCP values are shown whi
h

are fully generated through HSPICE simulations. Table 5.6 shows the per
entage error

in tTCP values, generated using our approa
h (des
ribed above) with respe
t to the tTCP

values generated using 
onventional approa
h (i.e. fully HSPICE generated) for TCP60%

of 2-input CMOS NAND gate.

We observe that the minimum per
entage saving in HSPICE simulations using our
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Table 5.4: Case 2: LUT of TCP60% for 2-input CMOS NAND gate using our model.

Cl(fF )
TR(ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 16.32 18.12 22.07 30.77 49.92 HSPICE HSPICE

2.28 21.41 23.20 27.16 35.86 55.01 HSPICE HSPICE

3.45 29.10 30.90 34.85 43.55 62.70 104.85 HSPICE

5.22 40.72 42.52 46.47 55.18 74.33 116.47 HSPICE

7.88 58.29 60.08 64.04 72.74 91.89 134.04 226.79

11.91 84.83 86.63 90.58 99.29 118.44 160.58 253.34

18.00 124.95 126.74 130.70 139.40 158.55 200.70 293.45

Note: Entries shown by `HSPICE' 
an be obtained by HSPICE simulation whereas entries shown by

numeri
 values are obtained using our model

Table 5.5: Case 2: ECSM LUT of TCP60% for 2-input CMOS NAND gate obtained using

HSPICE simulations.

Cl(fF )
TR(ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 16.34 18.19 22.18 30.88 49.86 88.59 165.32

2.28 21.44 23.29 27.29 35.99 55.05 95.27 175.34

3.45 29.14 30.99 34.99 43.69 62.78 104.15 187.97

5.22 40.76 42.62 46.62 55.33 74.43 116.27 203.93

7.88 58.33 60.19 64.19 72.89 92.01 133.93 224.61

11.91 84.87 86.73 90.73 99.44 118.56 160.54 252.51

18.00 124.98 126.84 130.8 139.55 158.68 200.69 292.87

Table 5.6: Case 2: Per
entage error in proposed model's LUT with respe
t to fully HSPICE

generated ECSM LUT of TCP60% for 2-input CMOS NAND gate.

Cl(fF )
TR(ps)

2.20 4.84 10.66 23.46 51.62 113.60 250.00

1.51 0.12 0.38 0.50 0.36 0.12 × ×

2.28 0.14 0.39 0.48 0.36 0.07 × ×

3.45 0.14 0.29 0.40 0.32 0.13 0.67 ×

5.22 0.10 0.23 0.32 0.27 0.13 0.17 ×

7.88 0.07 0.18 0.23 0.21 0.13 0.08 0.97

11.91 0.05 0.12 0.17 0.15 0.10 0.02 0.33

18.00 0.02 0.08 0.11 0.11 0.08 0.00 0.20

Note: Entries shown by `×' 
orrespond to the values we obtain using HSPICE simulations in Table 5.4

(not through our models)
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method of generating LUTs (as explained above) is 67.35% and 75.51% (for 7 × 7 matrix

size) for TCP60% and TCP90%, respe
tively. We �nd that the values of tTCP s in our LUTs

di�er by a maximum of 0.97% (for 7×7 matrix size) from those in fully HSPICE generated


onventional LUTs. Therefore, we observe that standard 
ell 
hara
terization 
an be done

with a signi�
antly lesser number of HSPICE simulations (approximately 67% redu
tion

in HSPICE simulations). For the tTCP < TR, both the Region I and II models are used.

5.7 Case 2: Variation aware TCP models

In this se
tion, we 
onsider layout dependent e�e
ts due to me
hani
al stress in deriving

the model 
oe�
ients. We also derive the relationships of the model 
oe�
ients with the

temperature (T ) and supply voltage (Vdd). We have already dis
ussed the motivation

towards the analysis of variation aware (
onsidering pro
ess indu
ed me
hani
al stress,

supply voltage and temperature variability) TCP models in Chapter 4 of the thesis. Here,

we derive and validate the behavior of model 
oe�
ients with PVT variations. Later, we

use the model and the derived relationships to redu
e the number of HSPICE simulations

signi�
antly.

5.7.1 TCP models 
onsidering stress variability

In this subse
tion, we derive the 
hange in model 
oe�
ients of (5.58) and (5.68) as a

fun
tion of NF in a stress enabled 45nm CMOS te
hnology. We follow the same pro
edure,

as we did in Se
tion 5.5.1.

5.7.1.1 Impa
t of stress indu
ed variability in Region I

In this sub-subse
tion, we derive the relationship of tTCPs with TR, Cl and NF for Re-

gion I and II in stress enabled te
hnologies. In (5.59)-(5.61) and (5.69)-(5.71), µ, vsat, ION ,

and Vth are now stress dependent values, given as (5.21)-(5.24). We derive the model for

tTCP60% 
onsidering the impa
t of 
hannel stress in Region I. We assume that (Vdd − Vth) is

independent of NF (as explained in Subse
tion 5.5.1). Using the stress dependent parame-

ters in (5.59)-(5.61) (as we told earlier), we obtain the relation between model 
oe�
ients

and NF as:

K1 = (NF +M3)

(

D1

NF +D2

)

(5.73)

Where, D1 and D2 are the te
hnology dependent 
onstants, given in Subse
tion 5.5.1

as:

D1 =
(Vdd − Vdsat)

((M1P1P2 + 1) ION)
(5.74)

D2 = M3 +
M2P1P2

(M1P1P2 + 1)
(5.75)

We observe that (5.73) �ts well with HSPICE simulated data as shown in Fig. 5.19a. In
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Figure 5.19: Case 2: K1, K2 and K3 as a fun
tion of NF (whi
h also represents to 
hannel

stress).

these HSPICE simulation MULU0 and DELVT0 vary with NF in a

ordan
e with (5.25)

(i.e. the PTM model in
orporates 
hannel stress variability e�e
ts). From (5.61), the

relation between K3 and NF is:

K3 = Cp(K1) = Cp

[

(NF +M3)

(

D1

NF +D2

)]

(5.76)

We observe that (5.76) �ts well with HSPICE simulated data as shown in Fig. 5.19b.

Thereafter, we observe that K2 is independent of NF (be
ause A11 and ION are both

proportional to NF) as shown in Fig. 5.19b.

5.7.1.2 Impa
t of stress indu
ed variability in Region II

In this sub-subse
tion, we derive a model for tTCP90%, 
onsidering the impa
t of 
hannel

stress in Region II. Using stress dependent parameters in (5.69) and (5.25), we obtain that

A1 is independent of Vth (σ). Where, Vth (σ) with NF is negligibly small [94℄. Therefore,

A1 is independent of σ(NF ) as shown in Fig. 5.20a. Using stress dependent parameters in

(5.70) and (5.25), We �nd the relationship between A2 and NF as:

A2 =

(

S1(NF +M3)

(NF + S2)

)

(5.77)

Where,

S1 =
1

(M1P1 + 1)

(

0.05 Vdd(Cl + Cp)

βs,M1(Vdd − Vth1)

)

(5.78)

S2 =

(

M3 +
P1M2

(M1P1 + 1)

)

(5.79)

We observe that (5.77) �ts well on our stress aware HSPICE simulation data as shown

in Fig. 5.20a. Likewise, from (5.71) and (5.25), We �nd the relationship between A3 and

NF as:
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Figure 5.20: Case 2: A1, A2 and A3 as a fun
tion of NF .

A3 =

(

S3(NF +M3)

(NF + S2)

)

(5.80)

Where,

S3 =
1

(M1P1 + 1)

(

0.05 Vdd(Cl + Cp)

βs,M1(Vdd − Vth1)

)[

1

Vdd

(

Vth1

2
+

Vin,sat

Vdd

βs,M1

βl,M2

)]

(5.81)

We observe that (5.80) �ts well on our stress aware HSPICE simulation data as shown

in Fig. 5.20b.

5.7.1.3 E�
ient stress aware ECSM 
hara
terization

In this sub-subse
tion, we make use of relationships of model 
oe�
ients with stress

as a fun
tion of NF, derived in previous sub-subse
tion (as des
ribed in Subse
tion 5.5.1)

to redu
e the number of HSPICE simulations required for ECSM 
hara
terization when

the lower input of the series nMOS sta
k of 2-input NAND gate standard 
ell swit
hes.

The LUT size is 7 × 7 matrix. Using our model (5.58) for VTCP < Vout(TR), 47 HSPICE

simulations and using model (5.58) and (5.68) for VTCP > Vout(TR) only 14 HSPICE simu-

lations, were needed to generate the LUT, whereas a 
onventional pro
edure would require

343 HSPICE simulations. Saving in number of HSPICE simulations using Region I model

(for VTCP < Vout(TR)) is ⋍ 86% and using both the models 
orresponding to Region I and

II (for VTCP > Vout(TR)) is 96% (
ompared to 
onventional approa
h) .

5.7.2 TCP models 
onsidering temperature variability

In this subse
tion, we derive the temperature variation aware tTCP models, whi
h we

later use to redu
e the re-
hara
terization e�ort signi�
antly. In this work, we 
onsider a

realisti
 range of temperature variation due to on-
hip heating, from 298K (room temper-

ature) to 423K.

74



 10.5

 9.5

 8.5

 7.5

 6.5
 425 400 375 350 325 300

K
1
 (

K
Ω

)

Temperature(K)

simulation
model

(a)

 7.5

 6.5

 5.5

 4.5
 425 400 375 350 325 300

 1

 0.8

 0.6

 0.4

 0.2

 0

K
3
 (

p
s
)

K
2

Temperature(K)

K3	simulation


model

K2	simulation

(b)

Figure 5.21: Case 2: Variation of K1, K2 and K3 with temperature.

5.7.2.1 Impa
t of temperature variability in Region I

In this sub-subse
tion, we derive the relationships of tTCPs with TR, Cl and temperature

(T ) for Region I and II. In (5.59)-(5.61) and (5.69)-(5.71), vsat, µ and Vth are now given

by (5.34)-(5.36). We derive a model for tTCP60%, 
onsidering the impa
t of temperature

variability in Region I. In this derivation, we assume that (Vdd − Vth) is independent of T .

This is justi�ed sin
e Vth is mu
h smaller than Vdd. From (5.59)-(5.61), we obtain :

K1 =
(

R1 T
2.3 +R2 T +R3

)

(5.82)

Where R1, R2 and R3 are te
hnology dependent 
onstants obtained after deriving

the (5.59) using temperature dependent parameters. We observe that (5.82) �ts well on

HSPICE simulated data as shown in Fig. 5.21a. Likewise solving (5.61), we �nd the

relation between K3 and T as:

K3 = CpK1 = Cp

(

R1 T
2.3 +R2 T +R3

)

(5.83)

We observed using HSPICE simulations that 
hange in Cp with T varying from 298K

to 423K is negligibly small. We observe that (5.83) �ts well with HSPICE simulated data

as shown in Fig. 5.21b. Thereafter, solving (5.60), we �nd that K2 is independent of T as

shown in Fig. 5.21b (be
ause A11 and ION both are the fun
tion of T ).

5.7.2.2 Impa
t of temperature variability in Region II

We derive a model for tTCP90%, 
onsidering the impa
t of temperature variability in

Region II. From (5.69), we observe that A1 is independent of T . From (5.70), we obtain

that A2 is proportional to T , whi
h we verify through HSPICE simulations in Fig. 5.22a.

We obtain the relationship between A2 and T as:

A2 = (R4 T +R5) (5.84)
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Figure 5.22: Case 2: Variation of A1, A2 and A3 with temperature.

Where, R4 and R5 are te
hnology dependent 
onstants obtained after deriving the

(5.70). We observe that (5.84) �ts well on our HSPICE simulation data with temperature

variability as shown in Fig. 5.22a. Likewise, solving (5.71), we �nd that A3 in
reases

linearly with T as shown in Fig. 5.22b.

5.7.2.3 E�
ient temperature variation aware ECSM 
hara
terization

In this sub-subse
tion, we use the relationships of model 
oe�
ients with temperature,

to redu
e the number of HSPICE simulations required for ECSM 
hara
terization, when

the lower input of the series nMOS sta
k of 2-input NAND gate standard 
ell swit
hes.

The LUT size is 7 × 7 matrix. Using our model (5.58) for VTCP < Vout(TR), 50 HSPICE

simulations and using model (5.58) and (5.68) for VTCP > Vout(TR) only 13 HSPICE simu-

lations, were needed to generate the LUT, whereas a 
onventional pro
edure would require

343 HSPICE simulations. Saving in number of HSPICE simulations using Region I model

(for VTCP < Vout(TR)) is ⋍ 85% and using both the models 
orresponding to Region I and

II (for VTCP > Vout(TR)) is 96% (
ompared to 
onventional approa
h) .

5.7.3 TCP models 
onsidering Supply Voltage Variability

In this subse
tion, we derive a power supply voltage variation aware tTCP models, whi
h

we later use to redu
e the re-
hara
terization e�ort signi�
antly. We 
onsider the ±10%


hange in power supply voltage (Vdd) from the its nominal value of Vdd = 0.9V .

5.7.3.1 Impa
t of supply voltage variability in Region I

In this sub-subse
tion, we derive the relationships of tTCP s with TR, Cl and Vdd for

Region I. We derive a model for tTCP60%, 
onsidering the impa
t of supply voltage variability

in Region I. In (5.59), we observe and later verify that K1 de
reases with an in
rease in

supply voltage as shown in Fig. 5.23a.

We now dis
uss the variation of K3 with Vdd. From (5.61), we observe that the behavior

of K3 with supply voltage remains same as of K1. We verify this observation in Fig. 5.23b.
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Figure 5.23: Case 2: Variation of K1, K2 and K3 with supply voltage.

In (5.60), we observe that K2 is inversely proportional to Vdd. We verify this observation

in Fig. 5.23b.

5.7.3.2 Impa
t of supply voltage variability in Region II

In this sub-subse
tion, we derive a model for tTCP90%, 
onsidering the impa
t of supply

voltage variability in Region II. In (5.69), A1 is inversely proportional to supply voltage

and it is veri�ed through HSPICE simulations as shown in Fig. 5.24a. In (5.70) and (5.71),

we observe that A2 and A3 both de
reases with supply voltage. We verify this observation

in Fig. 5.24b and 5.24
.

5.7.3.3 E�
ient supply voltage variation aware ECSM 
hara
terization

In this sub-subse
tion, we use the relationships of model 
oe�
ients with supply voltage,

to redu
e the number of HSPICE simulations required for ECSM 
hara
terization, when

the lower input of the series nMOS sta
k of 2-input NAND gate standard 
ell swit
hes.

The LUT size is 7 × 7 matrix. Using our model (5.58) for VTCP < Vout(TR), 48 HSPICE

simulations and using model (5.58) and (5.68) for VTCP > Vout(TR) only 14 HSPICE simu-

lations, were needed to generate the LUT, whereas a 
onventional pro
edure would require

343 HSPICE simulations. Saving in number of HSPICE simulations using Region I model

(for VTCP < Vout(TR)) is ⋍ 86% and using both the models 
orresponding to Region I and

II (for VTCP > Vout(TR)) is 96% (
ompared to 
onventional approa
h) .

5.8 Summary

In this 
hapter, we proposed models for tTCPs of output voltage transition for 2-input

NAND gate standard 
ell, for Case 1 and 2. First, we derived the model for the swit
hing

of upper nMOS transistor in the series sta
k of the NAND gate (represented as Case 1),

se
ond, we derived the model for the swit
hing of lower nMOS transistor in the series sta
k

of the NAND gate (represented as Case 2). In this work, we 
onsidered the impa
t of the

voltage transition at the intermediate node in the series sta
k of nMOS transistors in the
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Figure 5.24: Case 2: Variation of A1, A2 and A3 with supply voltage.

NAND gate. The tTCP values are derived in terms of TR and Cl. We also derived the region

of validity of these models in Cl, TR spa
e. Later, we used these models in redu
ing the

number of HSPICE simulations in ECSM 
hara
terization of 2-input NAND gate standard


ell by ≅ 67%. We also derived the relationship of the model 
oe�
ients with the NAND

gate size, Vdd, 
arrier mobility, threshold voltage and temperature. While 
onsidering

layout dependent e�e
ts due to me
hani
al stress, we derived the relationship of the model


oe�
ients with stress as a fun
tion of NF. We later used these relationships to redu
e

the number of HSPICE simulations by about 80.18% and 86% in ECSM 
hara
terization

of a 2-input NAND gate standard 
ell having a di�erent value of NF for Case 1 and 2,

respe
tively. Further, we in
luded the e�e
t of temperature variation in our tTCP models

to redu
e the number of HSPICE simulations by ≃ 79.88% for Case 1 and 85% for Case

2. We also in
luded the e�e
t of supply voltage variation in our tTCP models to redu
e the

number of HSPICE simulations by ≃ 79.88% for Case 1 and 86% for Case 2.

We thus proposed the 
omprehensive models 
apturing all the timing information re-

garding the output transition of a 2-input NAND gate for the swit
hing of one of its inputs.

These models relate all the tTCP s with 
ir
uit/layout level parameters su
h as TR, Cl, Wn,

NF , T and Vdd. We also derived the region of validity of these models with respe
t to ea
h
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of these 
ir
uit/layout level parameters. Further, we apply all this work in redu
ing the

number of HSPICE simulations required for ECSM 
hara
terization of 2-input NAND gate

signi�
antly (about 67-96%).
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Chapter 6

Overshoot Timing Model for CMOS

Inverter and NAND Gate Standard

Cells

6.1 Overview

In this 
hapter, we propose an analyti
al model to estimate overshoot time for CMOS

inverter and NAND gate standard 
ells. We separately model the over-shoot time period

for swit
hing of ea
h of the inputs of a 2-input NAND gate standard 
ell. We observe that

the duration of the overshoot is signi�
antly (about 40%) larger for NAND gates 
ompared

to inverter for a given fan-out for the 
ase when the lower nMOS devi
e in the series sta
k

swit
hes. To model the overshoot time period for this 
ase, we show that 
onsidering

the impa
t of the intermediate node of nMOS series sta
k is 
riti
al. Therefore, we �rst

model the voltage transition at this node in our work, whi
h we further use to derive

overshoot time period for the lower transistor swit
hing 
ase. We observe and explain that

the overshoot timing model of a CMOS inverter remains valid for the 
ase when the upper

nMOS devi
e in the series sta
k of the NAND gate swit
hes. This is be
ause the lower

nMOS devi
e in the series sta
k is ON and only adds a resistan
e to the sour
e of the upper

nMOS devi
e. The model also 
onsiders the in�uen
e of TR, Cl and 
ell size on overshoot

time whi
h makes it useful in standard 
ell 
hara
terization. The proposed model is in

good agreement with HSPICE simulations with a maximum error of 2.5%.

The 
hapter is organized as follows. In Se
tion 6.2, we des
ribe our simulation setup.

In Se
tion 6.3, we derive the relationship of overshoot time (tcrit) with TR, Cl for CMOS

inverter standard 
ell. We then verify the model with respe
t to TR, Cl values and 
ell size

of CMOS inverter. In Se
tion 6.4, we derive the relationship of tcrit with TR, Cl for 2-input

NAND gate standard 
ell. We then verify the model with respe
t to TR, Cl values and 
ell

size of NAND gate.
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6.2 Simulation Setup

In this Chapter, we use HSPICE simulations at 32nm CMOS te
hnology node. In these

simulations, we use BSIM 4.0 Predi
tive Te
hnology devi
e Model (PTM) [87℄. We use a

CMOS inverter (shown in Fig. 6.1a) and a 2-input NAND gate standard 
ells (shown in Fig.

6.2a) for the overshoot timing model derivation. The widths of pMOS transistor and those

of nMOS transistors are kept in su
h a way that the output rising and falling transition

times are equal for both inverter and NAND gate standard 
ells as des
ribed in [22℄. The

minimum transistor widths for inverter and NAND gate standard 
ells are

Wp/Wn = 120nm
48nm

and

Wp/Wn = 120nm
96nm

, respe
tively. The 
hannel lengths are kept at their minimum allowed

value for all the transistors (i.e. 32nm). Sin
e the

Wp/Wn ratio for standard 
ell of a given

type (say, 2-input NAND gate are �xed), the value of Wn also represents the 
ell size.

Throughout this work, we 
onsider the 
ase of rising input transition: The 
ase of falling

input transition 
an be handled in similar manner. Please note that we have not 
onsidered

(a) (b)

Figure 6.1: (a) CMOS inverter s
hemati
 (b) its equivalent 
ir
uit during overshoot period.

(a) (b)

Figure 6.2: (a) 2-input NAND gate S
hemati
 (b) its equivalent 
ir
uit during overshoot

period.
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Figure 6.3: I/O waveform of standard 
ell CMOS inverter.

the inverse narrow width e�e
ts in the proposed work. Sin
e, the threshold voltage Vth is

the parameter 
onsidered in the derivation, narrow width e�e
ts 
an be 
onsidered in the

model.

6.3 Our approa
h towards CMOS inverter overshoot mod-

eling

To derive the overshoot time for CMOS inverter standard 
ell (shown in Fig. 6.1) , we

use the following assumptions and observations :

� The pMOS transistor (M2) is operating in deep triode region and negligibly small


urrent is �owing through it (i.e. ≅ 5µA). Therefore, we ignore this negligible pMOS


urrent in our derivation.

� The time at whi
h the overshoot rea
hes its peak value Vp, is tp. We assume that

tp =
Vth

Vdd
TR, be
ause the nMOS devi
e (M1) is in OFF state for Vin < Vth. The in
rease

in output voltage till this time is only be
ause of 
apa
itive 
oupling between nodes

IN and OUT. Therefore, tp is also independent of Cl and Wn. This assumption is

validated by our results that we dis
uss later in the paper.

� We observe from HSPICE simulations that the overshoot period tcrit is independent

of Cl (as shown in Fig. 6.3). We explain this as follows:

For a given value of TR, the 
harging 
urrent through the 
oupling 
apa
itan
e CC during

the input transition t = 0 to TR has a value CC
Vdd

TR
, therefore the total 
harge that 
on-

tributes to the overshoot at the output is independent of Cl and TR. This 
harge is now

dis
harged through the nMOS su
h that Vout redu
es to a value Vout = Vdd. During the
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dis
harge of the overshoot the nMOS operates in saturation region and therefore, its drain


urrent is independent of the value of Vout (this is also be
ause, the Vds of nMOS almost

doesn't vary and has a value Vout ≅ Vdd during the overshoot period).

6.3.1 Model for Overshoot Time tcrit

In this subse
tion, we derive the relationship between tcrit and TR, Cl values. We


onsider the rising input transition for the derivation of overshoot time (shown in Fig. 6.3).

As we explained earlier that tp is the time after whi
h transistor M1 starts to 
ondu
t. Till

tp, there will be only 
apa
itive 
oupling at `OUT' node. To �nd the tp, we apply KCL at

node `OUT'. Therefore, we have the expression:

ICC
= ICout

+ IM1
(6.1)

ICC
is 
urrent �owing through gate-to-drain 
apa
itan
e of M1 and M2, sin
e M1 is

operating either in 
ut-o� (for t < tp) or in saturation for (t ≥ tp), it 
onsists of the

overlap 
apa
itan
e 
omponent only. Whereas, sin
e M2 operates in linear region during

the overshoot period so its gate-to-drain overlap 
apa
itan
e 
onsists of both 
hannel and

overlap 
omponents. ICout
is 
urrent �owing through the load 
apa
itan
e and parasiti



apa
itan
e (other than CC) at the output node. IM1
is the saturation 
urrent �owing

through M1 whi
h is non-zero for t ≥ tp. Therefore, we have an equivalent 
ir
uit as shown

in Fig. 6.1b. At t = tp solving KCL at node `OUT' , we rewrite (6.1) as:

CC

dVin

dt
= IM1

where Vin = Vdd

t

TR

for 0 ≤ t ≤ TR (6.2)

And, IM1
is given by alpha power law model as [9℄:

IM1 = ION = νsatWnPs(Vgs − Vth)
m

(6.3)

We assume βs = νsatWnPs, where νsat is saturation velo
ity, Wn is width of nMOS

devi
e, Ps is te
hnology dependent parameter and exponent m is velo
ity saturation index.

In our 
ase, we have used m = 1 and it is veri�ed through HSPICE simulations. Solving

(6.2), we get an expression for tp as follows:

tp =
CC

βs

+
Vth

Vdd

TR (6.4)

To obtain the tcrit, we �rst integrate (6.1) from 0 to tp and �nd an expression as follows:

CC

Vdd

TR

(tp − 0) = (Cout + CC)(Vp − Vdd) +

tp
ˆ

0

IM1dt (6.5)

Where,

´ tp

0
IM1dt ≃ 0 as we explained earlier that from 0 to tp negligibly small 
urrent
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Figure 6.4: Variation of tcrit with TR, Cl and Wn.

is �owing. Now, we integrate (6.1) from tp to tcrit and �nd an expression as follows:

CC

Vdd

TR

(tcrit − tp) = −(Cout + CC)(Vp − Vdd) +

tcrit
ˆ

tp

IM1dt (6.6)

Using (6.3), (6.4), (6.5) and (6.6), we get �nal expression for tcrit as follows:

tcrit =

(

CC

2βs

+
Vth

Vdd

TR

)

+

√

(

5C2
C

4β2
s

+
CC

βs

Vth

Vdd

TR

)

(6.7)

We observe that the tcrit is independent of Cl and Wn from the derivation of (6.7). The

later is be
ause both CC and βs are proportional to Wn.

The model of (6.7) has been veri�ed using HSPICE simulation data as shown in Fig.

6.4. As observed in (6.7), the 
oe�
ients of the model are the 
onstants for a given CMOS

te
hnology and 
an be extra
ted from HSPICE simulations/measurements. On
e these


oe�
ients are extra
ted, (6.7) 
an be used to obtain tcrit for any value of TR and inverter


ell size. The (6.7) 
an therefore be used in standard 
ell library 
hara
terization to obtain

overshoot time period.

85



6.4 NAND gate overshoot modeling

In this se
tion, we derive the relationships of tcrit with TR , Cl values and Wn for a

2-input NAND gate standard 
ell. We derive the models for the 
ase where input is rising,

a similar approa
h 
an be used for falling input transition 
ase too. Sin
e typi
ally single

input swit
hing would be more frequent 
ompared to multiple input swit
hing, we 
onsider

single input swit
hing for our derivation. There are two possibilities for 2-input NAND

gate single input swit
hing.

� Case 1: WhenVin−B = Vdd andVin−A = Vdd
t
TR

(for 0 ≤ t ≤ TR i.e. when upper nMOS

devi
e (M1) in the series sta
k swit
hes) (refer to Fig. 6.5a)

� Case 2: When Vin−A = Vdd and Vin−B = Vdd
t
TR

(for 0 ≤ t ≤ TR i.e. when lower nMOS

devi
e (M2) in the series sta
k swit
hes) (refer to Fig. 6.7a)

We derive the model of tcrit for the above 2 
ases of 2-input NAND gate in the following

subse
tions.

6.4.1 NAND gate overshoot modeling for Case 1

To derive the model of tcrit for 2-input NAND gate (for Case 1) standard 
ell, shown in

Fig. 6.5, we use the following assumptions and observations :

(a) (b)

Figure 6.5: Case 1: (a) NAND gate s
hemati
 (b) its I/O waveform.
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� The pMOS transistor (M4) is in OFF state whereas M3 is in deep triode region and

negligibly small 
urrent is �owing through it. Therefore, we ignore this negligible

pMOS 
urrent in our derivation.

� The nMOS transistor M1 will be ON at

Vth1

Vdd
TR whereas M2 is in deep triode region

during overshoot period.

� Expression for tcrit remains same as for CMOS inverter (given in (6.7)), be
ause in

Case 1 behavior of NAND gate remains same as of CMOS inverter ex
ept that the

lower nMOS transistor in the series sta
k adds some resistan
e to the sour
e of upper

nMOS transistor.
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Figure 6.6: Case 1: Variation of tcrit with TR, Cl and Wn.

The proposed model of (6.7) for tcrit has been veri�ed using HSPICE simulated data for

Case 1. Figure 6.6 shows the veri�
ation of tcrit model with respe
t to TR, Cl values and


ell size for Case 1 of NAND gate.
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(a) (b)

Figure 6.7: Case 2: NAND gate s
hemati
 and its I/O waveform.

6.4.2 NAND gate overshoot modeling for Case 2

To derive the model of tcrit for 2-input NAND gate (for Case 2), shown in Fig. 6.5, we

use the following assumptions and observations :

� The pMOS transistor (M3) is in OFF state whereas M4 is in linear region and negli-

gibly small 
urrent is �owing through it. Therefore, we ignore that negligible pMOS


urrent throughout overshoot modeling.

� Threshold voltage of M1 is always somewhat larger than M2 , be
ause of potential

di�eren
e between sour
e and bulk of M1 (i.e. Vsb(M1) 6= 0).

� The nMOS transistor M2 will be ON at t = Vth

Vdd
TR whereas M1 starts to 
ondu
t later

for a te
hnology dependent value of VX = VXa. VXa is the value of the sour
e voltage

of an nMOS of the the given CMOS te
hnology having its Vg = Vd = Vdd.

� In this work, VX = VXa at time t = tXa. Till tXa, 
urrent through M1 is almost zero.

And output voltage will be in
reased by 
apa
itive 
oupling only. When t ≥ tXa,


urrent starts to �ows through M1 and then equivalent 
ir
uit of NAND 
an be

represented as shown in Fig. 6.2b.

� Overshoot time (denoted as tcrit in our 
ase) is independent of Cl as shown in Fig.6.8.

We explain this as follows:

For a given value of TR, the 
harging 
urrent through the 
oupling 
apa
itan
e CC1 during

the input transition t = 0 to TR has a value CC1
Vdd

TR
, therefore the total 
harge that 
on-

tributes to the overshoot at the output is independent of Cl and TR. This 
harge is now

dis
harged through the nMOS su
h that Vout redu
es to a value Vout = Vdd. During the

dis
harge of the overshoot the nMOS operates in saturation region and therefore its drain
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Figure 6.8: Case 2: tcrit is independent of Cl.

Figure 6.9: Case 2: NAND gate equivalent 
ir
uit at node `X'.


urrent is independent of the value of Vout (this is also be
ause of the value Vds of nMOS

almost doesn't vary and has a value Vout ≅ Vdd during the overshoot period). To derive the

tcrit model, �rst we need to model the tXa.

6.4.2.1 Proposed Model for tXa

In this sub-subse
tion, we derive the relationship between tXa and TR, Cl values. To

�nd the tXa, we apply KCL at `X' node for t < tXa (refer to Fig. 6.9):

ICCX
+ IM2 = ICX

(6.8)

ICCX
is 
urrent �owing through gate-to-drain 
oupling 
apa
itan
e of M2, it 
onsists of

the gate-to-drain overlap 
apa
itan
e and may also 
onsist a part of the gate-to-
hannel


apa
itan
e (as we elaborate later in this paper).We use the symbol C ′

X for the parasiti



apa
itan
e (of M1 and M2) between node `X' and `gnd'. IC′

X
is 
urrent �owing out of this

parasiti
 
apa
itan
e. And IM2 is saturation 
urrent �owing through M2 given in (6.3).

Now, we rearrange (6.8) as:

CCX

dVin−B

dt
+ IM2(t) = (C ′

X + CCX)
dVX

dt
(6.9)
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Where,

Vin−B = Vdd

(

t

TR

)

for 0 ≤ t ≤ TR (6.10)

In this derivation, we are taking (C ′

X + CCX) = CX , to simplify the expression. To

�nd the tXa, integrate (6.9) from t = tth to tXa. Where tth is time at whi
h lower nMOS

transistor M2 starts to 
ondu
t ( i.e. tth = Vth

Vdd
TR, when Vin−B=Vth). Before tth, node `X'

gets 
harged only through 
apa
itive 
oupling as M1 and M2 are both OFF. At t =tth,

value of VX is given as :

VXth − VX0 =

(

CCX

CX

)

Vth (6.11)

Where, VXth is voltage at node `X' when Vin−B rea
hes threshold voltage of M2 and VX0

is the voltage at node `X' when t = 0 (sin
e, VX0 ≈ Vdd − Vth). Using (6.3), (6.10), (6.11)

and solve for tXa by integrating (6.9), we have the expression as:

(

CCX

CX

Vdd

TR

+
βM2Vth

CX

)

(tXa−tth)−
(

βM2Vdd

2CXTR

)

(t2Xa−t2th)+

(

CCX

CX

Vth +△VXa

)

= 0 (6.12)

Where,

(VXa − VXth) = {(VXa − VX0)− (VXth − VX0)} =

(

△VXa −
CCX

CX

Vth

)

(6.13)

Where, △VXa = − (VXa − VX0) is a positive value sin
e VXa < VX0. After solving

(6.12), we get the �nal equation of tXa as:

tXa =
CCX

βM2
+

Vth

Vdd

TR +

√

[

CCX

βM2

(

CCX

βM2
+

(

6 Vth

Vdd

+
2△VXa

Vdd

)

TR

)]

(6.14)

It 
an be observed from (6.14) that tXa is independent of Cl and Wn. The independen
e

of tXa with Wn is be
ause CCX and βM2 are both proportional to Wn.

The proposed model of (6.14) has been veri�ed using HSPICE simulated data for tXa.

Figure 6.10, shows the validation of tXa model with respe
t to TR, Cl values and 
ell size.

6.4.2.2 Proposed Model for tcrit

In this sub-subse
tion, we derive the relationship between tcrit and TR, Cl values for

2-input NAND gate standard 
ell. Till tXa, the transistor M1 is OFF and node `OUT'


harges through 
apa
itive 
oupling (through the Cgd of pMOS transistor (M4) in Fig.

6.7). For t > txa, the node `OUT' also dis
harges through the drain 
urrent of M1 (IM1).

To �nd IM1, we apply KCL at node `X'. We integrate IM1 from tXa to tcrit to a

ount for

the overshoot. We explain this approa
h to derive tcrit in detail in the following paragraph.

We model the tcrit for the large values of TR (from 15ps to 250ps).
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Figure 6.10: Case 2: Variation of tXa with TR, Cl and Wn.

As the minimum FO1 delay of CMOS inverter and NAND gate is 11ps and 14ps re-

spe
tively. In general, it is very rare to get the real input signal having transition time

equal to or less than the FO1 delay of CMOS inverter. Therefore, we 
onsider the range of

TR (from 15ps to 250ps) whi
h is very pra
ti
al in standard 
ell 
hara
terization. Within

this range of TR, Vx,crit ≥ Vdsat and, at t = tcrit, both nMOS transistors operate in velo
ity

saturation region. Here, Vx,crit is the voltage at node `X ' when t = tcrit and Vdsat is the sat-

uration drain sour
e voltage of M2 transistor. We assume that the value of Vdsat is weakly

dependent on the values of Vds, as in (given in [9℄). For our PTM CMOS te
hnology, we

extra
t the value of Vdsat = 0.28V from Id − Vds 
hara
teristi
s (as done in [9℄).

During overshoot period, NAND gate equivalent 
ir
uit 
onsists of 
oupling 
apa
itan
e

(CC1), total output 
apa
itan
e (Cout) and a dependent 
urrent sour
e (IM1) having a non-

zero 
urrent from tXa to tcrit (as shown in Fig. 6.2b). To obtain the value of IM1, We apply

KCL at node `X':

IM2 = ICCX
+ IC′

X
+ IM1 (6.15)

We 
an write (6.15) as:
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Figure 6.11: Case 2: Variation of tcrit with TR, Cl and Wn.

βM2

(

Vdd

TR

t− Vth

)

= CCX

dVin−B

dt
− C ′

X

dVX

dt
+ βM1 (Vdd − VX − Vth1) (6.16)

At t = tcrit, we 
an write (6.16) as:

βM2

(

Vdd

TR

tcrit − Vth

)

= CCX

Vdd

TR

+ C ′

X

dVXcrit

dt
+ βM1 (Vdd − VXcrit − Vth1) (6.17)

At t = tXa, we 
an write (6.16) as:

βM2

(

Vdd

TR

tXa − Vth

)

= CCX

Vdd

TR

+ C ′

X

dVXa

dt
+ βM1 (Vdd − VXa − Vth1) (6.18)

Subtra
ting (6.18) from (6.17) to get the value of tcrit. As M1 and M2 transistors are

of same size and both are operating in saturation region, therefore βM1 = βM2. Now, we

have the expression of tcrit as:

tcrit =

(

VXa − VXcrit

Vdd

)

TR + tXa (6.19)
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In this derivation, we ignore the 
urrent IC′

X
(refer to (6.15)), as its value is very small


ompared to the ON 
urrent of M1. It 
an be observed from (6.19) that tcrit is independent

of Cl and Wn.

The proposed model of (6.19) has been veri�ed using HSPICE simulated data for tcrit.

Figure 6.11 shows the validation of tcrit model with respe
t to TR, Cl values and 
ell size.

6.5 Summary

In this 
hapter, we proposed tcrit model for CMOS inverter and 2-input NAND gate.

We then veri�ed the relationships of proposed model with TR, Cl and 
ell size (in terms of

Wn). The model equation as well as simulation results shows that tcrit is independent of Cl

and Wn. The model 
overs a wide range of TR values (from 15ps to 150ps). The proposed

models are in good agreement with HSPICE simulation with maximum error of 2.5%.
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Chapter 7

Con
lusion and Future S
ope

In this 
hapter, a summary of the resear
h work 
arried along with the 
on
lusions.

The future s
ope in this area of study is also pointed out.

The problem addressed in this thesis is brie�y de�ned here. Standard 
ell library


hara
terization in nanometer range CMOS te
hnologies, 
onsumes huge time be
ause of

numerous 
ells of di�erent sizes, layout dependent e�e
ts, temperature and supply voltage

variation and frequent devi
e model updates. To address this issue, delay/timing mod-

els with 
learly de�ned regions of validity in transition time (TR), load 
apa
itan
e (Cl)

spa
e and whi
h also 
onsider 
ell size, layout parameters, temperature and supply voltage

variation are needed.

7.1 Con
lusions

The major 
ontributions and 
on
lusions from this work are summarized below.

In the �rst stage of the work, we proposed an analyti
al model for the Timing values

of Threshold Crossing Point (tTCPs) of output voltage transition as a fun
tion of TR and

Cl for a standard 
ell CMOS inverter. Subsequently, the region of validity of the model in

TR, Cl spa
e used in 
hara
terization Lookup Tables (LUTs) is derived. We developed the

relationships of the model 
oe�
ients with the 
ell size. Further, the impa
t of te
hnology

s
aling on these model 
oe�
ients is investigated. The results show that the proposed model

is in good agreement with HSPICE simulations with a maximum error of 2.5%. Later, we

use this model to redu
e the number of HSPICE simulations in ECSM 
hara
terization

by nearly half. We then obtained the relationships of the model 
oe�
ients with pro
ess

indu
ed me
hani
al stress as a fun
tion of Number of Fingers (NF), temperature and power

supply voltage (Vdd) variability. We later expand this model for di�erent values of NF and

in
lude the impa
t of temperature and supply voltage variations, to redu
e the number of

SPICE simulations. We observed that the model helps to redu
e the number of HSPICE

simulations by about 50% in ECSM 
hara
terization of standard 
ell CMOS inverter.

In the next phase of the work, we proposed the tTCP model for 2-input NAND gate

standard 
ell, for Case 1 and 2, whi
h we now dis
uss. First, we developed the model for

the 
ase (Case 1) when the upper nMOS transistor in the series sta
k of the NAND gate
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swit
hes. After this, we developed the model for the 
ase (Case 2) when the lower nMOS

transistor in the series sta
k of the NAND gate swit
hes. In this work, we 
onsidered

the impa
t of the voltage transition at the intermediate node in the series sta
k of nMOS

transistors in the NAND gate. For this, we 
onsidered the input to intermediate node


apa
itive 
oupling e�e
t, parasiti
 
apa
itan
es at the intermediate node and the regions

of operation of the two nMOS devi
es pla
ed in series sta
k. The tTCP models are derived

as a fun
tion of TR and Cl. We also derived the region of validity of these models in Cl,

TR spa
e. Later, we used these models in redu
ing the number of HSPICE simulations in

ECSM 
hara
terization of 2-input NAND gate standard 
ell by ≅ 67%. We then developed

the relationship of the model 
oe�
ients with the 
ell size, power supply voltage (Vdd)

and temperature. While 
onsidering layout dependent e�e
ts due to me
hani
al stress,

we developed the relationship of the model 
oe�
ients with stress as a fun
tion of NF.

We later used these relationships to redu
e the number of HSPICE simulations by about

80.18% and 86% in ECSM 
hara
terization of a 2-input NAND gate standard 
ell having

a di�erent value of NF for Case 1 and 2, respe
tively. Further, we in
luded the e�e
t of

temperature variation in our tTCP models to redu
e the number of HSPICE simulations

by ≃ 79.88% for Case 1 and 85% for Case 2. We also in
luded the e�e
t of supply voltage

variation in our tTCP models to redu
e the number of HSPICE simulations by ≃ 79.88%

for Case 1 and 86% for Case 2.

Further, we developed an analyti
al model to estimate overshoot time 
onsidering the

in�uen
e of TR, Cl and 
ell size, for CMOS inverter and NAND gate standard 
ells. In

nanometer range te
hnologies, the parasiti
 
apa
itan
es would in
rease thereby in
reasing

the importan
e on the overshoot time period. However, in 32nm CMOS te
hnology node we


onsidered, the overshoot time period is important only for the TCP 
oming immediately

after the overshoot. We separately model the overshoot time for swit
hing of ea
h of the

inputs of a 2-input NAND gate standard 
ell. In this regard, we �rst model the voltage

transition at this node in our work, whi
h we later use to derive overshoot time period for

the lower transistor's swit
hing 
ase. We observed that the overshoot timing model of a

CMOS inverter remains valid for the 
ase when the upper nMOS devi
e in the series sta
k

of the NAND gate swit
hes. This is be
ause the lower nMOS devi
e in the series sta
k is

ON and only adds a resistan
e to the sour
e of the upper nMOS devi
e. We observed that

the proposed models are in good agreement with HSPICE simulations with a maximum

error of 2.5%.

Hen
e, we 
on
lude that the standard 
ell 
hara
terization e�ort 
an be redu
ed signif-

i
antly (nearly 50% for CMOS inverter and 67% for 2-input NAND gate) using our models

while maintaining the a

ura
y 
lose to HSPICE. The validation of these model's 
oe�-


ients with the 
ell size, pro
ess parameters, Vdd and temperature variations, minimizes the

re-
hara
terization e�ort signi�
antly in standard 
ell libraries.
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7.2 S
ope for Future Resear
h

In this se
tion, we 
on
isely dis
uss some future/prospe
tive dire
tions for further re-

sear
h in the same area:

1. The work 
an be generalized by developing standard 
ell library and hen
e, timing

models for other 
ells like 2-stage bu�er, AND and OR gate 
an be derived. To

redu
e the re-
hara
terization e�ort in standard 
ell library, the relationships of model


oe�
ients with the 
ell size, pro
ess parameters, Vdd and temperature variations 
an

be derived.

2. Timing model for inverter followed by transmission gate 
an be derived on the lines

of our NAND gate timing model.

3. For a

urate timing model, an overshoot timing model 
an be used in ECSM 
har-

a
terization of standard 
ell libraries. This will ensure that even the ≃ 5% error (for

NAND gate) seen in tTCP estimation for the TCP 
losest to the overshoot 
an also

be redu
ed signi�
antly.

4. This work 
an be used in improving the e�
ien
y of standard 
ell 
hara
terization

EDA tools signi�
antly.
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