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ABSTRACT 

Streams have been used for the disposal of various industrial and municipal wastes since long 

time. Quantitative understanding of mixing of such pollutants in streams is a matter of concern 

in recent years for the effective control of pollution in the streams. Most of the natural streams 

are relatively shallow compared with their length and width. When pollutants were disposed 

off at a point/section of a stream, it mixes quickly over the entire depth and then continues to 

spread in the longitudinal and transverse flow directions. Thus, it is essential to study how the 

waste/effluent gets mixed in the flowing stream for the environmental concern and water 

quality modeling. Excluding the initial distance required to achieve mixing in the vertical 

direction, the mixing of pollutants can be efficiently modeled by two-dimensional depth-

averaged mixing equation, i.e., transverse mixing equation. Transverse mixing is arguably 

more important in water quality management than either vertical or longitudinal mixing, 

especially when dealing with the discharge of pollutants from point sources or the mixing of 

tributary inflows. In such problems, vertical mixing occurs rapidly and is only important very 

close to the source, whereas, longitudinal dispersion is only important in far-field if the source 

is unsteady.  

In straight open channels, secondary currents are weak compared to curved channels, therefore, 

spreading of pollutant is higher in curved channels compared to the straight channels 

(Krishnappan and Lau, 1981; Holley and Nerat, 1983; Boxall et al., 2003; Boxall and Guymer, 

2003; Albers and Steffler, 2007; Dow et al., 2009). To increase the secondary current for the 

enhancement of transverse mixing, it is desirable to have some structure, which can increase 

the secondary current in that reach. Submerged vanes are suitable structure for this purpose. 

Transverse mixing has extensively been studied in straight, curved, meandering channels. 

However, no study related to the effect of artificially-induced secondary current on the 

transverse mixing has been conducted, so far. The present proposal is intended to study this 

aspect of the transverse mixing. 

Submerged vane is basically an aerofoil structure, which generates the excess turbulence in 

form of helical flow structure in the flow due to pressure difference between approaching flow 

side and downstream side of vane (Odgaard and Spoljaric, 1986; Odgaard and Mosconi, 1987; 

Odgaard and Wang, 1991; Wang and Odgaard, 1993). These vanes are in general placed at a 

certain angle with respect to the flow directions which is usually equal to 10o – 40o. Submerged 

vanes utilize vorticity to minimize the drag and produce flow redistribution in the flow such 
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that longitudinal flow is compelled to get diverted towards the transverse direction (Wang and 

Odgaard, 1993). Many investigators like Odgaard and Wang (1991a), Wang and Odgaard 

(1993), Marelius and Sinha (1998), Tan et al. (2005), Ouyang et al.  (2008) have studied 

analytically and experimentally the flow structure around the submerged vanes. 

Following were the objectives of the present study: 

(i) Development of a numerical scheme for the solution of unsteady transverse mixing 

equation. 

(ii) To study the secondary current induced by installation of series of submerged vanes on 

the channel beds. To optimize vane size, location, spacing and alignment for obtaining 

strong secondary current. 

(iii) Measurement of concentration profile of tracer injected either side of the channel in the 

presence of installed vanes and also without it for various flow conditions and vane 

configurations. 

(iv) Determination of mixing coefficients using the measured concentration profiles. Also 

development of a predictor for enhanced mixing coefficients incorporating the flow 

parameters, vane sizes and spacing. 

(v) Final recommendations for using submerged vanes for the enhancement of transverse 

mixing to be made. 

The governing mass balance equation of transient transverse mixing in streams has been solved 

using finite volume method invoking the weighted upwind scheme. The developed model takes 

care of variation of depth of flow, depth-averaged velocity and transverse mixing coefficient 

across the channel width. The developed model is validated with analytical and experimental 

data. The numerical model proposed by Ahmad (2008) is extended to determine transverse 

mixing coefficient from the known concentration profiles at the downstream stations. 

Satisfactory agreement is found between concentration profiles computed using the proposed 

finite volume model and the analytical model for constant mixing coefficient and continuous 

pollutant injection.  

Experiments were performed in a recirculating concrete flume of width 1.0 m, depth 0.30 m 

and length 19 m. The bed slope of the flume was 0.000632. The Rhodamine WT was used as 
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tracer due to its high detectability and conservative in nature. A tracer injecting system was 

used to inject dye from one side of the flume that represents a plane source of width 100 mm. 

The Rhodamine WT dye concentration was measured across the width of the channel and 

downstream of injection point using Hydro lab MS-5 probe. Micro ADV was used to measure 

three-dimensional velocity field downstream of the injection location. Three sizes of vanes 

were used in the experimentations which were 0.02 m  0.05 m, 0.04 m  0.1 m and 0.06 m  

0.12 m, whose lateral spacing was 0.05 m, 0.1 m and 0.125 m, respectively. Three flow 

conditions were maintained in order to perform experimentations for depth of flow of 0.09 cm, 

0.1025 m and 0.1241 m. A total 50 runs were taken. Experiments were performed under no, 

one, two, three and four arrays of vanes for the measurement of dye concentration and three-

dimensional velocities. 

A computational fluid dynamics (CFD) model was developed on ANSYS-CFX platform to 

simulate flow pattern and turbulence characteristics around and downstream of a submerged 

vane and a series of vane rows containing multiple vanes in a single row. k- turbulence model 

is used herein. The developed CFD model is validated for the single vane, from the transverse 

velocity profile measured by Wang and Odgaard (1993) at x = 2H, 8H and 20H for vane size 

0.076 m   0.152 m for depth of flow = 0.152 m. It was observed that for each of transect, the 

simulated transverse velocity profile matched with the observed transverse velocity profile in a 

satisfactory manner. It was observed that vorticity has got its maximum value when the angle 

of attack was 28.7o which was in accordance with the available literature. It was also observed 

that optimum value of height of vane which induced maximum intensity vortices was 0.4 times 

depth of flow. It was observed that as the length of vane was increased, the intensity of 

vorticity also increased subsequently. Simulated flow downstream of a vane indicates that the 

leading edge of the vane induces high vorticity which decreases exponentially downstream of 

the vane. The variation of turbulent kinetic energy is also on the pattern of vorticity. 

For the multiple vane arrays system, the developed CFD model is validated by comparing 

simulated longitudinal velocity at three sections viz. x = 3H, 8H and 20H with the measured 

values and validation was also done for measured transverse velocity with the simulated 

transverse velocity profile. Good agreement in the simulated and observed velocity profiles 

were observed. Simulated flow pattern around multiple array of vanes indicate that near to the 

submerged vanes a large vortical field exists. It was observed that when the lateral spacing of 

vanes in an array was kept at y = 3H (where H = Height of vane), maximum intensity of 

vorticity was induced in the flow. In order to optimize longitudinal spacing a method was 
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proposed in which to acquire vorticity of a given strength downstream of a pre-installed vane 

row, the distance is read from the calibrated graph in lieu of the % vorticity required from the 

vane row in downstream. 

In case of multiple vanes, it was observed that at a distance very near to vane row, each vane 

row generated a circulation of its own. In the further downstream, vortices coalesce with each 

other to form a larger field of circulation but effective magnitude of circulation was observed 

to be less than the magnitude of circulation if it was generated by each vane in individual 

manner. Moving further downstream, it was observed that circulation field was dissipated and 

less disturbed flow field was obtained under the action of viscosity. Turbulent kinetic energy 

was observed to be higher in the case of four arrays of vanes than the one array of vane. 

Analysis of measured instantaneous velocity downstream of the zero, one, two, three and four 

arrays of submerged vanes indicates that in the presence of vanes, flow near to the vane is 

highly unstable and chaotic. The turbulence is clearly having heterogeneity as going up in 

vertical direction. The turbulence quantities decrease from bed to flow surface. The variation 

of all turbulence characteristics was same in all directions and was nearly overlapping to each 

other for measured instantaneous velocity at three transects in case of plane shear flow.  

Variation of transverse velocity along depth for zero one, two, three and four arrays of vanes is 

also being studied. It is found that as array of vanes increases the transverse velocity increases 

which signify that transverse mixing shall be higher for higher number of arrays of vanes. 

Effect of submerged vanes on tracer concentration profiles was studied experimentally. For 

this purpose, variation of tracer concentration across the width of the channel at distance of 5 

m and 15 m for the depth of flow of 0.09 m, 0.1025 m and 0.1241 m, vane height of 0.02 m, 

0.04 m, and 0.06 m and vane rows of 0, 1, 2, 3, and 4 was studied. It was seen that in the case 

of four vane rows, generation of circulation field was large and was extended to a greater 

distance; hence the mixing was highest in the case of four arrays of vanes. The number of 

arrays is proportional to the transverse mixing of the pollutants.  

Variation of ratio of transverse mixing coefficients with vane and without vane with ratio of 

height of vane and depth of flow has been studied. It is found that as the vane size increases 

there is a drastic increase in the transverse mixing coefficient. This is due to the fact that a high 

magnitude of transverse circulation is generated in the flow as vane size increases. A predictor 

to estimate transverse mixing in the presence of submerged vane rows was developed and it 
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was observed that as the depth of flow was increased the transverse mixing was reduced due to 

increase in submergence over the vanes. Transverse mixing was observed to be proportional to 

the height of vane and number of vane rows. 

Further, the transverse mixing coefficient for higher arrays/rows of vanes is high. For an 

example for depth of flow of 0.1241 m, the transverse mixing coefficient for four, three, two 

and one array of vanes are 23, 17, 13, and 7.5 times, respectively higher than the transverse 

mixing coefficients with no vane condition. However, such order of increase in the transverse 

mixing coefficient with vane for lower depth of flow is low. Flow with vane height/depth of 

flow of the order of 0.25 is not significant for enhancement in the transverse mixing.  

Transverse mixing length is an important parameter in the establishment of longitudinal 

movement of pollutants because it is assumed that after transverse mixing is complete then 

only the motion in longitudinal will start prominently (Fischer, 1979; Rutherford, 1994). 

Transverse mixing length was calculated for 98% mixing case and was observed that for 0.06 

m vane and depth of flow = 0.1241 m, tracer mixes 11 times faster than its absence. In case of 

0.04 m vane and depth of flow = 0.1025 m, this mixing length in presence of vane was around 

3.5 times shorter than what has to be without vane. For 0.02 m vane and depth of flow = 0.09 

m, tracer was observed to mix 2 times faster than without vanes. This study indicates that 

submerged vanes can be used for the enhancement of the transverse mixing subjected that 

morphological changes in the alluvial streams are not noticeable. 
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Chapter  

1 

INTRODUCTION 

1.1  INTRODUCTION 

Water is a source for many industrial and domestic needs which include from drinking to 

cooling of reactors. Need of pure water for these tasks, is as important as management of water 

quality. Since there happens at many times when any pollutant accidently spills into the water, 

it gets mixed in water and pollutes it. Understanding the mechanism of mixing of pollutants is 

necessary for the management of pollutants control in streams. Most of the industrial and 

domestic wastes are disposed in streams and they take away these disposed off wastes by their 

moving capability. By discharging such wastes in streams not only affect the water quality but 

also lead to many ecological and environmental changes. Thus it is essential to study how the 

waste/effluent gets mixed in the flowing stream for environmental concern and water quality 

modeling. Whenever any effluent is discharged in any stream, it gets mixed into it rapidly in 

vertical direction along the depth, known as vertical mixing (Singh, 2005; Singh et al., 2009 & 

2010; Zhang and Zhu, 2011a) (also termed as “near-mixing” zone) (Fig. 1.1). After getting 

mixed in each vertical section the effluent is advected in lateral direction and is allowed to get 

mixed well in transverse direction due to non-uniformity in velocity distribution in transverse 

direction and diffusion caused by turbulence in transverse direction. This kind of mixing in 

lateral direction is known as transverse mixing (Demetrocopolous and Stefan, 1983; Ahmad et 

al., 2011) (also termed as “mid-field mixing” zone). After having complete mixing of effluent 

along all the cross-section of the channel, the effluent is advected further downstream direction 

along the longitudinal direction of flow, this mixing is known as a “far-field” mixing or 

longitudinal mixing (Azamathulla and Ghani, 2011). Fig. 1.1 depicts the near, mid and far 

fields under the pollutant discharge and can be clearly seen that vertical mixing ceases in very 

short distance whereas mid-field and far-field mixing go to longer distances. 
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Fig. 1.1 Pollutant mixing process and different mixing field in open channel (Singh, 2005) 

In actuality vertical mixing is a very rapid process which is only important in near-source field 

and can be computed by following relation (Elhadi et al. 1984; Rutherford 1994; Jobson 1997; 

Biron et al. 2004): 

  310
z

y

T

T
         (1.1) 

Here, Ty = Time taken by effluent to get fully mixed in transverse direction; Tz = Time taken by 

effluent to get fully mixed in vertical direction. 

In the case of longitudinal mixing it usually goes up to a distance of 100-300 times river width 

which is a very large distance and generally beyond the concerned reach of the rivers 

(Rutherford 1994; Jobson 1997; Biron et al. 2004). Hence, transverse mixing can be 

understood as an important phenomenon to model the water quality in a flowing media from 

the practical considerations (Rutherford, 1994). Due to the diminishing of vertical gradients of 

concentration, the mid-field mixing zone is also termed as two-dimensional mixing zone and it 

is modeled of after depth-averaging the advection-dispersion equation (Fischer et al. 1979; 

Rutherford 1994): 
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Here, h = Depth of flow; t = Simulation time; C = Depth-averaged concentration of the 

pollutant; u = Components of velocity of flow in longitudinal (x) and transverse (y) directions, 

respectively; Ex, Ey = Depth-averaged mixing coefficients in longitudinal and transverse 

directions, respectively. 

Figure 1.2 shows a typical scenario where transverse mixing process prevails the pollutant 

transport. A tributary having concentration, CT, meets the main stream having concentration, 

CS, and mixing of pollutants starts due to difference in pollutant concentration. Secondary 

currents are generated due to river-tributary confluence, which prevail the mixing of pollutant 

in lateral direction, until an equilibrium concentration is reached.   

Main Stream
Concentration C

S

Tributary
Concentration C

T

Equilibrium Concentration

 

Fig. 1.2  Conceptual sketch showing process of transverse mixing 

Several attempts have been made to establish the relationship between the transverse mixing 

coefficient and bulk channel parameters such as width, depth, shear velocity, friction factor, 

curvature and sinuosity (Chau, 2000; Webel and Schatzmann, 1984; Lau, 1981; Yotsukura and 

Sayre, 1976; Beltaos, 1980; Fischer et al 1979; Lipsett and Beltaos, 1978; Azmathullah and 

Ahmad, 2012; Elder, 1959; Engelund, 1969). From the published data from a number of 

sources on transverse dispersion in natural channels, Rutherford (1994) proposed empirical 

formula for the transverse mixing coefficient as shown in Table 1.1. ( h and U* = average depth 

of flow and shear velocity, respectively). 

It is evident that in straight open channels secondary currents are weak compared to curved 

channels, therefore, spreading of pollutant is more in curved channels compared to the straight 

channels, as secondary currents are much stronger in curved channels (Ward, 1974; Lau and 

Krishnappan, 1981; Holley and Nerat, 1983; Demuren and Rodi, 1986; Boxall and Guymer, 

2001; Boxall and Guymer, 2002; Boxall et al., 2003; Boxall and Guymer, 2003 a & b; Albers 

and Steffler, 2007; Dow et al., 2009). Thus, it is important to enhance the transverse mixing of 
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pollutants in straight open channels in order to achieve the proper mixing of pollutants in order 

to cease lengthwise motion of pollutants as longitudinal mixing and transverse mixing are 

inverse processes that is increment in one causes decrement in other (Fischer, 1969). 

Table 1.1 Transverse mixing coefficient (Rutherford, 1994) 

Type of channel curvature Ey/U* h  

Straight channel  0.15-0.30 

Gently meandering channel 0.30-0.90 

Strongly curved channel 1.0-3.0 

 

Hence, in this thesis a new technique i.e., submerged vane that generates transverse secondary 

circulations, is evolved as transverse mixing enhancing device. This device was developed by 

Odgaard and his associates (Odgaard and Kennedy, 1983; Odgaard and Mosconi, 1987; 

Odgaard and Wang, 1991 a & b; Wang and Odgaard, 1993). 

Submerged vane is basically an aerofoil structure, which generates the excess turbulence in 

form of helical flow structure in the flow due to pressure difference between approaching flow 

side and downstream side of vane (Odgaard and Spoljaric, 1986; Odgaard and Mosconi, 1987; 

Odgaard and Wang, 1991 a & b; Wang and Odgaard, 1993; Ouyang et al. 2006; Ouyang and 

Lai, 2013, etc.). These vanes are in general placed at certain angle with respect to the flow 

directions which is usually in between, 10o – 40o (Fig. 1.3). Submerged vane was invented for 

sediment management in rivers and differs from the traditional methods like groins, dikes, etc., 

which are usually placed normally to the flow and produce flow distribution by drag force and 

are not so much efficient in controlling the sediment transport. 

Submerged vanes utilize vorticity to minimize the drag and produce flow redistribution in the 

flow such that longitudinal flow is compelled to get diverted towards the transverse direction 

(Wang and Odgaard, 1993). Many investigators like Odgaard and Wang (1991a), Wang and 

Odgaard (1993), Marelius and Sinha (1998), Tan et al. (2005), Ouyang et al.  (2008) and Ho et 

al. (2010) have studied analytically and experimentally the flow structure downstream of the 

submerged vane. 
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              Fig. 1.3 Submerged vane induced transverse circulations 

1.2 BRIEF REVIEW OF LITERATURE 

(a) Transverse Mixing 

As discussed above, transverse mixing is an important process than the vertical and the 

longitudinal mixing since vertical mixing is a very rapid process and assumed to occur with 

twice the rate as compared to transverse mixing while longitudinal mixing is assumed to occur 

after a distance beyond 300 times of width and if the source of pollutant is unsteady in nature 

(Rutherford, 1994). Hence both are not of that importance as the transverse mixing is. Many 

studies carried out investigation on transverse mixing process and various factors affecting it 

(Holley et al., 1972; Holley and Abraham, 1973 a & b; Beltaos, 1975; Yotsoukura and Sayre 

1976; Lau and Krishnappan, 1977; Cotton and West, 1980; Lau and Krishnappan, 1981; 

Holley Jr. and Nerat, 1983; Webel and Schatzmann, 1984; Boxall and Guymer, 2003; Boxall et 

al., 2003; Seo et al., 2006; Albers and Steffler, 2007; Ahmad, 2008; Zheng et al., 2008; Dow et 

al., 2009; Baek and Seo, 2010). Fischer (1969) experimentally studied effect of bend on the 

dispersion of tracers and found that transverse mixing is enhanced in the bend region. Holley et 

al. (1972) studied the various aspects and factors affecting the transverse diffusion across the 

river and henceforth introduced the generalized change of moment method. Holley and 

Abraham (1973) studied the transverse mixing in rivers through laboratory experimentations 

and also took observations on fixed bed river in the presence of groins as protective work. 

Engmann and Kellerhals (1974) studied the effect of ice over on the transverse mixing. 
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Yotsoukura and Sayre (1976) developed a new method called as stream tube method. 

Krishnappan and Lau (1977) experimentally and numerically studied the effect of varying 

bottom roughness and cross sections on the transverse mixing process. Cotton and West (1980) 

studied the transverse diffusion in unidirectional and wide channel. Lau and Krishnappan 

(1981) numerically solved the two dimensional tracer transport equation and included sinuosity 

as describing transverse mixing parameters. Holley Jr. and Nerat (1983) experimentally and 

analytically studied the factors affecting the transverse mixing in natural streams. Webel and 

Schatzmann (1984) investigated effect of aspect ratio and roughness on the transverse mixing. 

Bruno et al. (1990) experimentally studied the effect of buoyancy on transverse mixing. Chau 

(2000) studied experimentally the effect of bed roughnesses and flow depths on transverse 

mixing. Boxall et al. (2003) studied the transverse mixing in sinuous natural open channels. 

Boxall and Guymer (2003) studied the transverse mixing in natural stream. Marion and 

Zaramella (2006) studied the effects of secondary currents and velocity gradients on the solute 

dispersion. Seo et al. (2006) studied the transverse mixing under slug test conditions by 

utilizing Stream Tube Routing method. Albers and Steffler (2007) analytically solved the three 

dimensional advection-dispersion equation using Vertically Averaged Moment (VAM) 

equations. Ahmad (2008) developed a finite volume model to study the steady state transverse 

mixing. Zheng et al. (2008) experimentally studied the transverse mixing phenomenon in the 

trapezoidal compound channel. Dow et al. (2009) conducted their experimentations on the 

North Saskatchewan River. Baek and Seo (2010) derived a new Stream Tube Routing method 

and analyzed its results matching properties with stream tube and moment based methods. 

Baek and Seo (2010) derived an equation to predict transverse mixing coefficient in curved 

channel under secondary currents. Zhang and Zhu (2011 b) proposed a modified Stream-tube 

method in order to calculate the transverse mixing coefficient in ice-covered rivers. Lee and 

Seo (2013) developed the theoretical equation to calculate the dispersion coefficient from 

observed dispersion tensor. 

(b) Flow around Submerged Vanes 

Submerged vanes have been used so far as river restoration structure and for managing the 

sediment. Odgaard and Kennedy (1983) performed physical model for the utilization of 

submerged vane as protector against erosion in bends. Odgaard and Spoljaric (1986) provided 

a design procedure to calculate transverse slope generated by vane induced transverse velocity 

component. Odgaard and Mosconi (1987) provided an experimental study on the submerged 

vane for utilizing it as bank protector for the bend in East Nishnabotna river in Iowa. Nakato et 
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al. (1990) utilized physical modeling in order to study the effect of submerged vane on the 

pump-intake shoaling in alluvial rivers. Odgaard and Wang (1991a) studied the flow pattern 

around the submerged vane by including various factors which can possibly affect the flow 

pattern and also developed a formula to calculate lift and drag coefficients. Wang and Odgaard 

(1993) critically analyzed the theory of tip vortex and utilized method of images for two vanes 

and for multiple vane arrays. Marelius and Sinha (1998) observed the flow pattern around the 

vane for vane angle θ > 30o and also obtained the optimum angle of attack. Barkdoll et al. 

(1999) experimentally studied the effect of submerged vane on the entry of sediment in lateral 

diversion provided in the alluvial channels. Sinha and Marelius (2000) developed a numerical 

model using k-ε turbulence method in order to estimate flow pattern around submerged vane. 

Marelius (2001) studied experimentally the utilization of submerged vane in the coastal beach 

protection from high tides. Johnson et al. (2001) utilized these rock-vanes in order to control 

scour around vertical wall abutment. Flokstra (2002) developed a model based on the wing-

theory so as to study the effect of vane on the mobility of mobile bed. Aware et al. (2005) 

studied the effect of vane arrangement on the scouring pattern around the bend in a river. 

Gupta et al. (2005) modeled the scouring pattern around submerged vane of rectangular shape 

and also optimized the angle of attack. Tan et al.  (2005) studied the flow pattern around the 

vane and optimized the vane parameter so that vane can act as sediment manager. Gupta et al. 

(2006a) studied the effect of shapes and vorticity on vane parameters. Gupta et al. (2006b) 

studied the decaying of vortex generated from the submerged vane at downstream with and 

without collar present with submerged vane. By using rock vanes and optimizing their 

numbers, size, spacing, etc. Gupta et al. (2007) studied the effect of aspect ratio on the vortex 

generated by submerged vane and utilized moment of the momentum to analyze the strength of 

vortex. Ouyang et al. (2008) obtained an interaction model of vane by putting up the fact that 

vane interaction field associated with multiple vane array is different for different vane in the 

system in contradiction to the theory put forward by Wang and Odgaard (1991a). Allahyonesi 

et al. (2008) studied the effect of various longitudinal arrangements of submerged vanes on the 

sediment ingestion in lateral intake in alluvial channel. Ghorbani and Kells (2008) studied the 

effect of various sizes of submerged vanes on the scouring pattern around cylindrical pier. 

Ouyang (2009) optimized the shape and size of submerged vane by developing a numerical 

model which utilizes vortex panel method in order to manage the sediment deposition in 

alluvial channels. Gupta et al. (2010) studied the effect of collar on the effectiveness of 

preventing the scour hole around submerged vane and optimized its dimensions in scour hole 
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prevention. Han et al. (2011) experimentally studied the effect of submerged vanes on the flow 

characteristics of 90o channel bend.  

1.3   NEED FOR THE STUDY 

Most of the cities are located on the banks of river and discharge their effluent in the river from 

either bank and also use it as source of water supply. If the water intake happens to be in the 

downstream of the effluent disposal and on the same bank, then it becomes essential to 

enhance the transverse mixing, so that, pollutants mix with more volume of water and less 

polluted water be available at the water intake. To increase the secondary current for the 

enhancement of the transverse mixing, it is desirable to have some structure, which could 

increase the secondary currents in that reach. Submerged vanes are suitable structure for this 

purpose. The present study is intended to study the effect of artificially induced secondary 

current on the transverse mixing, which has not been taken up so far.  

1.4  OBJECTIVES 

Following are the objectives of the present study: 

(i) Development of numerical scheme for the solution of unsteady transverse mixing 

equation. 

(ii) To study the secondary current induced by installation of series of submerged vanes on 

the channel beds. To optimize vane size, location, spacing and alignment for obtaining 

strong secondary current. 

(iii) Measurement of concentration profile of tracer injected at either of banks of the channel 

in the presence of installed vanes and also without it for various flow conditions and 

vane configurations. 

(iv) Determination of mixing coefficients using the measured concentration profiles. Also 

development of predictor for enhanced mixing coefficients incorporating the flow 

parameters, vane sizes and spacing. 

(v) Final recommendations for use of submerged vanes for the enhancement of transverse 

mixing to be made. 
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1.5    STRUCTURE OF THE REPORT 

The present study comprises of total eight chapters. Chapter 1 deals with the introduction of 

the subject of the matter, a brief literature review and objectives of the study. A detailed 

discussion regarding basic theory of pollutant transport and analytical and numerical solution 

of the governing equations are discussed in the Chapter 2. Chapter 2 also discusses the flow 

pattern around single vane and multiple vane rows experimentally and numerically. Chapter 3 

deals with the numerical modeling of the transverse mixing equation for steady and transient 

state. Chapter 4 describes the experimental set up and procedure for collecting data through 

experimentations. Chapter 5 describes the flow pattern around submerged vanes and its 

utilization in describing its effect on transverse mixing process. Chapter 6 describes the 

analysis of data and calculation of transverse mixing coefficient in absence and presence of 

vanes while Chapter 7 concludes the outcome of the study. 
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Chapter  

2 

BASIC THEORY AND REVIEW OF 

LITERATURE  

2.1 INTRODUCTION 

Water resources which may be either groundwater, river or estuarine resources are always 

prone to pollution but due to greater visibility river pollution is discussed a lot (Orlob, 1983; 

Demuren and Rodi, 1986; Jobson, 1997; Pilechi et al., 2015; Young et al., 2000 a; Brusseau et 

al., 1997; Chaudhuri and Sekhar, 2005 & 2008; Eldho and Rao, 1997; Eldho et al., 1999; 

Kartha and Srivastava, 2008 a & b; Kumar et al., 2006; Sharma et al., 2012; Young et al., 2000 

b, etc.). When any pollutant is spilled into the river, due to the dominance of vertical 

turbulence and least dimension of any river system, the pollutant gets mixed along the depth 

very quickly. The process of the pollutant getting mixed along the depth is termed as vertical 

mixing and mixing length is nearly 50-100 times of depth (Yotsoukura et al., 1970; 

Yotsoukura and Sayre, 1976). After getting mixed in the vertical direction, pollutant starts 

getting mixed in the transverse direction under the action of transverse turbulence and variation 

in vertical profiles of transverse velocity. This transverse spreading and mixing of pollutant 

under the action of transverse shear and turbulence is termed as transverse mixing (Ahmad, 

2007). If the source of the pollutant is unsteady in nature, pollutant further travels downstream 

under the action of longitudinal gradients and this mixing of pollutant under the action of 

longitudinal gradients is termed as longitudinal mixing. As the vertical mixing is a very rapid 

process and is dominant near the source of pollutant spill whereas the longitudinal mixing is of 

important very far from the source so that it makes it unimportant to model for environmental 

concern. This chapter is a compendium regarding various processes involved of pollutant 
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mixing in river and then at last focusing on the process of transverse mixing and factors 

affecting it. 

2.2 PHYSICAL PROCESSES OF POLLUTANT TRANSPORT 

If a small quantity of any tracer like dye is injected into the river, the tracer cloud not only 

changes its shape but also increases in volume at the same time it is carried away downstream 

by the stream flow. The phenomenon of transport and dye tracer mixing involves various 

physical processes originating from various reasons in the transporting media and these 

important processes are classified as advection, diffusion and dispersion. These processes are 

discussed below briefly and their roles in tracer transport equation are discussed later in this 

chapter. 

2.2.1 Molecular Diffusion 

The spreading of tracer due to the motion of molecules of fluid is called as molecular diffusion. 

In laminar flow, the transport of tracer is mainly governed by the molecular diffusion in which 

motion of molecules is random and occurs from higher concentration to lower concentration. 

Fick’s law of diffusion describes the transport of tracer due to molecular motion based 

diffusion by a gradient based law, which is as follows (Fischer et al., 1979; Elhadi et al., 1984; 

Rutherford, 1994; Ahmad, 2007): 

 n

C
eJ mm
∂

∂
                    (2.1) 

Here, Jm = transport by molecular diffusion per unit area per unit time; n = direction normal to 

the unit area; and em = molecular diffusion coefficient. 

2.2.2 Molecular diffusion equation 

In order to derive the molecular diffusion equation, concept of mass conservation is used. 

Consider a control volume of sides Δx, Δy and Δz in x-, y- and z- directions, respectively, in 

Cartesian coordinate system as shown in Fig. 2.1. Let the mass flux across the surfaces x, y and 

z be as Jx, Jy and Jz, respectively and for surfaces x+Δx, y+Δy and z+Δz be Jx+Δx, Jy+Δy and 

Jz+Δz, respectively, after time Δt. Thus, mass flux can be written as follows: 
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 y
y

J
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y
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






        (2.2b) 

 z
z

J
JJ

z

z
zzz 








         (2.2c) 

 

Fig. 2.1 Diffusive fluxes into and out of the control volume 

Consider the mass accumulated in the control volume during the time, t is: 

 zΔyΔxΔcM tt =         (2.3) 

Here, ct = average concentration of tracer in a control volume. 

Now, mass accumulated in control volume during time t+Δt is 

 
t

t

tt
Mtzyx

t

c
M 











      (2.4) 



13 

 

Temporal rate of change of mass in control volume is simply given by 

 zyx
t

c

t

MM

t

ttt 












-

       (2.5) 

Now, according to equation of mass conservation, rate of change of mass of tracer within the 

control volume is equal to the differences in the fluxes. Thus, mass balance equation of tracer 

can be written as 

       yxJJzxJJzyJJ
t

MM
zzzyyyxxx

ttt 




 --
-

 (2.6) 

Now, substituting Eq. (2.2 a-c) and Eq. (2.5) in Eq. (2.6) yields 
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c zyx         (2.7) 

Substituting Eq. (2.1) in Eq. (2.7) yields 

 




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e

t

c
m        (2.8) 

It is worth to note that em is independent of x, y and z and Eq. (2.8) describes the nature of 

spreading of dye tracer under the action of molecular motion. 

2.2.3 Advection 

Advection can be defined as the process where tracer cloud moves bodily in the flowing stream 

under the action of imposed current. Advection helps in transporting any dissolved or 

suspended tracer away from the fixed source in the downstream, hence showing that it is an 

important phenomenon to be considered while modeling the transport of pollutant in the 

flowing media. In order to quantify the intensity of advection, term advective flux is defined as 

follows (Fischer et al., 1979; Orlob, 1983; Elhadi et al., 1984; Rutherford, 1994): 

The amount of tracer/substance transported per unit time per unit area perpendicular to the 

current is termed as advective flux and is the product of velocity and transported concentration 

of tracer/substance. Mathematically, advective flux can be formulized as (Elhadi et al., 1984) 

 
=ucTad          (2.9) 
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Here, Tad = Advective transport per unit time per unit area; u = Velocity perpendicular to unit 

area; and, c = Concentration of substance/tracer transported. 

2.2.4 Advection diffusion equation in laminar flow 

In any laminar flow, the process of advection happens simultaneously with the molecular 

diffusion. Molecular diffusion mixes the tracer in the direction of concentration gradients 

whilst the advection helps the tracer to move forward in the direction of flow. It is also 

assumed that diffusion takes place in the flowing fluid same as if fluid is stationary. Thus the 

total rate of flux in the x-direction is given by the sum of advective and diffusive flux that is 

(Ahmad, 2007) 

 
x

c
eucJ mx




         (2.10) 

Substituting Eq. (2.10) in Eq. (2.7) for one dimension gives 

 
 




























x

c
e

xx

uc

t

c
m

       (2.11) 

Now expanding Eq. (2.11) for three dimensional: 
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2.2.5 Turbulent diffusion 

In any turbulence dominated flow, instantaneous velocity of a fluid particle can be broken into 

a temporally averaged steady component and a fluctuating component. The time-averaged 

component is responsible for the advective transport of the substance while the fluctuating 

component, which is responsible for the eddying motion in the flow, spreads and transports the 

tracer. This spreading and transport of tracer cloud due to the turbulence generated eddies is 

called as turbulent diffusion. The major difference between the turbulent diffusion and 

advective transport is that an advective transport is dominated by the flow and is unidirectional 

but the turbulent diffusion is eddy dominated process and transport of tracer could be in any 

direction as eddy motion is a random process. If ui' is the fluctuating component of velocity in 

a certain ith direction and c' is the fluctuating component of tracer concentration, then the 

transport of tracer is given by (Fischer et al., 1979; Elhadi et al., 1984; Rutherford, 1994) 
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 'cuT it
          (2.13) 

Here, Tt = transport of substance by turbulent diffusion per unit time per unit area and the bar 

indicates the temporal averaging. Since the turbulent diffusion is also random like molecular 

diffusion and occurs from higher concentration to lower concentration, it can also be 

formulated similar to the molecular diffusion, in form of the gradient based on Fick’s diffusion 

law as follows 

 n

c
Tt




           (2.14) 

Here, ε = eddy diffusivity. Since similar equations could be written in other directions as in 

general the eddy diffusivities depends on local concentration gradients, hence, varies from 

location to location. 

2.2.6 Advection diffusion equation in turbulent flow 

Equation (2.12) can also be used to model tracer transport in turbulent flow. In turbulent flow, 

all the flow properties can be represented as sum of their ensemble mean and fluctuations. 

Hence, observed velocities and concentration can be represented as 

'uuu           (2.15a) 

'vvv +=          (2.15b) 

'www +=          (2.15c) 

'ccc +=          (2.15d) 

Here, bracket denotes the ensemble mean of the quantity and prime denotes deviation from the 

ensemble mean. Hence, substituting Eqs. (2.15) in Eq. (2.12) yields 
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Since average of all fluctuating quantities like, u', v', w' and c' are zero. Hence, ensemble mean 

of quantities  
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are zero and these shall vanish from the Eq. (2.16). Also, equation of continuity for 

incompressible flow is given by 
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'''
















z

w

y

v

x

u
        (2.18) 

Utilizing Eq. (2.17) and Eq. (2.18), Eq. (2.16) can be simplified as 
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Comparing Eq. (2.19) with Eq. (2.12), it appears that first seven terms are identical except that 

point values of Eq. (2.12) have been replaced by the ensemble average in Eq. (2.19). Also, in 

Eq. (2.19), terms like, 
     



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cv

x

cu ''''''
 appeared due to averaging of Eq. 

(2.12). It is true that average of fluctuations is zero but it is observed that sum of product of 

fluctuations is non-zero, as the turbulence quantities have correlation with each other. Thus, 

these additional terms are called as turbulent or eddy diffusion. 

In channel flow, eddy or turbulent diffusion is more dominating phenomenon in spreading dye 

tracer than molecular diffusion. It does not curtail off the importance of the molecular diffusion 

and still remains the basic phenomenon which starts the spreading of dye later replaced by 

turbulent diffusion when turbulence of channel comes into play. Turbulent diffusion basically 

more rapidly tear apart the dye tracer and creates local concentration gradients which in turn 

enhances the molecular diffusion. Thus, one can say that due to the combined action of 

turbulent eddies and molecular diffusion, the tracer mixes more rapidly in turbulent flow than 

laminar flow. 

According to ergodic hypothesis, “After the flow has attain a steady state, the value of 

ensemble mean is equal to temporal, spatial and volumetric average.’ Thus, in Eq. (2.19), one 

can replace ensemble mean by temporal mean, as the whole analysis of turbulent flow is done 

by taking time-mean. Hence, Eq. (2.19) can be written as 
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The overbar in Eq. (2.20) represents the time-averaged values. Since, Eq. (2.20) represents the 

transport of tracer in turbulent flow, but, solution of this equation is not possible unless the 

velocity and concentration fluctuation have a relationship with the average flow velocity and 

concentration. 

G I Taylor in 1921, published a classical study, in which he showed that in homogeneous and 

stationary turbulent flow after a sufficient time has passed since the tracer is released in the 

flow, the variance of tracer cloud varies linearly with the time. Thus, according to him, Fick’s 

law is applicable to the turbulent diffusion provided sufficient time has elapsed since tracer 

injection. Thus, by analogy with molecular diffusion, it can be written as: 
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Here, ex, ey and ez are turbulent diffusion coefficients or eddy diffusivities in respective 

directions (Kalinske and Pien, 1944). There are considerable differences between eddy 

diffusivities and molecular diffusion coefficients. Firstly, molecular diffusion coefficient is of 

the order of 10-9 m2/s whereas eddy diffusivities are of the order of 10-3 m2/s. Secondly, 

molecular diffusion coefficient is independent of flow and directions and is a property of fluid 

whereas eddy diffusivities are varying with respect to direction of flow and flow geometry and 

is property of flow rather than fluid. Considering, ex, ey and ez being constant and substituting 

Eq. (2.21 a-c) in Eq. (2.20) and removing overbars yields 
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Hence, Eq. (2.22) represents the mass balance equation in turbulent flow and hence can be 

used in many practical problems where turbulence is dominant in the flow. Many investigators 
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like Ahmad et al. (1999), Ahmad and Kothyari (2001), Guan et al. (2002), etc. developed 

different models to solve the advection-diffusion equation. 

2.3 DEPTH AVERAGING OF ADVECTION-DIFFUSION EQUATION 

A general depth-averaged equation is derived here in this section by integrating Eq. (2.22) 

from bed z = b to water surface z = a, assuming flow to be steady. In order to integrate Eq. 

(2.22) Leibnitz’s rule is used in extensive way, which states (Rutherford, 1994): 

        
x

b
bxf

x

a
axfdzzxf

x
dyzxf

x

yxa

yxb

yxa

yxb


















 ,,,,

),(

),(

),(

),(

         (2.23) 

Hence, integrating Eq. (2.22) term by term and neglecting the em as it is very-very less than ex, 

ey and ez, respectively. Thus, the integration leads to: 
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Now, re-arranging the terms in Eq. (2.24) gives 
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Now, the concentration and water flux normal to the bed of river and water surface is zero. 

Hence, except first two terms on the right hand side of Eq. (2.25), all terms will vanish under 

the normal flux condition. 

Now, integral over the depth can be written as 
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Here, overbar denotes the depth-averaged quantity. Implementing, Eq. (2.26) in Eq. (2.25), it 

yields 
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Now, velocities and concentration can be expressed as summation of a depth averaged and a 

deviatioric part (Tennekes and Lumley, 1972; Pope, 2000): 

  'uUu           (2.28a) 

 'vVv           (2.28b) 

 'cCc           (2.28c) 

Here,  
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         (2.29b) 
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h
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h
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0

1
         (2.29c) 

Now, from definition, the deviatioric part when averaged yields zero. Thus, depth averaging of 

product of velocity and concentration yields 

    '''' cuUCcCuUuc        (2.30) 

 As 'u = 'c = 0. 

Assuming that ex and ey not vary along the depth, thus 

  
x

C
e

x

c
e xx









        (2.31a) 

 
y

C
e

y

c
e yy









        (2.31b) 

Hence substituting Eqs. (2.30) and (2.31) in Eq. (2.27) yield 
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In the Eq. (2.32), one can clearly identify that second and third term of left hand side represent 

advective fluxes in respective direction, whereas terms like 
x

C
ex




 and 

y

C
ey




 represent 

turbulent diffusion. Now, terms ''cu and ''cv which arose from depth averaging and non-

uniformities of velocity profiles along vertical are called as dispersive terms and phenomenon 

occurring due to these non-uniformities is called as dispersion. 

It was observed that after asymptotically large time, the longitudinal dispersive flux becomes 

proportional to the longitudinal gradient in the depth-averaged concentration (Beltaos and Day, 

1976; Ahmad, 2009). Hence, 
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Here, Ex = longitudinal dispersion coefficient which accounts for the non-uniformities lies in 

the distribution of longitudinal velocity along vertical. By analogy 
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Here, Ey = transverse dispersion coefficient. Substituting Eq. (2.33) and (2.34) into Eq. (2.32) 

yields 
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  (2.35) 

In Eq. (2.35), rate of transverse mixing is determined by transverse turbulent diffusion, which 

is assimilated in ey, and swaying of transverse velocity from depth-averaged transverse 

velocity (quantified in Ey). Now, it is worth to note that since these two coefficients arise from 

two different processes but they are clubbed together in single coefficient, in order to represent 

the transverse mixing process which is responsible for spreading of the tracer in lateral 

direction. It was observed in real-time flow that value of dispersion coefficient is very-very 

greater than diffusion coefficient, thus, in Eq. (2.35), turbulent diffusion coefficients ex and ey 

are dropped. Thus, Eq. (2.35), may be written as 
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Equation (2.36) is used extensively in solving tracer transport problems in mid-field, where 

mixing is primarily in longitudinal and transverse directions (Ahmad, 2008). 

2.4 TRANSVERSE MIXING PROCESS 

In general flow systems, the width of rivers are very large compared to their depths and also in 

any flow system there is dominance of vertical turbulence in flow. Thus, mixing of solute in 

vertical direction is very rapid process and is predominant in the region near to the effluent 

source. After getting mixed into the vertical direction under the action of transverse turbulence 

and variation in vertical profiles of transverse velocity, pollutant starts to spread along the river 

width and mixes along the cross-section of the river. This transverse spreading and mixing of 

pollutant under the action of transverse shear and turbulence is termed as transverse mixing. 

The Eq. (2.36) is called as depth-averaged advection dispersion equation and is known to be 

the governing equation of the transverse mixing. If the tracer source is continuously supplying 

the tracer, i.e. steady tracer flow, the time differential of Eq. (2.36) shall be zero. For uniform 

flow “h” (depth of flow) shall be constant and can be taken outside the differential. Further, for 

one-dimensional flow, transverse velocity shall be taken zero. Under transverse mixing, the 

gradient of the concentration along the longitudinal direction is negligible compared to 

transverse concentration gradient thus first term of right hand side of Eq. (2.36) may be 

dropped. With above simplification, the transverse mixing equation in steady and uniform flow 

under steady tracer flow may be written as (Sayre, 1968; Chang, 1971; Lau and Krishnappan, 

1977; Beltaos, 1980; Lau and Krishnappan, 1981; Demetrocopolous, 1994; Ahmad, 2008) 
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        (2.37) 

It is clearly understandable that mechanisms accounting for the lateral mixing of solutes are 

transverse turbulent diffusion and transverse dispersion. But major of the literature (Lau and 

Krishnappan, 1977; Lau, 1981; Lau and Krishnappan, 1981; Boxall and Guymer, 2003 a & b; 

Boxall et al., 2003; Albers and Steffler, 2007; etc.) reveals non-uniform distribution of 

transverse velocity in vertical direction, is a major phenomenon responsible for the lateral 

mixing of solutes.  
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2.5 ANALYTICAL MODELS FOR TRANSVERSE MIXING 

It is evident that for pollutant transport modeling, modeling of transverse mixing is an 

important phenomenon. To model the transverse mixing process, solution of transverse mixing 

equation has to be obtained through 

2.5.1 Constant coefficient method 

2.5.2 Variable coefficient method 

2.5.1 Constant coefficient method 

Consider Eq. (2.36) for the source supplying the tracer at constant steady rate in one 

dimensional flow. Thus the temporal differential i.e. tC  will become zero and hence Eq. 

(2.36) will get transformed in the following format 
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     (2.38) 

Now it is the known fact that longitudinal mixing usually does not interfere with the transverse 

mixing and generally after mixing it commences, hence the term (1) in Eq. (2.38) becomes 

zero, and Eq. (2.38) reduces to  
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Assuming that variation in depth, Ey is negligible and flow is uniform throughout the flow 

regime. Also assuming that channel is straight, thus, the flow depth, Ey and U are taken out of 

their respective brackets. Thus, the Eq. (2.39) reduces to Eq. (2.37). The Eq. (2.37) is called as 

governing equation of constant coefficient method. Discussed below are some of the analytical 

solution for different type of tracer sources, which are helpful in analyzing the transverse 

mixing process.   
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(i) Vertical line source 

Assume a steady vertical line source at x = 0, y = yo. Now at the both banks the transverse 

tracer flux is zero, thus it implies: 

 0




y

C
      at y = 0 and y = B  (2.40) 

Thus for this vertical line source analytical solution for unbounded flow condition is given 

below: 
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M̂ = Mass inflow rate. Since Eq. (2.37) and Eq. (2.41) both are linear in nature, thus method 

of images can be applied to solve the problem in bounded flow conditions. 

(ii) Vertical line source over a width (plane source) 

For prismatic channels of arbitrary cross-sectional shape, Yotsukura and Cobb (1972) 

developed a method called as cumulative discharge model, which provides the analytical 

solution of transverse mixing equation where transverse velocity is zero. The transformed 

equation in x-q coordinate is given by 
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Yotsukura and Cobb (1972), Yotsukura and Sayre (1976), Lau and Krishnappan (1977), etc. 

showed that for practical purpose the term h2UEy can be taken as constant and equals the 

average value across the cross-section with respect to q, that is 

 yy uEhD 2           (2.43) 

This term Dy is known as diffusion factor. Thus Eq. (2.43) will reduce to the following format 
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Now the boundary conditions for Eq. (2.44) will be that there is no flux of pollutant across the 

flow boundaries and hence 

 0




q

C
     at q = 0 and q = Q  (2.45) 

Here, Q = stream discharge. Cumulative discharge method does take into account the channel 

curvature, effect of changes in depth and width, etc.  Yotsukura and Cobb (1972) and Lipsett 

and Beltaos (1978) provided an analytical solution for Eq. (2.44) and assimilating the boundary 

conditions of Eq. (2.45) with it for a plane vertical source of length (s = y2 - y1) and it is as 

follows: 
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  (2.46) 

Here, η = y/B (Here B = width of the stream); ξ = 2

2

Q

xDy ; C∞ = fully cross-sectional mixed 

concentration of pollutants and erf denotes the error function.  

(iii)  Slug injection 

For neutrally buoyant tracer released as a slug into any rectangular stream with constant 

longitudinal velocity, the concentration distribution is provided by the analytical solution 

developed by Shen (1978), which is as follows 
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Here, τm = 1, when m = 0 and τm = 2 when m 0; Qa = cumulative discharge at the location of 

the point source. 

2.5.1.1. Deficiencies of constant mixing coefficient method 

In spite, the fact that the constant transverse mixing coefficient model allows the mixing 

equation to be solved analytically and greatly enhances the problem solving. But, the thing 

which restricts the use of the constant mixing coefficient method is the complex bathymetry 

and velocity distributions. Since, the major assumption of the model is that, that the depth, 

velocity and transverse dispersion coefficient are constant along and across the channel but in 

the natural channels the depth and velocity are rather constant but vary across the width, hence 

the main assumption is invalidated from the real time observations. As the depth and velocity 

vary across the width it will definitely make the transverse dispersion coefficient to vary. Thus, 

from these problems arising from the invalid basic assumptions it is a requirement to shift 

towards a more realistic and heuristic approach to analyze the field problem of transverse 

mixing. Thus, it gave rise to a variable mixing coefficient approach, which will be discussed 

further. 

(i) Non-uniform depth 

In natural channel it is evident that major portion of core flow is a near rectangular channel but 

near to the bank the depth is somewhat shallower. Holley et al. (1972) conducted the 

experimental and numerical study on the rectangular and trapezoidal channels. Reach averaged 

velocity, depth of flow and transverse dispersion coefficients all were the same so that 

differences between the tracer concentrations can be predicted. The source was steady and 

continuous and was located at one bank of the channel. It was observed that tracer 

concentrations near bank were higher than the main core part in the case of trapezoidal 

channel. The reason given by the Holley et al. (1972) was that near the bank of trapezoidal 

channel the depth is small so that transverse flux is small. Due to this small transverse flux, the 

tracer gets accumulated near the bank. Hence, a greater tracer concentration was observed near 

the bank of trapezoidal channel. Ahmad (2008) also observed that near the bank of any natural 

river the tracer is more concentrated than the core region of flow. Hence, discrepancies like 

this lead to evaluation of variable mixing coefficient method and dumping of constant 

coefficient method. Pilechi et al. (2015) observed that in the bend water is higher at outer bend 
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while comparing with the water elevation at the inner bend. This difference in water elevation 

makes the thalweg stream-line to meander, which causes tracer plume to advect towards outer 

bend and inner bend alternatively. Pilechi et al. (2015) observed that due to generation of 

super-elevation, a localized field of positive pressure gradient was generated and this localized 

positive pressure gradient causes separation of flow from the outer bend. Pilechi et al. (2015) 

observed that advection due to meandering thalweg and dispersion caused by secondary 

currents enhanced transverse mixing coefficient and transverse mixing process. 

(ii)   Effect of variable dispersivity 

Holley et al. (1972) were first to recognize the effect of variation of transverse dispersivity and 

was able to pose a problem of effect of variation in Ey on the rate of transverse mixing. Holley 

considered a trapezoidal channel and assumed following three distribution: 

 Ey = k1 h U* = constant       (2.48) 

 Ey = k2hU         (2.49) 

 Ey = k3hu*         (2.50) 

Here, h  = mean depth of flow; U* = cross-sectional averaged shear velocity. Coefficients k1, 

k2 and k3 were chosen in such a way that mean value of Ey was same for every case considered 

in Eq. (2.48) to Eq. (2.50). It was observed that for steady source at the bank, bankside 

concentrations were higher for Eq. (2.49) and (2.50) than Eq. (2.48). The possible reason 

behind the variation in dispersivity is that near the bank, the value of depth and velocity is less 

and shear is more thus, Eq. (2.49) and Eq. (2.50) predicted lower values of Ey than Eq. (2.48), 

this clearly indicates that diffusivity is lower near bank than the core flow. Thus it clearly 

signifies the fact that variability in transverse dispersivity does affect the rate of transverse 

mixing. Ahmad (2008) also considered the effect of variability of the transverse mixing 

coefficient and obtained the similar observations to what Holley et al. (1972) have observed.  

2.5.2 Stream tube model (Variable coefficient method) 

One of the major flaw associated with the constant coefficient method is that it gives rise to the 

transverse mixing coefficients which are not realistic, e.g., Holley et al. (1972) observed the 
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negative value of lateral mixing coefficients in the area of high separation although they 

considered, the mixing coefficients to be constant throughout the flow field. Constant mixing 

model assumes flow field to govern by an average depth, velocity and cross-section but in real 

scenarios all aforesaid factors vary point to point and section to section.  

Thus, Yotsukura and Cobb (1972) and Yotsukura and Sayre (1976) introduced a method called 

as “cumulative discharge method” which was based on orthogonal curvilinear system and is 

defined as 

   



o

o

oo ooo dhvmq





 
0

,        (2.51)   

Here, αo and βo = longitudinal and transverse coordinates in an orthogonal curvilinear system; 

αo is parallel with the local depth-averaged longitudinal velocity and βo is transverse across the 

flow; q = cumulative discharge; 
o

m = metric coefficient which accounts for channel curvature 

and lies between 0.8-1.2 for meandering channels and 1.0 for straight channels; 
o

v = depth 

averaged velocity. By convention q = 0 is taken for left bank and q = Q for right bank. 

Figure 2.2 shows a sketch of orthogonal curvilinear coordinate system. For an unsteady tracer 

source in steady flow, the tracer transport equation is as follows (Rutherford, 1994) 
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(2.52) 

Here, Eα and Eβ are the dispersion coefficients in α and β directions. Clearly from Fig. 2.2, due 

to the curvature, the LAB ≠ LCD and LBD ≠ LAC, hence metric coefficient can be defined as 
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Fig. 2.2 Sketch showing an orthogonal curvilinear coordinate system 

Yotsukura and Sayre (1976) assumed that source of pollution is a steady source, thus Eq. 

(2.56) will reduce to 
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Now, defining factor of diffusion as 

 
ooo

EvhmDy 
2         (2.55) 

Since, at the banks the longitudinal velocity and depth of flow is very low thus, the factor of 

diffusion varies across the channel. While using Eq. (2.54) and Eq. (2.55), the transverse 

velocity is not present in the equation explicitly but it did not mean that it has still not take into 

account the variation of water movements across the channel. 

For convenience Dy can be written as 

 yy UEhD 2          (2.56) 

Here, ψ = a dimensionless shape factor which lies in the range of 1.0-3.6 (Beltaos, 1980) and is 

given by 



29 

 

 dy
U

u

h

h

B

B

y

z

2

0

1











         (2.57) 

Now, several investigators like (Yotsukura and Cob, 1972; Sayre, 1979, etc.) assumed that 

variation of Dy can be taken to be uniform and constant over the flow field thus, taking Eq. 

(2.44) with the boundary conditions defined in Eq. (2.45) analytical solutions of Eq. (2.54) for 

unbounded flow with source place at x = 0 and q = qo is given by 
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By utilizing method of images, the effect of boundaries can be accommodated in the solution. 

2.6 NUMERICAL SOLUTION OF TRANSVERSE MIXING EQUATION 

Analytical solutions are not sufficiently accurate as they are evolved due to over-simplification 

of mass conservation equation. Thus, in order to provide more precise and generalized solution 

numerical methods are employed. Though, numerical methods required more effort and data to 

operate than the simple analytical solution but they provide much wide picture of process than 

doing preliminary calculations using simple analytical solutions. Though there are many 

numerical solutions available in literature, but a few are described below: 

(i) Lau and Krishnappan (1981) 

Lau and Krishnappan (1981) utilized the method developed by Stone and Brian (1963) to solve 

the advection-diffusion type equations of following format 
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Here, 
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Referring to the grid system shown in Fig. 2.3, Stone and Brian (1963) discretized the Eq. 

(2.59) and obtained the following finite difference analogue 
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            (2.62) 

In this scheme, Stone and Brian (1963) used weights or weighing coefficients, a, εs/2, bs and d 

to approximate the derivative C and in order to approximate the derivative xC  , they 

used gs, θs/2 and m as weighing coefficients.  

 

Fig.2.3 Grid system for Stone and Brian (1963) scheme (Lau and Krishnappan, 1981) 

The following conditions on weighing coefficients are to be satisfied: 

 1
2

 dba s
s         (2.63) 
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and 1
2

 mg s
s


         (2.64) 

Lau and Krishnappan (1981) did not use any weighing factors for approximating the second 

derivative 22  C . Crank-Nicolson scheme was utilized by Lau and Krishnappan (1981) in 

order to discretize Eq. (2.59). By optimizing the weighing coefficients so that they not only 

satisfy Eq. (2.63) and Eq. (2.64) though they give solutions which nearly matches the 

analytical solution, they obtained the following values of weighing coefficients: 
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They suggested use of the aforesaid values of weighing coefficients when the values of V and 

D are not constant. If the concentration distribution at any station say i is known thus in order 

to obtain the value of concentration distribution at any unknown level say i+1 has to be 

calculated for known boundary condition and zero flux conditions at side walls, Lau and 

Krishnappan (1981) proposed the following matrix notation for Eq. (2.62): 
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Here, 
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    (j=2, 3... M);      (2.67) 

The set of the equations created during the solution were solved with the help of Gauss-Seidal 

method by Lau and Krishnappan (1981). 

(ii) Luk et al. (1990) 

Luk et al. (1990) developed a two dimensional model in order to solve the transient two-

dimensional mixing equation in order to simulate transport of pollutant in natural river. They 

utilized the Stream-tube concept in order to derive their method called as MABOCOST 

(Mixing Analysis Based On Concept Of Stream Tube) by solving following equation in a 

curvilinear coordinate system (Fig. 2.4) as 

y
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i = Tube number
j = Element number

 

Fig. 2.4  Division of stream tubes into variable length elements (Luk et al., 1990) 
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Here, αd = decay constant of pollutant; βd = any source or sink present in pollutant mixing 

zone. Luk et al. (1990) chose a simplest asymmetrical first order explicit scheme which is quite 
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stable, non-diffusive and non dispersive when courant number (Cr) is set as unity. Courant 

number is defined as follows 

 
x

tu
Cr




          (2.69) 

Here, Δt and Δx = time step and longitudinal grid size of grid. Luk et al. (1990) analyzed that 

finite difference scheme they are using is stable only when Courant number is unity, hence 

replacing Cr = 1 in Eq. (2.69), they obtained the following equation in order to set the grid size 

and time step for finite difference grid that will be used in order to solve Eq. (2.68): 

 xtu Δ=Δ           (2.70) 

From Eq. (2.70), Luk et al. (1990) obtained elements of various sizes as the Eq. (2.70) depends 

upon the local stream velocity hence for constant Δt or Δx the size of remaining variable in Eq. 

(2.70) will change which will cause change in grid-size. Luk et al. (1990) utilized split operator 

scheme to solve the Eq. (2.68). They first solved for the advection part of the Eq. (2.68) and 

they argued that since the grid was constructed on the basis that it takes unit time step for 

pollutant to advect from one element to another, hence they obtained following equation by 

advecting the pollutant to next element in temporal and spatial grid 

    tjiCttjiC ,1,,,          (2.71) 

Here, i = number of stream tubes; j = number of element in the stream tube. By following the 

step given by Eq. (2.71), Luk et al. (1990) allowed concentration of pollutant to get dispersed 

laterally to each adjacent element by utilizing following relationship 
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Here, Dy = 
2

22

Q

EUh y
= Diffusion factor; θv = volume of a mesh element; l, r = the fractions of 

overlapping area between an element and its adjacent element on the left and right sides, 

respectively; Δx = elemental length; Δy = elemental width; ΔC = the concentration excess; and 

Δn = the fraction of cumulative discharge between the centers of two elements. The subscript p 

represents the quantities for the pth adjacent element, and the subscripts l and r represent the 

quantity of the left and right adjacent elements, respectively. Overbars represent quantities 

averaged between an element and its adjacent elements. In order to simulate the decay of 

concentration of pollutant, Luk et al. (1990) considered the kinetics of chemical decay of 

pollutants to be of first order and applied the following step to simulate the observations 

      ttjiCttjiC d exp.,,,,       (2.73) 

and finally Luk et al. (1990) added the if possible source or sink terms for the current time step 

to each individual element. These processes were repeated for all the time steps to obtain the 

concentration profiles at each time step for all elements. Luk et al. (1990) by performing 

various experiments observed that by interchanging the order of adding various processes that 

were being added in MABOCOST did not affected the quality of results in a considerable 

manner. 

(iii)  Demetracopoulos (1994) 

Demetracopoulos (1994) utilized the stream tube model given by Fischer (1969) and modified 

by the Yotsokura et al. (1970), to give following equation for depth-averaged steady state 

conservative tracer transport equation 
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Demetracopoulos (1994) stated that since the previous work done on the numerical solution of 

Eq. (2.44) incorporated adjustments of many such parameters which were not physically 

attributing to the mass transport process, thus he provided a non-linear interpolation scheme 

which accounted for the relative strengths of advection and diffusion terms in the tracer mass 

transport. By utilizing the work of Patankar (1980), Demetracopoulos (1994) transformed the 
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Eq. (2.74) into the following form 
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Here,  = q/Q; Dy = mxh
2UEy. By expanding Eq. (2.75), Demetracopoulos (1994) obtained the 

following equation 
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Here, Bk = - D′/; D′ = Dy/Q
2. Demetracopoulos (1994) observed that transverse directional 

mass transport was basically determined by an advective term and a diffusion term. In order to 

discretize, Demetracopoulos (1994) utilized the following one dimensional, steady state 

advection-diffusion equation 
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Here, U = flow velocity; X = coordinate of flow field;  = transportable property; e = diffusion 

constant. The analytical solution for Eq. (2.77) is as follows for domain; 0  X  L and 

boundary conditions;  =1 for X = 0 and  = 2 for X = L: 
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Here, P = Peclet Number = UL/e. By incorporating the exponential scheme to interpolate the 

advection and diffusion in transverse direction within computational cells, Demetracopoulos 

(1994) derived the following equation: 
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 (2.79) 

Demetracopoulos (1994) ensured that accomplishment of continuity of total flux must exist in 

the left hand and right hand side neighbor of control volume interfaces (i.e. j+1/2) so that 

solution of Eq. (2.79) can be obtained at grid points and Peclet number can be obtained at 

control volume. 

(iv)  Ahmad (2008) 

Ahmad (2008) developed a finite volume model in order to study the transverse mixing in 

steady state streams. Ahmad (2008) integrated numerically the steady state transverse mixing 

equation described by Eq. (2.74) with mx = 1. Ahmad (2008) transformed the Eq. (2.74) by 

taking cross-sectional average into the following format: 
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Here,  

 yy uehD 2=           (2.81) 

Since according to stream-tube model there should be no flux of pollutants across the flow, 

hence Ahmad (2008) provided following boundary conditions: 

 x

C




= 0 at q = 0 and q = Q       (2.82) 

In order to compare the variable ey and constant ey methods, Ahmad (2008) took the average 

value of ey/u*h = 0.225 for constant mixing coefficient method. Ahmad (2008) solved the 

steady state transport equation numerically by incorporating the upwind scheme of finite 

difference, finally obtained following equation for a peculiar node P (i,j): 
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Here, 

as, an, ap and aw = coefficients of concentration; j

iC = Concentration at node (i,j) 

Also, 
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Ahmad (2008) observed that while solving the system of equation generated for different i and 

j from Eq. (2.83), a tri-diagonal matrix was formed. Thomas algorithm or tri-diagonal matrix 

algorithm (TDMA) was utilized by Ahmad (2008) to solve the tri-diagonal matrix iteratively 

and line by line until a converging value of concentration was obtained. 

2.7 TRANSVERSE MIXING COEFFICIENT 

It is a known fact that, in infinitely wide uniform channel, i.e. straight and rectangular channel, 

no secondary flow exists, hence there is no transverse velocity profile. Thus, it is not possible 

to establish an analogy of transverse mixing like vertical mixing with variation of eddy 

diffusivity and velocity profile along the depth. Hence, only by performing experimentations 

one is able to establish value of transverse mixing coefficient. Just like analogy with vertical 

mixing which commences due to vertical eddies generated due to bed friction, transverse 

mixing is also said to be due to transverse eddies. It is hence not proved yet that how the 

vertical eddies go under rotation to become transverse eddies. It can also be understood that 
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maximum scale of transverse eddies cannot go beyond channel width in wide channel but in 

shallow channel transverse eddies are restricted due to channel friction. Thus, it is the channel 

depth which governs the transverse mixing coefficient along with channel friction. Many 

investigators like Holley et al. (1972); Holley and Abraham (1973 a & b); Ward (1974); 

Engemann (1974); Beltaos (1975); Yotsoukura and Sayre (1976); Lau and Krishnappan 

(1977); Cotton and West (1980); Lau and Krishnappan (1981); Holley Jr. and Nerat (1983); 

Webel and Schatzmann (1984); Boxall and Guymer (2003); Boxall et al. (2003); Seo et al. 

(2006); Albers and Steffler (2007); Ahmad (2008); Zheng et al. (2008); Dow et al. (2009); 

Baek and Seo (2010) and Azamathulla and Ahmad (2012) tried to establish relation of 

transverse mixing coefficient with many parameters like flow velocity, bed roughness, with, 

depth, shear velocity, channel curvature, sinuosity, etc. Table 2.1, summarizes range of 

transverse mixing coefficient proposed by various investigators.  

Table 2.1 Transverse mixing coefficient by various investigators 

S.No. Investigators 

Range of transverse 

mixing coefficient 

(Ey/u*h) 

Remarks 

1 Beltaos (1980) 0.22-0.42 
for meandering 

channel 

2 
Holley Jr. and Nerat 

(1983) 
0.5-2.5 river measurement 

3 Webel and 

Schatzmann (1984) 0.175-0.177 smooth bed 

  0.130-0.159 rough bed 

4 Bruno et al. (1990) 0.21-1.89 buoyant tracer 

5 Chau (2000) 0.14-0.21 smooth bed 

   0.14-0.21 sandpaper 

   0.13-0.19 steel mesh 

   0.15-0.24 small stones 

6 Seo et al. (2006) 0.23-1.21 for meandering river 

7 Baek and Seo (2010) 0.21-0.91 Stream tube method 

 



39 

 

Secondary currents were observed to be the main factors to influence transverse mixing firstly 

studied by Fischer (1969). Altogether with secondary currents, aspect-ratio, bed friction, tracer 

buoyancy, etc. were also recorded in various literatures that affects spreading of tracer in 

lateral direction. Chang (1971) observed that maximum transverse mixing coefficient was 

obtained near the downstream portion of bend and minimum near the upstream portion of 

bend. While plotting the normalized transverse dispersion coefficient with aspect ratio (width-

depth ratio), it was observed by Seo et al. (2006) that with the increase in the aspect ratio the 

normalized transverse mixing coefficient also increased as the strength of secondary currents 

was observed to increase with the increase in aspect ratio. Webel and Schatzmann (1984) 

observed that by non-dimensionalizing lateral mixing coefficient with flume velocity (Ey/Uh), 

it was observed that it increases by increasing bed friction while parameter Ey/u*h was 

observed to decrease with increasing friction. It is not possible to establish a transverse analogy 

of vertical mixing for variation of velocity and eddy diffusivity along the depth due to absence 

of transverse velocity profile in a straight rectangular channel. Instead, one has to rely on 

experimental data for the estimation of transverse mixing coefficient.  

There have been several experimental studies of transverse mixing in straight rectangular 

laboratory channels (Lau and Krishnappan, 1977; Okoye, 1970; Prych, 1970; Sayre and 

Chang, 1968; Sullivan, 1968; Miller and Richardson, 1974; Sayre and Chamberlin, 1964; 

Engelund, 1969; Nokes, 1986; Webel and Schatzmann, 1984; Elder, 1959; Engmann, 1974; 

Holley and Abraham, 1973; Kalinske and Pien, 1944). These provide estimates of the 

transverse mixing coefficient Ey provided the flow does not depart significantly from the plane 

shear flow. Analysis of data revealed that transverse mixing coefficient lies in the range (see 

Fig. 2.5) 

20.010.0
*


hU

E y                     (2.85a) 

It is likely that secondary currents were present in some of these experiments, which would 

increase the rate of transverse mixing in channels. An average value of Ey appears to be  

   *15.0 hUE y                                (2.85b) 
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Fig. 2.5 Variation of Ey/hu* with B/h (Ahmad, 2008). 

2.8 TRANSVERSE MIXING LENGTH 

It is essential to know up to what length in the longitudinal direction transverse mixing process 

will end and tracer will become well mixed across the channel cross-section. It is hereby 

accounted by transverse mixing distance or mixing length, denoted by Ly. From constant-

coefficient method, it can easily be observed that as the tracer is advected away from source 

transverse concentration gradients decreases and vanishes asymptotically. Hence, in order to 

quantify the order of mixing, a ratio of minimum to maximum concentration, Pm, is defined 

across the channel. Transverse mixing distance is defined for certain value of Pm say 0.90, 0.95 

or 0.98. For example for Pm = 0.98, mixing length is (Rutherford, 1994): 
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134.0=    for a source at mid-channel  (2.86b) 

Another parameter of interest can be the crossing distance, which can be defined by the 

distance travelled along the longitudinal direction by tracer so that it can cross-over the 
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opposite bank. For the source at either of the channel bank with Pm = 0.98, crossing distance, 

Lc, is given by (Rutherford, 1994): 
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054.0         (2.87) 

In the recent study, Pilechi et al. (2015) estimated mixing length distance of tracer to be 130 

km from the outfall and recommended that in the river due to complex bathymetry and non-

uniform cross-section, the estimated length was longer than what it was calculated from Eq. 

(2.86 a).    

2.9 EFFECT OF ICE COVER ON THE TRANSVERS MIXING 

Since in many countries, rivers are covered by ice and due to this ice, water which before 

winters was rich with oxygen and flora-fauna, becomes a target of oxygen deficiency and 

eutrophication in ice cover conditions. Thus, pollution of water happens, hence, it is essential 

to study effect of ice on mixing in river, with a bit diversification towards transverse mixing. 

Engmann and Kellerhals (1974) studied the effect of ice cover on transverse mixing and 

observed that due to the ice cover the lateral mixing coefficients were reduced by ~ 50% i.e. 

value of Ey/U*h = 0.33 for open water conditions and Ey/U*h = 0.17 for ice covered water 

condition. Engmann and Kellerhals (1974) intuitively depicted that due to the generation of ice 

cover on the water surface convection due to spiral motions and mixing due to turbulence were 

damped, hence reducing the mixing and mixing coefficients. Beltaos (1980) conducted 

experiments on four different river sites introducing tracer as a slug mass. Beltaos (1980) 

observed that transverse mixing coefficient was increased in the ice covered condition by a 

margin of 2.5 times which was opposite to the observations of Engmann and Kellerhals (1974).  

Lau (1985) measured the transverse mixing coefficients in four different reaches for open 

water and ice covered conditions and obtained that there was no considerable differences 

between transverse mixing coefficients measured in open water and ice covered conditions. 

Zhang and Zhu (2011) recently studied the effect of ice cover on transverse mixing in an 

unregulated river. They observed that Ey/U*h was reduced by 21% for ice cover conditions 

than the open water conditions. They depicted that since in the winter river discharge 

decreases, the value of Ey/U*h also decreased in considerable manner.  
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2.10   EFFECT OF BUOYANCY ON THE TRANSVERSE MIXING 

Prych (1970) concluded that enhanced lateral spreading of buoyant tracer is due to the 

buoyancy generated secondary currents. He also concluded that standard deviation growth in 

longitudinal and lateral directions after a few distance downstream approaches the similar 

variation of standard deviations of concentration distribution in longitudinal and lateral 

directions as the neutrally buoyant tracer follows. Bruno et al. (1990) conducted 

experimentations in straight rectangular channel to establish effect of buoyancy on the process 

of transverse mixing. Bruno et al. (1990) plotted coefficient of variation (Cv) with x' = xu*/hU, 

which represents the dimensionless downstream distance, for different values of buoyancy flux 

(Bo/hu*
3). They observed that initially Cv was high, which infers that spreading in lateral 

direction was more due to buoyancy driven secondary currents but as the tracer moved 

downstream the buoyancy effects were reduced and value of Cv also reduced. After x' = 13 the 

value of Cv became constant and non-zero, which implied that it was the zone of complete 

transverse mixing and value of Ey was obtained to be same as of neutrally buoyant tracer. 

Bruno et al. (1990) observed that value of Ey/u*h varied between 0.21-1.89 which is to the 

higher side of literature quoted value of 0.2-0.3 for neutrally buoyant tracer discharged in 

straight channel. For the limiting values of Bo/hu*
3 they observed that the transverse mixing 

was higher in case of narrow outlets and heavier effluents than broader outlets and lighter 

effluents, respectively. Bruno et al. (1990) finally concluded that their experimental results 

show a good match with the observations of Prych (1970). 

Thus, from the whole of the literature it can be concluded that transverse mixing is a process 

which is dominated by the strength of secondary currents. Fischer (1969) was first to study the 

effect of secondary currents on the transverse mixing and he observed that lateral mixing was 

more prominent under the action of secondary currents and he also observed that longitudinal 

movement of pollutant was ceased under the action of secondary currents. In the straight 

reaches of any river secondary currents are weak. As per the observations of Fischer (1969) 

secondary currents not only increase dilution of pollutants but also ceases their forward 

movement. Thus, in straight reaches an external device is to be used to enhance the transverse 

mixing of pollutants by generating strong secondary currents. In present study submerged vane 

was used as that secondary currents generating device and following sections will cover flow 

pattern around single submerged vane and multiple vane rows.    
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2.11  SUBMERGED VANES 

Submerged vane is basically an aerofoil structure, which generates the excess turbulence in 

form of helical flow structure in the flow due to pressure difference between approaching flow 

side and downstream side of vane (Odgaard and Spoljaric, 1986; Odgaard and Mosconi, 1987; 

Odgaard and Wang, 1991; Wang and Odgaard, 1993). These vanes are in general placed at 

certain angle with respect to the flow directions which is usually in between, 10o – 40o (Fig. 

2.6). Submerged vane differs from the traditional methods like groins, dikes, etc., which are 

usually placed normally to the flow and produce flow distribution by drag force and are not so 

much efficient in controlling the sediment transport. Submerged vanes utilize vorticity to 

minimize the drag and produce flow redistribution in the flow such that longitudinal flow is 

compelled to get diverted towards the transverse direction (Wang and Odgaard, 1993). Many 

investigators like Odgaard and Wang (1991a), Wang and Odgaard (1993), Marelius and Sinha 

(1998), Tan et al. (2005), Ouyang et al.  (2008) have studied analytically and experimentally 

the flow structure of the submerged vanes. 

2.12 FLOW PATTERN AROUND SINGLE SUBMERGED VANE 

Odgaard and Spoljaric (1986) studied the flow pattern around single submerged vane and 

observed that flow downstream of submerged vane didnot affect the longitudinal velocity in 

considerable amount except in the near region of vane but effect of vortices were seen in 

transverse velocity profiles. They observed that near the vane the transverse velocity profile 

attained an S-shape profile but far from vane transverse velocity attained a linear variation. 

They also observed that helical motion sustained 30-40% cross section downstream of vane. 

Odgaard and Spoljaric (1986) also observed that there was no effective downwash and vane 

generated an effective vortex.  

Odgaard and Wang (1991a) studied the flow pattern around the submerged vane. They 

described that submerged vane has got pressure gradient along two side where low pressure 

exists in the approaching side and high pressure at the downstream side, as shown in Fig. 2.6. 

These velocity components in low and high pressure sides give rise to the vortical motion in 

the form of a vortex sheet from the trailing edge of the vane. These vortices in vortex sheet 

rolls up to form a large vortex springing from a position near the top of a vane, known as tip 

vortex. This tip vortex when carried out downstream by the flow generates a set of helical 
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motion or secondary currents. They used the following formula to calculate the tangential 

velocity of tip vortex, which is a measure of its strength: 

  

Fig. 2.6 Induced vorticity by vane due to pressure lag (Ouyang et al., 2008) 
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Here, vθ = tangential velocity, Γ = circulation in horizontal direction at the origin, ε = eddy 

viscosity, s = downstream distance from mid of vane, uv = velocity approaching vane and r = 

distance from core of the vortex. They used Eq. (2.88) for unbounded system having no 

boundary but Odgaard and Wang (1991a) modified the Eq. (2.88) by utilizing method of 

images to account for the effect of bed on the vortices. It was observed by Odgaard and Wang 

(1991a) that height of core is 0.8 times vane-height above average bed level. Odgaard and 

Wang (1991a) quoted that in order to evaluate the horizontal circulation, Γ; it must be related 

to the lift force exerted by vane on the flow (FL).  In order to hold the stagnation point at 

trailing edge, flow speeds up around the surface of vane and a bound vortex is formed. From 

Kutta-Juokowskii theorem Odgaard and Wang (1991 a) proved that horizontal circulation is 

proportional to the vertical circulation around the vane, which is associated with the shifting of 

rear stagnation point to the trailing edge of vane.  Due to subsequent acceleration of fluid to 

overcome the blockage created by submerged vane, the trailing edge stagnation point which is 

just down of trailing edge move towards it. As the stagnation point reaches the trailing edge the 

tip vortex get de-attached from this edge, now in order to sustain this vortex must bound itself 

by forming close loops and which is in accordance with the Helmholtz’s second theorem of 

vortices which suggests that detached vorticity either ends at the boundaries or if sustains in 

High Pressure 

side 

Low Pressure 

side 



45 

 

the flow forms a closed loop. Odgaard and Wang (1991 a) calculated strength of bound vortex 

from Kutta-Juokowskii theorem. Due to bounded nature of bound vortex around vane, the 

maximum circulation that must be generated must be at this bounded state and must be equal 

to intensity of detached tip vortices. They evaluated the relation as, FL =  ΓUH, here,  = fluid 

density and H = vane height. To calculate the distribution of velocity along the vertical, 

Odgaard and Wang (1991a) adopted a power law for velocity distribution, which is as follows: 
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Here, uz = point velocity at height z above bed; h = depth of flow; U = Average velocity; m = 

resistance coefficient = f/8 ; κ = von Karman constant (≈ 0.4 for clear water); f = 

 2

* /8 Uu = friction factor; u* = ghS = shear velocity; S = bed slope; g = acceleration due to 

gravity (= 9.81 m/s2). Odgaard and Wang (1991a) proposed the following formula to calculate 

the lift force FL: 
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Here, CL = coefficient of lift. Odgaard and Wang (1991 a) assumed the distribution of vertical 

circulation as elliptical which infers that the value of circulation is maximum at the bed and 

zero at the top of the vane and they obtained the following formula for coefficient of lift (CL): 
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Here, θ = angle at which vane is placed with respect to flow, L = length of vane. Odgaard and 

Wang (1991 a) obtained following equation for coefficient of drag, CD: 
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They also suggested that optimum strength of secondary current will be produced when α lies 

between 15o-30o and L/h ratio lies in the range of 0.3-0.5.  
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Wang and Odgaard (1993) critically analyzed the theory of tip vortex and utilized method of 

images. They found that method of images gives the velocities which are having smaller 

magnitude than those obtained by experimental measurements. This could be due to 

discrepancy is non-accountability of the bound vortex which surrounds the vane into the 

generation of the transverse component of velocity. They observed that decay rate of depth 

averaged eddy viscosity obtained by the method quoted by Odgaard and Wang (1991 a) was 

lower than the measured value. This was due to not accounting the eddy viscosity generated by 

the vane. It was also observed by Wang and Odgaard (1993) that for small H/h ratio, vortex 

generated by vane tried to align itself at the mid-depth.  

Marelius and Sinha (1998) observed the flow pattern around the vane for θ > 30o and also 

obtained the optimum angle of attack. They defined optimal angle of attack as that peculiar 

angle of attack by placing or orienting the vane on that angle with respect to the flow that 

generates vortex of maximum strength. Marelius and Sinha (1998) chose moment of 

momentum (MOM) which is defined as tangential component of momentum multiplied with 

radial distance from a specified origin, to measure the strength of vortex so that angle of attack 

can be optimized. They recommended θ ≈ 40o. Through experimentation, Marelius and Sinha 

(1998) observed presence of a horseshoe vortex on the pressure side, which is shown in Fig.2.7 

and two suction side vortices formed in the wake of vane. Marelius and Sinha (1998) also 

observed two counter-rotating vortex legs at the edge of vane. They observed that the vortex 

leg leaving the leading edge decays quickly compare to that leaving from the trailing edge. 

Stagnation line is a line from which transverse components of velocity changes their direction.  

 

Fig.2.7 A view of horseshoe vortex near the vane (Marelius and Sinha, 1998) 
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Marelius and Sinha (1998) observed that stagnation line is close to leading edge to trailing 

edge. Large pressure area available for trailing edge vortex leg stabilizes it to withstand the 

viscous dampening whereas suction pressure and viscous dissipation works simultaneously on 

the leading edge vortex leg for its dissipation. They also provide reasoning for the occurrence 

of two suction side vortices as the destabilization effect of suction pressure. Under this effect 

the suction pressure acts as adverse pressure gradient for the sustenance of a large vortical 

structure and thus breaking it into two stabilized vortical structures. They observed that in the 

vicinity of the vane a system of counterclockwise suction and horseshoe vortices was formed 

which assists the transverse transport of sediment which is useful in river bank protection. 

Tan et al.  (2005) divided the flow structure around vane in four parts viz. left head zone, right 

head zone, immediate frontal zone and immediate lee zone, as shown in Fig.2.8. They defined 

flow over vane as that portion of approach flow which overtops the vane and travels 

downstream, for lower fluid they put criterion of blockage caused by vane to the moving fluid 

which compels fluid to plunge downwards towards channel bed. Tan et al. (2005) observed 

flow to be biased towards the centre of vane in the top flow due to the tendency of flow to 

diffuse laterally towards centre along the top of the vane (Fig. 2.8).  

 

Fig. 2.8 Flow structures around the submerged vane (Tan et al., 2005) 



48 

 

Below vane they observed existence of horseshoe vortices. They also observed existence of 

large scaled helical cellular structures at the vane head which were highly unstable and were in 

continuous cycle of vortex initiation, development and its shedding. These cells formed in the 

immediate frontal zone and then either passed over or around the vane and thus, get attached in 

the lee zone with other cells to form a large helical structure. They also observed that upper 

fluid plunged over the vane towards the bed and increased the near bed velocity which 

enhanced the scouring rate of the channel bed to create a large scour hole in the lee zone of the 

vane. The down flow towards bed hinders the propagation of head zone helical structures. 

Hence, new counter-rotating helical cells were noticed to form which were much speedy and 

larger than pre-hindrance helical structures and rises up towards the downstream and get mixed 

with upper flow. A separation zone was observed near the immediate frontal zone. They 

observed that the lower fluid dived towards the bed and started moving back. Interactions of 

approaching flow and back-motion fluid generated this separation zone. Tan et al. (2005) 

observed that near the frontal zone, fluid was accelerated giving rise to a suction or low 

pressure zone whereas in the lee zone fluid is practically stagnant and hence have more 

pressure than frontal face. This pressure lag caused the motion of fluid towards the bed and in 

frontal face the currents moved upwards generating a new set of helical motion which moves 

downstream of vanes creating a series of scour hole separated by a ridge line. Tan et al. (2005) 

experimented with different angles of vane alignment, viz., 15o, 30o, 45o, 60o and 90o. They 

observed that 30o is that angle at which optimum sediment diversion was obtained as 

effectiveness of vane as sediment diverter was optimum. They also experimented to achieve 

the optimum vane height so that effective sediment diversion is achieved. One-fifth of flow 

depth is that vane height which optimizes the vane diversion, below it causes the sediments to 

escape over it with flow and height above it blocks the flow so that sediment is accumulated in 

frontal zone and less effective diversion is achieved. 

Gupta et al. (2007) studied the flow pattern around tapered vane. They observed that tapering 

the vane do effect the vortex properties around the submerged vane. They also suggested that 

moment of momentum (MOM) representative of lift force was observed to get influenced by 

tapering which in lieu affected the vortex characteristics. They observed that MOM is having a 

greater value for 33.7o and minimum for tapering angle of 39.8o and increases for tapering 

angle of 45o. Similarly, loss of momentum was minimum for a tapering angle of 33.7o and 

increased as tapering was increased due to extra lift induced by tapering effect known as vortex 
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lift. Gupta et al. (2007) also observed that non-dimensional moment of momentum (non-

dimensionalized by loss in momentum multiplied by length over which this loss occurred) was 

maximum for tapering angle of 33.7o and reduced considerably for tapering angle of 39.8o and 

slightly increased for tapering angle 45o.  

Bhuyian et al. (2010) experimentally studied the flow structure around the bank attached 

vanes. They observed that during the flow in the bend, submerged vane direct the over-spilling 

flow towards the center while redirects the approaching flow to form the vortex sheet. By 

generating the vortex sheet of counterclockwise-rotating vortices it counteracted the bend 

generated clockwise rotating vortices. They also observed that, vanes aligned the near bed flow 

towards the center away from the outer bank hence protecting the outer bank of bend. Bhuyian 

et al. (2010) also observed that bend generated secondary currents are not only counteracted 

but sometimes they were also suppressed to maintain their position at mid-channel. Due to this 

a large scour was created on the channel bed and bend remained protected. Bhuyian et al. 

(2010) observed that vane when present in the flow system reduced the depth-averaged 

velocity what it was without structure by an extent of 60%. Bhuyian et al. (2010) observed that 

maximum turbulence intensity occurred near the mid channel and occurred deep near to the 

bed. It was also observed by Bhuyian et al. (2010) that flow was highly anisotropic without the 

vane present in the flow but as the vane was introduced anisotropy was observed to reduce in 

quick and considerable manner. For single vane, Bhuyian et al. (2010) observed that lateral 

distribution of mean turbulent kinetic energy was more uniform than when vane was not 

present in the flow indicating that vane generated currents nullified the bend generated 

secondary currents hence reducing the accumulation of turbulence on one side bend and 

distributing turbulence more uniformly across width. 

Han et al. (2010) experimentally and through simulation studied the effect of submerged vanes 

on the flow through the bends. They observed that flow field was more uniformly distributed 

across the width of bend in comparison to the situation where no vanes were used, in which 

accelerated flow was concentrated on the outer bank and decelerated flow near the inner bank. 

A pair of vortices was observed by Han et al. (2010) which were generated by tip induced 

separation and helped in reducing bed shear stress in the bed which was responsible for the bed 

erosion. They also observed that field of vorticity was rather more stronger intense and less 

extended in comparison to the three vane rows where field was less intense and more spreaded 
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due to vane interaction. It was also observed by Han et al. (2010) that in the presence of vane, 

the bend-induced high turbulence and turbulent kinetic energy was reduced in considerable 

amount. 

2.13 FLOW PATTERN AROUND MUTIPLE SUBMERGED VANE ROWS 

Odgaard and Spoljaric (1986) observed that downstream of the vane arrays two counter-

rotating vortices were present. They also observed that as the relative depth (H/h) was varied it 

also affected the helical structure downstream of the vane arrays. They observed that for range 

of H/h (i.e., ratio of vane height with depth of flow) between 0.2-0.5 an optimum strength of 

vortical structure was generated by vane arrays. 

Odgaard and Wang (1991a) observed that more than one vane in array increase the vane flow 

field but reduce the effective circulations due to the interaction of their vortex field. The results 

obtained were observed to be somewhat less than that obtained from the simple superposition 

of the individual vorticity fields. They adjusted the values obtained by simple superposition by 

introducing a new parameter, known as vane interaction coefficient, λ, which was observed to 

be a function of transverse vane spacing (δn) and vane dimensions i.e. vane height (H) and 

vane length (L). They found that effective coherent structure can be generated with λ of the 

order of 0.9 by keeping the vane spacing within 2-3 times the vane height. Beyond this 

spacing, Odgaard and Wang (1991a) observed that each vane started acting as individual 

system and generated their individual vorticity field. 

Wang and Odgaard (1993) supported the idea of Odgaard and Wang (1991a) of interaction 

between vorticity fields by providing the reason of generation of shear layer between area of 

vortices for two vane array. This shear layer reduces the effective circulation. They found that 

as the vane spacing was reduced, the intensity of effective circulation decreased and interaction 

was increased. They utilized the concept of interference of two finite wings placed parallel to 

each other and developed a model. The vortex induced from one of the wings induces a 

velocity component along the other wing known as down-wash velocity, which reduces the 

effective angle of the incidence. This reduction in effective angle of incidence leads to the 

reduction in effective circulation (Wang and Odgaard, 1993). Thus they also supported the 

introduction of interaction parameter, λ. They supported the observation of Odgaard and Wang 

(1991 a) who suggested the optimum spacing to be 2-3 times vane height, by obtaining 
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optimum coherence at vane spacing of 2 times vane height. For multiple vanes array, they 

obtained the following differential equations to obtain velocity in vane covered area, 

subscripted as v in Eq. (2.93a) and non-vane covered area subscripted as n in Eq. (2.93b): 
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Barkdoll et al. (1999) studied the use of vane rows for effective diversion of discharge into the 

intake without intake getting clogged by sediments. They observed that, ratio of diverted 

discharge to main channel discharge (qr) when was less than 0.43, a few sediment particles 

were observed to enter into the intake. As qr was increased to 0.43, it was observed that dune 

became constant and sediment diverted in the intake after climbing up dune. Further increasing 

qr to 0.83, it was observed that an unsteady vortex was generated at qr ≈ 0.6 which further 

enhanced entrainment and also a split in the flow generated which also induced more 

entrainment of sediment. As Barkdoll et al. (1999) further increased qr to 1.25, they observed 

that unsteady vortex which was localized previously now converted into a sheet of rolling 

vortices which not only enhanced sediment entrainment further but also induced scouring in 

the downstream of diversion. Barkdoll et al. (1999) after putting three vane arrays observed 

that insertion of the submerged vane didn't effectively changed the flow features but what it 

has done was called as near bed flow contraction, in which the flow which was from near bed 

was diverted away from the intake by the vanes and the flow from near water surface 

discharges in to the intake diversion. Due to this inrush of near surface flow, the entrainment of 

sediment was minimized as per observation of Barkdoll et al. (1999). They also suggested that 

submerged vane can be effectively used for reducing sediment entrainment with skimming 

wall. 
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Johnson et al. (2001) applied rock vanes in the field to observe the effect of multiple vanes on 

the scouring pattern around abutment. Johnson et al. (2001) observed that rock vanes reduces 

the flow velocity by generating vortices from vane tip and deflects the flow towards center so 

that scouring did not occur around the abutment but occurred at the center of channel. Johnson 

et al. (2001) observed that when vanes were introduced in the flow of scour hole shifted more 

towards center and was diverted away by twenty centimeters from the place of scour hole 

which was generated in the absence of vane. They also observed that by using two vanes in the 

rows the scour was reduced by 95% while comparing with using single vane which reduced 

scouring by 80%. For optimum vane dimensions, Johnson et al. (2001) recommended use of 

multiple vanes rather than using single vane and recommended that the optimum angle of 

attack must be 30o. 

Flokstra (2002) modeled the flow pattern downstream of a submerged vane by dividing the 

flow field in two parts, viz. near field and far field. Near field is the flow field near to the vane 

where flow field was modelled according to the formulation provided by Odgaard and Wang 

(1991 a). Odgaard and Wang (1991 a) assumed that a separated vortex from submerged vane to 

be a potential tip vortex that was utilized by Flokstra (2002) to compute flow field near the 

submerged vane. In order to calculate drag and lift around the submerged vane, Flokstra used 

Eq. (2.90), (2.91) and (2.92) respectively. In the far field (flow field considerably away from 

the submerged vane), the generated vortex dissipates in the flow due to the viscous effects, 

Flokstra (2002) utilized the following equations to calculate the vorticity strength taking into 

account for the viscous effects on the circulations: 
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Here, s = distance along the stream line; Ch = Chezy’s coefficient. 

Bhuyian et al. (2010) observed that velocity was more concentrated towards inner side of the 

bend for multiple vanes while comparing with the flow of the bend when only single vane was 

installed for bank protection. Also they observed that the magnitude of longitudinal velocity 

was not changed considerably. Bhuyian et al. (2010) also observed that the isovels which were 
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packed near the bed were distributed towards the water surface. The bed shear stress reduced 

considerably and hence, reduce chances of bed erosion. For multiple vanes, Bhuyian et al. 

(2010) observed that the depth-averaged velocity was reduced but not up to that mark which 

was reduced in the case of single vane due to the interference by the upstream vanes. It was 

also observed by Bhuyian et al. (2010) that in case of multiple vanes, the maximum value of 

non-dimensional longitudinal velocity shifted more towards mid-channel then in case of single 

vane. Bhuyian et al. (2010) observed that by applying multiple vanes, turbulent kinetic energy 

was distributed uniformly across the width in more uniform manner than single vane.  

Azizi et al. (2012) studied the flow pattern around submerged vanes by tapering the leading 

edge for different angle of attack viz. θ = 0o, 30o, 45o and 60o. Azizi et al. (2012) observed that 

at the leading edge, the intensity of secondary currents were decreased which in turn lead to 

decrement in the scour hole depth. They also observed that by increasing the Froude number, 

no significant increment in intensity of secondary currents was obtained. Azizi et al. (2012) 

also concluded that no significant effect was observed on vane efficiency when vane area was 

decreased by curtailing the vane material. 

2.14 NUMERICAL MODELS DESCRIBING FLOW PATTERN AROUND 

SUBMERGED VANE ROWS 

Sinha and Marelius (2000) modeled the flow past submerged vanes at high angle of attack by 

using standard K-ε model (Here, K = Turbulent kinetic energy and ε = rate of dissipation of 

turbulent kinetic energy). They transformed the standard K-ε model to the generalized non-

orthogonal body fitted coordinates by using partial transformation approach. They discretized 

the governing continuity and standard K-ε equations on a non-staggered computational grid by 

using: 

i. Second order accurate central finite-difference approximation for divergence operator 

used in the continuity equation, pressure gradient and viscous terms in momentum 

equations and source and viscous terms in the turbulence closure equations. 

ii. Second order accurate upwind differencing scheme for the convective terms in the 

momentum and turbulence closure equations 
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Sinha and Marelius (2000) applied ADI (Alternate Directional Implicit scheme) scheme to 

solve the discretized mean flow equations. Sinha and Marelius (2000) applied uniform velocity 

profile at the inlet boundary. At the outlet, Sinha and Marelius (2000) imposed zero stream-

wise diffusion of flow variable condition. Free surface of water was considered as fixed and 

was assumes to be a flat plane of symmetry by Sinha and Marelius (2000). Sinha and Marelius 

(2000) provided zero gradients for K, ε, stream-wise and transverse velocities in the direction 

perpendicular to the plane of symmetry. Profile of vane was calculated by a simplified 

blanking procedure of implicit operator by Sinha and Marelius (2000). Velocity deficit due to 

bed roughness, in simulations done by Sinha and Marelius (2000), was calculated by the 

formula proposed by Cebecci and Bradshaw (1977): 

      811.0ln4258.0sinln
1

5.8 





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ss kkBB


    (2.95) 

Here, ks
+ = non-dimensionalized roughness height (= U*ks/ν) 

Sinha and Marelius (2000) used d50 as ks. Sinha and Marelius (2000) observed presence of a 

horseshoe vortex and two suction side vortices in the wake of a vane. Sinha and Marelius 

(2000) observed that horseshoe vortex which was formed due to the vertical pressure gradient, 

was located very close to upstream end of the vane and was having its rotation in clockwise 

direction. They observed that velocity deficit generated by vane in the flow persisted for a 

longer distance downstream of vane. In the wake region of the vane, Sinha and Marelius 

(2000) observed two counter-rotating legs, one on either side of the vane. They observed that 

vortex leaving the trailing edge was observed to be stronger than the leg of vortex leaving the 

leading edge. They observed that location of stagnation line (stagnation line represents the line 

after which transverse velocity changes direction) was more near to leading edge than trailing 

edge hence trailing edge was more exposed to larger pressure making vortex leg leaving 

trailing edge more stronger.  

Ouyang et al. (2008) investigated the effect of vane interaction on the sediment management. 

In order to derive the model, Ouyang et al. (2008) assumed a row of N equal sized vanes of 

height Hi and length L mounted vertically with equal spacing on the sediment bed along the 

channel with angle θ to the flow. Ouyang et al. (2008) assumed that as the flow passes from the 

vane system, each individual vane induces a circulation generating a velocity field that 
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interferes with the development of induced circulation and reduced the effective circulation. 

Ouyang et al. (2008) assumed that effective angle of incidence is reduced by the transverse 

velocity components and the net circulation was given by: 

 









U

v
LU i

i  , i = 1, 2, 3,…, N      (2.96) 

Here, vi = transverse velocity components at vane i. Ouyang et al. (2008) applied wing theorem 

and represented vane system as system of vortices. Systems of vortices as assumed by Ouyang 

et al. (2008) were comprised of tip vortices separated from trailing edge and bound vortex 

embodying the vane. Ouyang et al. (2008) calculated the generated transverse velocity from 

the collaboration of induced vortices and formulated the following equation: 

  
1

N

i ij ij

j

v W B


  , j = 1, 2, 3,…., N      (2.97) 

Here, Wij and Bij were the transverse velocity components at vane i induced by vortex sheet and 

bound vortex of vane j, respectively. Ouyang et al. (2008) applied Biot-Savart law and 

assumed elliptic circulation distribution along the trailing edge of the vane, expressed Wij as: 
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Here, dz
H

d
j

1
 . Ouyang et al. (2008) utilized Milne-Thomson’s (1966) 2D equal biplane 

model in order to calculate Bij as follows: 
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56 

 

Here, 
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Using Eq. (2.96), (2.97), (2.98) and (2.100), Ouyang et al. (2008) obtained the following 

matrix: 
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Ouyang et al. (2008) utilized model derived by Odgaard and Mosconi (1987) to derive the 

following formula 

 
HL

LU

41
0






         (2.103) 

Ouyang et al. (2008) defined an interaction parameter as 
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From Eq. (2.102), (2.103) and (2.104), Ouyang et al. (2008) derived following equation: 

1

1

212 12 1 1

2 1 2 1

1 2
2

21 21 2 2

2 1 2 1

2 2

1 1 2 2

2 1 2 1

1 2

1
4

1
14 4 4

4

1
4 4 4

1
41

44 4

N N

N

N N

N

N N N N

N

N N

L

H
L L L

L
H H H

H
L L L

H H H

L
LL L

H
HH H




  
    

  
   


 

   



  

  
    
   
  
     
  
  
  
   
     

  



 
 
 
 
 
 
 
 
 
 
 
 



 (2.105) 



57 

 

Ouyang et al. (2008) utilized results of Wang (1991) to verify the model and observed that the 

results matched well with the derived model. Ouyang et al. (2008) observed that when the 

transverse distance between submerged vanes was reduced the magnitude of transverse 

velocities were reduced. Odgaard and Wang (1991 a) assumed that in multiple vane arrays, all 

the vanes generate equal intensity of vortices but Ouyang et al. (2008) observed that vorticity 

magnitude of inner vane was somewhat less than what it was generated from outer vanes. 

Ouyang et al. (2008) observed that when δn/L = 0.25 functionality of inner vane was almost 

lost. Ouyang et al. (2008) measured the bed profile with and without inner vane and found that 

in both cases bed profiles were identical. For H/L = 0.5 and Ouyang et al. (2008) plotted 

interaction coefficients of inner and outer vanes as a function of δn/L. They observed that 

interaction coefficients decreased but inner vane’s interaction coefficient reduced very rapidly 

and became 50% for δn/L ≈ 0.6. Hence, Ouyang et al. (2008) proposed that for effective 

working of vane system δn/L ≥ 0.6. They observed that for δn/L between 1-1.5, the interaction 

coefficients for all the vanes were less than 1 indicating a mutual interference between 

submerged vanes and when δn/L > 1.5 interaction coefficients approached 1 indicating that 

each vane started acting as individual system thus stop generating coherent circulations. 

Ouyang et al. (2008) proposed that δn/L should be between 1-1.5 (where H/L was 0.5) which 

according to them satisfies the condition proposed by Odgaard and Wang (1991 a) that δn/H 

should be in between 2 to 3.  

2.15 CONCLUDING REMARKS 

This chapter presents brief discussion regarding transverse mixing process and flow pattern 

around submerged vanes. Transverse mixing process as discussed in present chapter is a two 

dimensional mixing phenomenon. Transverse mixing usually occurs in the mixing zone called 

as mid-field zone. Transverse mixing is analytically analyzed by depth averaged advection 

diffusion equation. Depending upon the variability and non-variability of transverse mixing 

coefficient, analytical methods of transverse mixing are categorized as constant coefficient 

method and variable coefficient method. Just like analytical methods many numerical methods 

are available that satisfactorily predict pollutant concentration profiles. It can be concluded 

from various reviewed literature that transverse mixing is a phenomenon generally dominated 

by secondary currents. Since secondary currents are the function of aspect ratio, bed roughness, 

buoyancy of tracer, etc., hence, transverse mixing also depends upon the aforesaid factors. It 
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was observed that transverse mixing coefficient increase with increase in secondary currents, 

buoyancy flux and sinuosity of bend. Dependency of transverse mixing coefficient on bed 

roughness, aspect ratio and ice cover are fields still need extensive research. In order to achieve 

an efficient dilution under transverse mixing conditions, secondary currents play an important 

role and these currents are weak in the straight reaches. No study have been conducted yet 

which use an external vortex generator which by generating transverse cellular currents can 

enhance the rate of transverse mixing as well as dilution rate of tracer plume. Submerged vanes 

are aero-foil placed at angle of 10o-40o with respect to flow direction. It was deduced from 

various investigations that submerged vanes generate a high turbulence field downstream. If 

multiple vanes were used then they interact with each other to generate a larger field of 

circulation then single vane but effective circulation will be rather less than the circulation 

generated by individual vane in same flow conditions. Thus, it can be concluded that by 

enhancing intensity of secondary currents, rate of transverse mixing can be increased. Thus, 

utility of submerged vanes in enhancing the rate of transverse mixing is a need of study and 

will be studied in further sections.  
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Chapter  

3 

NUMERICAL SOLUTION OF UNSTEADY 

TRANSVERSE MIXING EQUATION 

3.1  INTRODUCTION 

This section deals with numerical modeling of transient transverse mixing in streams. Finite 

volume technique is used to solve the governing equations in prismatic channels. The 

developed model takes care of variation of depth of flow, depth-averaged velocity and 

transverse mixing coefficient across the channel width. Transient transverse mixing model is 

demonstrated with the field data. The FV model proposed by Ahmad (2008) for the solution of 

steady transverse mixing equation is extended to determine the value of transverse mixing 

coefficient using concentration profiles at least two stations in the downstream of the injection 

site. Method of one-dimensional grid search is used for this purpose. 

3.2 GOVERNING EQUATION 

The process of transverse mixing of a conservative and neutrally buoyant substance in steady 

flow through a straight channel is modeled by the principle of conservation of mass of the 

substance and written as (Lau and Krishnappan, 1977; Shen, 1978) 
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where C = depth-averaged concentration; h = depth of flow; u = depth-averaged velocity in 

longitudinal direction; t = simulation time; x and y = longitudinal and transverse distances, 

respectively; Ex and Ey = depth-averaged mixing coefficients in the longitudinal and transverse 
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directions, respectively; αd = decay constant for non-conservative pollutant; βd = source or sink 

present in the mixing zone.   

3.3 PROPOSED NUMERICAL FINITE VOLUME MODEL 

3.3.1 Introduction to the finite volume method 

Introduced into the field of computational fluid dynamics in the beginning of the seventies, the 

finite volume method has in recent years evolved as a powerful tool for solution of open 

channel flow problems. It discretizes the integral form of the equation, therefore, FV models 

do not fail at discontinuity in the concentration field. Zhao et al. (1994), Mingham and Causon 

(1999), Bradford and Sanders (2002), and Capart et al. (2003), used FV schemes to solve 

shallow water flow equations using approximate Reimann solvers. The computational results 

compared favorably with gauge records. Sanders et al. (2001) applied coupled flow and 

pollutant transport model based on FV scheme to predict the tidal transport of urban runoff in 

southern Califonia network of flood control channels that drain to near-shore bathing waters. 

They demonstrated that the FVM based scheme results in an accurate, stable, non-oscillating 

and computationally manageable model.  

The finite volume method (FVM) uses the integral form of the conservation equations as its 

starting point. The solution domain is subdivided into a finite number of contiguous control 

volumes (CVs), and the conservation equations are applied to each CV. At the centroid of each 

CV lies a computational node at which the variable values are to be calculated. Interpolation is 

used to express variable values at the CV face in the terms of the nodal values. Surface and 

volume integrals are approximated using suitable quadrature formulae. As a result, one obtains 

an algebraic equation for each CV, in which a number of neighbour nodal values appear. The 

finite volume method accommodates different types of grid and is thus suitable for complex 

geometries. The grid defines only the control volume boundaries and need not be related to a 

coordinate system. Since a FVM is based on the integral form of the conservation equations, 

numerical schemes so formulated capture shocks accurately without numerical oscillations or 

excessive numerical dissipation. The finite volume approach is perhaps the simplest to 

understand and to program (Ferziger and Peric, 2002). All terms that need be approximated 

have physical meaning.  
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The present work explores the potential of the finite volume method for solution of the 

transverse mixing equation for various initial and boundary conditions particularly for those 

cases in which a mass flux condition is specified at the boundaries, i.e., discontinuity exists in 

the concentration field. 

3.3.2 Finite volume model for transient transverse mixing 

The integration of Eq. (3.1) over a control volume d =xy.1 (Here, 1 represents unit 

thickness of the grid) from time t to t+t using Gauss’s divergence theorem yields 
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where n1 = unit vector normal to the surface Ax =1y; n2 = unit vector normal to the surface 

Ay=1x; i = unit vector in x-direction; and j = unit vector in y-direction.  

The domain is divided into discrete control volumes as shown in Fig. 3.1. The index numbers i, 

and j show nodal points in the x- and y-directions, respectively. The control volume is 

positioned mid-way between the adjacent nodes. A general nodal point is identified by P and 

its neighbours as W, E, N, and S as per their location relative to P.  

The two-dimensional grid is uniform and length of the each control volume is x in x-direction 

and y in y-direction. Each term of Eq. (3.2) is calculated for each control volume.  

Assuming constant concentration all over the control volume   and equal to concentration at 

the centroid, the first term of Eq. (3.2) can be approximated as 
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where 
p

h  is the average depth of the control volume. Assuming, the variation of depth of flow 

with transverse direction as quadratic, the average depth 
p

h is given by 
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Fig. 3.1 A control volume around node P 

Second term of Eq. (3.2) may be written as 
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Using weighted upwind scheme, one can obtain 
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 

PWw
CCC  1  (3.6b) 

where is a weighting factor introduced along the x-axis. The above scheme is upwind for   

and central difference for 

Substitution of Eqs. (3.6a) and (3.6b) into Eq. (3.5) yields 
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Third term of Eq. (3.2) may be written as  
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Approximating fluxes on east and west faces as 
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Substitution of Eqs. (3.9a) and (3.9b) into Eq. (3.8) yields 
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Like-wise fourth term of Eq.(3.2) may be written as  
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Decay term of Eq. (3.2) may be written as 
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Assuming that no source or sink is present in the mixing zone, thus, βd is omitted from Eq. 3.2. 

Substitution of Eqs. (3.3), (3.7), (3.10), (3.11) and (3.12) into Eq. (3.2) yields 

       

   

    

































tt

t

PPd

tt

t

SPsys

tt

t

PNnyn

tt

t

WPwxw

tt

t

PEexe

tt

t

PWww

tt

t

EPeepPP

dtCyxhdtCC
y

x
EhdtCC

y

x
Eh

dtCC
x

y
EhdtCC

x

y
Eh

dtCCyuhdtCCyuhyxhCC

                             

                             

110

                  (3.13)  

Consider that the channel is prismatic and h, u and Ex vary only in z-direction, i.e., 

wxexPxwePweP EEE    and       ;uuu     ;hhh                    (3.14) 
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Substitution of the above values in Eq. (3.13) yields 
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Subscript P indicates values of parameters correspond to node P. 

Introducing temporal weighing factor t, integration of concentration at a nodal point over a 

time step t may be obtained as: 
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where C  is concentration at previous time t.  

Computation of time integral at each nodal points of Eq. (3.16) using Eq. (3.18) yields the 

following equation in terms of index numbers i and j: 
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Transverse concentration gradient, i.e., 
y

C




 at the side boundaries are equal to zero. Thus in 

Eq. (3.19) for j = 1, 0



s

y

C
 as a result of which j

s
a  = 0 and for j = M,  0




n

y

C
 as a result 

of which 
j

n
a = 0 for i=2, N-1. The discretized equations for nodal points i = 1 and N are to be 

written separately.  

(a)  Discretised equation for upstream boundary 

Discretised equation at upstream boundary is obtained by solving Eq. (3.2) for control volume 

shown in Fig. 3.2a. 

Following the same procedure as adopted for solving Eq. (3.2) for the interior control volumes, 

the different terms of Eq. (3.2) are solved herein with the following changes to account for the 

upstream boundary: 

(a)  In the second term, Cw = CA, i.e., upstream boundary conditions; and 

Fig. 2a  Control volume around node P at upstream boundary
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Fig. 3.2a Control volume around node P at upstream boundary 

 

(b) In the third term, assuming quadratic variation of concentration along x-axis, the 

concentration gradient at face w for i=1 is written as 
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Different coefficients of Eq. (3.19) for i=1 are as follows: 

u

j

i

j

w

j

i

j

e

j

i

j

n

j

i

j

p

jj

s
BCbCbCbCbCb 





11

11

i

j

i
 B  (3.24) 

jjjjjjj aaaaaaa 8765429 3  ;     3/)1( 54210

jjjj aaaa  ;     0a j

11  ;         

and   
AtAt

j

j

u
CC

a
aB  








 1

3

8
5

3
  (3.25) 

Other coefficients remain same as given in Eqs. (3.20) and (3.22). 

(b)  Discretised equation for downstream boundary  

Discretised equation at downstream boundary is also obtained by solving Eq. (3.2) for control 

volume shown in Fig. 3.2b. 

Following the same procedure as adopted for solving Eq. (3.2) for the interior control volumes, 

the different terms of Eq. (3.2) are solved herein with the following changes to account for the 

downstream boundary: 

Fig. 2b  Control volume around node P at downstream boundary
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Fig. 3.2b Control volume around node P at downstream boundary 

 

(a)   In the second term, Ce = CB, i.e., downstream boundary conditions; and 

(b) In the third term, assuming quadratic variation of concentration along x-axis, the 

concentration gradient at face e for i=N is written as: 
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Different coefficients of Eq. (3.19) for i=N are as follows: 
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Other coefficients remain same as given in Eqs. (3.20) and (3.22). 

(c)  Solution of system of equations 

The system of algebraic equations given by Eq. (3.19) is tri-diagonal in form. Thomas 

algorithm or the tri-diagonal matrix algorithm (TDMA) can be used to solve such a system of 

equations for known fluxes at upstream and downstream boundaries (Versteeg and 

Malalasekera, 1995). The TDMA is applied iteratively, in a line-by-line fashion, to solve Eq. 

(3.19). Computation is started with i=1. The tri-diagonal form of system of equations for i=1 

may be written as 
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(3.29) 

The above equation cannot be solved for j

1C  as concentration at nodes for i=2 are not known 

(see Fig. 3.3). Thus some initial value of concentration (e.g. zero) at nodes for i=2 are assumed 

and the above equation is solved for j

1C . Subsequently, the calculation is made for i = 2, N. In 
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the second iteration, calculation is again started with i=1 and subsequently done for i=2, N. 

Such iterations are repeated several times until a convergent solution is obtained. 

i

Fig. 3  2D-Tridiagonal matrix algorithm
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Fig. 3.3 2D-Tridiagonal matrix algorithm 

3.4 VALIDATION OF MODEL FOR STEADY TRANSVERSE MIXING 

The proposed model is validated by comparing the computed results with the Yotsukura and 

Cobb’s analytical solution of Eq. (3.1) for continuous injections of pollutants spread over a 

width. For injection near the bank, the following input parameters from a field experiment in 

the Grand river are used (Lau and Krishnappan, 1981): width of the stream, B = 59.2 m; depth 

of flow, h = 0.506m; velocity, U = 0.353 m/s; transverse mixing coefficient, Ey = 0.009 m2/s; 

cross-sectional mixed concentration, C = 3.99 ppb; and width of source,  = 5.92 m. 

Concentration profiles are calculated using Yotsukura and Cobb’s analytical solution at 

distances x = 213, 463, 713, 963, 1213, and 1463 m downstream of the injection site of the 

pollutant. The proposed FV model  is also used to calculate concentration profiles at the above 

distances taking x = 1.0 m and y = 0.10 m. Concentration at the upstream is calculated by 

equating the mass of the pollutant leaving the downstream boundary to the mass of the 

pollutant entering into the upstream boundary, which comes out to be 39.9 ppb. The computed 
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concentration profiles using the analytical model and the proposed FV model agree closely as 

seen in Fig. 3.4.  

Fig.3  Comparison of concentration profiles computed using the proposed FV model and the analytical model

         for injection of pollutant near the bank.
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Fig. 3.4 Comparison of concentration profiles computed using the proposed FV model and the 

analytical model for injection of pollutant near the bank (Ahmad, 2008) 

3.5  MODEL DEMONSTRATION FOR TRANSIENT TRANSVERSE MIXING 

The proposed model is demonstrated for transient transverse mixing in stream for finite 

duration injection of the pollutant. For this purpose, a typical cross-section of Lesser slave river 

is considered as shown in Fig. 3.5 (Beltaos and Day, 1976). The river channel is assumed to be 

prismatic. Contours of velocity and variation of depth-averaged velocity across the width are 

also shown in Fig. 3.5. Input data are B = 57 m; Bed slope, S = 0.0001; and  = 11.4 m. 

Transverse mixing is estimated by ShghEy 225.0 . Injection of dye of concentration 100 

ppm is made continuously in the middle of the stream for 10 s. Concentration profiles are 

computed using the proposed model taking x = 1.0 m and y = 1.0 m at time 200s, 500s and 

800s. These profiles are shown in Fig. 3.6.  
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Fig 3.5.  A schematic representation of a) Cross section of Lesser Slave River; b) Velocity 

distribution across the transect (After Beltaos and Day, 1976). 
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As the cloud of dye moves in downstream, it spread out in space domain and as a result peak 

concentration decreases. No oscillations have been noticed at the discontinuity of the 

concentration field. 

 

Fig. 3.6 Concentration profiles at time 200 s, 500 s, and 800 s 

 

3.6 DETERMINATION OF EY USING THE CONCENTRATION PROFILES 

The FV model proposed by Ahmad (2008) for the solution of steady transverse mixing 

equation is extended to determine the value of Ey by using concentration profiles at least two 

stations in the downstream of the injection site. Method of one-dimensional grid search is used 

for this purpose. 

The one dimensional grid search method is based on the Bisection procedure, which is used to 

find roots of one- dimensional functions. Also one can find the optimum value of Ey, which is 

such that it produces maximum agreement between the predicted and the observed 

concentration profiles at the stations. The agreement between predicted and observed 
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concentration profiles has been judged in the present study in terms of the error (ERS), which 

is defined as  

 100%
ionconcentrat observedPeak 

ionconcentrat computedPeak 
1ERS 








                                             (3.30) 

The measured concentration profile at the first station is used as input and concentration profile 

at the other downstream stations are predicted by the proposed scheme. Using some trial value 

of Ey the error at each station is calculated by Eq. (3.30) and the average value of error (ERS) 

is obtained. The value of Ey producing minimum value of ERS is considered as the optimum 

one. 

A global optimum value of mixing coefficient exists due to parabolic nature of steady 

transverse mixing equation (see Fig. 3.7). The initial approximate value of Ey is taken equal to 

0.13hU*. Let the initial Ey correspond to point  (see Fig. 3.7). An incremental value, Ey of 

mixing coefficient equal to one tenth of the initial Ey is taken and error is calculated at the 

points  and . The point corresponding to minimum error is searched. Let in this case, the 

point be . Now error is calculated at the next point  and again minimum error is searched; 

let that point be again . This means that the optimum value of Ey lies somewhere in the 

bracketing triplet (, and ). Now the grid is bisected and ERS(5) and ERS(6) are 

calculated. If ERS(2) < (ERS(5) and ERS(6)) then the grid is again bisected and same process 

is followed, until one reaches up to the desired accuracy. But if ERS(6) or ERS(5) is minimum 

then the same process is continued in the required direction. 

 

Fig. 3.7 One-directional grid search method (after Ahmad et al. 1999) 
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3.7 CONCLUDING REMARKS 

The governing equation for transient transverse mixing in a prismatic channel is solved by 

finite volume method using upwind and central difference schemes. The model takes care of 

variation of transverse mixing coefficient across the width. Satisfactory agreement is found 

between concentration profiles computed using the proposed finite volume model and the 

analytical model for constant mixing coefficient and continuous pollutant injection. No 

oscillations have been noticed at the discontinuity of the concentration field. The proposed 

model is demonstration for transient transverse mixing using data of Lesser Slave River. It is 

found that as the cloud of dye moves in the downstream, it spread out in space domain and as a 

result peak concentration decreases. The FV model proposed by Ahmad (2008) for the solution 

of steady transverse mixing equation is extended to determine the value of Ey using 

concentration profiles at least two stations in the downstream of the injection site. Method of 

one-dimensional grid search is used for this purpose. 
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Chapter  

4 

EXPERIMENTAL WORKS 

4.1 INTRODUCTION 

The experiments were performed at Hydraulic Laboratory of Civil Engineering Department, 

Indian Institute of Technology Roorkee. In the present study, the experiment was aimed at to 

study the enhancement in transverse mixing of the tracer in the presence of submerge vanes. 

The concentration profiles of the tracer downstream of its injection in the channel without 

submerged vanes and with submerged vanes for their different configuration were measured. 

This section deals with the experimental set-up, its procedure and data collection.  

4.2 EXPERIMENTAL SET UP 

4.2.1 Setup 

The experiments were performed in a recirculating concrete flume of width 1.0 m, depth 0.30 

m and length 19 m. The bed slope of the flume was 0.000632. The flume was marked at every 

one meter length from its upstream. The water was supplied to the flume through an overhead 

tank, in which the level of water was kept constant to have a constant discharge for a particular 

opening of the valve-fitted in the delivery pipe of the tank. An orifice meter was also fitted in 

the delivery pipe for the discharge measurement. Flow from the flume was taken into a sump 

through a channel fitted with a sharp-crested weir for the discharge measurement. Water was 

again lifted using a pump to the overhead tank.  

Two rows of grid walls, flow straighteners and wooden wave suppressor were provided 

upstream of the channel to stabilize the flow. A tail gate was provided at the end of the flume 
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to maintain the uniform flow. The railing of the flume was made parallel to the bed prior to 

conductance of the experiment. The flume layout is shown in Fig. 4.1 and a photograph 

showing the flume is shown in Fig. 4.2. 
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Fig. 4.2 Photograph showing the Flume 

(a) Tracer Injecting System 

The Rhodamine WT was used as tracer due to its high detectability and conservative in nature. 

The tracer injecting system consisted of two overhead tanks-one over the other (see Figs. 4.3 

and 4.4). The tracer of known concentration was poured in both the tanks. Tracer from lower 

tank was continuously pumped to the upper tank and overflow of the upper tank was ensured to 

maintain a constant head of tracer in the upper tank all the time. The tracer was supplied to the 

tracer injection sampler through a 6 mm polythene pipe from the upper tank.  
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Fig. 4.3 Tracer Injection System 

 

Fig. 4.4 Photograph showing Tracer Injection System    

Injection sampler, used in the present experimental work, consisted of four tubes of 2 mm 

diameter placed at 35 mm spacing as shown in Fig. 4.5 (Only two vertical tubes are shown in 

Fig. 4.5). The tubes had a number of vertical holes at the interval of 20 mm and connected to a 
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manifold. Polythene pipe from the injection system fed the tracer to the manifold. The tracer 

was injected in a channel of 100 mm width formed by placing a plate in the main channel at a 

distance of 100 mm from its left wall. The injection of tracer thus represents the plane source 

of a width 100 mm. The Rhodamine WT dye concentration was measured across the width of 

the channel - downstream of injection point using Hydro lab MS-5 probe as shown in Figs. 4.6. 

Fig. 4.7 shows a sample of online monitoring of concentration using Hydro lab MS-5 

interfaced with computer.  

 

 

Fig. 4.5 Tracer Injection Sampler a) Line sketch of tracer injector; b) A photograph of 

tracer injector  

 

Fig. 4.6 Photograph showing MS-5 Probe 

b) 
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Fig. 4.7 Hydrolab MS-5 interfaced with computer for online  

monitoring of concentration 

(b) Hydro Lab MS-5 

The state of the art equipment Hydro Lab MS-5 was also used for an on-site measurement of 

concentration of Rhodamine WT.  Hydro Lab MS-5 is a simple yet high tech multi probe 

sonde, which supports several probes that are built around a set of reliable sensors and 

electronic components. Some basic parameters like temperature, pH, conductivity, salinity, 

Total Dissolved Solids (TDS), Dissolve Oxygen (DO), concentration of Rhodamine WT and 

depth can be measured with the help of this instrument. The sensor is an in-situ optical 

fluorometer that determines Rhodamine concentration in a given water sample. The sample is 

irradiated using green (550 nm) light. The Rhodamine WT sensor absorbs the green light 

energy and fluoresces or emits red (590–715 nm) light. The sensor directly measures the 

amount of red light emitted by the Rhodamine in the water sample. The multiprobe can either 

display the Rhodamine signal as a scaled voltage from 0–5 V or as a concentration from 0–

1000 ppb. 
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(c) Prandtl-Pitot tube 

In order to measure the transverse velocity profile, Pitot tube was used. Working of Pitot tube 

is very simple, when approaching flow strikes the nozzle or face of Pitot tube, it converts the 

velocity head into the pressure head. The converted pressure head gives rise to head difference, 

∆h. The local velocity can be calculated using:  

 hgU  2          (4.1) 

In experimentations, Pitot tube was placed initially near to wall, so that, velocity near to wall 

can be measured. After that, Pitot tube was traversed across the channel width at an interval of 

0.1 m and velocity was calculated by measuring head difference at the mid-depth of the flow. 

Since, Pitot-tube was unable to take velocity on the wall, hence, velocity was taken at y = 0.98 

m which was near to wall. Velocity profiles in transverse direction were measured for depths 

of flow, z = 0.1241 m, 0.1025 m and 0.09 m. 

(d) Micro Acoustic Doppler Velocimeter (Micro ADV) 

Micro ADV is basically an acoustic instrument used to measure three dimensional velocity 

field in the flow. Micro ADV has basically three receivers and one transmitter (Fig. 4.8). 

Transmitter transmits the acoustic waves into the flow having particular frequency and phase. 

As the fluid media is mobile, due to which transmitted acoustic waves suffers due to Doppler 

Effect. According to Doppler Effect, "Velocity of moving source or receiver is proportional to 

rate of change of phase shift." and is calculated by  

 
dt

d

f

V
U i

r

s
i



4
         (4.2) 

Here, Ui = velocity in ith direction; Vs = velocity of sound in media; fr = frequency of waves 

transmitted; φi = phase in ith direction and t = time coordinate. 

Doppler shifted acoustic waves are received by receivers which send the received waves to the 

calculation unit of ADV. In calculation unit, a pre-calibrated transformation matrix was used to 

multiply the obtained velocity component to generate more precise velocity components.  
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Fig. 4.8 Mini ADV capturing velocity of flow 

(e) Design of Vanes 

The vanes to be installed in the channel were designed as per the methodology proposed by 

Odgaard and Wang (1991a). At the design stage, the depth of the flow h, bed slope of the 

channel S, mean velocity of flow U, and median size of sediment do are known. If the vane 

system is to be designed for a river bend, the radius of the bend Ra is also known. However, for 

the installation of vane in straight channel like in the case of water intake and present case, 

radius of the bend will be equal to infinity. Assuming the channel to be wide, calculate 

 gShUf //8   and then the channel’s resistance parameter, fm /8 . Here, κ = 

von Karman’s universal constant = 0.41 and f = friction factor =  2

*
8 Uu . Also calculate the 

sediment Froude number from the median diameter of the sediment (not applicable in the 

present case). Odgaard and Wang (1991a) and Odgaard and Kenedy (1983) recommended that 

the height of vane H should be equal to 0.2-0.5 times the depth of flow. Choose some value of 
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To/h (To = submergence of flow over the vane) out of 0.5, 0.7 and 1.0. Calculate the length of 

vane L keeping the aspect ratio H/L= 0.3. Take δn (transverse spacing between vanes in a row) 

= 3H and δs (longitudinal spacing between two vane rows) = 15H or 30H. It is to be noted that 

a number of alternate designs are possible for a specific problem. 

In the present study, data for design of vanes are depth, bed slope and channel velocity. Depths 

of the flow were 0.09 m, 0.1025 m and 0.1241 m, which were utilized to design the dimensions 

of vane. The bed slope in all experimentation was constant and equals to 6.3210-4. The 

average velocities of flow were 0.448 m/s, 0.388 m/s and 0.267 m/s for depths of flow = 

0.1241 m, 0.1025 m and 0.09 m, respectively. Since three sets of vanes were designed 

according to the recommendations of Odgaard and Wang (1991a) which are as follows 

(i) Depth of flow = 0.1241 m; Length of submerged vanes = 0.12 m; Height of submerged 

vanes = 0.06 m; Thickness of submerged vanes = 2 mm; lateral spacing = 0.125 m; 

longitudinal spacing = 1 m. 

(ii) Depth of flow = 0.1025 m; Length of Submerged vanes = 0.1 m; Height of submerged 

vanes = 0.04 m; Thickness of submerged vanes = 2 mm, lateral spacing = 0.1 m; 

longitudinal spacing = 1 m. 

(iii) Depth of flow = 0.09 m; Length of Submerged vanes = 0.05 m; Height of submerged 

vanes = 0.02 m; Thickness of submerged vanes = 2 mm, lateral spacing = 0.05 m; 

longitudinal spacing = 1 m. 

Calculations for one set of vanes are given below: 

Depth of flow = 0.1241 m 

Height of vane = 0.2- 0.5 times of depth of flow = 0.02482 m – 0.06205 m, let us take height 

of vane 0.06 m. 

Length of vane = 2-3 times height of vane = 0.12 – 0.18 m, let us take length of vane = 0.12 m. 

Take To /h = 0.5 (say)  

Lateral spacing of vanes δn = 2-3 times height of vane = 0.12 – 0.18 m, let us take lateral 

spacing of vane = 0.125 m 
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Longitudinal spacing of vane δs = 10-30 times height of vane = 0.60 – 1.80 m, let us take 

longitudinal spacing of vane = 1 m. 

Table 4.1 gives the designed dimensions of vane with respect to the depth of flow. 

Table 4.1 Designed dimensions of submerged vanes 

 

Depth of flow 

(m) 

Dimensions of submerged vanes 

H 

(m) 

L 

(m) 

δn 

(m) 

δs 

(m) 

θ 

(degrees) 

0.09 0.02 0.05 0.05 1 30 

0.1025 0.04 0.1 0.1 1 30 

0.1241 0.06 0.12 0.125 1 30 

Four arrays of designed vanes are shown in Fig. 4.9. 

 

Fig. 4.9 Four arrays of installed vanes 

4.2.2 Procedure 

After establishing the flow in the channel, the tracer was injected continuously at x = 0 from 

the tracer injection system. The  tracer concentration was measured using MS-5 probe at 
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longitudinal distances x = 5 and 15 m downstream of the injection section and at transverse 

distances y = 0.02 m, 0.1 m, 0.2 m, 0.3 m, 0.4 m, 0.5 m, 0.6 m, 0.7 m, 0.8 m, 0.9 m and 0.95 

m.  After measuring the concentration profile along transects, a check for mass conservation 

was applied to the measured concentration. In order to apply the check, transverse profile of 

longitudinal velocity was measured and an average velocity was calculated. Depth of flow was 

measured along each transects. On measuring the concentration from left bank across transect, 

the mass rate is calculated in each elemental portion of divided transect by multiplying 

concentration with average velocity, average depth and width of element. 

After obtaining the mass rate, which is also termed as area of concentration curve, for all 

transects an average value of area was calculated and all pre-calculated mass rate were 

normalized with average rate to yield recovery factor (R.F.). The range of R.F. in the 

experimentation was between 0.95-1.05 for each section. After obtaining the R.F., it is 

multiplied with the measured concentrations to obtain the mass conserved concentrations. 

Three sizes of vanes were used in the experimentations which were 0.02 m  0.05 m, 0.04 m  

0.1 m and 0.06 m  0.12 m, whose lateral spacing was 0.05 m, 0.1 m and 0.125 m, respectively 

(Fig. 4.10.). Three flow conditions were maintained in order to perform experimentations for 

depth of flow which were 0.09 m, 0.1025 m and 0.1241 m. For every vane size five runs were 

done viz. 4 vane rows, three vane rows, 2 vane rows and no vane row. Three different vane 

sizes were used in the study for three different depths of flow. The calculation gives a total of 

45 runs for present study. Fig. 4.11 shows a typical concentration profile across the transverse 

direction. 

   

Fig. 4.10 Submerged vanes of size (a) 0.04 m 0.1 m and (b) 0.02 m  0.05 m. 

(a) (b) 
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Fig. 4.11 Variation of concentration across the transverse direction (Depth of flow = 0.1241 m, 

Height of vane = 0.06 m, Length of vane = 0.12 m, Discharge = 0.056 m3/s). 

4.3 NORMALIZATION OF CONCENTRATION PROFILES 

Since concentration profiles were measured in different flow depths and discharges, thus, have 

some scale effects in their measurements. In order to remove these scale effects, these 

concentration profiles were normalized so that they can be compared over one scale. In order 

to normalize the concentration profile, let us suppose that initial concentration of dye be Co 

and rate of dye discharging be Qo. Also, assume that concentration of profile at point of 

measurement be C and discharge of flow be Q. Now from principle of mass conservation: 

 
=o oC Q CQ

         (4.3) 

Now, discharge of flow,  

 =Q BUh          (4.4) 

where B = width of channel; U = flow velocity; h = depth of flow.   
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Also, 

 
=oQ bUh

         (4.5) 

where b = width of section of injection. 

Thus, implanting Eq. (4.4) and (4.5) into Eq. (4.3) and simplifying it, value of initial 

concentration was obtained as: 

 
=o

CB
C

b          (4.6) 

Before introducing the submerged vanes to the flow, blank concentration was measured which 

represented the equilibrium concentration of Rhodamine WT dye present in the flow in spite of 

experimental release of dye. After measuring the transverse mixing in plane shear flow, four 

rows of submerged vanes were introduced and aforesaid procedure of concentration 

measurement was repeated. Now, one vane row was removed and repetition of process was 

performed until all vanes were removed. 

4.4 MEASUREMENT OF FLOW PATTERN AROUND SUBMERGED VANE  

Submerged vane utilize the flow velocity to generate vorticity field.  Vorticity field as per 

investigators like Wang and Odgaard (1993), Tan et al. (2005), Ouyang et al. (2008), etc. are 

consist of high level of turbulence. In order to measure the intensity of vorticity field, 3D flow 

has to be measured accurately, so that flow downstream of vane could be understood for its 

utilization in pollutant management. Hence, by using micro ADV, velocity flow field was 

measured downstream of the vane rows. Four rows of submerged vanes were attached to the 

bed so as to perform experimentations of flow pattern around submerged vanes. Vanes used in 

experimentations were viz. 0.06 m  0.12 m whose lateral spacing respectively was 0.125 m. 

Initially, four vane rows of above mentioned vane sizes were installed and flow was made to 

attain a uniform depth of 0.1241 m, initially. The depth, z = 0.1241 m was the depth 

corresponding to full discharge condition. Three transects were chosen at the downstream of 

last installed vane rows, which were respectively at x = 3H, 8H and 20H from last vane row 

(Here, H = Height of submerged vane). On each sections three points were marked on which 

vertical distribution of velocity was measured by using micro-ADV and these three points were 
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y = 0.45 m, 0.5 m and 0.55 m, respectively, away from left bank of channel. Seven points were 

marked over on each of the aforesaid three points in order to measure velocity on each of those 

seven points. After measuring the velocity on each of the vertical for all the three transects, 

now one row of submerged vane was removed and again velocity distribution was taken on 

each vertical of the transects. Similar procedure was repeated for two, one and without vane 

rows case. After measuring the vertical distribution of velocity on each of transect, now again 

four rows of submerged vane of afore-mentioned size i.e. 0.06 m high and 0.12 m long vane, 

were installed. Depth of flow was now allowed take a uniform level of 0.1025 m and again the 

above described process was repeated. Again the vane rows were decreased from four to three 

and process of measurement was repeated. Similar process was repeated for two, one and 

without vane rows cases. Now again after reinstalling the four vane rows and establishing 

depth of flow to the level of 0.09 m and repeat the above described procedure for four, three, 

two, one and with vane cases for each transect and each vertical. 

4.5 RANGE OF DATA 

Range of data collected in the present study is given in Table 4.2. 

Table 4.2 Range of data collected in present study 

S. No. Parameters Range 

1 Slope 6.32 × 10-4 

2 Discharge 0.024-0.056 m3/s 

3 Flow velocity 0.27-0.45 m/s 

4 Depth of flow 0.09-0.1241 m 

5 Width of flume 1.0 m 

6 Hydraulic radius 0.076-0.099 m 

7 Height of vanes 0.02-0.06 m 

8 Length of vanes 0.05-0.12 m 
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9 Angle of attack 30o 

10 Number of vane rows 4 

11 Number of vanes per row 7-19 

12 Longitudinal distance of vane rows 1 m 

13 Lateral distance between vanes 0.05-0.125 m 

14 Distance of first vane from wall 0.25-0.75 m 

4.6 CONCLUDING REMARKS 

Experimentations were conducted to measure concentration profile across the channel 

downstream of tracer injection section in the flow with and without submerged vanes. The 

tracer was injected in the flow from a vertical plane source generating two dimensional mixing 

in the flow i.e. longitudinal and transverse directions. Various vane configurations whose size 

varied from 0.02 m ×  0.05 m to 0.06 m ×  0.12 m were utilized in experimentations.  Despite 

being measured in different flow conditions and for various vane configurations, concentration 

profiles are normalized to bring these concentration profiles to scale where they can be 

compared. Velocity profiles were measured for various vane configurations viz. four, three, 

two, one and without vanes, in their downstream at three transects situated at 3H, 8H and 20H 

from last vane row installed. The size of vane kept for velocity measurement was 0.06 m ×  

0.12 m. 
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Chapter  

5 

FLOW PATTERN AROUND SUBMERGED 

VANES 

5.1  INTRODUCTION 

Submerged vane is basically an aerofoil structure, which generates the excess turbulence in the 

form of helical flow structure in the flow due to pressure difference between approaching flow 

side and downstream side of the vane (Odgaard and Spoljaric, 1986; Odgaard and Mosconi, 

1987; Odgaard and Wang, 1991; Wang and Odgaard, 1993). These vanes are in general placed 

at a certain angle with respect to the flow direction which is usually 10o to 40o. Submerged 

vanes are used for sediment management in the river system. It differs from the traditional 

methods like groins, dikes, etc., which are usually placed normally to the flow and produce 

flow distribution by drag force and are not so much efficient in controlling the sediment 

transport. Submerged vanes utilize vorticity to minimize the drag and produce flow 

redistribution in the flow such that longitudinal flow is compelled to get diverted towards the 

transverse direction (Wang and Odgaard, 1993). Many investigators like Odgaard and Wang 

(1991a), Wang and Odgaard (1993), Marelius and Sinha (1998), Tan et al. (2005), Ouyang et 

al.  (2008) have studied analytically and experimentally the flow structure of the submerged 

vane. In this chapter, an attempt was made to develop a numerical model to predict flow 

pattern and turbulence characteristics around and downstream of a single submerged vane and 

a series of vane rows containing multiple vanes in a vane row. In this attempt, ANSYS-CFX 

software was used which used methods of Computational Fluid Dynamics (CFD) to simulate 



90 

 

flow by using standard K- model. Experimental results of various turbulence characteristics 

are also included at the end of the chapter to provide the picture of how turbulence structure of 

flow changes when rows of submerged vanes are introduced in the flow. 

5.2 REVIEW OF CFD MODELS 

5.2.1 Mean Flow equations 

The mean flow equations describing the motion of fluid are given by continuity and 

momentum equations. Continuity equation is based on the law of conservation of mass which 

states that mass of a fluid in a given volume of observation (control volume) is conserved. 

Momentum equations were independently developed by Navier and Stokes by utilizing 

Newton’s second law of motion and hence are known as Navier-Stokes equation. While 

Reynolds averaging of Navier-Stokes (N-S) equation, generation of various correlations of 

fluctuating turbulent quantities makes use of the N-S equation very complicated as relation of 

these correlation with mean flow characteristics is unknown. Hence, by evaluating the 

relationship between these correlations and mean flow quantities with the help of semi-

empirical equations or by generating partial differential equations for various transport 

quantities like turbulent intensities, kinetic energy, etc., the problem of “closure” of Reynolds 

averaged Navier-Stokes (RANS) equation is evaluated. This problem of “closure” gave rise to 

the generation and evaluation of turbulence model (Pope, 2000; Rodi, 1980). The mean flow 

equations are 

Continuity Equation 

  0



ρu.

t

ρ
     (5.1) 

Momentum equations (Navier-Stokes equation) 

                   (5.2) 
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p = pressure in the fluid. 

5.2.2 Turbulence Models 

Turbulence is a highly irregular and a coherent phenomenon (Tennekes and Lumley, 1972; 

Nezu and Nakagawa, 1993). It is a known fact that turbulence varies with the time and space 

and acts randomly, i.e., the value it will be having in preceding time is not necessarily will be 

same in subsequent time. Hence, it is quite difficult to measure the turbulence quantities due to 

their random nature in the field. While deriving Reynolds Averaged Navier-Stokes (RANS) 

equation quantities including cross turbulence quantities product were evolved during 

Reynolds averaging process which were also difficult to measure. Thus, in order to relate these 

quantities with the flow characteristics, turbulence models were derived starting with Prandtl’s 

mixing length theory in 1936 to Average stress method or ASM model. In the present study 

standard K-ω model was applied for simulation of flow. The reason behind not using popular 

standard K-ε model in the present study was its incapability to capture the flow in separation 

region and hence over-predicting the flow, whilst K-ω was successfully established to be 

efficient in capturing separation regions (Versteeg and Malalsekera, 2007). Thus, here pro’s 

and con’s of K-ω models are discussed with different types of K-ω model. 

a) K-ω turbulence model 

The turbulent kinetic energy, K, and turbulent frequency, ω, are required to calculate the value 

of eddy viscosity, ξ, obtained by employing the standard K-ω (Wilcox, 1988) turbulence 

closure model. The equation of transport of K and ω are given as follows (where repeated 

indices indicate summation): 
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Here, 

ui = component of velocity in the ith direction where i = 1, 2, 3, etc. 

xi or xj = coordinate of variable x into the ith or jth direction. 

μ = dynamic viscosity of fluid. 

ν = kinematic viscosity of fluid. 

Sij = Strain tensor = 

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Pk = Production of kinetic energy = 
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k = Coefficients in K-ω turbulence scheme associated with transport of turbulent kinetic 

energy. 

 = Coefficient in Wilcox’s K-ω turbulence scheme associated with transport of turbulent 

frequency 

1 = Coefficient in Wilcox’s K-ω turbulence scheme associated with production of turbulent 

frequency  

1 = Coefficient in Wilcox’s K-ω turbulence scheme associated with dissipation of turbulent 

frequency 

* = Coefficient in Wilcox’s K-ω turbulence scheme associated with dissipation of turbulent 

kinetic energy

 
It was observed in the experimentations that where there has adverse pressure gradients leading 

to the separation of flow and into the stagnation zone, the K-ε model over-predicts the 

turbulence characteristics of the flow field. The reason behind this flaw is that K-ε model was 

developed on the assumption that there exists a dynamic equilibrium between production of 

turbulence and dissipation of turbulence under the action of fluid viscosity, but in the aforesaid 

zones due to high shear strains on the fluid flow and excessive separations causes violation of 

the assumption of equilibrium, hence overprediction of the turbulence quantities. Wilcox 
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(1988; 1993 a, b; 1994), Menter (1992 a,b; 1994; 1997) and Menter et al. (2003) developed a 

model by stating that ξ is not a universal variable to define the length scale of eddies as it is 

overpredicted in the zone of high shear strain, recirculations and redevelopment of flow. 

Hence, Wilcox (1988) defined a parameter turbulence frequency, ω, as the transportable 

parameter to define the length scale of eddies. Hence, the brief description of the K-ω model is 

given as follows: 

b) Wilcox K-ω model 

Wilcox (1988; 1993 a, b; 1994) proposed that ε is not the possible length scale determining 

variable for different eddy scales present in the flow but he postulated that turbulence 

frequency, ξ =K/ω, to be the better to determine the possible length scales. By utilizing ω as 

second variable Wilcox developed following formula for length scale: 

ωKLt                         (5.4) 

Thus after having developed equation for the length scale, Wilcox developed following 

relation to evaluate eddy viscosity, (ξ): 

ωK                        (5.5) 

In order to compute the Reynolds stress, Wilcox utilized the Boussinesq’s equation, given by: 
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Here, 
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jiij uu  = Reynolds stress 

ρ = Density of fluid 

δij = Kronecker delta   



94 

 

The equation of transport of K and ω developed by Wilcox is given by Eq. (5.3b) and 

coefficients involved in the Eq. (5.3 b) are given by Table 5.1. Initially K-ω model was used to 

model the whole flow domain as no damping function is needed to analyze the near wall flow 

or low Reynolds number flow. In order to analyze the near wall flow, value of K is set to zero 

at the wall and henceforth ω→∞ in the near wall region, thus in order to supply the large 

values of ω near the wall, Wilcox, evaluated the following hyperbolically varying expression 

for calculation of ω near the wall: 

2

1

6
=

P

P yβ

ν
ω                        (5.7) 

Here, Py = point from the wall within the limits 500<<30 +

Py , where assumptions of log-law 

and dynamic energy equilibrium are satisfied. 

Table 5.1 Coefficients in Wilcox K-ω transport equation 

k  ωσ  
1  1  *  

2 2 0.553 0.075 0.09 

 

Advantages: - 

(i) Wilcox K-ω model gives a good approximation of near wall flow, recirculating flows, 

wakes, etc. 

(ii) The flow is more easily computed and refined. 

Disadvantages: - 

(i) As ω→0, ε use to become indeterminate as can be seen in Eq. (5.5). 

(ii) Results of the present model was observed to be highly depends on the assumed free 

stream value of ω. 

c) Menter SST K-ω model 

Menter (1992) found that K-ε model was unsatisfactory for boundary layers with adverse 

pressure gradient. Thus he was led to use a hybrid model having following features: 
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(i) Attachment of the K-ε model with K-ω model in the near wall region. 

(ii) Utilization of standard K-ε equation in the fully turbulent region away from the wall. 

Reynolds stress computations and turbulent kinetic energy transport equation were same as in 

the Wilcox’s K-ω model. For, ε, Menter (1992) developed following transport equation: 
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   (5.8) 

1,ωσ  = Coefficient in Menter’s K-ω turbulence scheme associated with transport of turbulent 

frequency 

2,ωσ = Coefficient in Menter’s K-ω turbulence scheme associated with transport of turbulent 

frequency by cross-diffusion 

2 = Coefficient in Menter’s K-ω turbulence scheme associated with production of turbulent 

frequency 

2 = Coefficient in Menter’s K-ω turbulence scheme associated with dissipation of turbulent 

frequency 

The last extra term in Eq. (5.8) arises from the transformation done by Menter (1992), i.e., he 

replaced ξ = Kω rather using ξ = K/ω and is also termed as cross diffusion term. Table 5.2., 

describes the various coefficients used in SST K-ω transport equation. Menter et al. (2003) 

provided the following improvement in their model to make it CFD friendly: 

Table 5.2 Coefficients in Menter SST K-ω transport equation 

k  1,ωσ  
2,ωσ  

2  2  *  

1 2 1.17 0.44 0.083 0.09 
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(i) Blending functions: Numerical instabilities were seem when ε was calculated from K-

ε model far from the wall and transformed K-ε model near the wall. Thus, to achieve 

smooth transition between the two models, blending functions were introduced as: 

   21 1 CFCFC CC           (5.9) 

 Here, 

 C1 = value of eddy viscosity from the original K-ε model 

   C2 = value of eddy viscosity from the transformed K-ε model 

 FC = FC (Lt/y, Rey) 

 Lt = ωK  

 Rey = ωy2/ν 

 The function FC is chosen in such a way that: 

a) It is zero at the wall. 

b) Tends to be unity at far field. 

c) Produces smooth transition around a distance halfway between the wall and 

edge of the boundary layer. 

(ii) Limiters: The eddy viscosity is limited to give improved performances in advance 

pressure gradients and wake regions while turbulent kinetic energy (TKE) is limited to 

prevent the building up of turbulence in the stagnation regions. The limiters provided 

by Menter et al. (2003) are as follows: 
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 ijij SSS .2  
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1a  = a constant 

 FC = blending function 
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Advantages: 

(i) Present model is computationally easier than other turbulence models. 

Disadvantages: 

(i) Present K-ω model was observed to fail to introduce subtle interactions between 

turbulent stresses and mean flow. 

5.3 DEVELOPMENT OF CFD MODEL 

Geometry to be created in ANSYS-CFX is a rectangular channel, 1.0 m wide, 0.1241 m deep 

and 19 m long. Study was conducted for three vane sizes 0.02 m ×  0.05 m, 0.04 m ×  0.1 m 

and 0.06 m ×  0.12 m. Only single vane size of length = 0.12 m; height = 0.06 m; and thickness 

= 0.002 m was utilized in order to study the flow pattern as well as magnitude of vorticity. This 

vane was placed at mid-width of the channel i.e. 0.5 m from either of the banks and was placed 

6.53 m downstream from the inlet of the channel. The developed CFD model is described 

below: 

a) Creation of geometry 

Computation Fluid Dynamics (CFD) is an emerging tool to analyze the flow pattern around a 

structure and to deduce that how that structure is going to affect the flow pattern. Utilization of 

CFD has been done in many research areas like to study flow pattern around a cylinder, to 

deduce the critical submergence of intake, to study the flow pattern in porous media, etc. Only 

a single study have been found in literature to study flow pattern around submerged vane 

which was done by Sinha and Marelius (2000) by using K-ε model of turbulence closure. The 

main drawback of that model was that there were differences in computed results and observed 

results. In the present CFD modeling, various turbulence closure methods were applied to 

simulate the flow pattern around submerged vanes and it was found that k-ω model of 

turbulence closure replicated the flow pattern around submerged vane in real aspect. It is 

evident from literature that where other closure methods fail to account for adverse pressure 

gradient generated wake and recirculatory flows, K-ω model simulate these types of flows in a 

satisfactory manner. Submerged vane model was prepared and meshed using the ICEM CFD 

(Here, ICEM stands for Integrated Computer Engineering and Manufacturing and CFD stands 
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for Computational Fluid Dynamics) software in this study. In order to create the model of 

submerged vane, a channel volume was created of dimension 10 m long, 1 m wide and depth 

of the volume was kept according to the depth of flow viz. 0.1241 m as shown in Fig. 5.1.  

 

Fig. 5.1 Model of submerged vanes generated by ICEM-CFD 

The vanes were placed at the distance of 3.5 m from the inlet section and in a row of 7 vanes 

each being separated by a lateral distance of 0.125 m. First vane of row was having a lateral 

distance of 0.08 m from the left wall of flume. A sum of 4 vane rows were utilized in order to 

measure the flow pattern around submerged vane. After creating the geometry of the vane 

containing vane, the geometry was meshed by utilizing appropriate meshing in order to 

visualize the flow structure around the vane. 

b) Meshing and mesh profile of geometry 

After creation of geometry, 3D blocking is initialized. A suitable blocking is created around the 

vane rows so as to completely cover the vane domain. All the rows were being covered up by 

blocks created by edge splitting. Each created vertices is associated to a point as shown in Fig. 

5.2. After being done the point-vertices association, blocks around the vanes were assigned as 

the SOLID blocks. Main feature associated with the solid-blocking is that whenever the 

volume was meshed, the block remained monolithic without any mesh elements, so during 
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simulation, flow will not pass through the block but will pass around the vane block. After 

assigning the vane block as solid block, size of mesh element was given which here was 8 mm. 

After giving size of mesh element update mesh was clicked which assigned total number of 

mesh elements as 7 million. A pre-mesh was created, while creating the pre-mesh the option of 

solid was unchecked in the software, otherwise it lead to formation of multi-edged mesh 

elements. Since, a more precise flow pattern has to be observed around the vane rows, a non-

uniform mesh has to be used. Thus, a non-uniform mesh was created by clicking right mouse 

button around pre-mesh option. After creation of non-uniform mesh in blocks around 

submerged vanes, mesh quality was checked which came out as 0.83. In order to have a good 

mesh, mesh quality should be greater than 0.3 (ICEM CFD Manual, 2011). After the complete 

meshing of the geometry now all the sides are classified according to their boundary 

conditions. 

 

Fig. 5.2 Blocking of submerged vanes generated by ICEM-CFD 

c) Assignment of boundary types to faces of geometry 

After the meshing of volume, the faces of volume geometry are assigned boundary types 

according to the task. Inlet and outlet boundary conditions of the faces are decided according to 

the direction of flow. Rest of the faces except water level are assigned as simple walls, through 

which transverse flow is not possible and by default no-slip condition is assigned to walls. 
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Now in order to represent the water surface of flow “symmetry” boundary type is applied, 

which signifies that no flow go across the boundary and it is equivalent to the wall. 

A default fluid is assigned to the fluid media flowing through the volume. Saving the file in 

form of “.cfx5” file, now geometry is exported to the ANSYS-CFX software for its analysis. In 

Fig. 5.3, a meshed model of vane is shown in which before the vane block region mesh is of 

uniform and was having size 8 mm. Size of vane changed logarithmically from coarse size (8 

mm), starting outside of the block region of vane, to finer size into the block region. The finer 

mesh size into the block region of vane is important as it can resolve the flow in more 

proficient manner near the vane and hence, flow pattern around the vane could be visualized in 

more accurate manner.  

 

Fig. 5.3 Meshing of submerged vanes generated by ICEM-CFD 

(i) Inlet boundary condition 

In the inlet boundary conditions, a uniform flow boundary condition is assumed. It is also 

assumed that there is no transverse and vertical component of velocity, only longitudinal 

component of velocity exists. An average velocity of 0.41 m/s is given as initial velocity from 

inlet boundary. In the ANSYS-CFX, water is chosen as flowing media from inlet boundary. 

For the operating pressure conditions, the hydrostatic pressure distribution was chosen as one 
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of the input parameter. After assigning of inlet boundary condition, next outlet boundary 

conditions was to be assigned. 

(ii) Outlet boundary condition 

At the exit plane, all the variables are obtained by assuming zero streamwise diffusion or 

motion. Resulting velocity field is corrected to ensure that continuity of model is maintained. 

By ensuring the correction for the continuity, an ensured convergence was obtained and model 

produced robust and validated results. 

(iii) Solid boundaries 

Solid boundaries were entitled to “WALL” boundary conditions, which acclaims that there 

must be no across flow through it or normal gradient to the wall is always zero - this condition 

is known as “no-slip” condition. In boundary conditions assigned to solid boundaries, all were 

classified as smooth boundaries. Next step was to model the water surface. 

(iv) Water surface 

Water surface was modeled by assuming it to be a hard sloping lid across which there is no 

flow possible. In order to compute the velocity, it was assumed that water is flowing with the 

same inlet velocity along the water surface. Also in order to measure the water surface 

elevations and to check the uniformity of flow, water surface elevations were taken at three 

different sections. It was observed that flow was completely uniform and flow only varied at 

the maximum of 0.2 mm within the three sections, hence practically flow can be termed to a 

uniform flow. 

5.4 FLOW PATTERN AROUND A SUBMERGED VANE 

5.4.1  Validation of Model  

CFD is an easy tool to compute and demonstrate how flow is behaving in complex situation 

without performing experimentation in reality. Since, at many a time the CFD tool generates 

and captures the flow pattern in efficient way but is not capable to regenerate the magnitude of 

flow field in accurate manner. Thus, it is essential to validate the developed model so as to 

investigate the flow pattern and various flow quantities which are difficult to measure 
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experimentally. In order to validate the present model, experimental study conducted by Wang 

and Odgaard (1993) was considered. Wang and Odgaard (1993) conducted experimentations 

for single vane and multiple vane arrays. Bed of the channel was fully covered with the sand of 

size 4 mm. Vane was cut from a metal sheet of the thickness 0.75 mm and the length of vane 

was 0.152 m and height was 0.076 m. Depth of flow maintained by Wang and Odgaard (1993) 

during this experimentation was 0.152 m and average velocity of flow was 0.24 m/s. In CFD 

model, since Wang and Odgaard (1993) did not mentioned the length of channel, hence, an 

arbitrary length of 10 m was assigned as length of model. After creating the model with 

dimensions described by Wang and Odgaard (1993) in their study, suitable boundary 

conditions were applied to each boundary of model. At the inlet of channel a uniform flow of 

velocity 0.24 m/s was introduced and flow velocity was computed at x = 8H and 20H, where H 

is the vane height. These were the longitudinal sections at which Wang and Odgaard (1993) 

experimentally measured the longitudinal velocity along the vertical. Results of simulation 

were compared with experimental results obtained by Wang and Odgaard (1993) and can be 

seen in Fig. 5.4 a & b. 
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Fig. 5.4 Validation of single vane model for a) x = 8H and b) x = 20H 

It can be clearly seen from Figs. 5.4 a & b that velocities simulated from CFD using standard 

K-ω model were very much in accordance with what it was measured by Wang and Odgaard 

(1993). Sometimes changing size of mesh may change the results. Thus, a grid dependency test 

was performed, which can be seen in Fig. 5.5. It can be observed from Fig. 5.5 that changing 

the size of mesh did not produced any comparative differences in the results. Thus, model can 

be said as a mesh independent model. Thus, model can be used to study the turbulence 

characteristics around submerged vanes so that submerged vane can be utilized to enhance the 

rate of transverse mixing for pollutant. 
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Fig 5.5 Grid dependency test  

5.4.2 Optimization of vane parameters 

a) Angle of attack 

Angle of attack of submerged vane is an important parameter in generation of circulations in 

flow. Odgaard and his associates (Odgaard and Kennedy, 1983; Odgaard and Spoljaric, 1986; 

Odgaard and Mosconi, 1987; Odgaard and Wang, 1991 a, etc.) suggested that the angle of 

attack of vane should be between 15o-30o for maximum generation of circulations. Marelius 

and Sinha (1998) showed that in order to generate optimum strength of vortical currents from 

the submerged vane, the angle of attack must be 40o. While, Johnson et al. (2001) during their 

experimentations with rock vanes as controller of vertical wall abutment scour, observed that 

vane angle of 30o serves as optimum angle which can reduce the scouring in effective manner. 

Voisin and Townsend (2002) observed that by keeping angle of attack of 2o with respect to 

flow optimum secondary currents may be generated to counteract bend generated currents. Tan 

et al. (2005) also suggested that by putting angle of attack as 30o the maximum diversion of 

sediment was obtained. Bhuyian et al. (2010) also suggested angle of attack to be 30o for 

maximum secondary current generation. Gupta et al. (2010) also proposed angle of submerged 
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vane to be 40o with collar so that scour around pier can be reduced. In the present study flow 

simulation was carried out for different flow conditions, various sizes and angle of attack of the 

vanes. Vorticity at a distance of two times vane height was computed. As an illustration for 

vane having height = 0.06 m and length = 0.12 m, for depth of flow = 0.1241 m with four 

angles of attack, i.e. 15o, 30o, 45o and 60o is shown in Fig. 5.6. It was observed that for 28.7o 

maximum value of vorticity was obtained and was in accordance with the various previous 

investigations. Thus, it can be suggested that for an angle of attack of 28.7o, optimal strength of 

vorticity is generated and can be utilized for various purposes having its effect in far reaches in 

downstream. 
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Fig. 5.6 Variation of vorticity with angle of attack (Vorticity_X stands for vorticity in x-

direction). 

b) Height of the vane 

Vane height is again an important parameter which is associated with the generation of 

vortices. Odgaard and Kennedy (1983), Odgaard and Spoljaric (1986) and Odgaard and 

Mosconi (1987) suggested to keep the height of vane in between 0.2-0.5 times the depth of 

flow. Odgaard and Wang (1991 a) also suggested height of vane to be between 0.2-0.4 times of 
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flow depth in order to generate optimum secondary currents. Voisin and Townsend (2002) 

proposed that for vane height 0.35 times depth of flow, vane generates sufficiently strong 

currents to preserve the bend walls. Tan et al. (2005) observed that when vane height was 1/8th-

1/3rd of depth of flow, flow deviates maximum sediment towards bank. Flokstra (2006) 

suggested that vane height should be less than 0.4 times depth of flow. Ouyang (2009) 

suggested that when vane height is 0.58-0.70 times water depth, it generates efficient vortical 

flow. Variation of vorticity with vane height as shown in Fig. 5.7 as an illustration for vane of 

size 0.06 m high, 0.12 m long for depth of flow 0.1241 m, three vane heights 0.18h, 0.4h and 

0.64h (Here, h = depth of flow). It was observed that for vane height equal to 0.4 times depth 

of the flow, the maximum vorticity generates, which is with the accordance of the previous 

studies conducted and was very much near to the optimum height proposed by Voisin and 

Townsend (2002). 
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Fig.5.7 Variation of vorticity with vane height. 

c) Length of vane 

Length of a vane is associated with the amount of drag and lift produced around the hydro-foil, 

more will be the length more will be the contact-drag which in turn will give rise to more lift. 
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For a constant free stream velocity and density of fluid, that's the condition which prevails 

here, in accordance with the Kutta-Juokowskii theorem, lift generated is proportional to the 

strength of circulation generated by airfoil/ hydrofoil and vice-versa (Bertin and Smith, 1979). 

Odgaard and Spoljaric (1986) observed that keeping length of vane from 2.5 to 3 times vane 

height will generate optimum amount of circulation to counteract process of bed erosion. 

Voisin and Townsend (2002) proposed that optimum length for the vane should be 0.33 times 

the width of channel. Flokstra (2006) in his study observed that model of his works well if 

length of submerged vane varies from 4-8 times vane height. Ouyang et al. (2008) in their 

study observed that by changing height or length of submerged vane no effective change in bed 

profile was met. Ouyang (2009) observed that increase in length will decrease the efficiency of 

vane and hence proposed length of vane to be 0.5 times depth of flow. It can be observed that a 

very little study has been conducted on the length of submerged vane. Variation of vorticity 

with vane length can be seen in Fig. 5.8. Three vane length H, 2H and 5H (Here, H = 0.06 m) 

were utilized for the optimization of length. It can be seen from Fig. 5.8., that the length of 

vane is proportional to the vorticity.  
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Fig. 5.8 Variation of vorticity with vane length. 
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For large length, more area was available for fluid to have more drag around the vane. More 

drag around vane gave rise to more lift and stronger vortices will be generated from vortex 

bounding the vane and hence an increase in vorticity was observed which was in accordance 

with Kutta-Juokowskii theorem (Bertin and Smith, 1979). 

5.4.3 Flow Pattern around a Submerged Vane 

As discussed, CFD can be utilized in order to investigate the flow pattern around submerged 

vanes, thus, an investigation of flow pattern around vane was done. In this study a brief 

investigation was carried out to study the behavior of vorticity, turbulent kinetic energy and 

turbulent dissipation rate at the sections x = 3H, 8H and 20H downstream of a submerged 

vane. Thus, from investigations, the following conclusions can be drawn to evaluate the single 

vane’s performance in mixing of the pollutant. 

a) Vorticity downstream of a vane 

Submerged vanes are best known to generate high amount of vorticity downstream of it as 

referred by various investigators like Odgaard and Wang (1991), Wang and Odgaard (1993), 

Marelius and Sinha (1998), Sinha and Marelius (2000). The vorticity generated by vanes have 

been used by investigators to stop bank erosion, deepening channel, diverting sediment, etc. 

Fig 5.9, is an illustrious representation of flow pattern downstream of a submerged vane 

having size 0.06 m high, 0.12 m long for depth of flow 0.1241 m. It can be observed from Fig. 

5.9, two counter-rotating vortices were formed in the low pressure side. The reason behind 

existence of two counter-rotating vortices is dismantling of a large vortical structure due to the 

suction existing at low pressure side in two counter-rotating vortices. Similar observations 

were mentioned by Sinha and Marelius (1998) and Tan et al. (2005). A plunging flow was 

observed being spill over the vane to generate more turbulence which was in accordance with 

observations of Tan et al. (2005). 

Fig. 5.10, shows the enlarged view of the flow pattern around submerged vane and two-

counter-rotating vortices in suction side of submerged vane. A vortex sheet is generated by the 

vane in downstream which is clearly seen from Fig. 5.9 and 5.10, having its rotation in 

transverse direction. These rotations can be very much helpful in order to induce high amount 
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of transverse mixing of pollutants as it is noted in literature that secondary currents do affect 

the intensity of mixing by enhancing the transverse dispersion rate (Lau and Krishnappan, 

 

Fig.5.9 Flow pattern downstream of a vane. 

1979; Bruno et al., 1990; Boxall and Guymer, 2003; Boxall et al., 2003). In contradiction to 

the assumption of Odgaard and Wang (1991a) and Wang and Odgaard (1993) who suggested 

that vortices generated by submerged vane are potential or Rankine or tip vortices, the vortices 

generated by the vane were rather horse-shoe vortices, which were observed by Sinha and 

Marelius (1998) and Tan et al. (2005) in their respective studies. 
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Fig.5.10 Enlarged view of flow pattern downstream of a submerged vane. 

Fig. 5.11, shows the variation of the vorticity downstream of submerged vane, illustration is 

shown for vane having size 0.06 m high, 0.12 m long for depth of flow 0.1241 m. It can be 

seen in Fig. 5.11 that vorticity rises to maximum at the trailing edge, which is situated at 1.12 

m from the inlet. Odgaard and Wang (1991 a) and Wang and Odgaard (1993) reported in their 

respective study that trailing edge was solely responsible for generation of vortices at the 

downstream of the vane, present results agrees with their observation. After attaining a maxima 

vorticity decreased in the further downstream under the action of viscosity. Marelius and Sinha 

(1998) by using moment of momentum or angular momentum as an indicator of vorticity 

observed similar pattern. 
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Fig.5.11 Spatial variation of vorticity downstream of a vane. 

b) Turbulent kinetic energy 

Turbulent kinetic energy is basically a measure of amount of turbulence generated in flow. 

Since, submerged vane is acting as an obstruction to the flow, hence, will generate large 

amount of turbulent kinetic energy. Fig. 5.12, illustrates the variation of turbulent kinetic 

energy for vane having size 0.06 m high, 0.12 m long for depth of flow 0.1241 m. It can be 

observed from Fig.5.12, that at upstream of the submerged vane, turbulence was zero and as 

the leading edge was approached by the flow a sudden leap in the turbulent kinetic energy was 

observed. On close inspection of Fig. 5.12, it can be deduced that although leading edge was 

responsible for leap in the turbulent kinetic energy but maxima of this variation was observed 

to reach at trailing edge which again reinstates the fact that flow turbulence downstream of 

vane is rather affected by trailing edge than the leading edge.  Similar observation was 

observed by Sinha and Marelius (1998) in their experimental study. As the flow, recedes away 

further downstream from trailing edge there is exponential drop in the turbulent kinetic energy 

due to the action of viscosity. Fig.5.12 also suggests that with respect to the upstream value of 
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turbulent kinetic energy, level of downstream kinetic energy is high of the order of 0.0003 

m2/s2.    
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Fig.5.12 Spatial variation of turbulent kinetic energy with single vane 

5.5  FLOW PATTERN AROUND MULTIPLE ROWS OF SUBMERGED VANES 

5.5.1 Validation of the model 

a) Validation of the model with measured longitudinal velocity 

After creation of meshed volume, simple volume geometry of channel without vane was 

created and meshed. The meshed geometry was then validated to check whether given model 

follows the law of continuity or not. For validation a flow with velocity of 0.35 m/s was passed 

through the inlet section of the model. Fig. 5.13 a & b illustrates variation of velocity in 

vertical direction for four vane rows in which each vane having size 0.06 m high, 0.12 m long 

for depth of flow 0.1241 m. Velocity profiles at three different sections were compared with 

the measured profiles and it was found that it matches with the measured velocity profile as 

shown in Figs. 5.13 a & b.  
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Fig.5.13 Validation of continuity of model for a) x = 3H and b) x = 20H  

where, H = vane height. 
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b) Validation of model with transverse velocity 

In order to validate the model that whether the flow pattern was in similarity with what it was 

discussed in literature, analysis was performed by comparing the observations from 

experimentations with the simulated velocity profile. A channel volume was created of 

dimension 19 m long, 1 m wide and 0.1241 m deep. Submerged vanes utilized were having 

dimensions as 0.12 m long, 0.06 m high and 0.002 m thick and were aligned with the direction 

of flow with angle of attack of 30o. Vane arrays were having a lateral spacing of 0.125 m. Flow 

simulation were done for different vane configurations but in Fig. 5.14. a & b transverse 

velocity profile of four and three vane rows were used to validate the model at a longitudinal 

distance of x = 3H in both the simulations. In order to validate the model a plot was plotted in 

which transverse velocity simulated from model was compared with the observations of 

present experimentations. It can be seen from Figs. 5.14 a & b that simulated velocity profile is 

comparable to the observed data to some scattering of data also present in it which may be due 

to non-accounting the vortices generated by leading edge, it only accounted the vortices 

separated from trailing edge.  
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Fig. 5.14 Validation of model with transverse velocity a) three vane rows; b) four vane rows. 

5.5.2 Optimization of vane parameters in multiple vanes array system 

a) Lateral spacing of the vane array 

Lateral spacing of the vanes in an array is an essential component in generating a coherent 

structure downstream of the vanes. According to Odgaard and Wang (1991 a), each submerged 

vane acts as an individual vortex generator and generates a sheet of vortices in downstream. 

According to Odgaard and Wang (1991 a) , if the vanes are placed very near to each other, 

each vortices will interact with each other and would reduce the effective circulation and 

effectiveness of vane will reduced. If the vane are spaced very far, each vane will generate 

individual vortices which will be dissipated very easily and again vanes will be ineffective, that 

is what Odgaard and Wang (1991 a) observed. Thus, they optimized the spacing between vanes 

as 2-3 times vane height in which vanes will interact effectively and will generate a coherent 

structure downstream of array, which in turn will help vane to work effectively. Wang and 

Odgaard (1993) supported the observation of Odgaard and Wang (1991 a) and justified that in 

the presence of down-wash component over vane, the effectiveness of vane will be less if they 
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are very closely placed. The vanes will not be able to interact to generate a coherent structure, 

if vanes are placed far in transverse direction. Hence, Wang and Odgaard (1993) also 

suggested that 2-3 times vane height is an optimum spacing in order vane generates an 

optimized circulation in downstream. Voisin and Townsend (2002) proposed that optimum 

transverse spacing between two vanes is 0.24 times the channel width. Flosktra (2006) agreed 

with the observation of Odgaard and Wang (1991 a) that presence of vane in the neighborhood 

interferes with the generated circulation and hence strongly objected the keeping of second 

vane near to another.  
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Fig. 5.15 Variation of vorticity with transverse spacing between vanes 

Fig. 5.15 shows the variation of vorticity with the transverse spacing between vanes for single 

vane rows in which each vane having size 0.06 m high, 0.12 m long for depth of flow 0.1241 

m. It can be seen from the Fig. 5.14 that vorticity was maximum for δn = 3H, which matches 

with the observation of Odgaard and Wang (1991 a). Hence, it is suggested that by keeping 

vanes at a distance of 3 times vane height an optimum strength of circulation can be obtained. 
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b) Longitudinal spacing of the vane arrays 

In the literature, in the multiple vane arrays arrangement much emphasis was given to the 

lateral spacing of vanes, a few studies have been conducted to show the effect of longitudinal 

spacing. Odgaard and Wang (1991 a) observed that by changing longitudinal spacing of vane 

arrays from 15H to 30H, the induced bed level change from submerged vanes was reduced up 

to 20%. Voisin and Townsend (2002) proposed that by putting vanes at a distance of 0.7 times 

bed width of the channel, vanes will interact effectively. Allahyonesi et al. (2008) proposed 

that keeping vane arrays at a distance of 4H an effective diversion of sediment in the away 

direction from intake was obtained. Thus, it can be seen that there is no mutual agreement 

between investigators that on what distance vane arrays should be placed so that an effective 

circulation can be obtained. In the present study, flow simulation has been carried out to 

optimize longitudinal vane spacing.  
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Fig. 5.16 Variation of percentage vorticity with longitudinal distance. 

A non-dimensionalized vorticity is plotted with the non-dimensionalized longitudinal spacing 

(Fig. 5.16). Here, vorticity is non-dimensionalized with respect to peak value and "x" is non-

dimensionalized distance with respect to the vane height. Now for instance if somebody has to 
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obtain vorticity at some distance where the vorticity will be the 50% of the original vorticity. 

Hence, for this from the ordinate read the % vorticity and corresponding to this, from abscissa, 

read corresponding value of x/H. Thus, knowing the value of H (Height of vane), an optimum 

value of x can be obtained from Fig. 5.16 where next row of vane can be installed to generate 

vorticity having 50% strength than the vorticity generated by first row of vane. 

5.5.3 Flow pattern around multiple vane array system 

In case of multiple vane array system, it was observed that near to the submerged vanes a large 

vortical field exists as can be seen in the Fig. 5.17 a, b & c. Fig. 5.17 a, b & c illustrates flow 

downstream of multiple vane arrays and each vane having size 0.06 m high, 0.12 m long for 

depth of flow 0.1241 m was arranged in four vane arrays. Near to the vane arrays at x = 3H, 

due to proximity to the vane arrays, the intensity of vortices were higher and each submerged 

vane generated its individual vortex as can be seen in Fig. 5.17 a. After moving further 

downstream, as is shown in Fig. 5.17 b, all the vortices which were generated at individual 

level at x = 3H, now coalesce with each other to form a larger vortical field having lower 

vorticity than what it was measured at x = 3H. From Fig. 5.17 c, one can clearly deduce that, 

that at x = 20H, now all the vortices have merged into each other to form a vortical field 

having a single larger vortex but magnitude of the vortex reduced by 5 times from the value of 

vorticity it was having at x = 3H. The reason behind gradual decrease of the intensity of 

vortices is the action of viscosity on the flow turbulence. At x = 3H, the section is near to the 

vane rows where production of turbulence is much larger than the viscous effects, thus, each 

vane is able to generate its own vortex as shown in Fig. 5.17 a. As the vortices travels 

downstream, viscosity starts overcoming them and in order to maintain their realm, each of the 

vortices start converging in each other to sustain turbulence in flow as can be seen in Fig. 5.17 

b. When viscosity overcomes the most of the vortical field, the intensity of vortex then start 

decreasing until it is finished completely by flow viscosity as the Fig. 5.17 c suggests. 
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Fig. 5.17 a Variation of vorticity along the longitudinal distance for x = 3H 

 

 

Fig. 5.17 b Variation of vorticity along the longitudinal distance for x = 8H. 
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Fig. 5.17 c Variation of vorticity along the longitudinal distance for x = 20H. 

5.6 TURBULENCE CHARACTERISICS OF FLOW DOWNSTREAM OF VANE 

ARRAYS 

Turbulence characteristics of flow downstream of vane arrays were calculated using the 

measured instantaneous velocity at three lateral distances i.e., y = 0.45 m, 0.5 m, and 0.55m; 

three longitudinal distance x = 3H, 8H and 20H for no vane, one, two, three and four arrays of 

vanes.  

In the present experimentation, submerged vane of height 0.06 m and of length 0.12 m was 

used. Depth of flow used in the experimentations was 0.1241 m. Lateral distance between each 

vane in a row was 0.125 m and initially four rows were placed longitudinally at an interval of 

1m. Each of the vane was placed at 30o with respect to the direction of flow. 

The variation of turbulence parameter u', v', w', u'w', total kinetic energy TKE, and average 

velocity along vertical are shown in Figs. 5.18 to 5.20 for no vane and Figs. 5.21 to 5.23 for 

four arrays of vanes as illustration. In Figs. 5.18 a) to 5.23 a) show the variation of longitudinal 

turbulent intensity (u′) on the three verticals situated at transverse distances viz. y = 0.45 m, 0.5 

m and 0.55 m and for the three longitudinal section viz. x = 3H, 8H and 20H, for no vane and 4 

vane rows condition. For no vane condition, it was observed that for all the three verticals at all 
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three longitudinal sections, the longitudinal turbulent intensity nearly superimpose each other 

as shown in Figs 5.18 a) to 5.20 a). This superimposition of longitudinal turbulent intensity 

variation concludes that turbulence in the flow is homogeneous (Nezu and Nakagawa, 1993). 

The longitudinal turbulent intensity was observed to decrease with the increase in depth of 

flow, when measured from the bed of the channel which was in accordance with the 

observation of many investigators like Blinco and Partheniades (1970), Nezu and Rodi (1986), 

Nezu and Nakagawa (1993), etc. As can be seen from the Figs. 5.21 a) to 5.23 a), for the case 

of four vane rows the most attenuated longitudinal turbulent intensity profile was observed at x 

= 3H in all the three verticals. Going away from the submerged vane rows, the disturbance in 

the longitudinal turbulent intensity profile starts diminishing as the viscosity dissipates the 

separated vortices to make the variation of longitudinal turbulent intensity more uniform. At, x 

= 20H, it was observed that turbulent intensity profiles at all three verticals became nearly 

constant and were nearly superimposing each other indicating the homogenization of flow 

turbulence.   

  

a) 
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Fig. 5.18 a-b Variation of various turbulence quantities at x = 3H  

for no vane. 
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Fig. 5.18 c-d Variation of various turbulence quantities at x = 3H  

for no vane. 
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Fig. 5.18 e-f Variation of various turbulence quantities and velocity profile at x = 3H  

for no vane. 
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Fig. 5.19 a-b Variation of various turbulence quantities at x = 8H  

for no vane 
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Fig. 5.19 c-d Variation of various turbulence quantities at x = 8H  

for no vane 
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Fig. 5.19 e-f Variation of various turbulence quantities and velocity profile at x = 8H  

for no vane 
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Fig. 5.20 a-b Variation of various turbulence quantities at x = 20H  

for no vane 
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Fig. 5.20 c-d Variation of various turbulence quantities at x = 20H  

for no vane 
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Fig. 5.20 e-f Variation of various turbulence quantities and velocity profile at x = 20H  

for no vane 
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Fig. 5.21 a-b Variation of various turbulence quantities at x = 3H  

for four arrays of vanes 
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Fig. 5.21 c-d Variation of various turbulence quantities at x = 3H  

for four arrays of vanes 
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Fig. 5.21 e-f Variation of various turbulence quantities and velocity profile at x = 3H  

for four arrays of vanes 
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Fig. 5.22 a-b Variation of various turbulence quantities at x = 8H  

for four arrays of vanes 
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Fig. 5.22 c-d Variation of various turbulence quantities at x = 8H  

for four arrays of vanes 
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Fig. 5.22 e-f Variation of various turbulence quantities and velocity profile at x = 8H  

for four arrays of vanes 
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Fig. 5.23 a-b Variation of various turbulence quantities at x = 20H  

for four arrays of vanes 
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Fig. 5.23 c-d Variation of various turbulence quantities at x = 20H  

for four arrays of vanes 
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Fig. 5.23 e-f Variation of various turbulence quantities and velocity profile at x = 20H  

for four arrays of vanes 

5.7 CONCLUDING REMARKS 

This chapter dealt with the numerical modeling of the flow pattern around the single vane and 

multiple vane rows. Dimensions and spacing of the vanes have also been optimized for 

maximum vorticity in the flow downstream of vanes. While optimizing the angle of attack of 

submerged vane, it was observed that for 30o angle of attack, maximum amount of vane 

circulation were generated. It was also observed that for vane height equal to 0.4 times depth of 

flow generates maximum circulations, which was in accordance with the value suggested by 

Odgaard and his associates. In case of length of vane, it was observed that as the length of vane 

was increased the strength of vorticity was also observed to be increased. The reason behind 

this phenomenon was the enhancement of strength of bound vortex which circumscribes the 

vane and is responsible for starting vortices in the flow. It was observed that in the case of 

single submerged vane that flow not only separates around the edges but also flow over the 

submerged vane plunges to downstream to generate more turbulence. It was also concluded 

f) 
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from turbulent kinetic energy that trailing edge has more importance in vortex generation 

through separation than the leading edge, as the turbulent kinetic energy suffered a drastic 

increase at the trailing edge and as flow leaves the trailing edge, turbulent kinetic energy 

suffers a drastic decrease. It was also observed that equilibrium value of turbulent kinetic 

energy at downstream of vane is more than what it was before flow was altered by vane. In 

case of multiple vane rows, it was observed that by keeping lateral spacing at 3 times height of 

vane which was in accordance with the observations of Wang and Odgaard (1993). 

Longitudinal spacing of vane array have also been optimized to generate maximum circulation 

in which after placing one vane row in the flow another row is placed at a longitudinal distance 

depending upon what % vorticity is needed downstream of the installed vane row.  In case of 

multiple vanes, it was observed that at the distance very near to vane row, each vane row 

generates a circulation of its own. In the further downstream, vortices coalesce with each other 

to form a larger field of circulation but effective magnitude of circulation was observed to be 

less than the magnitude of circulation if it was generated by each vane in individual manner. 

Moving further downstream, it was observed that under the action of viscosity, circulation field 

was dissipated and less disturbed flow field was obtained. It was observed from the 

experimental observations of flow around vane rows that as vane was introduced in the flow 

the homogeneity of turbulence in flow was disturbed. It was also observed that more were the 

rows of vanes in the flow more heterogeneous was the flow turbulence. It was observed that 

vortices were originating from vane at a height of 0.83H (Here, H = vane height), which was 

very near to observation of Odgaard and Wang (1991 a), who suggested the height of point of 

origin of vortices on the vane to be 0.81H.  
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Chapter  

6 

ENHACING TRANSVERSE MIXING USING 

SUBMERGED VANES 

6.1 INTRODUCTION 

In this chapter, the collected data are analyzed to develop relationship for transverse mixing 

coefficient for no vane and arrays of vane conditions. Effects of arrays of vanes on transverse 

mixing process are also being discussed here.  

Second section of the present chapter discusses the effect of the submerged vane rows on the 

transverse velocity. In third section of the present chapter effect of submerged vane rows on 

concentration profile was discussed by varying vane configurations. In fourth section of this 

chapter, effects of the submerged vane rows on the transverse mixing coefficient by varying 

vane configurations. In this section a predictor was proposed which can give transverse mixing 

coefficient in the presence of submerged vane rows. In the final and fifth section of present 

chapter, validation of the proposed predictor was done.  

6.2  EFFECT OF VANE ARRAYS ON TRANSVERSE VELOCITY 

Variation of transverse velocity along depth for zero one, two, three and four array of vanes is 

shown in Fig. 6.1 for a) y = 0.45 m; b) y = 0.5 m and c) y = 0.55 m & x = 8H. These figures 

reveal that as array of vanes increases the transverse velocity increases which signify that 

transverse mixing shall be higher for higher number of arrays of vanes. 
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Fig. 6.1 a)–b) Variation of transverse velocity with and without vane rows for  

a) y = 0.45 m; b) y = 0.5 m for x = 8H. 
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Fig. 6.1 c) Variation of transverse velocity with and without vane rows for  

c) y = 0.55 m for x = 8H. 

6.3 EFFECT OF SUBMERGED VANES ON THE CONCENTRATION PROFILES 

It is evident from the literature and observations by various investigators (Odgaard and 

Kennedy, 1983; Odgaard and Mosconi, 1987; Odgaard and Wang, 1991 a & b; Wang and 

Odgaard, 1993; Marelius and Sinha, 1998) that submerged vanes generate the secondary 

currents in the form of transverse circulations.  

Figs. 6.2 to 6.7 show variation of tracer concentration across the width of the channel at 

distance x = 5 m and 15 m for depth of flow = 0.09 m, 0.1025 m and 0.1241 m, vane height = 

0.02 m, 0.04 m, and 0.06 m and vane rows = 0, 1, 2, 3, and 4. It is evident from the Figs. 6.8-

6.13 that in the case of 4 vane rows generation of circulation field was large and was extended 

to a greater distance; hence the mixing was highest in the case of 4 vane rows. As the number 

of vanes were reduced from 4 to three the magnitude of the circulations reduced and so 

reduced the extent of circulation field. Hence, the mixing was reduced and profile tends to 

become peaky at left wall. Further, reducing the number of rows from three to two it was 



144 

 

observed that concentration distribution started to skew further and degree of uniformity along 

the concentration distribution curve was reduced as circulation strength further reduced.  

Again decreasing number of rows from two to one it was observed that concentration 

distribution curve almost attained the Gaussian profile with a single skewed peak and uniform 

distribution of dye tracer was now moreover diminished as strength of circulations was further 

reduced. Under no vane case, tracer dye has maximum concentration near the left bank. Also 

most of the dye was mixed around the half of the channel width. Thus it reinstates the fact that 

presence of submerged vane enhances the transverse distribution of dye. 

Figures 6.8 to 6.13 clearly reinstate the fact that as the number of vane rows increases, the 

extent of transverse dispersion increases. It shows that across any transect as the number of 

rows of vane was increased the dye is uniformly mixed across the channel cross sections. As 

the numbers of rows of vanes were reduced the uniformity of mixing reduced and 

concentration became more and more skewed towards left bank from where dye was 

discharged, this implies that transverse dispersion has reduced to great extent. 
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Fig. 6.2 a Concentration distribution of dye across transects for 4 vane rows for h = 0.1241 m 

and x = 5m 
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Fig. 6.2 b-c Concentration distribution of dye across transects for b) 3 vane rows; c) 2 vane 

rows for h = 0.1241 m and x = 5m. 
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Fig. 6.2 d, e Concentration distribution of dye across transects for d) 1 vane row; e) for no 

vane row for h = 0.1241 m and x = 5m. 
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Fig. 6.3 a Concentration distribution of dye across the transects for 4 vane rows for h = 0.1241 

m and x = 15m 
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Fig. 6.3 b-c Concentration distribution of dye across the transects for b) 3 vane rows; c) 2 vane 

rows for h = 0.1241 m and x = 15m 
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Fig. 6.3 d, e Concentration distribution of dye across the transect for d) 1 vane row; e) no vane 

row for h = 0.1241 m and x = 15m. 
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Fig. 6.4 a Concentration distribution of dye across the transects for 4 vane rows for h = 0.1025 

m and x = 5m 
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Fig. 6.4 b-c Concentration distribution of dye across the transects for b) 3 vane rows; c) 2 vane 

rows for h = 0.1025 m and x = 5m 
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Fig. 6.4 d, e Concentration distribution of dye across the transect for d) 1 vane row; e) no vane 

row for h = 0.1025 m and x = 5m. 
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Fig. 6.5 a Concentration distribution of dye across the transects for 4 vane rows for h = 0.1025 

m and x = 15m 
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Fig. 6.5 b-c Concentration distribution of dye across the transects for b) 3 vane rows; c) 2 vane 

rows for h = 0.1025 m and x = 15m 
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Fig. 6.5 d, e Concentration distribution of dye across the transects for d) 1 vane row; e) no 

vane row for h = 0.1025 m and x = 15m 
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Fig. 6.6 a Concentration distribution of dye across the transects for 4 vane rows for h = 0.09 m 

and x = 5m 
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Fig. 6.6 b-c Concentration distribution of dye across the transects for b) 3 vane rows; c) 2 vane 

rows for h = 0.09 m and x = 5m 
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Fig. 6.6 d, e Concentration distribution of dye across the transects for d) 1 vane row; e) for no 

vane rows for h = 0.09 m and x = 5m. 
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Fig. 6.7 a Concentration distribution of dye across the transects for 4 vane rows for h = 0.09 m 

and x = 15m 
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Fig. 6.7 b-c Concentration distribution of dye across the transects for b) 3 vane rows; c) 2 vane 

rows for h = 0.09 m and x = 15m 
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Fig. 6.7 d, e Concentration distribution of dye across the transects for d) 1 vane row; e) for no 

vane rows for h = 0.09 m and x = 15m. 

6.4  EFFECT OF SUBMERGED VANES ON TRANSVERSE MIXING COEFFICIENT 

Figures 6.8 a-c shows variation of ratio of transverse mixing coefficients with vane (Eyv) and 

without vane (Ey) with ratio of height of vane and depth of flow. From these figures, it can be 

seen that as the vane size increases there is a drastic increase in the transverse mixing 

coefficient. This is due to the fact that a high magnitude of transverse circulations is generated 

in the flow as vane size increases.  

Further, the transverse mixing coefficient for higher arrays/rows of vanes is high. For example 

for depth of flow of 0.1241 m, the transverse mixing coefficient for four, three, two and one 

array of vanes of vane size 0.06 m   0.12 m, are 23, 17, 13, and 7.5 times, respectively higher 

than the transverse mixing coefficients with no vane condition (Fig. 6.14a). However such 

order of increase in the transverse mixing coefficient with vane for lower depth of flow is low. 

Flow with H/h of the order of 0.25 is not significant for enhancement in the transverse mixing. 
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Fig. 6.8 a-b Variation of transverse mixing coefficient with number of vane rows  

for depth of flow a) 0.1241 m; b) 0.1025 m. 
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Fig. 6.8 c Variation of transverse mixing coefficient with number of vane rows  

for depth of flow = 0.09 m.  

Using the collected data, the following relationship is proposed to inherit the effect of the 

submerged vanes on the transverse mixing coefficient: 

2.2043 1.3313-1= 7.6404(H/h) ( )
yv

y

E
N

E
     (R2 = 0.75)           (6.1) 

Here, Eyv = Transverse mixing coefficient with vanes; Ey = Transverse mixing coefficient for 

plane shear flow condition; H = height of vane; h = depth of flow and N = number of vane 

rows. Results clearly indicate that as the value of H/h increases, transverse mixing increases as 

the height of vane is a measure of size of circulation that will induce in the flow. Also, the 

numbers of vane rows are in direct proportion with the extent of transverse mixing process as 

can be seen from Eq. (6.1). Fig. 6.9 shows the degree of agreement between the predicted 

values of Eyv/Ey-1 and observed values of Eyv/Ey-1. It can be observed that a good degree of 

agreement was observed between predicted and observed values. 
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Fig. 6.9 Degree of agreement between predicted ln{(Eyv/Ey)-1} and observed ln{(Eyv/Ey)-1}. 

6.5 VALIDATION OF TRANSVERSE MIXING COEFFICIENT PREDICTOR 

In order to validate the use of predictor, concentration profiles were plotted for two 

longitudinal distance viz. 5m and 15 m from the point of injection in the presence and absence 

of vanes in which concentration profiles were predicted using value of transverse mixing 

coefficient calculated by Eq. (6.1) and using scheme developed by Ahmad (2008). 

It can be observed from Figs. 6.10-6.13 that predictor not only predicted the profiles in 

proficient way but also reinstated the fact that in the presence of vanes, transverse mixing rate 

enhances. The predicted variation of concentration profiles can be compared with the profiles 

measured experimentally and it can easily be deduced that predicted concentration profiles 

have similar variation with the experimentally measured concentration profiles. Hence, it can 

be said that Eq. (6.1) can be used to predict the transverse mixing coefficient for determination 

of concentration profiles in the presence of vanes.  
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Fig. 6.10 Validation of concentration profiles with vanes and without vanes from predicted Ey 

for a) x = 5m and b) x = 15 m for depth of flow = 0.1241 m and height of vane = 0.06 m. 
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Fig. 6.11 Validation of concentration profiles with vanes and without vanes from predicted Ey 

for a) x = 5m and b) x = 15 m for depth of flow = 0.1025 m and height of vane = 0.04 m. 
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Fig. 6.12 Validation of concentration profiles with vanes and without vanes from predicted Ey 

for a) x = 5m and b) x = 15 m for depth of flow = 0.09 m and height of vane = 0.02 m. 



166 

 

Transverse distance (m)

0.00 0.25 0.50 0.75 1.00

N
o

rm
al

iz
ed

 C
o

n
ce

n
tr

at
io

n
 (

p
p

b
)

0

20

40

60

80

100

120

Initial concentrations

Observed concentration profile

Predicted concentration profile from Eq. (6.1)

a)

 

Transverse distance (m)

0.00 0.25 0.50 0.75 1.00

N
o

rm
al

iz
ed

 C
o

n
ce

n
tr

at
io

n
 (

p
p

b
)

0

20

40

60

80

100

120

Initial Concentration

Observed concentration profile

Predicted concentration profile from eq. (6.1)

b)

 



167 

 

Transverse distance (m)

0.00 0.25 0.50 0.75 1.00

N
o

rm
al

iz
ed

 C
o

n
ce

n
tr

at
io

n
 (

p
p

b
)

0

20

40

60

80

100

120

Initial Concentration

Observed concentration profile

Predicted concentration profile from Eq. (6.1)

c)

 

Fig. 6.13 Comparison of observed and predicted concentration profiles for 4 vane rows for 

depth of flow a) 0.1241 m; b) 0.1025 m and c) 0.09 m. 

Transverse mixing length is an important parameter in the establishment of longitudinal 

movement of pollutants because it is assumed that after transverse mixing is completed then 

only the mixing in longitudinal direction will start prominently (Fischer, 1979; Rutherford, 

1994). Transverse mixing length is given by following formula (Ahmad, 2009): 

y

m
E

UB
KL

2

                    (6.2) 

Here, K = a constant whose value is 0.44 for the discharge of pollutants from either of the bank 

for 95% mixing and 0.54 for the discharge of pollutants from either of the bank for 98% 

mixing. From Eq. (6.2) it can be observed that transverse mixing length is in inverse 

proportion with the transverse mixing coefficient, i.e. more will be the transverse mixing 

coefficient less will be the length of transverse mixing and less will be the movement of 

pollutants in the longitudinal direction. Transverse mixing length was calculated for three 

graphs shown above for 98% mixing case and it was observed that for 0.06 m vane and depth 

of flow = 0.1241 m, tracer mixes 11 times faster than its absence. In case of 0.04 m vane and 

depth of flow = 0.1025 m, this mixing length in presence of vane was around 3.5 times shorter 
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than what it has to be without vane. For 0.02 m vane and depth of flow = 0.09 m, tracer was 

observed to mix 2 times faster than without vanes. Hence, mixing length also shows the effect 

of submerged vanes in enhancing the tracer transverse mixing. 

6.6 CONCLUDING REMARKS 

Following conclusions can be drawn from present chapter: 

 In the presence of submerged vanes turbulence parameters like turbulent kinetic energy, 

turbulent intensities and Reynolds stress were observed to increase drastically due to 

the vortices formed due to separation from trailing edge. 

 It was observed that the point of origin of vortices was observed to be 0.85 times vane 

height in each case, which was in accordance with the observation of Odgaard and 

Wang (1991 a) who suggested that vortices originated just below the tip of trailing edge 

and position of the point of vortices is 0.8 times vane height. 

 It can be seen that as the number of vane rows were increased, the transverse mixing 

was also observed to increase. The reason for this increase in the rate of transverse 

mixing was that the vane rows generated a complex but a large field of circulation, in 

which secondary currents dominates the flow. 

 Transverse mixing coefficient was observed to be a strong function of number and size 

of vanes, i.e., as the size and number of vanes were increased, an increase in the 

transverse mixing coefficient was observed. 

 A predictor of transverse mixing was proposed here which will predict the transverse 

mixing coefficient in the presence of submerged vanes by taking into account the 

relative height of vane (i.e. non-dimensionalized height of vane with depth of flow) and 

number of vane rows and value of R2 of the predictor was 0.75. 

 It was observed that plotting the degree of agreement of observed and predicted value 

of non-dimensionalized transverse mixing coefficient with vane rows, a good 

agreement was obtained around line of agreement. 

 By plotting the concentration profiles using the values of transverse mixing coefficient 

calculated from Eq. (6.1), it was observed that predicted concentration profiles were in 

accordance with the variation of concentration profiles obtained experimentally. 
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 It was observed that tracer mixes 11 times, 3.5 times and 2 times faster for 0.06 m high 

vane and 0.1241 m deep flow, 0.04 m high vane and 0.1025 m deep flow and 0.02 m 

high vane and 0.09 m deep flow, respectively. 



170 

 

Chapter  

7 

CONCLUSIONS 

The following conclusions have been drawn from the present study:  

1. The governing equation for the transient transverse mixing in a prismatic channel is solved by 

finite volume method using upwind and central difference schemes. The model takes care of 

variation of transverse mixing coefficient across the width. Satisfactory agreement is found 

between concentration profiles computed using the proposed finite volume model and the 

analytical model for constant mixing coefficient and continuous pollutant injection.  

2. A computational fluid dynamics model to simulate flow pattern and turbulence characteristics 

around and downstream of a submerged vane and a series of vane rows containing multiple 

vanes in a single row is developed on ANSYS-CFX platform. K- turbulence model is used 

herein. 

3. For the single vane, the developed CFD model was validated for simulated transverse velocity 

profile with the observed transverse velocity profile of Wang and Odgaard (1993). It was 

observed that for each of the transects the simulated transverse velocity profile matches with 

the observed transverse velocity profile in a satisfactory manner. For the multiple vane arrays 

system, the developed CFD model is validated by comparing simulated longitudinal velocity 

at three sections viz. x = 3H, 8H and 20H with the measured values in the present study.  

Good agreement between the simulated and observed velocity profiles were observed. Such 

validation was also done for measured transverse velocity with the simulated transverse 

velocity profile.  
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4. In order to optimize vane parameters using the CFD, model for various vane configurations 

and depth of flow were created and used to optimize so as to generate circulation of maximum 

intensity. It was observed that when angle of attack of vane was 28.7o and height of vane was 

0.4 times depth of flow, circulations of maximum intensity were generated. For optimizing the 

length of vane, it was observed that as length of vane was increased, vorticity of vane was also 

increased. This increase is attributed to high drag force due to increase in contact area.  

5. Longitudinal spacing of vane arrays and lateral spacing between vanes were the two main 

components that were optimized to obtain maximum circulations from multiple vane rows (in 

present study it varied from one vane row to four vane rows). It was observed that for multiple 

vane arrays when lateral spacing was 3H, circulations of maximum intensity were generated. 

In order to optimize longitudinal spacing, a method was recommended in which to acquire 

vorticity of a given strength (say 50 % of the strength of the vorticity generated by pre-

installed vane row) in the downstream of a pre-installed vane row, the distance, x/H, is can be 

read from the graph. 

6. Flow around the single vane was simulated using CFD and it was observed that leading edge 

of vane was responsible for the generation of tip vortices downstream of the vane. A sheet of 

separated vortices was also observed downstream of the single vane. In the suction side of the 

vane, the separated vortex was observed to break into two counter-rotating vortices due to low 

pressure. The turbulent kinetic energy of flow also varies on the same pattern. Simulated flow 

pattern around multiple array of vanes indicate that near to the submerged vanes a large 

vortical field exists. A large field of turbulence was observed near distance, however, at 

further downstream, it was observed that vortices interacted with each other to make a large 

vortical field with a less effective vorticity. It was further observed that going further 

downstream, vorticity was reduced and subsequently effects of submerged vanes were 

reduced. Due to reduction in effective vorticity and simultaneous effect of viscosity on the 

generated vortices, they were completely diminished in the flow. 

7. Analysis of measured instantaneous velocity downstream of the zero, one, two, three and four 

arrays of submerged vanes indicates that in the presence of vanes, flow near to the vane is 

highly unstable and chaotic. The turbulence is clearly having heterogeneity as going up in the 

vertical direction. The variation of all turbulence characteristics was same in all directions and 
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was nearly overlapping to each other for measured instantaneous velocity at three transects in 

case of plane shear flow.  

8. Variation of transverse velocity along the depth for zero, one, two, three and four array of 

vanes was studied experimentally. It was observed that the extent of field of secondary current 

is in proportion with the number of vane arrays, i.e. more will be the number of vane arrays 

larger will be the extent of secondary current region. Thus, larger area was observed to be 

available for the tracer for its mixing. It was also observed that more and more fluid was 

advected to the transverse direction when the multiple vane arrays were present.  

9. Effect of the submerged vanes on tracer concentration profiles was studied experimentally. 

For this purpose, variation of tracer concentration across the width of the channel at distance x 

= 5 m and 15 m for the depth of flow = 0.09 m, 0.1025 m and 0.1241 m, vane height = 0.02 

m, 0.04 m, and 0.06 m and vane rows = 0, 1, 2, 3, and 4 was studied. It was seen that in the 

case of 4 vane rows, generation of circulation field was large and was extended to a greater 

distance; hence the mixing was highest in the case of 4 vane rows. As the numbers of vanes 

were reduced, the mixing was also reduced.  

10. Transverse mixing coefficients were obtained from the measured concentration profiles for 

three vane dimensions viz. 0.02 m 0.05 m, 0.04 m   0.1 m and 0.06 m   0.12 m for four, 

three, two, one and no vane row arrays for three different depths of flow viz. 0.09 m, 0.1025 m 

and 0.1241 m. It was found that as the vane size increases there is a drastic increase in the 

transverse mixing coefficient. This is due to the fact that a high magnitude of transverse 

circulations is generated in the flow as vane size increases. 

11. Further, the transverse mixing coefficient for higher arrays/rows of vanes is high. For an 

example, for the depth of flow of 0.1241 m, the transverse mixing coefficient for four, three, 

two and one array of vanes are 23, 17, 13, and 7.5 times, respectively higher than the 

transverse mixing coefficients with no vane condition. However, such order of increase in the 

transverse mixing coefficient with vane for lower depth of flow is low. Flow with vane 

height/depth of flow of the order of 0.25 is not significant for the enhancement in the 

transverse mixing. 
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12. A predictor has been proposed to estimate the transverse mixing coefficient in presence of 

vane. It was observed that the proposed predictor estimates the transverse mixing coefficient 

in satisfactory manner. 

13. Transverse mixing length was studied and it is observed that tracer mixes 11 times, 3.5 times 

and 2 times faster for 0.06 m high vane and 0.1241 m depth of flow, 0.04 m high vane and 

0.1025 m depth of flow and 0.02 m high vane and 0.09 m depth of flow, respectively. 
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APPENDIX-I 

In the colum having title as “Run no.” h represents the depth of flow and R represents the number of rows. Therefore, h1 = 0.1241m, h2 = 0.1025 m and 

h3 = 0.09 m while R1 = 4, R2 = 3, R3 = 2 and R4 = 1. 

 

 

S. No. 

 

 

Run 

No. 

 

 

Transverse 

Distance 

(m) 

Concentration Profile (ppb) 

Vane Size = 0.06 m Vane Size = 0.04 m Vane Size = 0.02 m 

Initial 

Concentrat

ion 

Concentr

ation at 

distance x 

= 5 m 

Concent

ration at 

distance 

x = 15 m 

Initial 

Concentrat

ion 

Concentra

tion at 

distance x 

= 5 m 

Concent

ration at 

distance 

x = 15 m 

Initial 

Concentrat

ion 

Concentr

ation at 

distance x 

= 5 m 

Concent

ration at 

distance 

x = 15 m 

1 h1R1 0.0 100 9.42 9.17 100 14.61 14.43 100 74.59 27.20 

2  0.1 100 9.14 8.86 100 14.61 13.90 100 31.26 19.24 

3  0.10001 0 9.14 8.86 0 14.61 13.90 0 31.26 19.24 

4  0.2 0 8.31 8.25 0 13.72 13.57 0 7.10 13.91 

5  0.3 0 6.65 7.64 0 13.65 12.91 0 4.62 7.10 
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6  0.4 0 5.54 7.03 0 12.07 12.58 0 3.91 5.33 

7  0.5 0 4.71 6.42 0 11.05 10.92 0 2.84 2.96 

8  0.6 0 3.88 5.50 0 8.26 10.59 0 1.78 2.66 

9  0.7 0 3.60 4.89 0 6.67 9.27 0 1.07 2.66 

10  0.8 0 3.05 3.97 0 6.41 9.27 0 0.71 2.66 

11  0.9 0 1.66 3.36 0 6.35 7.15 0 0.71 2.37 

12  0.95 0 1.38 3.06 0 3.18 6.29 0 0.71 2.07 

13 h1R2 0.0 100 10.86 10.24 100 26.74 18.42 100 78.91 29.24 

14  0.1 100 10.57 9.63 100 19.50 18.42 100 17.90 25.44 

15  0.10001 0 10.57 9.63 0 19.50 18.42 0 17.90 25.44 

16  0.2 0 9.69 9.03 0 16.72 16.80 0 6.24 16.71 

17  0.3 0 7.63 7.83 0 16.16 15.17 0 5.83 6.83 
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18  0.4 0 5.28 6.62 0 12.82 13.00 0 5.41 5.32 

19  0.5 0 4.70 5.42 0 11.70 11.65 0 4.99 4.18 

20  0.6 0 3.82 4.52 0 6.69 8.13 0 2.50 3.80 

21  0.7 0 3.52 4.21 0 5.57 7.04 0 1.66 3.80 

22  0.8 0 3.23 2.71 0 4.46 3.79 0 1.66 3.80 

23  0.9 0 1.76 2.41 0 2.79 2.37 0 1.66 3.04 

24  0.95 0 1.47 2.11 0 1.67 2.37 0 1.66 2.66 

25 h1R3 0.0 100 14.71 13.40 100 33.03 23.56 100 82.24 34.21 

26  0.1 100 11.95 12.34 100 22.60 22.11 100 33.47 26.55 

27  0.10001 0 11.95 12.34 0 22.60 22.11 0 33.47 26.55 

28  0.2 0 10.42 11.64 0 19.29 19.69 0 7.65 17.51 

29  0.3 0 7.97 10.23 0 13.13 15.82 0 6.06 8.48 
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30  0.4 0 4.60 7.76 0 10.41 12.19 0 3.83 3.56 

31  0.5 0 3.68 6.35 0 6.97 9.63 0 2.23 2.19 

32  0.6 0 2.15 4.58 0 5.07 
 

6.39 0 0.96 1.37 

33  0.7 0 1.84 2.82 0 2.94 4.84 0 0.96 1.09 

34  0.8 0 1.23 1.76 0 1.75 3.10 0 0.96 1.09 

35  0.9 0 0.61 1.41 0 0.09 2.03 0 0.96 1.09 

36  0.95 0 0.61 1.41 0 0.00 1.69 0 0.96 1.09 

37 h1R4 0.0 100 18.06 17.07 100 46.80 33.69 100 87.93 45.58 

38  0.1 100 15.05 15.56 100 29.75 28.24 100 38.79 25.11 

39  0.10001 0 15.05 15.56 0 29.75 28.24 0 38.79 25.11 

40  0.2 0 12.04 13.66 0 16.72 22.98 0 10.02 14.65 

41  0.3 0 7.69 11.00 0 11.51 15.52 0 3.56 7.06 
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42  0.4 0 4.68 7.59 0 8.43 9.46 0 1.94 2.88 

43  0.5 0 3.01 6.07 0 5.83 6.20 0 1.29 2.09 

44  0.6 0 1.67 3.04 0 2.98 3.22 0 0.97 1.31 

45  0.7 0 1.00 1.52 0 2.27 1.40 0 0.97 1.05 

46  0.8 0 0.33 0.38 0 2.04 0.61 0 0.97 1.05 

47  0.9 0 0.00 0.00 0 1.80 0.19 0 0.97 1.05 

48  0.95 0 0.00 0.00 0 1.80 0.00 0 0.97 1.05 

49 h2R1 0.0 100 10.65 9.36 100 11.13 9.65 100 32.31 19.48 

50  0.1 100 10.40 9.17 100 9.91 8.63 100 9.69 15.58 

51  0.10001 0 10.40 9.17 0 9.91 8.63 0 9.69 15.58 

52  0.2 0 9.19 8.20 0 8.99 8.26 0 5.65 9.21 

53  0.3 0 7.50 7.00 0 6.98 6.98 0 4.85 4.96 
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54  0.4 0 6.05 6.03 0 5.51 5.69 0 2.83 3.54 

55  0.5 0 4.11 5.07 0 3.85 4.59 0 2.02 2.48 

56  0.6 0 2.66 3.86 0 2.75 3.85 0 0.81 1.06 

57  0.7 0 1.94 2.41 0 2.20 3.30 0 0.40 1.06 

58  0.8 0 1.69 1.93 0 2.02 2.20 0 0.40 0.71 

59  0.9 0 0.73 0.97 0 1.10 1.65 0 0.40 0.35 

60  0.95 0 0.73 0.97 0 1.10 1.65 0 0.40 0.35 

61 h2R2 0.0 100 13.43 12.36 100 14.65 13.28 100 36.62 21.72 

62  0.1 100 12.97 11.90 100 14.09 12.70 100 18.31 16.52 

63  0.10001 0 12.97 11.90 0 14.09 12.70 0 18.31 16.52 

64  0.2 0 9.79 10.03 0 12.58 10.55 0 3.95 9.12 

65  0.3 0 6.60 7.70 0 6.57 9.18 0 2.51 4.78 
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66  0.4 0 4.78 5.37 0 3.38 5.08 0 2.15 3.48 

67  0.5 0 2.73 4.20 0 2.07 3.71 0 1.08 2.61 

68  0.6 0 1.59 2.80 0 1.13 1.76 0 0.36 1.74 

69  0.7 0 1.37 1.17 0 0.56 0.98 0 0.36 1.74 

70  0.8 0 1.14 0.93 0 0.38 0.78 0 0.36 1.30 

71  0.9 0 1.14 0.70 0 0.19 0.39 0 0.36 0.87 

72  0.95 0 1.14 0.70 0 0.19 0.39 0 0.36 0.87 

73 h2R3 0.0 100 15.98 14.61 100 16.26 15.08 100 38.20 22.36 

74  0.1 100 15.34 13.66 100 15.03 14.58 100 16.55 16.15 

75  0.10001 0 15.34 13.66 0 15.03 14.58 0 16.55 16.15 

76  0.2 0 14.06 12.07 0 14.29 12.61 0 4.14 9.63 

77  0.3 0 11.51 9.85 0 10.84 10.63 0 2.87 4.35 
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78  0.4 0 8.63 8.58 0 7.39 8.40 0 1.59 2.48 

79  0.5 0 5.43 6.67 0 5.17 5.93 0 0.96 1.24 

80  0.6 0 2.88 4.13 0 2.96 4.70 0 0.96 0.93 

81  0.7 0 2.24 3.49 0 2.71 2.72 0 0.64 0.93 

82  0.8 0 1.60 2.22 0 2.22 1.98 0 0.64 0.62 

83  0.9 0 0.96 1.59 0 1.48 1.24 0 0.64 0.62 

84  0.95 0 0.96 1.59 0 1.48 1.24 0 0.64 0.62 

85 h2R4 0.0 100 16.83 15.50 100 19.97 17.27 100 39.71 26.65 

86  0.1 100 13.09 10.35 100 17.06 15.88 100 18.28 17.57 

87  0.10001 0 13.09 10.35 0 17.06 15.88 0 18.28 17.57 

88  0.2 0 11.05 8.91 0 11.44 12.11 0 3.71 9.37 

89  0.3 0 7.27 7.46 0 5.24 6.75 0 1.43 4.69 
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90  0.4 0 4.94 5.46 0 2.52 4.17 0 0.86 1.76 

91  0.5 0 3.20 3.74 0 0.97 1.99 0 0.29 1.17 

92  0.6 0 1.75 2.87 0 0.39 0.79 0 0.29 0.59 

93  0.7 0 0.87 1.72 0 0.39 0.40 0 0.29 0.59 

94  0.8 0 0.58 1.15 0 0.39 0.20 0 0.29 0.59 

95  0.9 0 0.29 0.86 0 0.39 0.20 0 0.29 0.59 

96  0.95 0 0.29 0.86 0 0.39 0.20 0 0.29 0.59 

97 h3R1 0.0 100 15.08 11.55 100 12.19 11.58 100 31.71 18.67 

98  0.1 100 13.31 10.39 100 11.03 11.19 100 6.50 15.04 

99  0.10001 0 13.31 10.39 0 11.03 11.19 0 6.50 15.04 

100  0.2 0 11.24 8.95 0 9.10 10.28 0 5.28 9.96 

101  0.3 0 7.39 7.79 0 6.00 9.10 0 3.46 6.10 
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102  0.4 0 5.03 5.48 0 3.87 7.18 0 2.64 4.47 

103  0.5 0 3.25 3.75 0 1.74 5.03 0 0.81 2.64 

104  0.6 0 1.77 2.89 0 0.97 3.59 0 0.41 1.83 

105  0.7 0 0.89 1.73 0 0.77 1.92 0 0.41 1.22 

106  0.8 0 0.59 1.15 0 0.58 1.20 0 0.41 1.02 

107  0.9 0 0.30 0.87 0 0.39 0.72 0 0.41 0.81 

108  0.95 0 0.30 0.87 0 0.39 0.72 0 0.41 0.81 

109 h3R2 0.0 100 15.86 11.90 100 13.45 12.92 100 32.80 20.08 

110  0.1 100 14.58 10.68 100 12.35 12.64 100 7.41 18.31 

111  0.10001 0 14.58 10.68 0 12.35 12.64 0 7.41 18.31 

112  0.2 0 12.02 8.74 0 11.25 11.17 0 5.29 13.24 

113  0.3 0 7.67 7.53 0 7.56 8.85 0 4.06 7.28 
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114  0.4 0 4.60 5.34 0 2.58 6.53 0 2.12 5.08 

115  0.5 0 2.81 3.64 0 1.84 4.42 0 1.06 3.31 

116  0.6 0 1.53 2.19 0 1.11 2.32 0 0.35 1.99 

117  0.7 0 1.02 1.21 0 0.55 1.47 0 0.35 1.54 

118  0.8 0 0.77 0.73 0 0.37 0.84 0 0.35 1.32 

119  0.9 0 0.26 0.49 0 0.37 0.63 0 0.35 1.10 

120  0.95 0 0.26 0.49 0 0.37 0.63 0 0.35 1.10 

121 h3R3 0.0 100 17.77 14.55 100 14.78 14.57 100 38.69 21.46 

122  0.1 100 16.25 13.23 100 14.39 13.29 100 13.08 19.76 

1231  0.10001 0 16.25 13.23 0 14.39 13.29 0 13.08 19.76 

124  0.2 0 11.93 10.85 0 13.01 11.79 0 5.31 12.75 

125  0.3 0 6.09 7.67 0 7.29 9.43 0 3.41 6.59 
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126  0.4 0 3.05 4.76 0 2.56 5.79 0 1.52 3.61 

127  0.5 0 1.52 3.17 0 1.18 3.00 0 0.57 2.34 

128  0.6 0 0.76 2.38 0 0.79 2.14 0 0.19 0.84 

129  0.7 0 0.51 1.32 0 0.59 0.64 0 0.19 0.42 

130  0.8 0 0.51 0.79 0 0.39 0.21 0 0.19 0.42 

131  0.9 0 0.51 0.79 0 0.39 0.21 0 0.19 0.42 

132  0.95 0 0.51 0.79 0 0.39 0.21 0 0.19 0.42 

133 h3R4 0.0 100 21.22 16.16 100 24.21 18.32 100 43.53 27.04 

134  0.1 100 19.25 14.90 100 15.89 15.80 100 15.13 23.68 

135  0.10001 0 19.25 14.90 0 15.89 15.80 0 15.13 23.68 

136  0.2 0 12.09 11.36 0 9.98 12.36 0 3.50 12.37 

137  0.3 0 4.94 7.07 0 4.89 8.24 0 2.03 5.45 
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138  0.4 0 1.48 4.80 0 2.04 4.35 0 0.92 2.72 

139  0.5 0 0.99 2.78 0 0.81 3.21 0 0.18 1.26 

140  0.6 0 0.74 1.26 0 0.41 1.60 0 0.00 0.42 

141  0.7 0 0.74 0.51 0 0.41 0.92 0 0.00 0.21 

142  0.8 0 0.74 0.51 0 0.41 0.46 0 0.00 0.00 

143  0.9 0 0.74 0.51 0 0.41 0.46 0 0.00 0.00 

144  0.95 0 0.74 0.51 0 0.41 0.46 0 0.00 0.00 
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APPENDIX-II 

In the present appendix data of discharge and velocity is given as follows: 

 

S. No. 

 

Depth of flow 

(m) 

 

Discharge 

(m3/s) 

 

Transverse distance 

from left wall 

(m) 

 

Velocity 

(m/s) 

1 0.1241 0.056 0.00 0.000 

2 0.1241 0.056 0.02 0.442 

3 0.1241 0.056 0.10 0.442 

4 0.1241 0.056 0.20 0.442 

5 0.1241 0.056 0.30 0.459 

6 0.1241 0.056 0.40 0.451 

7 0.1241 0.056 0.50 0.459 
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8 0.1241 0.056 0.60 0.467 

9 0.1241 0.056 0.70 0.459 

10 0.1241 0.056 0.80 0.442 

11 0.1241 0.056 0.90 0.434 

12 0.1241 0.056 0.95 0.434 

13 0.1025 0.040 0.00 0.000 

14 0.1025 0.040 0.02 0.368 

15 0.1025 0.040 0.10 0.368 

16 0.1025 0.040 0.20 0.378 

17 0.1025 0.040 0.30 0.388 

18 0.1025 0.040 0.40 0.397 

19 0.1025 0.040 0.50 0.425 
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20 0.1025 0.040 0.60 0.416 

21 0.1025 0.040 0.70 0.397 

22 0.1025 0.040 0.80 0.378 

23 0.1025 0.040 0.90 0.368 

24 0.1025 0.040 0.95 0.368 

25 0.09 0.024 0.00 0.000 

26 0.09 0.024 0.02 0.274 

27 0.09 0.024 0.10 0.274 

28 0.09 0.024 0.20 0.288 

29 0.09 0.024 0.30 0.324 

30 0.09 0.024 0.40 0.347 

31 0.09 0.024 0.50 0.358 
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32 0.09 0.024 0.60 0.347 

33 0.09 0.024 0.70 0.324 

34 0.09 0.024 0.80 0.300 

35 0.09 0.024 0.90 0.260 

36 0.09 0.024 0.95 0.260 

 

 


