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ABSTRACT

It is widely believed that the impact of climateacige on agriculture has become
one of the important issues in water resource nmemagt. The available water resource
would be altered by change in rainfall pattern aatk of evaporation. Further, higher
evapotranspiration (ET) would result in greater antoof irrigation water requirement
(IWR). Despite availability of a number of ET estiton methods in literature, the accurate
assessment of ET/IWR is a complicated task dueh#o limitations and assumptions
associated with different methods. It is understtwat the climate change may alter the
demand for irrigation water in future on regionatldhe global scale. Hence, there is a need
to study long term change in the key climatic Malea (rainfall, minimum and maximum
temperature, relative humidity, wind speed) whid¢fea the ETo/CWR/IWR.Very few
studies have been carried out in India on long telnanges in irrigation water requirement.
Present study is taken up to enhance the undemstpofiregion specific changes in IWR on
long term basis. Earlier studies have focused sesasnent of climatic variables and crop
water requirement based on perturbation methogdenario generation with GCM. With
the development of statistical downscaling mode&-&VM), the regional climate change
assessment studies are becoming more acceptecefdreerthis study proposes to use LS-
SVM model to study the impact of climate change I[&/R. This study has focus on
guantification of future irrigation requirements omg term basis, which is necessary for

sustainable management of basin water resources.

This study has been carried out in the Seonath basin (area = 30,860 sqg. km),
falling in Chhattisgarh State (India), is the loagé€380 km) tributary of Mahanadi Basin,
comprising 25% of the basin area. Agriculture is thain occupation of the people in the
sub-basin. There are two cropping seasons viz,ifkfraid June to October) and rabi
(November to mid April). The mean annual rainfallthe basin varies from 1005 mm to
1255 mm. The major part of rainfall occurs only hiit 3 monsoon months (July-
September). It is also reported that the study taees adverse effects of frequent droughts
and thus crop production is adversely affectedaught years.

The trends in annual and seasonal rainfall timesdrom 1960-2010 have been
analyzed using Mann—-Kendall test and the Sen’s eSkegtimator for 24 stations in the
Seonath river basin. The analysis has revealedhbe is a significant decreasing trend in



annual rainfall (-2.4 mm/yr) at 75% of the statiofmorthern part of basin) and non-
significant decreasing trend in annual rainfall @6 of the stations (southern part of basin).
Moreover, the decreasing trends in seasonal raiafal found significant for most of the
stations. Decrease in monsoon rainfall at the aga®79 mm/yr is likely to have significant
adverse impact on rainfed agriculture in futuree Tonventional approach of planning for
Rabi crop irrigation needs to be critically exaninélso, there is a need to examine

supplemental irrigation requirements for Kharif fmsoon) season crops in the region.

Rising trend has been observed in mean maximumeasnpe for monsoon and
winter whereas there is decreasing trend in meaamuen temperature for summer season.
The mean minimum temperature in monsoon, winter sundmer seasons shows rising
trend all over the basin. Few stations located ortiNern part of the basin show non-
significant rising trend in mean seasonal tempeeatd’he minimum temperature has
increased more as compared to maximum temperaveres5d years period of analysis. The
percentage change in minimum temperature is higbeshe month of November followed
by December and January. The variability is obsgteebe more pronounced in minimum
temperature ranging from 1.69% to 2.78%. For annoeximum and minimum
temperature, the upper half of the basin shows maniability. The results of study indicate
that the mean annual temperature is likely to meeeby 1.98°C in next 100 years. Further,
winter temperature may increase by 2.06°C, monsemperature may increase by 4.73°C

and summer temperature may decrease by -0.528%CGlwsstudy area.

The temperature changes may have significant impactrainfed crop cultivation
due to increase in evapotranspiration. In the stadsa, the monsoon temperature is
expected to increase by 4.73°C over 100 years. Tib&s in temperature may cause
significant increase in the irrigation water reguients and may cause water shortages.
Therefore conventional irrigation planning procestufor Rabi as well as Kharif crops need

to be revised.

Monthly trend analysis of Relative Humidity (RH)asts significant decreasing
trend for months of July, September, October andelNder. Whereas, from March to June
insignificant increasing trends are observed. Tihghdst change in magnitude of RH is
observed for July, September, October and Novemmmgrths. The inter-annual variability

in RH of the basin ranges from 0.9 to 2.2%.



The monthly and seasonal assessment of trend th speed (WS) and its variability
is significant in order to quantify its effect o EOn seasonal basis, significant increasing
trend is obtained for WS in monsoon and winter @ead| over the basin. On monthly time
scale, the highest rate of change is seen in Auglestved by July, June and September.
The percentage change is highest for the entirm lbasging from 38% to 61%. The inter-
annual variability (23%) is observed in monthly WiSnorthern part of the basin. Overall,

there is increasing trend in monthly and seasoralfyy the entire basin.

To measure the consistency and accuracy of EToausthhe estimates obtained
from six different methods (Hargreaves, ThornthesaBlaney-Criddle Method, Priestley-
Taylor Method, Penman-Monteith Method and Turc Mejhhave been compared with pan
evaporation data (Ep). According to statisticalfg@nance evaluation Penman-Monteith,
Hargreaves and Thornthwaite methods have perfommedid The radiation-based Priestley-
Taylor and temperature based Blaney-Criddle methdidate lowest correlation values.

The pan coefficient (Kp) has been estimated for shedy region. The study
illustrates that the Kp varies significantly frononth to month (0.56 to 0.89) for the study
area. The highest and lowest Kp value have beeaindat for the month of July and
November, respectively. Thus, if the standard ayeraalue of Kp (0.70) is used for
assessment of ETo, it will provide erroneously éavgriation in ETo ranging from 11.8% to
56.3%.

According to sensitivity analysis temperature i tmost important driving
parameter which effects ETo and next to that iatied humidity. Bilaspur station shows
highest sensitivity coefficient of 1.77 in relatidn temperature. It means ETo would
increase by 17.7% in response to the 10% rise ixirman temperature if other
meteorological variables remain constant. Howevan&hdgaon station shows the highest
value of sensitivity coefficient in relation to R(L.28) which means 10% decrease in RH
causes increase in ETo by 12.8%. Hargreaves anthfilwaite methods are therefore not
recommended for this study area as these methaust dake into consideration the RH

parameter.

In this study, the Kc values recommended by FACep&jp. 56 have been adjusted
according to climatic conditions of the study ar€éhe average Kc values for major crops
(kharif paddy, rabi wheat and summer paddy) forr forop growth stages viz, initial,
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development, mid and late season have been compktedKharif paddy, percentage
change in adjusted Kc value with respect to FA@menended Kc values during different
crop growth stages varies from -1% to -15% whefeasabi crops (Wheat and Summer
paddy) it range from -2% to -16% and -9% to -23%pextively. The CWR computed
using FAO-56 Kc values gives significantly diffetefiigher) values due to sub-humid
climate of the basin. It is therefore, decided && uhe adjusted Kc values for precise

estimation of CWR and subsequently IWR.

Trend and variability of annual and monthly ETodiseries have been analyzed for
8 stations for which data are available. The ineeeia ETo is estimated as 13.4 mm/yr on
annual time scale. On the seasonal scale, sumnmetreid is decreasing by -10.4 mm/yr.
The winter and monsoon ETo show increase at the oat21 mm/yr and 22 mm/yr,
respectively. The estimates of ETo for the monfhSexember, January, February, July and
August show non-significant increasing trend. Hoeresignificant increasing ETo trend
have emerged for the months of September OctolteNamember. The highest (3.4-3.6%)
variability in annual ETo is seen in the statioosated at southern part of the basin while
rest of the stations exhibits inter-annual varigpilanging from 1.0%-1.8%. The results of
this study will be useful for the reliable estinoati of supplemental irrigation water

requirements.

In order to detect trends in IWR, the MK-test &®h's slope have been used for
the 51-year period=or Kharif season increasing trend is detected®%i 8f the stations, and
remaining 12% of the stations show non-significerttreasing trend. Further, significant
positive slopes are dominant for wheat crop, (WiB8o of the stations). For summer paddy,
50% of the stations show significant increasingndrand rest 50% shows non-significant
increasing trend. The IWR for Kharif and Rabi se&sare increasing at the rate of 3.627
mm/yr and 1.264 mm/yr respectively. These changeslaaracterized by a relative increase
in Kharif IWR by 47%, while Rabi IWR by 23%.

Overall, the results of the study show an incraas®VR for agricultural crops it
may be due to high variability of rainfall pattemse in temperature, wind speed and
decrease in RH. These findings shall be helpfuhore realistic planning and efficacious

utilization of basin water resources.



In a recent study by Mishra et al., (2014), devetb@ relationship between Soll
Conservation Service Curve Number (SCS-CN) and ESioce ETo is a important
parameter in estimation of IWR, therefore an atterhas been made to develop a
relationship between IWR and CN. In this study, @ derived from rainfall-runoff data
on seasonal scale (Kharif and Rabi season) hasrb&gad to IWR of same scale and high
R? values of 0.970 and 0.926 for Kharif and Rabi seasare found for calibration period.
The results are validated with? Ralues of 0.957 and 0.954 for Kharif and Rabi seaso
respectively; indicating the existence of a stréiirR-CN relationship.

The supportive results of the proposed model assiontee a good substitute for
complex IWR assessment, particularly in the areare/imeteorological parameters are not

easily obtainable.

The four statistical downscaling models viz., Aciéil Neural Network (RBF),
Multilayer Perception (MLP), Multiple Linear Regsesn (MLR), Model Tree (MT), Least
Square Support Vector Machine (LS-SVM) are usedctonparative study. The results of
analysis indicate that for each climatic variahl®;SVM model is performing best followed
by MT and ANN (MLP).

The annual rainfall is projected for the period26f11-2100 and it is expected to
increase from year 2020s upto 2090 in range varynogn 2.74 mm/decade to 18
mm/decade. The annual rainfall is predicted to emse for the period of 2091-2100.
However for maximum temperature the increasingdrsmpredicted for the entire projected
period and the highest temperature change is peedfor two decades i.e, 2021-2030 and
2031-2040. The rate of change may vary from 0.18€4de to 0.5°C/decade for monsoon
and 0.01°C/decade to 0.3°C/decade for post monseason. For the minimum and mean
temperature the overall increasing trend is obskiug for Tmin the highest temperature
rise is expected in the period of 2061-2070. Thange in magnitude for minimum
temperature for monsoon season is varies from @d2t@de to 0.7°C/decade, whereas for
post-monsoon season the minimum temperature may ¥Yfam 0.02°C/decade to
0.5°C/decade. It can be inferred that warming jgeeted to be more pronounced during the
night than day. The relative humidity forecastsrespnt a significant decreasing trend for
Kharif season and non-significant decreasing trimdrabi season for two decades i.e.,

2020s and 2090s period. The projected wind speedssimon-significant increasing trend
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for the entire basin. Wind speed projections aghllgi uncertain with extremes in 2090s

during Kharif season whereas for rabi season tkertainty is for 2020s and 2050s period.

The ETo have been predicted to increase in futoreaf months. Particularly, the
change in ETo is more in the months of May to Augluge to the large projected changes in
Tmax and Tmin variables. The peak is observed Herrhonth of June 25 mm over 100

years.

The monthly IWR in future have been estimated udhmeg projections of rainfall
(downscaled from LS-SVM model) and CWR projectiofise IWR for Kharif paddy crop
is projected to increase by 84%, 71% and 32% ir20#0Ds, 2050s and 2090s respectively
whereas, for Rabi wheat crop IWR is predicted waase by 201%, 163%, and 91%, for
the three decades (2020s, 2050s, and 2090s). Hoi@veummer paddy the IWR may
increase by 184%, 215% and 90% for 2020s, 20502@9ds periods respectively.

Keywords: SCS Curve Number method, Reference Evapotrangpiratirigation Water

Requirement, Crop Water Requirement, Trend Analysis
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CHAPTER 1

INTRODUCTION

1.1 GENERAL

It is generally believed that climate change wdwdgte adverse impact on rainfed as
well as irrigated agriculture. Presently, about 96%tthe global water utilization is for
irrigation purpose, and over 40% of the crops acelypced under irrigated conditions (Doll
and Siebert, 2002). Further climate change may #fie spatial and temporal pattern of
sectoral water demand (irrigation, industrial, dstieg environmental etc.) on global and
regional scale. With the world’s growing populatidnis expected that irrigated agriculture
would have to be extended in future on large sdddmvever, it is not yet known whether
there will be sufficient water available for thecessary extension. Thus, it is important to
reliably quantify the future changes in irrigatiarater requirement (IWR) especially for

those areas where agriculture is the primary dgtimivarious river basins in India.

Surface irrigation schemes comprise of i) surfstoeage and/or diversion structures,
i) irrigation water distribution, iii) drainage twork, iv) on farm development works etc.
These schemes involve huge investment of capitlaginer resources. Irrigation schemes
are planned to serve the purpose of providing aategtimely and reliable water supply for
the crops to meet their irrigation water requirem@wR) over the life of project (usually
50 to 100 years). Irrigation water requirementsrofps are based on average fortnightly or
monthly climatic data. Over the year variabilityriet considered in the irrigation schemes
and also, it is assumed that irrigation water negqunents shall be same over the years.

Planning horizon of irrigation schemes typicalynge from 50 years to 100 years.
During this length of period, changes may occuclimatic variables of a given region and
therefore irrigation water requirements may alsangfe significantly. On supply side, water

availability for irrigation may also get adverseiffected.
1.2 BACKGROUND OF THE STUDY

Water resources management is of major concerndia,l where agriculture is the
key and most important activity playing a key ratesustainable development. Climate
change affects agriculture due to higher tempesgadind rainfall variability. The available

water resource may be altered due to change idalapattern and increase in rate of



evaporation. It is of common knowledge that, higlesmapotranspiration (ET) due to
temperature rise demands greater amount of waterrigation and, at the same time, a
higher temperature causes change in crop physi@adyshortens the crop growing period,
which in turn reduces the irrigation days. Thesati@alictory phenomena may, however,
change the total irrigation water demand. Sinceewatilization in agriculture sector far
exceeds water requirement in any other sectorskribe/ledge of rain water and irrigation
water utilization for agriculture becomes the keymponent in managing the water
resources efficiently. Number of research studi@gehbeen carried out to investigate the
impact of climate change in terms of trend andalality analysis of climatic factors such
as temperature, rainfall, reference evapotranspiraETo) and pan evapotranspiration
(ETp) (Schwartz and Randall, 2003; Garbrecht et26104; Hegerl et al., 2007; Fu et al.,
2009; Saghravani et al., 2009; Hakan et al., 20Hkwa and Bwade, 2011). Scrutiny of
literature indicates that there have been large beunof studies to investigate possible
changes in climatic variables like temperature axdfall. Therefore, the studies analyzing
climate change impacts on agriculture water demarel very important and need

comprehensive investigations (Doll, 2002).

Most of the current hydrologic models, water-mamaget model, and crop growth
models require an accurate estimation of referen@potranspiration (ETo) for reliable
assessment of crop water requirement (CWR) anghiran water requirement (IWR). The
accurate assessment of ETo is a key componenth®muantification of supplemental
irrigation water requirement of different crops itigrtheir critical growth periods. A large
number of methods ranging from simple empirical camplex physical methods are
available in literature to estimate ETo. The impottand widely used methods are Penman,
(1948); FAO-24 Penman, (1977); Priestley-Taylor97d); Hargreaves-Samani (1982);
Turc, (1961); Jensen-Haise (1963); FAO-56 Penmanibith, (1965) etc. The above
methods have been developed and tested for vaggographic and climatic conditions.
Since empirical and semi-empirical methods havenhaeveloped for particular sets of
conditions, their use is restricted to specific dibons only (Beven, 2001). Physical
methods are based on physical processes between grld atmosphere, and therefore,
represent only point estimation of ETo, theref@ié such methods must be calibrated and
validated with field data (lysimeter data) beforseu(Vorosmarty et al., 1998). The
International Commission for Irrigation and Draiea@\llen et al., 1994) and the Food and

Agricultural Organization (FAO-56) (Allen et al.998) have recommended the use of



physically based Penman-Monteith (PM) method fomjgotation of reference/potential
evapotranspiration using climatic data, specificathen sufficient meteorological data are

available to ensure reliable estimates.

Soil moisture condition (SMC) generally represethis moisture contained in the
root zone depth of a soil profile (hormally 1-2 aptlayer) which can potentially evaporate
and/or take active part in transpiration. Therefoggapotranspiration (ET) is directly
influenced by SMC. ET as such affects the landaserfenergy dynamics, climatology,
hydrology, and ecology (Vinnikov et al., 1999; Morat al., 2004). SMC depends on the
water holding capacity that depends on the sog.tygurthermore, it is closely related with
the potential maximum retention (or curve numberjly parameter of the popular Soil
Conservation Service Curve Number (SCS-CN) methfumdl, a watershed can be
characterized by a particular set of curve numbetis three distinct antecedent moisture
conditions (AMC). Since these curve numbers aréveérfrom the real rainfall-runoff data
of a watershed (Mishra et al., 2008), they repredmth watershed and its hydro-
meteorological characteristics. The CN paramete6G5-CN method and ET has been
investigated by Mishra et al., (2014). The linkioigthese two different concepts supported
by the argument that the watershed characterigesl use/treatment, soil type, climate
etc.) which affect CN also influence the ET mechani albeit differently. Despite
availability of number of models in literature, theccurate assessment of ET is a
complicated task as it involves spatial and tempbeterogeneity in meteorological and
climatic parameters, soil moisture status, surfemeer type, soil classes and plant water
availability etc. (Makkeasorn et al., 2006). As pe knowledge ET is a major component
in estimation of IWR and it is function of ET. Tledore, SCS-CN method and IWR
relationship has to be investigated for simplet, rpéiable assessment of IWR at seasonal

and watershed scales if rainfall runoff data oflthsin is available.

On a global scale, numbers of studies have beeredayut to study the impact of
climate change on irrigation water requirement éalget al., 2007; Rodriguez Diaz et al.,
2007; Yano et al., 2007; Sahid, 2011; Rehana andrivtdar, 2012). The aforesaid studies
have focused on the estimation of projected irrtgatvater requirement using either of the
following approaches (i) use of perturbation metliodthe generation of climate change
scenario by GCM outputs, (ii) applying availablewthscale data for the generation of
climate change scenario, (iii) employing modelirgtware for future prediction of IWR.

Further some studies may provide erroneous estimaif future IWR (CWR-effective

3



rainfall) as this account for total rainfall insteaf using effective rainfall. IWR is extremely
sensitive to change in some of the climatic vagablThus, more accurate climate change
scenario for predictions of meteorological paramset@evapotranspiration, temperature,
wind speed, relative humidity and rainfall) would beeded. It is necessary to consider all
those climatic variables which affect the ETo/CWRR in order to understand the changes
in the future irrigation water demand. The downiscaimodel (LS-SVM) is well accepted in
the climate change impact assessment studies meteat years by the research community
(Tripathi et al., 2006)

The study has been carried out for Seonath riveinbahich is part of the Mahandi
river system in Chhattisgarh State, India. The ytadka falls in dry sub-humid climatic
regions of India. The average annual rainfall ior&h river basin varies from 1000 mm to
1255 mm. Nearly 85% of the mean annual rainfalluodn monsoon period (June to
September). Rainfall in remaining part of the ymsavery little and therefore, most of the
tributaries of Seonath River get dried by mid-wirgdeason (i.e., end of December month).
The pattern of water utilization for agricultureshalso changed over the years. Therefore,
assessment of irrigation water requirement (IWRhatmicro-regional level and its impact
on agriculture is necessary for developing strasdor mitigation of water stress in the
basin. In the light of literature review and emargfacts in the respect of irrigation water
supply and demand imbalance, present study hasthken up to assess long-term changes
in IWR

1.3 RESEARCH OBJECTIVES

Based on the above discussion, specific objecfimethe present research work are

stated below:

1. Assessment of temporal trends and spatial variglofikey meteorological variables

in the study area.

2. Estimation of region specific pan coefficient (Kph monthly basis to compute
reference evapotranspiration (ETo). Inter-comparisaf available models for
estimation of ETo and conducting sensitivity anialysf ETo with respect to key

climatic variables.



3. Assessment of region specific crop coefficientddferent crop growth stages, crop
water requirement (CWR) and irrigation water regoient (IWR) for major crops

and long term trend analysis in ETo and IWR.

4. Development of relationship between Soil ConseovatService Curve number
(SCS-CN) and IWR.

5. Application of different statistical downscaling dwls, their inter-comparison for
future prediction of climatic variables and its iagp on irrigation water requirement
(IWR).

1.4 ORGANIZATION OF THESIS
The thesis is organized in nine chapters as follows

Chapter One: The first chapter briefly describes the importaaoel problems related to

IWR, the present state-of-the-art knowledge, arttinmuthe research objectives.

Chapter Two: The second chapter describes the review of releitentiture on different

components of study such as i) long term trendslimatic variables, ii) ET estimation
methods, their relative merits and impact of climatariables, iii) application of SCS-CN
methodology in hydrological studies and iv) impattclimate change on irrigation water

requirement.

Chapter Three: This chapter presents description of the study anehdata used to carry
out the study.

Chapter Four: This chapter presents the details of study, metloggoand result of long

term trends in hydro-meteorological variables i@ 8eonath river basin.

Chapter Five: This chapter deals with comparative study of vagimethods for estimation
of reference evapotranspiration (ETo), seasonadbiity of pan coefficient, and sensitivity
analysis of ETo with different climatic variables.

Chapter Six: Chapter six presents the detailed procedure useddbmation of crop
coefficient, CWR and subsequently IWR of major crap the basin. Further the monthly
ETo is corrected with crop coefficients for eacbpcto compute CWR which in turn are
used to compute the IWR of the crop. Furthermoeggited procedure to estimate trend and

abrupt changes in ETo and IWR is discussed.



Chapter Seven: This chapter presents the mathematical rationaleldeed to propose the
relationship between irrigation water requirememd acurve number (IWR-CN).
Furthermore, the chapter also discusses the resulleveloped model, its validation and

criteria for model evaluation.

Chapter Eight: This chapter deals with downscaling of National €enfor Environmental

Prediction (NCEP) data and prediction of future doydheteorological data using Hadley
Centre Coupled Model, version 3 (HadCM3) data dfedknt downscaling methods and
identification of best prediction model for the dyuarea. Theesults obtained have been
used to determine the long term trend and vartghiti climatic variables and its effect on

IWR for future years.

Chapter Nine: Important results of the research work are syntleekiin this chapter.
Certain conclusions are drawn and scope for futesearch work is also mentioned in this

chapter.



CHAPTER 2

REVIEW OF LITERATURE

This chapter deals with the review of literatureimportant aspects of the present
study. In the light of major objectives of the mesresearch work, the literature review is
covered in four sections. The first section presehe review of literature on studies of
trends in climatic variables in India. Second setincludes commonly employed reference
evapotranspiration (ETo) estimation methods, thientations and impact of climatic
variables in ETo computation. The third sectionlsi®dth the concept of popular SCS-CN
method and its numerous applications in differereaa of hydrology. Last section

incorporates climate change and its impact onatiogn water requirement.
2.1 GENERAL

Studies on Irrigation Water Requirement (IWR) aree of the most important
components for regional water budget for planning amanagement of water resources.
IWR refers to the depth of irrigation water, exchgl rainfall, stored as soil moisture or
ground water that is required consumptively forpcproduction (USDA, 1970). It is the
amount of water required during the cropping pefadsuccessful crop cultivation and it is
estimated by subtracting the amount of water abklao the crop through natural
precipitation, i.e., rainfed irrigation, and avaie soil moisture from the crop
evapotranspiration. Therefore, IWR includes estiomatof reference evapotranspiration
(ETo), crop water requirement (CWR), soil moistarel effective precipitation. Complete
methodology for estimation of IWR has been sumnearim the flowchart presented in

Figure 2.1.
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Figure 2.1 Flowchart describing methods and climat variables involved in the assessment of IWR



The first important parameter in IWR assessmektflig, which can be calculated by
numerous methods available in literature. The magpbrtant parameter in IWR estimation
is crop water requirement. It is an empirical eastenof the total amount of water required
for a crop growing in a given area under known aliicconditions so that crop production
is not limited by lack of water. The CWR is complitesing ETo and a crop coefficient
(Kc). The third and one of the most significantgraeters in IWR assessment is effective
rainfall (ER). It is defined as a part of actuahfall that is available to meet the potential
transpiration of cropped area. The amount of dffectainfall depends and varies just as
total rainfall varies (FAO, 1975). Several methoal® reported in literature for the
estimation of ER, such as i) nomograph suggestdddoghfield (1964); ii) Renfro Equation
method by Chow (1964); iii) U.S. Bureau of Reclamatmethod (USBR) given by Stamm
(1967); iv) empirical table given by Brouwer andilbleem, 1986; and v) a soil-water
balance model (Patwardhan et al. 1990). Yet anatiethod of ER estimation is USDA-
SCS method recommended by the United States Degairtoh Agriculture (USDA, 1967).

It is one of the widely used and accepted method&R estimation (Cuenca 1989; Jensen
et al. 1990; Kuo et al. 2006).

Global warming due temission of green house gases such ags &0ses changes
and variability in meteorological factors such astamperature, relative humidity, solar
radiation and rainfall (IPCC 2007). Due to thesarges in meteorological variables the
evapotranspiration is potentially affected and tkhasses the changes in irrigation water
requirement of crops in different regions (Elgaalial., 2007; Rodriguez Diaz et al., 2007;
Yano et al., 2007; Sahid, 2011; Rehana and Majun2ddr2).

2.2 STUDIES ON CLIMATIC TREND AND VARIABILITY IN I NDIA

2.2.1 Temperature Trend
In India, numerous studies have been carried @uletect and quantify long term

changes in temperature. The temperature trend andbility have been better estimated
using long-term data series. A study conducted lyg&he et al. (1985) has shown
increasing trend in mean annual temperature. DUty century, an analysis of long term
temperature data for 73 stations (1901-1982) hasvishincreasing trend in mean annual
surface air temperatures over India. It has beeservked that about 0.4 °C increase in
temperature has taken place on country scale ddin@geriod of 8 decades. The study

carried out by Sinha Ray et al. (1997) has showat the changes in mean annual



temperature are partly due to rise in the minimamgerature related to enhanced extent of
urbanization. Examination of long-term variationtive annual mean temperature of highly
industrial and densely populated cities such asnbhi and Kolkata have shown increasing
trend in annual mean temperature with change o#d°@.8and 1.39°C over 100 years,
respectively (Hingane, 1995). These warming ratesraich higher than the values reported
for the country as a whole. Rupa Kumar et al. (39@4e shown that the countrywide mean
maximum temperature had risen by 0.6°C and meammim temperature had decreased
by 0.1°C. Pant and Kumar (1997) analyzed trendanimual and seasonal air temperatures
from 1881 to 1997 and reported that there has leemasing trend in mean annual
temperature with increase of 0.57°C over 100 yeHwvever, as the trend of mean
minimum temperature is not statistically significathey concluded that most of the
increase in mean surface air temperature over liglidue to the increase in daytime
temperature. The trend and change in magnituderperatures over India/Indian sub-
continent for last century has been noticed to bstiy consistent with the global trend and
magnitude. In India, increasing trend in tempematisr mainly found in winter and post-
monsoon seasons. The non-significant trend is fommdonsoon temperatures in many part
of country except for Northwest India which showgngicant decreasing trend. Bhutiyani
et al. (2007) concluded that North West Himalaydg/{) of India has shown rise in air
temperature due to increases in maximum and minirawrtemperatures, and warming is
more pronounced in maximum temperature. They hageraplished that there were inter-
connection between the precipitation and tempegatariation in the NWH till late 1960s.
However, after 1970s, these connections appearetorbe weaker. It may be due to
presence of other factors like increase in greesé@ases in the atmosphere. Mall et al.
(2007) concluded that all India mean annual tentpegashowed significant warming trend
of 0.05°C/10 year during the period 1901-2003. Téeent period from 1971 to 2003 has
seen a relatively accelerated warming of 0.22°CyEar, which is largely due to
unprecedented warming during the last decade. [hatd al. (2009) reported air
temperature trends of densely populated citiesnadfial (Delhi, Kolkata, Mumbai and
Chennai). They reported a significant increasirendr in maximum temperature during
winter and monsoon at Mumbai city whereas remaiitigs recorded significant increase
in minimum temperature during winter. They reportbat the negative change in air

temperature is due to increase in population.
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2.2.2 Rainfall Trend

Several studies have been conducted to detecteéhd taind variability in rainfall
over India. These studies do not show clear risingalling trend in mean annual rainfall
over India (Sarkar and Thapliyal, 1988; ThapliyaldaKulshrestha, 1991). The trend
analysis of mean annual rainfall has shown tha jigar running mean has deviated from
normal rainfall within £1 standard deviation (Thigal and Kulshreshtha, 1991). However
the monsoon rainfall shows no significant trendeotong term basis, mostly for overall
India (Mooley and Parthasarathy, 1984), but fewsaf India shows significant long term
trends in rainfall observed by different researsh@aghavendra, 1974; Chaudhary and
Abhyankar, 1979). A study has been carried out byeRKumar et al. (1992) to show trends
in monthly rainfall records of 306 stations falling India. They found that area of north-
east India, north-west peninsula and north-easnpala show falling trend in summer and
monsoon rainfall over India. However, they alsoontgd a rising trend in monsoon rainfall
for north-west, west coast and central peninsuidral The decreasing percentage change
varies between -6 to -8% over 100 years whereamtneasing percentage change ranges
from 10 to 12% over 100 years. Though these tremdsstatistically significant, but they
account for a relatively small part of the totatimace in the rainfall. Srivastava et al. (1998)
reported the existence of a definite trend in &indver smaller spatial scale. Mirza et al.,
(1998) carried out trend and persistence analgsi&anges, Brahmaputra and Meghna river
basins. They found that precipitation in Gangesnbigsby and large stable. Precipitation in
one sub division in the Brahmaputra basin showsaedsing trend and another shows an
increasing trend. One of three subdivision of thrahiBnaputra basin shows a decreasing
trend while another shows an increasing trend. &iRay and De (2003) summarized the
existing information on climate change and tremdthe occurrence of extreme events with
special reference to India. They concluded thatralia rainfall and surface pressure show
no significant trend except some periodic behavidire frequency of heavy rain events
during the south-west monsoon has shown an incrgasend over certain parts of the
country. On the other hand, decreasing trend has bbserved during winter, pre-monsoon
and post-monsoon seasons. Lal (2001) and MOEF j2@@érted a large random variation
in rainfall over India, with no regular trend istrm@able on annual and seasonal scales.
However, rising trend in the seasonal rainfall haeen found in North Andhra Pradesh,
West Coast, and Northwest India and decreasingl trexs been found for Orissa, East
Madhya Pradesh and Northeast India during recaarsy&umar et al. (2010) also studied a

rainfall trend on monthly, annual and seasonalescébr the period of 135 years (1871-
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2005) for 30 sub-regions of India. They found aggrend in annual rainfall for half of the
sub-divisions, but only Coastal Karnataka, Punjaldl &Haryana shows statistically
significant trend. Likewise, only one sub-regiore.yiChhattisgarh shows a significant
falling trend. Overall, on an Indian scale no siigaint trend has been detected for annual,

seasonal and monthly rainfall.
2.2.3 Relative Humidity Trend

Very few studies have been reported on relativeitiiyn(RH) trend over India. A
study has been carried out by Singh et.al, 2008etect long term trend in rainfall and
relative humidity for nine river basins locatedriorthwest and central India (viz., Lower
Indus, Ganga, Brahamani and Subarnarekha, Mahahagii, Narmada, Mahi, Sabarmati,
Luni) over 90-100 years. They found an increasragd in rainfall and relative humidity for
almost all the river basins. The maximum increaseainfall is observed for lower Indus
followed by Tapi river basin. Further, an incregsinend in relative humidity has been
reported on seasonal and annual scale for majofityver basins. An increase in annual
mean relative humidity for six river basins (Weasteiver basins) has been found in the
range of 1-18% of mean per 100 years, while a dseréor two river basins (Brahamani
and Subaranrekha river basin) 1-13% of mean pery®a@s has been observed. The net

increase in RH is by 2.4% of mean per 100 years.
2.2.4 Reference Evapotranspiration Trend

Bandyopadhyay et al. (2009) has analyzed the tesmhp@nd of evapotranspiration
(ET) along with its region wise spatial variaticor 32 years (1971-2002) for 133 selected
stations over different agro-ecological regiondnafia. Reference evapotranspiration (ETo)
has been estimated by the globally accepted FAGnRernVionteith method. These ETo
values have been then analyzed by a nonparametienMKendall test with modified
effective sample size approach for serially cotegladata and Sen'’s slope to determine the
existence and magnitude of any statistically sigaift trend over the time period
considered in the study. They found a significagtrdasing trend in ETo for all over India
during the study period, which may be mainly causgd significant increase in the relative
humidity and a consistent significant decreaseha wind speed throughout the country.
Duhan et al., 2012 also analysed a trend in ETd émrs river basin, Madhya Pradesh over
the period of 34 years (1969-2003). They found erelesing trend in ETo on annual and
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seasonal scales over the years. This is mainlyalirerease in air temperature and net solar

radiation. The annual ETo is decreased at theofate 75 to -8.98 mm/year.

Mishra et al. (2009) examined the affect of climateange on rainfall in the
Kansabati basin, West Bengal, India. They studiedds in future rainfall based on annual,
wet and dry periods using global climate model (GCMd scenario uncertainty. They
found that there is probable increase in annualnaoidsoon rainfall trend during 2051-2100
for A2 scenario and a decreasing trend in dry peniainfall for B2 scenario. The
persistence in dry period rainfall has been obsktaebe highest for north-west part of the
basin. Patra et al. (2012) studied temporal vanigith monthly, seasonal and annual rainfall
for Orissa state, India during 1871 to 2006. Loegnt changes in rainfall characteristics
have been determined by both parametric and namperic tests. The analysis revealed
non-significant decreasing trend in annual as wagllmonsoon rainfall, whereas increasing
trend in post-monsoon rainfall over the state ak€ax. Rainfall during winter and summer
seasons showed a rising trend. Based on departumenfiean, rainfall analysis also showed
an increased number of dry years compared to watsyafter 1950. They found that
changing rainfall trend during monsoon months ismajor concern for the rainfed
agriculture and also this will affect hydro poweangration and reservoir operation in the
region. The studies relevant to the study arearetgmt research are summarized and

presented in Table 2.1.
2.2.5 Remarks

The studies reviewed above pertain to differeninisaand regions of India including
climate change studies of Mahanadi river basin. Séweral studies on Mahanadi basin dealt
with trend analysis of rainfall and relative huntydonly. Number of studies have been
carried out to detect trend in rainfall and tempae in India, however studies on trend
analysis of other meteorological variables (rethumidity and wind speed) are limited.
Therefore, trend and variability analysis of relathumidity and wind speed also need to be
analysed. As long term changes in climatic vaasabliz., rainfall, temperature, relative
humidity and wind speed may lead to changes in @vapspiration and in turn irrigation
water requirement on long term basis. Therefords itmportant to carry out detailed
analysis of changes in climatic variables and theipact on regional irrigation water
requirement.
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Table 2.1 Studies on Climatic Variability in India

mainly caused by a significant increa|

in the relative humidity and a constq

significant decrease in the wind speed.

Authors Study Area and period Climatic Major Findings/Remarks
Variable
Kumar et al.,| 36 meteorological sub- Rainfall Coastal Karnataka, Punjab and Haryana
(2010) divisions  of India, show statistically significant trend and
(1871-2005) Chhattisgarh shows a significant falling
trend. Overall for India, no significant
trend has been observed for annual,
seasonal and monthly rainfall.
Singh et al.,| Nine river basin located Rainfall and| Increasing trend in rainfall and relatiye
(2008) in north west and central Relative Humidity | humidity for almost all the river basins.
part of India (Lower The maximum increase in rainfall |s
Indus, Ganga observed in lower Indus basin followed
Brahamani and by Tapi river basin. Increasing trend (in
Subarnarekha, relative humidity has been reported pn
Mahanadi, Tapi seasonal and annual scale for majority
Narmada, Mahi, of river basins.
Sabarmati, Luni)
Mall et.al, | India, (1901-2003) Temperature Significant incregsitrend in mear
(2007) annual temperature at the rate |of
0.05°C/10 year during the period 1901-
2003. The recent period from 1971 |to
2003 has seen a relatively accelerated
warming of 0.22°C/10 year, which s
largely due to unprecedented warming
during the last decade.
Bandyopadhyay Agro-ecological regions Reference Significant decreasing trend in ETo for
et al. (2009) of India, (1971-2002) | evapotranspiration all over India during the study period,
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2.3 EVAPOTRANSPIRATION (ET)

Evapotranspiration (ET), the major component oftilgdrologic cycle, is important
for planning and operation of irrigation systemd. Bepends on several climatological
factors, such as temperature, humidity, wind spegtiation, and type and growth stage of
the crop. ET can be either directly measured ulsisigneter, catchment water balance, and
Pan evaporation approaches or indirectly by usiimgatological data. Lysimeter, a popular
instrument for measuring ET, is often expensiveterms of its construction, and its
operation requires skill. It is, however, most aete if surface cover condition of the
catchment perfectly matches the inside cover cmmditof the lysimeter. However, exact
simulation of prototype field condition in lysimets practically not possible and hence the
results obtained may not be very accurate. Furtbexnthe lysimeter experiment needed
extensive care, longer time and high cost formsration which is normally not practicable.

Nevertheless, the water balance method yields e¢se dstimates of mean long-term
evaporation from large (plain) river basin (Gidraewzdat, 1967). However, the estimation
of ET using water balance method is often limite@ do inconvenience and inaccuracy in
measurement of ground water inflow and outflow esply at shorter time span.
Furthermore, pan evaporation method is one of thglest and least time consuming
method of irrigation scheduling and has been usedessfully in most parts of the world
(Prestt, 1986). However, the common problem isstiection of accurate pan factor which
depends on the surrounding of the pan. Furthep coefficients, which depend on the crop
characteristics and local conditions, are usedtwert evapotranspiration (ET) to crop ET.
Evapotranspiration (ET) is defined as “the rateewépotranspiration from a hypothetical
crop with an assumed crop height (0.12 m) and edfiganopy resistance (70 s/m) and
albedo (0.23) which would closely resemble to ewagmspiration from an extensive surface
of green grass cover of uniform height, activelpwgng, totally shading the ground and
under unlimited water condition” (Allen et al., 99

A large number of methods varying from simple empirto complex physically
based have been developed for different parts efwibrld. These methods utilize the
climatological data and can be grouped into thneadb categories i.e. temperature based,
radiation based, and combination theory based rdstH8ince solar radiation provides the
energy required for the phase change of water,raeweethods (Makkink, 1957; Turc,
1961; Priestley and Taylor, 1972; Doorenbos andtta®77) have been developed for ET
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estimation. The radiation based methods show gesedlts in humid climates where the
aerodynamic term is relatively small, but the perfance in arid condition are erratic and
normally underestimate evapotranspiration. TuréQ@leveloped a formula based on solar
radiation and mean air temperature for 10 daysogenhich was later modified by Turc
(1961). Turc radiation method is the best methadE® estimation for humid locations.
Priestley-Taylor (1972) method is the approximatodriPenman method based on the fact
that for very large areas the second term of thanfa@ equation is approximately thirty
percent that of the first. Jensen-Haise (1963) otkik often classified as a solar radiation
method, however air temperature is also used aactcdefficients used in the model are
based on other inputs such as elevation and lamg teean temperature (Burman et al.,
1983).

In temperature based ET method, a relationshipbess developed between air
temperature and ET. Hargreaves, Thornthwaite, alahey-Criddle etc. are the few
examples of temperature-based ET estimation methbldsvever, temperature-based
methods are empirical and require local calibratioorder to achieve satisfactory results.
Thornthwaite (1948) correlated mean monthly temjpeeawith ET for the east-central US
and developed an equation which is widely usedutinout the world. Thornthwaite
method usually underestimates ET. However, sintgliéh generating the seasonal
distribution of ET is one of the strengths of thethod (Jensen et al., 1990). A formula
developed by Makkink (1957) for estimation of ETséd on solar radiation and air
temperature is still employed in Western Europekiitek formula used the energy term of
the Penman equation, solar radiation, and a cangtagative and small in magnitude). The
Blaney and Criddle (1950) procedure for estimatigis well known in the western USA
and has been used extensively elsewhere (Singl®).198e method uses temperature as
well as daily sunshine duration, minimum daily tel@a humidity, and the day-time wind
speed at 2 m height. The model is quite sensiovhe wind speed variable and somewhat
insensitive to the estimate of relative humidityhriStiansen (1968) and Christiansen and
Hargreaves (1969) reduced weather data requirenu@nts only estimated extraterrestrial
radiation, air temperature and calculated the ifiee between maximum and minimum air
temperatures to predict the effects of relative igitpnand cloudiness. These efforts resulted
in a very simple and accurate Hargreaves and Sa(t88b) method for ET estimation.
This method is most suitable for both arid and luhaications, if only maximum and

minimum temperatures are available. The combinatm@thods have been developed by

16



combining the energy balance and mass transferoappes. These methods combine
fundamental physical principles and empirical cgsebased on standard meteorological
observations and have been widely used for esomadf ET from climatic data. Penman

(1948) first derived the combination equation bynbming components of energy balance
and aerodynamics. Later, many scientists modified Renman equation by incorporating
stomatal resistance, modifying the wind functiod a&apor pressure deficits (Penman, 1963;
Monteith, 1965; Wright and Jensen, 1972; Doorenéod Pruitt, 1977; Wright, 1982).

Penman-Monteith, FAO-24 Penman, 1982 Kimberly-Penmand FAO-24 corrected

Penman are the few examples of combination methad&SCE Committee (Jensen et al.,
1990) evaluated the performance of 20 differenthimds against the measured ET for 11
stations around the world under different climabnditions. The Penman-Monteith method
has ranked as the best method for all climatic tmms$. However, the subsequent ranking
of other methods varied with climatic condition.user friendly Decision Support System
(DSS) was developed for ET estimation by Georgal.ef2002) which helps the user to
decide the best ET method following ASCE rankingdahon the data availability and the

prevailing climatic condition.

As discussed above, several empirical, semi-engbiriand physically based
methods are available and these differ from eablerobased on input data availability,
accuracy and use over the last 50 years in diffgyarts of the world. The applicability of
ET estimation methods are well documented in thx¢ b@oks related to hydrology and
meteorology. The following text discusses some majtcertainties in ET methods. The
available ET methods have been shown to produ@nsistent results, as much high as 500
mm/yr (Amatya et al., 1995; Federer et al., 1996k al., 2005). In ET estimation by using
remote sensing, an uncertainty of 20-30% in westigyarian corridors of cottonwood has
been reported (Nagler et al., 2005). Study of Gteet) al. (2007) revealed that most
sophisticated Penman-Monteith method using MODIRote sensing data and surface
meteorology as input also encountered an error detw20 and 25%. However, this
uncertainty is due to inaccuracy in measuremeimmit parameters. It is worth noting here
that the methods like Penman-Monteith are high dataanding and are also sensitive to
data. Furthermore, the simple methods like Blanagidle (1950), Thornthwaite (1948) and
Hargreaves (1982), employing only temperature gatanot very accurate especially under
extreme climatic conditions. These methods undenastd (up to 60%) ET in windy, dry,

and sunny areas, while in calm, humid, and cloudyas the ET is overestimated (up to
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40%). Brutsaert (1982) reported that in the casevajporation besides sampling; there is
also the problem of determining it at a point lomat However, in many situations, a single
meteorological station data represents the clinmdt@ large catchment, a poor spatial
representation. This problem is frequently encawatan ET calculation using formulae
requiring large data input. Xu and Singh (2002) pared the performance of the five best
ET estimation methods from each -category, viz., gimves and Blaney-Criddle
(temperature-based category), Makkink and Priestbgylor (radiation-based category), and
Rohwer (mass-transfer-based category) with respedPenman-Monteith (Allen et al.,
1998), and found their acceptable performance wherparameters are locally determined.
They also concluded that the differences of peréoroe between these best methods
selected from each category are smaller than fiferelices between the different methods
within each category as reported in earlier stuffmsexample, Xu and Singh, 2000, 2001).
Though the Penman-Monteith method is usually camsil as a standard method, it
performs well on saturated surfaces, and spedificalhen its assumptions are met and
reliable input data are available. However, severakarchers raise an important question:
Is the Penman model the most relevant ET modetdtchment modelling? (Qudin et al.,
2005). Morton (1994) critically states on Penmaaygproach as follows: “The use of the
Penman-Monteith equation to estimate evaporatiom tnydrologically significant areas has
no real future, being merely an attempt to foradityeto conform to preconceived concept
derived from small wet regions”. Therefore the abomentioned studies give the

performance of different ET estimation methodsxtreame situations.
2.3.1 Impact of meteorological variables on Evapanspiration

Evapotranspiration (ET) estimates from croppedifezle essential in studies related
to climate, hydrology and agricultural water mamagat. The accurate assessment of
reference evapotranspiration (ETo) is essentialrg/hvater resources are limited. There are
numbers of climatic variables which effect ET esties viz., temperature, relative humidity,
sunshine duration, solar radiation and wind sp¥déiden the required set of climatological
data is available for a location, ETo is often odted using combination method. This
method might be used to assess the validity ottiedficients in other ETo models, but the
calibration and validation of the coefficients reqa that the sensitivity of ETo to climate
variables are determined (Doorenbos and Pruitt5;19@nsen et al.,, 1990; Steiner et al.,
1991). To understand the relative role of each aléenvariable in calculation of ETo,

sensitivity analysis is required (Saxton, 1975).d&§inition, sensitivity analysis is the study
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of how the variation in the model input parametdfects the output of a model (Saltelli et
al., 2004). A sensitivity analysis shows the effe€tchange of one factor on another
(McCuen, 1973). If the change of the dependentabéei of an equation is studied with
respect to change in each of several independeiatbles, the sensitivity coefficients will
show the relative importance of each of the vaealib the model solution. Saxton (1975)
derived sensitivity coefficients by differentiatitbe combination terms for the Penman
(1948) method with respect to each variable. Resstiowed that the equation is most
sensitive to net radiation. Smajstrla et al. (198&hined the sensitivity coefficient as the
slope of the curve of ETo versus the climatic Malgaebeing studied. Piper (1989) reported
that the faulty measurement of wet bulb temperatuashine hours and wind speed causes
the similar relative effect on ETo estimates. la $ame context, Ley et al. (1994) performed
sensitivity analysis for Penman-Wright ETo modeatr{fan-Kimberly) to found inaccuracy
in parameters and climatic data by a factor pedtimh simulation approach for Washington
State. This model is mainly sensitive to maximund amnimum temperatures. Rana and
Katerji (1998) analyzed the sensitivity of the PamsMonteith method for semi-arid
climate for a reference grass surface, grain senghand sweet sorghum in Italy. They
found reference grass surface is sensitive to @vailenergy and aerodynamic resistance
whereas sweet sorghum, model is sensitive to vapassure deficit and for grain sorghum
under water stress condition, model is mostly rasp@ to canopy resistance. Recently,
Irmak et al. (2006) found sensitivity coefficient the standardized daily ASCE-Penman-
Monteith equation for different climates of the ta States. However, various researchers
reported the significant climatic variables whidifieets ETo are solar radiation in Russia
and United States (Peterson et al., 1995), in C(@ao et al., 2006; Liu et al., 2004,
Thomas, 2000) and in Israel (Cohen et al., 2002)lewbthers factor effects the ETo
estimates is wind speed in Australia (Rayner, 20R@cerick et al., 2007), in Tibetan
Plateau (Chen et al., 2006; Zhang et al., 2007)Camadian Prairies (Burn and Hesch,
2007), in Iran (Dinpashoh et al., 2011) and Nor#stEndia (Jhajharia et al., 2011), and
relative humidity is most sensitive to ETo in Ind@hattopadhyay and Hulme, 1997), as
well as to maximum temperature in China (Cong amehg¢ 2009) and in western half of
Iran (Tabari et al., 2011a). The investigation by ¥t al. (2002) concluded that solar
radiation and wind speed are the most sensitive thadeast sensitive variables of the
modified Penman formula, respectively and the redahumidity has the property that
increasing their values will decrease the evapspiation estimates. A sensitivity analysis

of Penman—Monteith method has been performed bg Bobal. (2005) showed that wind
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speed and solar radiation temporal variability haaegreat impact on potential
evapotranspiration computation. Therefore, windegpemission in empirical formulae can
thus be an important source of uncertainties for &fimation (possible maximum
evapotranspiration or potential ET), especially emMediterranean conditions. Radiation
based methods, using remotely sensed solar radiftion satellites images, are more
accurate than temperature based methods in Ocaadidlediterranean climates. Gong et
al., 2006 calculated the spatial variations of lkbegn mean monthly and yearly sensitivity
coefficients. They found relative humidity to be shaensitive climatic variable, followed
by solar radiation, temperature and wind speedyTdiso reported that the middle and
lower regions of the basin shows large spatialalmality of the sensitivity coefficients for all

the climatic variables. The above literature reviswummarized in Table 2.2.

Table 2.2 Various methods of ETo estimation and thesensitivity to climatic variables

Author Study Area and period Major Findings
Inter-comparison of ET estimation methods
Tabari et al.| Rasht station in northern Iran. Radiation-based akmand Ritchie methods, the
(2011a) temperature-based Blaney—Criddle method,

Hargreaves-M4 method and the Snyder's pan

evapotranspiration method are best suitable methods
for humid climate of Iran.
Praveen et all Ponnampet, South Kodagu,The Penman-Monteith, Blaney-Criddle and Ran

(2011) India (2009) evapotranspiration methods are the best methods to
estimate evapotranspiration in the study area. [The
Penman method can be used to get somewhat
reasonable estimates though it overestimates| the
evapotranspiration a little.

Lu et al| 39 forested watersheds Based on the availability of input data and
(2005) in the southeastern United Statesorrelations with AET values, the Priestley-Taylpr,
(1961-1990) Turc, and Hamon methods have been recommended

for regional applications in the southeastern Uhite
States.

Sensitivity of ET with climatic variables

Cleugh et al| Virginia Park, northern ETo estimated using Penman-Monteith method gjves

(2007) Queensland and Tumbarumbaan error between 20 and 25% if MODIS remote

south east New South Wales | sensing data and surface meteorology data areassed
input. The uncertainty is due to inaccuracy |in
measurement of input parameters.

Gong et al| Changjiang (Yangtze River)They found relative humidity to be most sensitjve
(2006) basin, China, (1960-2000) climatic variable, followed by solar radiation,
temperature and wind speed. Also the middle and
lower regions of the basin are highly sensitive| to
climatic variables.
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2.3.2 Remarks

Over the last 50 years, several empirical, semitecah and physically based
methods have been developed for the estimationTaf i& different parts of the world
considering availability of meteorological data.cAcding to past studies Penman-Monteith
method is usually recommended as standard metho&To estimation. The Penman-
Monteith method is a combination of energy balaacel mass transfer approach for
estimation of ETo. This method is high data demagdind accuracy of this method is
dependent on the accuracy of recorded meteorologar@dables which forms the major
drawback of this method. Accurate observationdldha meteorological variables may not
be available on long term basis in many regionthefworld; particularly in India. Thus, the
application of temporally varying ET (estimatednracomplex methods) is nothing but to
increase the complexity in calculation of irrigatizvater requirement. Choice of a method
for ETo estimation depends on the following factaasailability of reliable long term

climatic data, the intended use, and the regidiraktic condition.

24  SCS-CN METHOD

The SCS-CN method is a well accepted and widelgtimed technique in applied
hydrology because it is simple, easy to understand applicable to watersheds with
minimum of hydrologic information requirements. BRiEsthe task for which method was
originally intended, various advanced applicatianisthe methodology have also been

reported, and the existence of potential to exteednethod in other areas advocated.

The SCS-CN method is based on the water balancaiequalong with two basic
assumptions. The first assumption associates tieeahactual direct surface runoff (Q) to
the total rainfall (P) (or maximum potential sugawnoff) to the ratio of actual infiltration
(F) to the amount of the potential maximum retan(i®). The second assumption relates the
initial abstraction (la) to S and also describegatential post initial abstraction retention

(McCuen, 2002). Expressed mathematically:
(a) Water balance equation

P=la+F+Q (2.1)
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(b) Proportional equality (First hypothesis)

¢ _~ (2.2)

P-Ia S

(c) la-S relationship (Second hypothesis)
la =AS (2.3)

The values of P, Q, and S are in depth dimensiahgle the initial abstraction
coefficient ) is dimensionless. Though the original method wieseloped in U.S.
customary units (inch), an appropriate conversoS8ltunits (cm) is possible (Ponce, 1989).
In a typical case, a certain amount of rainfall ingtially abstracted as interception,
infiltration, and surface storage before runoff inegA sum of these three at initiation of

surface runoff is usually termed as “initial abstian”.

The first hypothesis (Eq. 2.2) is primarily a prapmnality theory (Figure 2.2). This
proportionality concept incorporated three majowvetopes of interpretation, viz., (i)
reconciles the popular concept of partial areardauting with the curve number (Hawkins,
1979); (ii) undermines the source area concepte(fBigeis et al., 1995), allowing runoff
generation only from saturated or wetted fractiohshe watersheds; and (iii) ignores the
statistical theory (Moore and Clarke, 1981; Mooi®83; 1985), based on the runoff
production from only saturated (independent orraitBng) storage element. The parameter
S of the SCS-CN method depends on soil type, lasel tydrologic condition, and
antecedent moisture condition (AMC). Similarly, thetial abstraction coefficienk is
frequently recognized as a regional parameter adkpgron geologic and climatic factors
(Boszany, 1989; Ramasastry and Seth, 1985). TistirgxiSCS-CN method assumew be
equal to 0.2 for practical applications which hagrb frequently questioned for its validity
and applicability (Hawkins et al.,, 2001), invokingiany researchers for a critical
examination of the la—S relationship for pragmapplications. More recently, Zhi-Hua Shi
(2009) examined la-S relationship using six yedrsamfall and runoff event data from
three gorges area of China. They reported thalalsevalues computed with rainfall-runoff
event data ranges from 0.010 to 0.154, with a nmedddue of 0.048. The second hypothesis
(Eq. 2.3) is a linear relationship between initiddstraction la and potential maximum

retention S. Coupling Egs. (2.1) and (2.2), theression for Q can be written as:

Q=P 4s (2.4)
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Eq. (2.4) is the general form of the popular SCS+@&thod and is valid for P la; Q =
Ootherwise. Fok = 0.2, the coupling of Egs. (2.3) and (2.4) resinto

(P-0.25)?
P+0.8S

Q= (2.5)

Eq. (2.5) is well recognized as popular form of thesting SCS-CN method. Thus, the
existing SCS-CN method with = 0.2 is a one-parameter model for computing serfa
runoff from daily storm rainfall, having versatilemportance, utility and vast untapped
potential. The potential maximum retention (S) esffom 0< S < «, and dimensionless

curve number (CN) varies from<OCN < 100, as:

— 254 (2.6)

Where, S is in mm. The difference between S andiiat the former is a dimensional
guantity (L) whereas the latter is non-dimensiom@alan ideal situation, the value of CN
=100 represents a condition of zero potential marmmretention (S= 0), that is, an
impermeable watershed. Conversely, CN = 0 depitkearetical upper bound to potential
maximum retention (S ) that is an infinitely abstracting watershed.

Many researchers attempted towards the practicsibwlevalues validated by experience
lying in realistic range (40, 98) (Van-Mullem, 1989t is proper and appropriate to

P-la

A
A 4

(72}
A4

Fig. 2.2 Proportionality concept of the existing SS-CN method (after Mishra and
Singh, 2003a)
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explicitly mention here that CN has no intrinsic anmg; it is only a convenient

transformation of S to establish a 0-100 scale (kiiasy 1978).

2.4.1 Application of SCS-CN Method in Hydrology

Since its development, the SCS-CN method has vaatesyriad applications all
over the world (Mishra and Singh, 2003a). Rallig®@80) provided detailed information
about the origin and evaluation of the methodolagg highlighted major concerns to its
application to hydrology and water resources proBlet was designed to solve and
suggested future research areas. A significant atmafiterature has been published on the
SCS-CN method in the recent past and several recedies have reviewed the method at
length. For example, McCuen (1982) provided gurddi for practical application of the
method to hydrologic analysis. Ponce and Hawkii®9¢) critically examined this method;
discussed its empirical basis; delineated its déipab, limitation and uses; and identified
the areas of research in SCS-CN methodology. H@tn(1991), Hawkins (1993), Bonta
(1997), McCuen (2002), Bhunya et al (2003), andnSder and McCuen (2005) suggested
procedures for determining curve numbers for a msherl using field data. Yu (1998)
derived the SCS-CN method analytically assuming ékponential distribution for the
spatial and temporal variation of the infiltratimapacity and rainfall rate, respectively.
Mishra and Singh (1999a, 2002a) derived the meftmd the Mockus (1949) method and
from linear and non-linear concepts, respectivélishra and Singh (2003b) presented a
state-of-the-art account and mathematical treatroéihe SCS-CN methodology, and its
application to several areas. Originally, the mdthmas been intended for event based
rainfall-runoff modeling but the method has beerteeded for long-term hydrologic
simulation (Williams and LaSeur, 1976; Hawkins, 897Knisel, 1980; Pandit and
Gopalakrishnan, 1996; Mishra and Singh, 2004a;Geetha et al., 2007). SCS-CN method
is also constructed as an infiltration model (Aremnal., 1977; Mishra and Singh, 2002,
2004b). Hielmefelt (1980) proposed an SCS-CN baddttation equation comparable with
Holtan and Overton infiltration equations to con®utfiltration rate from uniform rainfall
intensity. Mishra (1998) and Mishra and Singh (200®roduced a term for steady state
infiltration rate and proposed an infiltration egaa by expressing the SCS-CN method in
the form of Horton method assuming constant rdinfaénsity. Jain et al. (2006) applied
existing SCS-CN method, its variant, and the medifMishra and Singh (2002) model to a
large set of rainfall-runoff data from small to dar watersheds and concluded that the

existing SCS-CN method is more suitable for highoftiproducing agricultural watersheds
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than to watersheds showing pasture/range landnagssandy soil. Gaur and Mathur (2003)
suggested synthetic SCS unit pulse hydrographs gimerating overland roughness
predictive equations for facilitating their applicen to kinematic wave modeling in
ungauged situations. It indicated SCS-CN poteiftiahydrological evaluation of ungauged
catchments. Yuan et al. (2001) modified the SCS-@bthod to estimate subsurface
drainage for five drainage monitoring stations. Thethod has also been successfully
applied to distributed watershed modeling (Whit@88; Moglen, 2000; and Mishra and
Singh, 2003a).

Mishra et al. (2006) coupled the SCS-CN method wite universal soil loss
equation (USLE) to develop a new model for assessofehe rainstorm-generated lumped
sediment yield from a watershed. The proposed med®sed on three assumptions: (1) the
potential maximum retention (S) is presented imterof the USLE parameters, (2) the
runoff coefficient (C) is equal to the degree diusation, and (3) the sediment delivery ratio
is equal to the runoff coefficient. Furthermore,agyet al. (2008) extended the sediment
yield model to estimate the temporal rates of sedinyield from rainfall events for a
watershed. The proposed model uses SCS-CN bag#dhiion model for calculation of
rainfall-excess rate and the SCS-CN based propality concept for assessment of
sediment-excess. Besides above application, the @C$®ethod has also been used, in
association with erosion models for computatiosediment yield. Modified Universal Soil
Loss Equation (MUSLE) (Williams, 1975), Agricultiifdon-Point Source model (AGNPS)
(Young, et al.,, 1989), Soil and Water Assessmertl, TSWAT (Arnold et al., 1993),
Erosion-Productivity Impact Calculator, EPIC (Waltns et al., 1983) are but a few
examples. Also in a recent study Mishra et al. @@leveloped a linkage between PET and
CN using SCS-CN methodology. The various applicated SCS-CN methodology in
hydrology is listed in Table 2.3.

2.4.2 Remarks

The SCS-CN method is a widely accepted technigpéeapin hydrology because it
is simple, easy to understand and applicable tcensfaéds with minimum hydrologic
information requirements. Beside the task for whizéthod has been originally proposed,
various advanced applications of the methodologyehalso been reported. Now with the
modified SCS-CN methodology long term hydrologiensiations can be made with
reasonable accuracy. There is a scope to exten8Ql%CN methodology to relate Curve
Number (CN) with irrigation water requirement (IW®)evolve a simple approach for field

applications.
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Table 2.3 Application of SCS-CN methodology in di#frent hydrological studies

Authors Broad Study area and period Major Findings
category
Mishra et| SCS-CN Eight river basins viz., Hemavati,The proposed PET-CN relationship
al. (2014) | based Manot, Haridaynagar, Mohegaonhpased on SCS-CN concept performs
Potential Kalu, Ghodahado, Ramganga andell for eight different agro-climatic
evapotrans- | Seonath of India river basins in India. The high
piration correlation valuesupport the usefulnegs
estimation of the relationship
Tyagi et| SCS-CN Seven watersheds viz., KargoThe proposed model uses SCS-CN
al. based Bihar; Banha, Bihar; Mansara, U.Pbased infiltration model for calculation
(2008) Sediment W2 Treynor, USA; W6 Goodwin of rainfall-excess rate and the SCS-CN
yield model | Creek, USA; W7 Goodwin Creek,based on proportionality concept for
USA; W14 Goodwin Creek, USA; | assessment of sediment-excess.
Mishra et| SCS-CN Twelve watersheds viz., NagwgThe proposed model has been coupled
al. (2006) | based Bihar; Karso, Bihar; Mansara, U.Pthe SCS-CN methodology with the
Sediment W2 Treynor, USA; W6 Goodwin universal soil loss equation (USLE) to
yield model | Creek, USA; W7 Goodwin Creek,develop a new model for assessment of
USA; W14 Goodwin Creek, USA; the rainstorm-generated lumped
Cincinnati Asphalt pavement atsediment yield from a watershed.
milestone, USA; 123  NAEW,
USA; 129 NAEW, USA;
Coshocton, USA; 182 NAEW, USA
Jain et al. US. Department of Agriculture-The reported SCS-CN methodology |is
(2006) Agricultural  Research  Servigeapplicable to a large set of rainfall-
(USDA-ARS) Water Database runoff data from small to large
watersheds and it is concluded that fhe
existing SCS-CN method has been more
suitable for high runoff producing
agricultural  watersheds than [o
watersheds showing pasture/range land
Mishra SCS-CN Waco and Amicalola CreekThe results of the study are foupd
and Singh| based watersheds relevant when the total rainfall is equal
(2004a) infiltration to or greater than half of the potent|al
model maximum retention (S). The extended

SCS-CN methodology is tested, the
simulated and observed infiltration and

rainfall excess rates are found to be|in

good agreement.
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25 CLIMATE CHANGE AND ITS IMPACT ON IRRIGATION WA TER

REQUIREMENT
2.5.1 Climate Change Models

It is well known that GCMs, is a significant toabrfthe assessment of climate
change. GCMs represent several earth systems cangpof atmosphere, oceans, sea ice
and land surface and have substantial potentiahdeessment of climate change. At large
scales, GCMs which have been increasingly evolomgr several decades are able to
predict reliably the most crucial features of globlanate. On the other hand, these same
models perform poorly at smaller spatial and terapscales related to regional impact
analyses (Grotch and MacCracken, 1991; Wilby andl&yij 1997). The major cause is that
the spatial resolution of GCM grids is too coareerésolve many vital sub-grid scale
processes and GCM outputs are then often unreletbiedividual grid and sub-grid box
scales (Wilby et al., 1999; Xu, 1999). To solvestproblem two downscaling techniques
viz., dynamic downscaling and statistical downswalhave been proposed. In the dynamic
downscaling approach a Regional Climate Model (R@&Vmbedded into GCM. The RCM
is essentially a numerical model in which GCMs ased to fix boundary conditions
(Fowler et al., 2007). The major disadvantage olVR@Godel is its complex design and high
computational cost, which limits its application @limate change impact assessment
studies. Moreover, RCM is rigid in terms of expamgdthe region or moving to a somewhat
different region needs rebuilding of complete tg3tane and Hewitson, 1998). Statistical
downscaling processes seek to represent empigtatianships that transform large-scale
features of GCM (predictors) to regional-scale dliilm variables (predictands), such as
rainfall and temperature etc. (Tripathi et al.,, @0The three implicit hypotheses
incorporated in statistical downscaling (Hewitsord &Crane, 1996) are the predictors are
variables of significance and are rationally modelyy the horde GCM. Secondly, the
empirical correlation is valid also under changeéidnatic conditions. And thirdly, the
predictors used totally signify the climate changjgnal. The statistical downscaling
methods are commonly categorised into three groupather model system (Conway et al.,
1996; Fowler et al., 2000; Bardossy et al., 200@8)ather generators (WGs) (Kilsby et al.,
2007) and regression models (Wilby et al., 1999jtdaand Storch, 1999; Tripathi et al.,
2006; Ghosh and Mujumdar, 2007). Among the statistilownscaling methods, regression
models, are perhaps the most popular methods, verelemployed to directly estimate a
relationship between the predictor and predictafide examples of regression model

comprises of artificial neural networks (ANNSs) (e.Gavazos, 1997; Crane and Hewitson,
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1998; Zorita and Storch, 1999; Schoof and PryoQ120Cannon and Whitfield, 2002;
Olsson et al., 2004; Coulibaly et al., 2005), nplétiregression models (MRMs) (Wilby et
al., 1999), canonical correlation analysis (CCAQr(\&torch et al., 1993) and singular value
decomposition (SVD) (Huth, 1999). MRMs and ANNs éaween applied widely due to
strong capability in regression analysis and fastog. It has been extensively used in a
variety of physical science applications, includmgdrology (Govindaraju and Rao, 2000;
Raghuwanshi, 2006). Despite a number of advantdgesraditional neural network models
have several disadvantages including possibilitygeiting trapped in local minima and
subjectivity in the choice of model architectureigsens, 2001). Vapnik (1998) developed
the Support Vector Machine (SVM) a novel machinarneng algorithm and provided
remedy to the aforementioned problems. Recentlyyl $¥s been broadly employed in the
fields of classification and regression analysisp@thi et al., 2006; Ghosh and Mujumdar,
2007). Tripathi et al. (2006) developed a SVM appto for statistical downscaling of
monthly rainfall and the result gives a good subttito ANNs. Also, SVM has been widely
used in several fields (Yu and Liong, 2007; Geal4r2012). Beside numerous advantages
the SVM model has some limitations such as low em@ntation efficiency, inflexibility to
noise and outliers, slow simulation speed, probliemhandling large samples set. To
overcome this problem of handling large data sameproved algorithms have been
developed (Joachims, 1999; Mangasarian and Musit880; Platt, 1998; Lee et al., 2005).
Lee et al. (2005) developed a new model for solthegregression of large-scale training
data called the Smooth Support Vector Machine (SE\@hen et al., 2012 reported results
obtained using SSVM have been compared with thom® fan artificial neural network
(ANN). The comparisons showed that SSVM is appadprior performing climate change
impact assessment studies as a statistical dowmgdalol in the region. The temporal
trends for future rainfall is decrease during tleeigu of 2011-2040 in the upper half of the
basin and increasing trend in rainfall after 20Althe whole of Hanjiang Basin. The
projected rainfall is estimated using SSVM model A2 scenario for two GCM outputs
viz., CGCM2 and HadCM3. More recently, downscalimgs found wide application in
hydro-climatology for scenario construction and ation/ prediction of (i) regional
precipitation (Kim et al., 2004); (ii) low-frequeyncainfall events (Wilby et al, 1998) (iii)
mean, minimum and maximum air temperature (Kettld &hompson, 2004); (iv) soll
moisture (Georgakakos and Smith, 2001; Jasper,&Qf4); (v) runoff (Arnell et al., 2003)
and streamflows (Cannon and Whitfield, 2002); (vind speed (Faucher et al., 1999) and

potential evaporation rates (Weisse and Oestrei@®€x1); (vii) soil erosion and crop yield
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(Zhang et al., 2004); (viii) landslide occurren8aifha and Dehn, 2000; Schmidt and Glade,
2003) and (ix) water quality (Hassan et al., 1998).

It is now widely believed that climate change viilve impacts on water resources
availability and management throughout the worlde Tirban sectors, irrigated agriculture
and hydropower production are the major sectorschvlare affected by climate change
(IPCC, 2007). The global warming leads to changeseasonality of river flows with prior
spring peak flows, rising winter and falling sumnflews in eastern North America (Barnett
et al., 2005; Dibike and Coulibaly, 2005). Recentlymber of hydrological impact studies
has been carried out to study the impact of clinsaenge on water quality variation in river
basin (Deng and Patil, 2011). According to Will30@8), the uncertainty is related to
downscaling method, global climate model (GCM) stmee and climate change scenario
(which is associated with future civilization). Tids end, very few recent studies have been
attempted to address the above mentioned uncestimcAlpine et al. (2007) reported
impact of regional climate change on vegetativeecovhey found major changes in
regional climate, with a shift from humid and caoleondition to warmer and drier
conditions, particularly in southeast Australiae$b changes in Australia’s regional climate
advocated that land cover change is probably aibating factor to the observed trends in
temperature and rainfall at the regional scale. &agl. (2009) studied the impact of climate
change impact on flood frequency for two river hasin England. In this study, four
scenarios viz., SRES AlF1, B2, B1 and A2 (IPCC,®0tave been considered also five
GCMs outputs have been used along with the deltagd approach to estimate GCM
uncertainty. A single GCM has been used with bbthRCM and a delta change approach
to examine uncertainty in downscaling method. Thegorted that the majority of the
uncertainty is due to climate modelling, i.e. sedcGCM and RCM structures. Other
research studies have also investigated the diffeaerangements of the above stated
sources of uncertainty, the work by Wilby and Ha(2006); Minville (2008); Jiang et al.
(2007) and Wilby (2005). Ludwig et al. (2009) examithe climate change based on the
comparison of two physically based models and ammeeptual model. They reported that
the differences in model structure complexities ply an important role in the assessment
of model outcome. Finally, Poulin et al. 2011 preéed the consequences of model structure
and parameter equifinality associated to hydrolalgmodeling in climate change impact
studies. This study reveals that the impact of blgdyical model structure uncertainty is
more important than the effect of parameter unoggtaunder past and recent climate as

well as future climate change scenario.
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2.5.2 Importance of Bias Correction in Climate Chage Scenario Generation

The climate change impact assessment study is coéasing interest due to its
adverse impact on various fields. The GCMs is usedhe projections of future climate
change caused by natural variability or anthropapactivities (Intergovernmental Panel on
Climate Change (IPCC), 2007). Despite continuofmrsfto improve GCM’s capability of
simulating historical climates, the use of biasrection methods is essential for the impact
assessment studies of climate change for more wagrprojections. The significance of
bias correction methods has been described inpaad report of the IPCC (Seneviratne et
al., 2012). In estimating probable hydrologic imigaaf climate change (e.g., Arnell, 2004;
Oki and Kanae, 2006), a suitable bias correctionleen applied to projected temperature
(T) and precipitation (P) for error free estimatioh projections. Dettinger et al. (2004)
carried out the climate change impact assessmaaty 8t the Sierra Nevada of California to
study the climate change impact on river flow byngsbias-corrected on GCM projected
temperature and precipitation data. Lehner et24l0§) also predict the risk of flood and
drought due to climate change by applying a hydjclonodel embedded with the bias-
corrected atmospheric data. In addition, bias ctioe has also been applied to the
Regional Climate Model (RCM) simulations such as shudies conducted in four basins of
the United States (Hay et al., 2002) and Irelaridg|8-Dunne et al., 2008). Number of bias
correction methods has been used to improve thenagclimate downscaling simulation.
Wu and Lynch (2000) examined the impact of climeitange on seasonal carbon cycle in
Alaska through a dynamical downscaling approachihiich they constructed the linear bias
correction (LBC) of an RCM by adding projected opes of temperature and specific
humidity in a GCM simulation to reanalysis climafesimilar technique has been applied
by Sato et al. (2007) to examine the affect of glolwarming on regional rainfall over
Mongolia. The bias correction has also been apptedorrect the projected wind speed,
temperature, geo potential height, specific humjdihd sea surface temperature. The result
of the study reveals that the rainfall intensitggicted with the new method has been closer
to observations than the traditional method. Palsi@and Cook (2010) also employed a
similar method as applied by Sato et al. (2007)e Thmatological LBCs in the above
mentioned studies maintain deviations on the seddone scale but eliminate the diurnal
and synoptic effects. Holland et al. (2010) proploaecomplex bias correction method for
hurricane simulation. The bias correction developgdHolland et al. (2010) maintained the
diurnal, synoptic effects and the inter-annual atgohs in the LBC by correcting GCM
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climatological mean bias with 6-hourly National @ for Environmental Prediction
(NCEP)—-National Center for Atmospheric Research ARL reanalysis data and GCM
outputs. They recommended that the dynamical doalimgc prediction with GCM bias
correction can generate realistic tropical cycldreguency because the bias correction
reduced the impracticable high vertical wind shwmaar the tropical North Atlantic. Jin et al.
(2011) proposed a statistical regression model &mtWGCM and reanalysis data to reduce
the GCM climatological bias, and then the bias-eced GCM output data have been used
to force an RCM to predict winter precipitation otlee western United States.

2.5.3 Impact of Climate Change on Irrigation WaterRequirement

There are various studies having focus on asses@henanges in crop productivity
due to climate change (e.g. Easterling et al., 1B@3enzweig and Parry, 1994; Singh et al.,
1998; Brown and Rosenberg, 1999; Parry et al., 26{¢msen et al., 2009; Liu et al.,
2010). The studies focusing on the impacts of dére@nange on irrigation demands using
general circulation model (GCM) outputs are becgmrore accepted in recent years. Yano
et al. (2007) analysed the impact of climate chaogecrop growth and irrigation water
requirement for a wheat—maize cropping pattern gditérranean environment of Turkey.
The projected temperature and precipitation haen lebdtained by superimposing projected
anomalies of GCMs on observed climate variableshef baseline period. Elgaali et al.
(2007) studied the regional impact of climate clewog irrigation water requirement by
taking rainfall and evapotranspiration into considien for Arkansas River Basin in
southeastern Colorado. In this study assumptionade that there is no alteration in crop
phenology and they found an overall increasing wdeanand for crops due to climate
change. Similar study by Rodriguez Diaz et al.0@Oreported the increase in irrigation
water demand ranging from 15% and 20% by 2050enGhadalquivir river basin in Spain
with disturbed climate change scenarios of tempesatsolar radiation, rainfall, wind speed
(U2) and relative humidity (RH). Shahid (2011) esited the changes of irrigation water
requirement for dry-season Boro rice in northwesnhdladesh with respect to climate
change, with projected changes in rainfall and &mapires predicted using the weather
generator software named SCENario GENerator (SCEWGDPe Silva et al. (2007)
reported an increase in irrigation water requireihadnil3% to 23% depending on climate
change scenarios. The projected temperature, i@diavind speed and relative humidity
have been estimated by applying the percentagegesanf GCM to the baseline dataset.
Rehana and Majumdar (2012) reported that the mpmnénhfall is increased in the Bhadra
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reservoir command area. From the study RH, TmaxTamith are projected to increase with
small changes in wind speed. Consequently, theerefe evapotranspiration estimated by
the Penman—Monteith equation, has been predictetttease. The irrigation requirements
have been projected to increase due to projectar@ase/change in other meteorological
variables (viz., Tmax and Tmin, solar radiation, Riktl U2) but not effected by increase in
projected rainfall. The Table 2.4 summarises th@oua impact assessment studies related

to irrigation water demand.

Table 2.4 Impact of climate change on irrigation weer requirement

Author Study Area and period Broad Category Findings

Rodriguez Diaz et| Guadalquivir river basin, [Irrigation water requirement  Increase of irrigatidamand between

al. (2007) Spain 15% and 20% in seasonal irrigation by
2050
Elgaali et al, Arkansas River Basin|lrrigation water requirement  Increase in irrigatieater demand in
(2007) Southeastern  Colorada, HAD and CCC climate change
1960-1990 scenarios
Shamsuddin Bangaldesh, 1998-2002 | Irrigation water requirenerincrease in daily use of water fqr

Shahid (2011)

irrigation due to increase in temperatu

Rehana and
Majumdar (2012)

Bhadra command areg
Karnataka, India

Ilrrigation water requirement

The annual IWR for padsligarcane,
permanent garden and semidry cro
are predicted to increase

ps

Yano et al. (2007)

Mediterranean
environment of Turkey

Crop growth and Irrigatio
water demand

The irrigation water demand for whe
is increased due to projected decrea
in rainfall and for maize crop irrigation
water requirement is decreased by 15
for future period.

at

%

De Silva et al.
(2007)

Sri Lanka

Climatechange impact stu
on paddy irrigation wat
requirement

Increase in irrigation water requireme
for paddy by 13% to 23% depending @
climate change scenarios. The clima
variables have been estimated
applying the percentage changes
GCM to the baseline dataset.

nt

ic
Dy
of

2.5.4 Remarks

The above mentioned studies have focused on thmatgin of projected irrigation

water requirement using following methods/approach:

)

Use of perturbation method for the constructioclohate change scenario generated

with GCM outputs. In this method average chang&@M outputs is applied to

baseline period (observed climatic data) for priigec of climatic variables. The

major drawbacks of this method are: it is basethenrassumption that the change in
climate is relatively stable over space, the resalte sensitive to the selected
baseline period, and the method produces translenate change scenarios. The

aforesaid limitations of the method may often leathcorrect assessment of IWR.
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i) Using globally available downscale data for the egahon of climate change
scenario may provide erroneous assessment of pedjetimatic data.

i) Use of climate change modeling software viz., SCENJor future prediction of
IWR. The SCENGEN model only gives temperature amdfall projections. Other
climatic variables are ignored in the impact assesd study of future irrigation
water demand.

iv) In some of the studies, estimation of future IW&Rerroneous as total rainfall is
considered instead of using effective rainfall bodf IWR. The effective rainfall
computation incorporates the percolation and satkewretention. It is one of the key
components in the assessment of projected IWR.

The review of literature reveals that the IWR igremely sensitive to variability and
changes in climatic factors. Thus more accurateatk change scenario for predictions of
meteorological factors (evapotranspiration, temjpeea wind speed, relative humidity and
rainfall) would be needed. The LS-SVM downscalingdal appears to be widely used and
accepted in the climate change impact assessmehestin the recent years by the research
community.

Based on the literature review, background andabibgs for the present research
work have been formulated as given in chapter le Hext chapter analyses the
characteristics of the study area and availaboityjong term temporal data used in the

analysis.

33



CHAPTER 3

STUDY AREA AND DATA

This chapter is divided into two sections viz.,dst@rea and data. The first section
gives a concise geographic description about SedRiaer Basin. It includes location and
extent of the basin, hydrological issues facedigypopulation. A brief depiction of climate,
physiography, soils, agriculture and land use $® ahcluded. The later section (data) deals
with the description of various datasets used & dtudy and elaborates the step by step

methodology of the data processing and map making.

3.1 STUDY AREA

3.1.1 Location and Extent of the Basin

The Seonath river basin (area = 30,860 sq. kmu(Ei®.1), in Chhattisgarh State
(India), is the longest tributary sub basin of Ri\dahanadi, comprising 25% of the
Mahanadi basin area. The river traverses a lenftB80 km. It originates near village
Panabaras in the Rajnandgaon district and dra@es Gfrthree districts of Chhattisgarh state
namely Durg, Rajandgaon, and Bilaspur. The basiocated between latitudes 20°16' N to
22°41' N and Longitudes 80°25' E to 82°35' E. Itginmtributaries are Tandula, Arpa,
Kharun, Agar, Hamp, and Maniyari streams. The ayermevation of the basin is 329 m
above mean sea level with minimum and maximum él@vaof 204 m and 1058 m

respectively.
3.1.2 Water Scarcity in the Basin

The study area (Seonath river basin) falling in &hbgarh State faces frequent
droughts. Most of the tributaries of Seonath Riger dried by mid-winter season and both
rural and urban areas are subjected to severe w@des during the summer season due to
erratic and skewed nature of rainfall. Multipurpegger demand has increased with growth
in population and the pattern of water availabidityd utilization has also changed with time.
Sustainability has become a challenging issue iriewaesources development and

management.
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Figure 3.1 Index map of Seonath River Basin (studgrea)

35



3.1.3 Climate

The river basin experiences a sub-humid type iofiate. The geographical factors
such as distance from the sea and altitude haweended the basin climate. The mean
annual rainfall in the basin varies from 1005 mml&55 mm. The major part of rainfall
occurs only within three monsoon months (July-Sapier). It experiences higher humidity
levels during monsoon season. The summer seaswailpréom April to middle of June.
The climatic condition during summer is hot andtgusf dry wind blow; the temperature
varies from 40°C to 45.5°C. The mean daily maximi@mperature varies from 42°C to
45.5°C for the hottest month of May. During wintBe temperature varies between 10°C
and 25 °C.

3.1.4 Agriculture and Land use

Agriculture is the main occupation of people imsthub-basin. About 76% of the
basin area is under cultivation. There are two mirag seasons namely, monsoon (kharif)
season from mid-June to October and post-monsati) @eason from November to middle
of April. Rice is the major crop of monsoon seasonering 94% of the cultivated basin
area (Figure 3.2 a). During rabi season, wheatysempaddy, pulses and oilseed are grown.
The kharif rice, wheaand summer paddy are the main crops covering amn @rabout
22679 sq. km i.e., 98% of the basin cultivated &Fégure 3.2 b).

Other

Maize Millet Summer crops
3% ~_ 3% Paddy 29
43% ‘

Wheat
94% 55%

(a) Kharif Season Crops (b) Rabi Season Crops
Figure 3.2 Crops and cropping pattern of Seonath wier basin (Source: Directorate of

Economics and Statistics, Chhattisgarh)
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The land use map of the basin is shown in Figude Bhe land use map of the basin is
prepared by using LANDSAT images downloaded fromCELsite. Detailed procedure is
described in section 3.2.3.
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I Dense Forest (7.61%)

0 10 20 40 60 80 Il Sparse Forest (3.25%)
e Kilometers [ Barren Land (3.24%)

81°6'O"E 82°6'O"E
Figure 3.3 Land e@®f Seonath river basin
3.1.5 Soil Type

The main soil types found in the basin are sandy cbvering 72.28% of the basin
area followed by silt loam 17.29% of the basin gfeigure 3.4). Sandy clay predominates
in the middle whereas loam and silt loam are foumdower reaches of the drainage
channels and in the upstream channel sandy loaaisoréound.
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Figure 3.4 Soil map 8konath River Basin

3.1.6 Socio-Economic Aspects

The indigenous tribal population constitutes th@an portion of the population in
the state. All the developmental activities whicavé taken place have more or less
bypassed them and they remain marginalized andideuthe mainstream. This is a
significant developmental challenge each in terfhecmnomic progress and, additionally
from socio-cultural point of view. The major urbeentres in the basin are Raipur and Durg.
Seonath basin, because of its rich mineral resang adequate power resource has a
favorable industrialized ambiance. The importadustries currently accessible in the basin
are iron & steel plant at Bhilai which produces 26#4he country's steel output. Mining of
iron, coal, and manganese are other industrialities.

Following photographs depicting land use land caMethe study area have been
taken during the field visit (Figure 3.5).

38



Barren land Industrial Area (BS)

Forest Land Outlet of the bm: Nandghat

Figure 3.5 Field photographs showing landuse/coveypes in the Seonath basin and

basin runoff outlet
3.2 DATA USED AND PROCESSING

Hydro-meteorological data have been collected frandia Meteorological
Department (IMD), Pune, and State Data Centre (SR&pur, as detailed below:

3.2.1 Hydro-Meteorological Data

The daily meteorological data [Rainfall, Temperatymaximum, minimum and
mean)] of 24 stations have been collected from INHDne for 51 years (1960-2010).
Observed data on wind speed and relative humidigvailable only for eight stations. The

pan evaporation data is available only for oneimtaviz., Raipur. The location of the
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stations is shown in Figure 3.6. Also, the dischadgta for the same period at the single
outlet namely Nandghat, has been obtained frome $2ata Centre, Department of Water

Resources, Raipur (Chhattisgarh).
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Figure 3.6 Location of Meteorologat stations in Seonath basin

3.2.2 Ancillary Data
NBSSLUP Soil Map

The soil map of the basin at 1:50,000 scale ha lwbtained from NBSSLUP
(National Bureau of Soil Survey and Land Use Plagpi Nagpur. It has been carefully
scanned and exported to ArcGIS. Different soils ehdeen carefully traced and the
polygons representing various soils are filled vditfierent colours for proper identification.

The areas under different soils have been idedtifie
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Toposheets

The study area is covered in Survey of India topplical maps (Toposheets
numbered 64C, 64D, 64F, 64G, 64H at 1:50,000 sc@ledse maps have been acquired
from Survey of India (SOI) for boundary digitisati@f the basin. The maps have been
scanned and saved in tiff format and imported irDBR 9.2 for further processing. The
latitude and longitude of the ground control poiat® converted to actual ground co-

ordinate. The boundary of the Seonath Basin is taeefully digitised.
3.2.3 Remote Sensing Data
LANDSAT data

The IRS-P6 AWIiFs (56 resolution) images which cotrer study area have been
used to prepare the land cover maps for the ye@B.Z20he images are pre processed and
mosaiced to create a seemless image of the whela.bEhe images have been classified
using unsupervised classification (Isodata clustgriechnique into several classes (200)
and they are merged based on their spectral siggatnoto seven land cover types. The
preliminary classified layer is then improved withsual Interpretation Technique and
Ground control points (GCP). Thus, landuse/covep rhas been prepared by using an

integrated digital and visual classification method
Digital Elevation Model (DEM)

The Shuttle Radar Topography Mission (SRTM) dat digital elevation data on a
horizontal grid spacing of 1 arc seconds (approt@ga30m resolution). Further the
downloaded images have been used for the preparatidigital elevation model (DEM)
and drainage network using Arc GIS software verddh The data is acquired from the
URL: (http://glcfapp.glcf.umd.edu:8080/esdi/) foadn delineation andrainage network
extraction. The DEM of the basin is illustratedrigure 3.7.
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Figure 3.7 Digital ElevatioModel of Seonath River Basin

3.2.4 Characteristics of Meteorological Stations

The composite map (Figure 3.8 and Table 3.1) ha® Ipeepared to illustrate the
attributes of different meteorological stationsdted within Seonath River Basin. Figure
3.8a and Table 3.1 col.6 shows the elevation demiht stations. The Gandai station (in
kawardha district ) is located at highest elevat{dB5 m) whereas Gudhiyari station (in
Durg district) is located at lowest elevation (28%. The major land use of the basin is for
agriculture except in Raipur district which showsjon settlement; therefore the basin is
described as an agriculture basin (Figure 3.8cleT@al col.4). The soil type is almost same
at all the locations i.e, sandy clay except fewatams viz, Mohala, Gandai and Admabad
which have silty loam type soil (Figure 3.8b, TaBl#& col.5).
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Table 3.1 Characteristics of Meteorological Statios located in Seonath river basin

Station District Area Land Use Soil Type | Elevation
(Sqg.km)

Column 1 Column 2 Column 3 Column 4 Column 5 Column 6
Ambagarh Chowkl Rajnandgaon| 5688.63| Agricultural| Sandy Clay 337
Chuikhaddan Land Sandy Clay 337
Dongargaon Sandy Clay 255
Mohala Silt Loam 330
Rajnandgaon Sandy Clay 316
Balod Bazar Raipur 3877.25| Settlement| Sandy Clay 254
Raipur and Sandy Clay 287
Simga Barren land | Sandy Clay 285
Chhatti Dhamtari 533.15 | Agricultural | Sandy Clay 430
Damtari Land Sandy Clay 326
Chirapani Kawardha 3525.183  AgriculturalSandy Clay 353
Kawardha Land and | Sandy Clay| 357
Gandai Dense Foresf Silt Loam 525
Doundi Lohara Durg 8474.67| Agricultural| Sandy Clay 317
Durg Land and | Sandy Clay| 288
Patan Barren Land| Sandy Clay 332
Admabad Silt Loam 314
Balod Sandy Clay 324
Gudhiyari 226
Gondly Sandy Clay 312
Dongaragaon Sandy Clay 324
Gunderdehi Sandy Clay 313
Bilaspur Bilaspur 6916.18 Agricultural Sandy Clay 272

Land
Champa Jhanjgir- 553.2 Agricultural | Sandy Clay, 232
Champa Land
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CHAPTER 4

ASSESSMENT OF TRENDS IN CLIMATIC VARIABLES

Global warming and intensified human activitiesugied with the harsh natural
conditions and a fragile ecosystem, have causeat grenges in the eco environment in

various parts of the world.

This Chapter deals with the investigation of lomgnt trend and variability in
climatic variables in the Seonath River basin. iSiatl tests for trend of major climatic

variables have been made in this study.

4.1 INTRODUCTION

Indian agriculture primarily depends on monsoomé3dOctober) rainfall. Rainfed
agriculture has a distinct place in Indian agrietdf occupying 68 per cent of the total
cultivated area and supporting 40 percent of huarah60 percent of livestock population
(Sharma and Soni, 2006). Study of significant ctimahanges especially changes in
occurrence and distribution of rainfall is necegsar the sustainable management of
irrigation schemes and planning of irrigated adtice. The random and/or systematic
variation of annual rainfall has great consequengethe planning of irrigation schemes
(Gadgil, 1986) and therefore, identification anduapification of climatic change need to be

factored in sustainable development of irrigatedcagiure in India.

A study has shown a decline in intensity distribotof spring and summer rainfall
in one part of United Kingdom whereas the reveis@nges have been observed in other
zones of United Kingdom (Osborn et al. 2000). Dowardv rainfall trends with 20%
decrease in rainy days have been observed in Balagno-meteorological station, Italy
(Ventura et al. 2002). Similarly, Karpouzos et (@010) found an overall non significant
decreasing trend in annual rainfall for the periomm 1974 to 2007 in Pieira Region of
Greece. Several researchers (Byun et al., 1992y and Han, 1994; Byun, 1996; Byun
and Lee, 2002) have found that there is a perioth@eased rainfall in spring season for
Korea. In India, Kumar et al. (2010) has reportaxdjé spatial and temporal variations in
rainfall trend. Out of 30 sub-divisions in the ctyn half of the regions have shown rising
trend in mean annual rainfall with significant ieasing trends in Haryana, Punjab, and

Coastal Karnataka. Also, a significant rising trandnean annual rainfall in most of the
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districts of Chhattisgarh region is reported (Kurearal.,, 2010). Based on the long term
average of monthly and annual rainfall of Coimbatdistrict, Rathod and Aruchamy (2010)
found that the central and northern parts of thetridt have the highest annual rainfall
variability. On the other hand, the eastern andthsawestern parts of the district have
evidence of declining variability. Nearly similarehds in precipitation time series for 96
stations in Turkey have been reported by Partalkaid/a (2006). Vennila (2007) reported
declining trends in monthly and seasonal rainfiatluding its intensity and frequency for

Vattamalaikarai river basin in Tamil Nadu.

Thus, the changing pattern of rainfall and its iotpan water resource availability is
an important climatic problem for the water reseuand irrigation planners today. In
relation to global warming, strong evidence indésathat rainfall changes are already taking
place on both the global (Bradley et al., 1987; rhlalet al., 1998) and regional scales
(Maheras, 1988; Yu and Neil, 1993; Rodriguez-Pueblal., 1998). Future climate changes
may involve modifications in climatic variabilitysavell as changes in average occurrences
of annual and seasonal rainfall (Rind et al., 1988z and Brown, 1992; Mearns et al.,
1997).

Inter-annual variability is a better (than meanuealand one of the most important
indicators of the reliability of rainfall (Semenand Porter, 1994; Corte-Real et al., 1998).
Ayanlade et al. (2009) evaluated the variation limatic parameters using Kriging
interpolation and concluded that the rainfall vanéth time and space in Guinea Savanna
of Nigeria. Recently, Dash et al. (2009) appliegl D criteria of rainy day (i.e. rainfa
2.5 mm per day) to identify variability of wet amdty events across India. Thus,
understanding of rainfall trend from past data la¢ tregional level is important for
agriculture. Success or failure of rainfed cropsclissely linked with rainfall pattern.
Therefore, assessing rainfall variability has baerintegral part of water resources planning

and management.

Temperature also plays an important role in detgatlimatic change brought about
by urbanization and industrialization. AccordingRCC (2007) report, the warming has
been increased by 0.74°C during the period 190B208ccording to the recent
approximation by IPCC (2007) the temperature haseased by 0.74°C during the period
1901-2005. Dhorde et al. (2009) has reported agidrend in annual and seasonal
temperature for four major cities of India (Kolkatdumbai, Delhi, Chennai). One of the
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effects of urbanization is rise in minimum temparatof the cities. However for Meghalaya
similar results of rising trend for temperature é&een obtained with increase in maximum
temperature by +0.086 °C/year while minimum tempeeadecreasing by -0.011°C/year
(Choudhury et al., 2012). In addition trends in &gk Humidity were investigated for
India. Singh et.al, 2008a have found an increasmiual mean relative humidity (1-18% of
mean per 100 years) for six river basins (LowerutydGanga, Tapi, Narmada, Mabhi,
Sabarmati and Luni). While a decrease in trend deesn observed for three river basins
(Brahamani, Mahanadi and Subarnarekha) from 1 % df8mean per 100 years.

In the light of above the trend and variability bse of rainfall, temperature,
relative humidity and wind speed has been carrieidusing the methodology presented

below.
4.2 DATA

The daily data of rainfall, maximum and minimum ferature, relative humidity
and wind speed have been collected from India Metegical Department (IMD), Pune,
and State Data Centre, Department of Water ResguRagpur (Chhattisgarh) from 1960-
2010 (51 years). For rainfall, maximum temperatarel minimum temperature data is
available for 24 stations whereas for wind speeatirafative humidity, data is only available
for eight stations. The detail information abowg 8tations has been presented in Chapter 3.
These data has been used to check the trend amtilgr on annual and seasonal time
scale viz. summer (March-May), winter (Novembed#muary) and monsoon (late June to
October) for Seonath River Basin falls in Chhati$gState.

4.3 METHODOLOGY
4.3.1 Homogeneity Test

Double Mass Curve analysis has been carried oahéck the homogeneity in the

annual and monthly data series.
4.3.2 Dependency Test (Autocorrelation coefficieht

The dependency of different meteorological paramsebas been computed using
lag-1 serial correlation coefficient. Presence o$ifive or negative autocorrelation affects
the detection of trend in a series (Hamed and R898; Yue et al., 2002, 2003; Cunderlik
and Burn, 2004; Novotny and Stefan, 2007). Withoaitpvely auto-correlated series, there
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are more chances of a series being detected asghtrend while there may be actually
none.If the r; value fall within the confidence interval, the @lare assumed to be serially
independent otherwise the sample data are condiderbe significant serially correlated.

Lag-1 autocorrelation coefficient is used to dethetpresence of serially correlation in data
series. In this study, almost all the series atmdoto be non-correlated except few of the

series are correlated (Figure 4.1).

Z?z_f(xt_ft)(xt+k_ft+k)
= 4.1
Pi Rk o= 224X K ey = )?] (1)
70
63
60 54
50 46
40
33
30 25 25
21 21
20
10
0
Annual Summer Winter Monsoon
® Rainfall ®mTmax ®=Tmin ®Tmean = WindSpeed ® Relative Humidity

Figure 4.1 Percentage of Stations correlated for tferent climatic parameters (Annual
and Seasonal )

4.3.3 Statistical Test for Trend and Variability Analysis
4.3.3.1 Mann—Kendall Test (Non-parametric)

The Mann-Kendall test (Yu and Neil, 1993; Douglasle 2000; Yue et al., 2003;
Burn et al., 2004, Singh et al., 2008a, b) is usdletect monotonic (increasing or
decreasing) trends and is widely used for detedterds in time series because it is simple,
robust, accommodates missing values, and the dsd not conform to any statistical
distribution (Libiseller and Grimvall, 2002; Gilker1987). Since there are chances of

outliers to be present in the dataset, the nonmapetrec Mann—Kendall test is useful because
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its statistic is based on the (+ or -) signs, mnathan the values of the random variable, and
therefore, the trends determined are less affduyetthe outliers (Helsel and Hirsch, 1992;
Birsan et al., 2005). The Mann-Kendall test iseoa®n the statistic S. Each pair of
observed values vyi, yj (i >j) of the random var@ld inspected to find out whether yi > yj or
yi <yj. Let the past category of pairs be P, and kater type of pairs be M. Then S is

described as the difference between former and paies.
S=P-M 4.2)

For n > 10, the sampling distribution of S is a#iofws. Z follows the standard normal

distribution
where;
S i ss0
Var (S)
Z= 0 if S=0 (4.3)
St s<o
Var (S)
N(N-D@N +5) - > t,(t ~1)(2t, +5) (4.4)
Var (S) = 1?

The trend is said to be decreasing if Z is negadive the computed probability is
greater than the significance level. The trenduppssed to be rising if the Z value is
positive and the computed probability is greatantthe significance level. If the estimated

probability is smaller than the significance lewbEre is no trend.
4.3.3.2 Modified Mann Kendall Test

Pre-whitening has been used to detect a trend tima series in presence of
autocorrelation (Cunderlik and Burn, 2004). Howeyme-whitening is reported to reduce
the detection rate of significant trend in the Mistt(Yue et al., 2003). Therefore, the MMK
test (Hamed and Rao, 1998; Rao et al., 2003; Baswit al., 2009) has been employed for
trend detection of an autocorrelated series. Is, thie autocorrelation between ranks of the

observationgy are evaluated after subtracting a non-paramesi@testimate such as Theil
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and Sen’s median slope from the data. Only siganiiczalues opy are used to calculate the
variance correction factor rifnp as the variance of S is underestimated when #he are
positively autocorrelated.

n 2,
N*g n(n-1)(n-2)

Yilm—kY(n—-k-1)(n-k-2)p, (45)

where n is the actual number of observationsisnconsidered as an ‘effective’ number of
observations to account for autocorrelation inda& andgk is the autocorrelation function
of the ranks of the observations. To account onlydsignificant autocorrelation in data,
number of lags can be limited to 3 (Rao et al.,300he corrected variance is then

computed as
V*(8) = V(S) (ni*s) (4.6)

Where; V (S) is from Equation (4.4). The rest israthe MK test.
4.3.3.3 Theil-Sen’s Slope Estimator

In addition to recognize whether a trend exist® ttend magnitude has been
assessed by Sen’s Slope Estimafr 4énd expanded by Hirsch et al. (1982). To esemat
trend magnitude Theils-Sen’s slog®) approach is used in this study. In other wotls,
slope estimatop is the median over all possible combinations afsp@r the whole data set
(Hirsch et al., 1982). A positive value pfindicates an ‘upward trend’ (increasing values
with time), while a negative value ¢ indicates a ‘downward trend’” (Xu et al. 2007,

Karpouzos et al. 2010). The slope estimates ofiié ph data are first computed by

B = (%) —XK)

4.7
0-K (47

fori=1,...N, where,jxand x are data values at times j and k (j > k), respebti The
median of these N values pis Sen’s estimator of slope.
4.3.3.4 Percentage Change

Some trends may not be evaluated to be statigtisajhificant while they might be
of practical interest and vice versa. For the prestudy, change percentage has been
computed by approximating it with a linear trenthal is change percentage equals median

slope multiplied by the period length divided byethorresponding mean, expressed as
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percentage (P followed by Yue and Hashino (2003). The percgatahange is estimated

by following formula.

BrL
P==

(4.8)

Where, R = Percentage Changp,= Slope Magnitude, L = Length of the year andg

Corresponding mean
4.3.4 Statistical Procedure for Rainfall Variabilty Analysis (Coefficient of Variation)

The coefficient of variation (CV) is a statisticakasure of how the individual data
points vary about the mean value. A greater valu€\ is the indicator of larger spatial
variability, and vice versa. In this study, annwualiability of the time series of rainfall,
temperature, relative humidity and wind speed Haeen analyzed for Seonath River basin
using CV (Landsea and Gray, 1992).

4.3.5 Spatial Analysis

The Spatial interpolation technique (Singh and Gdtfowvy, 1986; Lebel et al., 1987)
is employed to determine the spatial pattern ofemretiogical variables using Arc GIS 9.3.
The geographic information systems (GIS) tool idely used in the processing of spatially
distributed hydrological modeling (Maidment, 19%HIgho et al., 2006; Jat et al., 2009;
Pandey et al., 2011). In recent times, GIS intejpmh method has been widely used to
show the spatial distribution advapotranspiration, temperature and rainfall (Hiaioeit
2007; Cheng et al., 2007) and it provides the layod drawingools essential to present
the outcomes visually. GIS technique assist rebeasc to understand theatural
environment (Jang et al., 2007). The application ioferpolation technique in
evapotranspiration have been reported by sevesahrehers (DinpashoBQ06, Iran; Zhao
et al,. 2004, Zuli River Basin i€hina; and Bai et al., 2006, Shanxi Province, Chigh
inverse distance weight (IDW) technique. Thus,sitsignificant to identify spatial and
temporal variations as it will affect crop watequa@ement. The overall methodology for the

analysis used in this Chapter is presented indima bf flowchart in Figure 4.2.

51



Meteorological Data
Temperature, Rainfall, Wind Speed, RH

A 4 A 4

Trend Trend Variability
Analysis Magnitude Analysis

A 4

s ,v 5| Coefficient of
y en's slope Variation
Serial
Correlation

v v
Correlated Non-Correlated

v \ 4
MMK Test MK Test

Figure 4.2 Flowchart presenting methodology for tred and variability analysis of

meteorological variables

4.4 RESULTS AND DISCUSSION

4.4.1 Trend Analysis of Rainfall
4.4.1.1 Trend Analysis

To analyze the causal mechanism behind the rhitnéalds, the trend analysis is
performed. The results of the spatial distributadrthe annual and seasonal trends at 95%
significance level in Seonath River basin are shawkigure 4.3. All four seasons have
been characterized by decreasing rainfall at nasibas except few stations falling in the
districts of Rajnandgaon, Durg, Raipur and Damidaich shows non-significant decreasing
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trend. (Fig. 4.3 b, ¢ and d). Decreasing trendgHerannual rainfall are mainly observed in
the overall study area of Seonath River basin. Miagority of the rainfall time series of
different stations shows negative values whereas d&@tions in southern Seonath river
basin shows non-significant decreasing trend (leiguB). Additionally, Table 4.1 presents
Sen’s slopes for annual and seasonal rainfall Her dtudy basin. However the weighted
rainfall time series for Seonath basin as a whbtens insignificant decreasing trend for all
the seasons (Table 4.1, Column 1). However rateofease in rainfall was estimated as -
2.79 mm/year for monsoon season followed by -2.4yaar for annual series. The rate of
change for summer season is negligible (i.e. -On¥ymar) and it is zero for winter season
(Pl. see Table 4.1, Column 2). The percentage ieitawas highest for monsoon season
43.95% followed by annual rainfall variability 0038% (Table 4.1, Column 4). Table 4.2
presents the rate of change for annual and seasngdll in different stations of Seonath
basin over 100 years. It is evident from Tableth& the winter season shows negligible or
no change whereas monsoon season shows the highesif change of rainfall over 100
years followed by summer season. Significant detngarate of change has been found in
annual rainfall too. The annual and monsoon seasbows highest rate of change for the
stations falling in Rajnandgaon and Durg distrieigure 4.4 shows the percentage of
stations with increasing/decreasing trends fored#iit seasons. The winter season has the
greatest percentage of stations showing a decgetisind (87%), followed by monsoon and
summer with 83%. On average, the annual rainfatletiseries shows that the 83% of
stations in the basin have decreasing trend (Figute Overall decreasing trends in rainfall
were observed for the entire river basin for al #easons. The above results are found in
conformity with the results of past studies fomfall in Mahanadi river Basin (Singh et al.,
2008a; Jain and Kumar, 2012).
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Table 4.1 Results of regional average annual andasonal rainfall for entire Seonath

River Basin.
Entire Rainfall
Seonath
River Basin
Z-values Sen’s Slope | % Change | % Variability over
MK (B over 51 year 51 year
(Col.1) (Col.2) (Col.3) (Col.4)
Annual -0.529 -2.4 -12.33 30.78
Summer -0.472 -0.5 -9.0 6.95
Winter -0.444 0.0 -1.7 17.19
Monsoon -0.994 -2.79 -21.64 43.95

Table 4.2 Rate of change in annual and seasonal néall for Seonath river basin over

100years

Station District Annual Summer | Winter Monsoon
Ambagarh Chowk -56.081| -52.37479 No Change -56.3299
Chuikhaddan -95.9808 -56.6814 -2.2957| -61.5019

Rajnandgaon
Dongargaon -58.3605 -41.2496| No Change -61.803
Mohala -62.2027 -46.128| No Change -87.5889
Rajnandgaon -54.9545 -79.587 3.65294| -72.2979
Balod Bazar -5.3532| -18.2782| No Change -30.9181
Raipur

Raipur -6.76718 13.3452 1.95| -34.5968
Simga -1.18462 -15.1031| No Change -32.1889

55



Chhatti Dhamtari -31.7827| -30.8291] -0.93006, -17.6468
Dhamtari -25.9212  -33.702 -2.1509| -15.0018
Chirapani -26.5177| -2.5292| -0.88248| -15.9326
Kawardha Kawardha -29.6049 -3.18103 -1.4399| -17.6366
Gandai -23.7458 -2.7566| -1.38889| -29.0365
Doundi Lohara -61.7549| -44.099| -0.33559 -70.645
Durg -63.5321 -40.2784| No Changg -62.771
Doundi -64.26535 -44.9623| No Change -74.7478
Admabad -72.6222 -16.000| No Change -71.5982
Balod -68.98445 -36.38131 No Change -74.5104
Durg
Gudhiyari -73.6222 -37.70391] No Changeg -74.656
Gondly -72.1357 -42.45| No Change -75.382
No

Gurur 74.22222 Change| No Change -73.651
Gunderdehi -78.69531 60.6955| -3.59688| -73.071
. Bilaspur

Bilaspur -37.137 -32.098| No Changeg -45.683

Jhanjgir-
Champa Champa -27.2342  -23.332 -1.2241| -32.2432
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Figure 4.4 Temporal Trends of Annual and Seasonal &nfall

4.4.1.2 Analysis of Annual Rainfall Variability Patern (Coefficient of Variation)

The rainfall variability was determined using Camént of Variation (CV). A
decrease in rainfall trend and increase in itsamlity is seen in Northern parts of the basin
(Figure 4.5). The highest variability is experies@e Bilaspur and Korba, and it is lowest in

Durg and Rajnadgaon districts.
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Figure 4.5 Inter-annudfariability of Rainfall VVariable

4.4.2 Trend Analysis of Temperatures (Maximum, Mearand Minimum)

The Mann-Kendall statistics is used to estimatetttveds of maximum temperature
(Tmax), minimum temperature (Tmin) and mean tentpesa(Tmean) at 95% significant
level. The rising trend was observed in Tmax foritlzd seasons except for summer which
shows decreasing trend for all the stations (Figli®). The monsoon season shows
significant increasing trend for all the statioag(re 4.7). On the contrary, Tmax for
summer season at all the stations showed non-signifdecreasing trend. However, annual
Tmax in 80% of the stations showed insignificardr@asing trend (Figure 4.7). However
minimum and average temperature reveals risingltrerannual and seasonal scale for the
entire basin. The annual Tmin shows significanteasing trend for all the stations except
Bilaspur and Champa districts which fall in the tiiern part of the basin (Figure 4.8 a).
Again the Champa and Bilaspur districts have ngnifcant increasing trend (Figure 4.8
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a). Tmax for summer season reveals non-signifieaecreasing trend for all the stations
(Figure 4.8 b). It can be seen from Figure 4.8 @ Bigure 4.8 d that all the stations have
significant increasing trend for winter and monsoseason. Figure 4.9 presents the
percentage of stations with rising/falling trendanhual and seasonal Tmin.

For Tmean rising trend was obtained for entire rbasicept few stations located in
the Northern region of the basin for all the seas(ifigure 4.10). The Monsoon season
exhibits significant rising trend followed by wimtand annual average temperature (Figure
4.10). The summer average temperature revealshbad3% of stations have decreasing
trend (Figure 4.11). The Sen’s slope is used timese percentage change in Tmax, Tmin
and Tmean. The Tmin has increased more as comparéchax. The percentage change
was increasing for all months except for March tmel (Figure 4.12). The percentage
change of rise in Tmin was highest for the montiNoember followed by December and
January (Figure 4.12). The inter-annual variabfiitty Tmax and Tmin is depicted in (Figure
4.13). The variability was observed to be more pumted in Tmin ranges from 1.69% to
2.78% (Figure 4.13 b). The analysis of maximum amndimum temperature has indicated
that the northern parts have faced relatively m@eability than the southern part of the
basin. Similarly variability in Tmax has been foumdre in the northern parts with highest
variability of 1.93% (Figure 4.13 a). Interestinglyncreasing trends of maximum
temperature occurred for all months except MarcprilAMay and June i.e., for summer
season (Table 4.3). The Tmax and Tmin during Nd&nmonth have higher significant
increase in the order of 2.75 °C/100 years and 4C3100 years, respectively. From Table
4.3 it can be seen that the magnitude of increasamgl of Tmin has been higher compared
to the Tmax. It reveals that the evaporation in daye could have been more and
consequently, it could lead to higher water requeet for crops (Table 4.3). Overall highly
significant increasing trend in mean, maximum andimmum temperature for Seonath river
basin was observed. The above results are well ostgap by the findings of studies
conducted by Rao et al. (1993) for Mahanadi rivasit and by Subash and Sikka (2013) for
Chhattisgarh state.
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Figure 4.8 Spatial map of minimum temperature trendin Seonath river basin over 51
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Table 4.3 Sen Slope estimator (°C/100 years) for mianum, minimum, mean

temperature for different months

Seasons Sens Slopp)(
Maximum Minimum Mean
Temperature Temperature Temperature
January 0.423 1.407 0.947
February 0.021 0.766 0.471
March -0.619 0.476 0.068
April -0.273 0.256 0.018
May -0.152 0.402 0.239
June -1.026 0.895 1.092
July 0.956 1.126 1.140
August 0.288 0.341 0.234
September 1.438 1.444 1.359
October 2.028 1.787 1.919
November 2.750 4.307 3.545
December 0.598 1.611 1.048

4.4.3 Trend Analysis of Relative Humidity

The temporal trend in Relative Humidity (RH) is shmoin Figure 4.14. It shows that
significantly decreasing RH has been observedhfermonths of July, September, October
and November. Whereas, from March to June non{fgignt increasing trend have been
observed. The MK results indicate that the annuearmRH for all the seasons are in
significant decreasing trends. For the overall mabie percentage of stations showing

significant decreasing/ increasing trend is depliate Figure 4.15. For annual trend the
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entire river basin shows significant decreasingdrexcept few stations located in the north
western region of the study area (Figure 4.16 aj.rkRonsoon season strongly significant
decreasing trend has been observed for the erasi@ BFigure 4.16 b). Whereas for winter
the non significant decreasing trend and for sumseason increasing trend has been
observed (Figure 4.16 c, d). The decrease in Riamly due rise in temperature of the
river basin already discussed in previous secfltre RH for annual, winter and monsoon
are decreasing whereas for summer it is increadihg. Tmax for summer is decreasing
therefore RH is increasing because there is iny@isgion exist between the two variables.
The results are in conformity with the past studyRH in Mahanadi basin (Singh et.al,
2008a). The Sen’s slope is applied to detect #ratmagnitude and percentage change. The
monthly rate of change over 51 years of period heen presented in Figure 4.17. From
Figure 4.17 the larger changing magnitude has lmserved for the months of July,
September, October and November. The relative ptxge of change for the entire basin is
spatially presented in Figure 4.18. From this fegut was depicted that the highest
percentage change was observed for the entire basapt for northwestern region of the
study area which shows the lowest change. The-ameual variability in relative humidity
for the basin ranges from 0.9% to 2.2% (Figure .19

---- 5% Significance Level

b Mar Apr May Jun Ogat|Nov Dec

Z-Statistics

Month

Figure 4.14 Temporal Monthly Relative Humidity Trend at Seonath River
Basin over 51 years
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4.4.4 Trend Analysis of Wind Speed

The monthly trend statistics by MK test is presdnite Figure 4.20 which clearly
indicates a significant increasing trend for aél thonths. The trend in seasonal wind speed
is depicted in Figure 4.21. From seasonal analysisme series for wind speed, strong
significant increasing trend has been obtainedrfonsoon and winter season (Figure 4.21 a
and 4.21 b). In summer season some stations logatsduthwest shows an insignificant
increasing trend (Figure 4.21 c). The percentageations with rising trend has been 100%
for all the seasons (Figure 4.22). The Sen’s ségtienates the magnitude of change in wind
speed. The monthly change in rate of wind speed ©l/gears is shown in Figure 4.23. It is
clear from the figure that there is increasing rHtehange over the years. It is also depicted
from figure that August is having highest rate dfacge followed by July, June and
September. The percentage change is shown spdftadjyre 4.24). From this figure the
highest percentage change has been highlightethéoentire basin ranges from 34% to
61%. The highest change has been obtained for Kinaaand lowest for Korba. The
spatial variability in wind speed was shown in Fgdé.25. The stations in the northern part

of the basin show the highest variability of 23%.
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Figure 4.20 Temporal Trend of Wind Speed over 51 yas in Seonath river basin
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over entire Seonath river basin
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Figure 4.25 Spatial Variability of wind speed in Senath river basin
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4.5 SUMMARY

The application of trend detection techniques intemedlogical variables viz.,
maximum, mean and minimum temperature, rainfalhdvpeed and relative humidity in
Seonath River Basin has resulted in the detectidong-term trends appearing in the study
area during the past several decades. The direatiends for temperature and wind speed
is upward, whereas the direction of trends for fedirand relative humidity is in general,

downward.

On the basis of the analysis for temperature, afdjrmelative humidity and wind speed
over the 51 year period, a few general, but impostaonclusions can be drawn. First,
temperature in the Seonath River Basin has incdeaspecially during the Monsoon and
winter seasons. Second, rainfall has changed dpasg51 years, and analysis of the slopes
indicated decreasing trend for annual and monseasas in the study area. Although, there
have been significant decrease in relative humialitgt increase in wind speed. The results
of the trend and variability analysis of climati@ariables may lead to develop better
understanding for water resources management istticly area.
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CHAPTER 5

INTER-COMPARISON OF REFERENCE EVAPOTRANSPIRATION
ASSESSMENT METHODS

This chapter deals with comparative study of vaiawethods commonly used for
assessment of reference evapotranspiration (ETi&).methods have been selected for
comparison of ET estimates. Also sensitivity analyg ETo with different meteorological
variables (viz. maximum and minimum temperaturigtiee humidity and wind speed) has
been carried out in order to identify key variab)eljaving relatively greater influence on
ETo. Variation in Class A pan coefficient (Kp) owifferent months in a year has been

studied for more realistic estimation of ETo uspam evaporation data.

5.1 INTRODUCTION

The term evapotranspiration (ET) describes thel tetgaporation and plant
transpiration from the surface to the atmosphetes la very important parameter in
hydrological cycle and in agriculture (rainfed aslivas irrigated). It plays a significant role
for the assessment of irrigation water requirenidtdhan and Arumugam, 1996; Tukimat
et al., 2012). Therefore, realistic assessmenflofkvital for water budgeting and planning.
It has been projected that effect of climate chamgevater resources will be mainly due to
ET. Increase in temperature will provoke higherpoteanspiration which in turn will affect
the hydrological system and water resources (Sh&tidl). Thus, reliable and accurate
estimation of ET due to climate change is very ingoat for the long-term water resources

management.

There are several methods available in literatare$timation of ETo. Each method
is based on certain perception, and has been gmetlfor specific climatic conditions.
However, the major concern in estimating ET isrei&bility and accuracy of the methods
(Burnash, 1995). As some of the methods have beeelaped for given purposes and for
specific climate conditions, they may provide pastimates of ET for other climatic
conditions. From various studies conducted in I{ieaveen et.al, 2011) it is established
that, Penman-Monteith (Monteith, 1965) method piesirelatively more reliable estimates
over a broad climatic region. Also, the researclhenge studied the accuracy and reliability
of this method in other parts of the world and hagported that ETo estimated using

Penman-Monteith is relatively more reliable andeptable (Racz et al., 2013). Some of the
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ET estimation methods (including Penman-Monteithhoe) need measurements of many
meteorological variables whereas others requireefemly. Therefore, the selection of ET
estimation method depends on availability of medlagical data in respect of different

variables. Table 5.1 shows the meteorological Béegwhich are required to be considered

in various methods.

Table 5.1 Climatic variables involved in selected sthods for ETo estimation

Methods T RH Rs WS n P Ep

Pan Method J J /

Penman-Monteith J J J J J
Priestley-Taylor J J
Turc Method J J J
Hargreaves Method J
Thornthwaite Method J
Blaney-Criddle Method J

Abbreviations: T = Temperature, RH = Relative Humidty, Rs = Solar Radiation, WS = Wind Speed, n
= Sunshine hours, P = Atmospheric Pressure, Ep = Ravaporation

Pan evaporation data are widely used all over thedw(lrmak et al., 2002) for the
estimation of ETo using pan coefficient values. Tpen evaporation (Ep) presents a
measurement of the combined effect of climatic alalgs (i.e., air temperature, relative
humidity, wind speed and solar radiation) on thapawration. Therefore pan evaporation
data may provide reliable estimates of ETo, prayickalistic values of pan coefficients are

used in different months.

To understand the relative role of climatic varesbin accurate assessment of ETo,
sensitivity analysis of ETo with different meteargical variables (viz., maximum and
minimum temperature, relative humidity and windespjeis required. ETo estimated using
Penman-Monteith method is considered for the seitgianalysis as this method provides
relatively more accurate assessment of ETo andiiasoconsideration of the measured

values of maximum and minimum temperature, reldtwaidity and wind speed
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This chapter presents comparison of performanaxofvidely used ETo estimation
methods, viz., Hargreaves Method, Thornthwaite Meth Blaney-Criddle Method,
Priestley-Taylor Method, Penman-Monteith Method dimtic Method. The performance of
these ETo estimation methods have been compardd pait evapotranspiration (ETp)
estimates for the corresponding period as it is @nthe most reliable method for ETo
estimation (Irmak et al., 2002 and Rahimikhoob, 200

5.2 DATA

The climatic data used in this study consisted afydmaximum and minimum
temperature (Tmax and Tmin), relative humidity (Riind speed (WS), sunshine hours (n)
for eight stations and Class A pan evaporation dataone station (Raipur). Pan

Evaporation (Ep) is measured daily at 7.00 AM.

5.3 METHODOLOGY

Various methods for estimation of ETo are presebidw and these methods are

summarized in the form of flowchart in Figure 5.1.

5.3.1 Estimation of Pan Coefficient (Kp) and Evapimanspiration (ETp)

In this method reference evapotranspiration (ET®)estimated by multiplying
observed pan evaporation (Ep) data with a pan iceeit (Kp). A non-linear regression
equation has been developed by Orang (1998) tmaistiKp for Class A pan with green
vegetation surrounding condition. The developedadqn performs well and accuracy is
similar to Allen-Pruitt (1989) equation. The ETongouted using Kp values obtained from
Orang method gives more accurate daily, monthly @mual ETo estimates compared to
other empirical methods viz., Allen and Pruitt, 19%Cuenca, 1989; and Snyder, 1992
(Rahimikhoob, 2009). Therefore, for accurate assess of Kp values Orang method is

used for our study area. The pan evapotranspir@ddp) is obtained by following formula
ETp =Ep xKp (5.1)

Where; ETp = Reference evapotranspiration (mm)z=Epbserved Pan evaporation data for

class A pan (mm); Kp = Pan coefficient for claspai.
Further, pan coefficient has been determined Hguahg formula

Kp = 0.5126-0.000321U + 0.002889H + 0.031886 In(F) (5.2)
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Where, U = Wind speed (km/day), H= relative hunyid) and F= upwind fetch distance
around the pan. As the pan area is surroundedybfatiow land, the value of F is taken as
50 m.

5.3.2 Penman-Monteith equation

The Penman-Monteith method is a combination mettedeloped by Penman
(1948). It combines the energy balance with massster method and proposes an equation
to estimate ETo on daily basis using climatic Valea viz. temperature, sunshine hours,

relative humidity and wind speed. It is expresasdelow:

0.408 A(Rn — G)+yTig(;3u2(ps —pa)

A +7y(1 + 0.34u2)

ETo =

(5.3)

where, ETo is reference evapotranspiration(mm %ay is the slope vapor curve (kPa
°C™); Rn is the net radiation of the crop surface (MJdmy?'); G is the soil heat flux
density (MJm?day™?; T is the air temperature at 2m height (°C); U2his wind speed at
2m height (m $); ps is the saturation vapour (kPaj is the actual vapour pressure (kPa);

andy is the psychrometric constant (kPa3C
5.3.3 Priestley-Taylor method

Priestley-Taylor method (Priestley and Taylor, 10i82a radiation based method to
estimate reference evapotranspiration (ETo). Tistgbdéish that the potential evaporation is
1.26 times lesser than the actual evaporation lansl they replace the aerodynamic terms
with constant (1.26). Therefore, the method needig long-wave radiation and temperature

for the assessment of ETo. The equation for caiogi&To is given below:
ETo = 1.26 — (Rn- G)~ (5.4)
) A+y A )

where,A is the slope vapor curve (kPa™§ v is the psychrometric constant (kPa ®»CRn
is the net radiation of the crop surface (M3tay %); G is the soil heat flux density (MJfm
day%); anda is the latent heat of vapour (MJ Ky

5.3.4 Turc Method

Turc method (Turc, 1961) provides an easy equdbtortalculating ETo by using

only few climatic variables (relative humidity, solradiation and mean temperature). The
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Turc method gives reliable estimates of ETo undemild conditions (Jensen et al., 1990)

which is similar to our study area (Seonath rivasib). The equation is given as follows:

When, RH < 50%

T™m
Tm+15

ETo = 0.0133 (Rs + 50) (5.53)

When, RH > 50%

50-RH
70

T™m
Tm+15

ETo = 0.0133

(Rs +50)(1 +

) (5.5b)

where, Tm is mean temperature (°C); Rs is the saldiation of the crop surface (MJm
day?); and RH is the relative humidity (%).

5.3.5 Hargreaves Method

Hargreaves is temperature based method proposddalyreaves and Samani in

1982. The equation is given as:
ETo = 0.0023(Tmax — Tmin)0.5(Tm + 17.8)Ra (5.6)

where, Tmax, Tmin and Tm denotes maximum, minimuch @ean temperatures (°C); and

Ra is the extra terrestrial radiation of the croface (MJm? day™).
5.3.6 Thornthwaite Method

The Thornthwaite equation is proposed by Thornthevéli948). It is based on the
empirical correlation between changes in evapopiaaison and mean air temperature. The

eqguation is given as follows:

£ro = 16(2) (&) (2 572

Where ETo is the monthly potential evapotransmrafimm/month), Ta is the average daily

temperature (°C; if this is negative, use 0) ofti@nth being calculated, N is the number of
days in the month being calculated, L is the averday length (hours) of the month being
calculated. Where, | is the monthly heat index; @&nd estimated by the formula given

below:

a = (0.675x1077)I3 — (7.71X107°)I? + (1.792X1072)I + 0.49239 (5.7b)
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I=3%i2(Ta; / 5)V°M (5.7¢)
5.3.7 Blaney-Criddle Method

The Blaney-Criddle is the simple temperature basethod for the assessment of
ET. It is widely method applied before Penman-Mahtenethod. This equation only
considers changes in temperature for specific ¢mmdfor estimating ETo. The Blaney-

Criddle equation is given below:
ETo = p(0.46Tm + 8) (5.8)

where, p = percentage of average daily annual idag/ lhours due to the latitude of region;

and Tm = mean temperature (°C).
5.3.8 Model Evaluation Statistics

The inter-comparison of the ETo estimation methads estimated using the

following statistical measures

5.3.8.1 Mean absolute error (MAE, Johnson et 8032, given as

MAE =1 - zz—’%i:g:;: (5.9)
5.3.8.2 Root mean square error (RMSE), defined as

RMSE = \/ézll-v:l(Oi — Ei)} (5.10)
5.3.8.3 Sum of squares of errors (SSE), defined as

SSE = YN .(0i — Ei)? (5.11)

5.3.8.4 Coefficient of determination {Ris defined as the degree of collinearity between
observed and predicted data. The valuefeR between 0 and 1.

_ 2N, (0i-Ei)?

2 _
ke=1 2N, (0i-01)?

(5.12)

81



5.3.9 Sensitivity Analysis

To carry out sensitivity analysis of ETo with clititavariables, partial correlation
method is employed. It gives the correlation cagdfit (CC) between the variable y and its
factors (Wang et al., 2011). Correlation providesneasure of the strength of a linear
association between a variable and its effectingupater. Though, when the effecting
parameters are strongly correlated with each otbrelinary correlation technique cannot
give the accurate association between the varaidets factors (Janssen et al., 1992). The
partial correlation method has been proposed bynlarad Helton (1988) to address this
problem by removing the influences of other cotreéafactors. The partial correlation
coefficient (PCC) describes a linear relationshgiween the variable y and its factors x|
after discounting the linear effects on y of thmaging factors. The sensitivity coefficient
(S) is also calculated in order to determine th&poase of calculated ETo to selected
meteorological variables. Changes of model outpotstheir variability induced by change
in climatic variables (X) have been also evaluatddan values of climatic variables and
ETo values of each model have been calculated. Weenalculate the deviatiom) from
these means for the daily data of these variabidstlze ETo values, respectively. In order
to reach the best comparability between the effettshanges in all climatic variables,
values of each variable and ETo have been convartpdrcentage changes. The Sensitivity
Coefficient (S) has been calculated by the forngiven below:

AETo X

X — .
AX ETo (5.13)

S =

Where,AX is the relative change of model input value X &l o is the relative change in
ETo induced byAX. The coefficient of S represents changes in Eiduced by changing
meteorological variable (X). If S is 0.4, then a #increase of X would cause a 4 %

increase in ETo, while other climatic variables m@ain unchanged.
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Penman- Pan Evapotranspiration
—>| Monteith T
- Computation of Pan
»  Priestley- Coefficient (Kp) values
Taylor (Orang method, 1998)
v
Hargreaves Pan ET = Ep x Kp
Reference l
Evapotranspiration » Thornthwaite
(ETo) Performance Evaluation
» of models with Pan ET
> Turc
Blaney-
Criddle Sensitivity Analysis of
ETo with weather
parameters

Figure 5.1 Flowchart describing methodology for thegpresent study
5.4 RESULTS
5.4.1 Estimation of Pan Coefficient (Kp)

The ETo computed using Kp values obtained from @raethod. As this method of
Kp estimation gives more precise estimates of Edmpared to other empirical methods
viz., Allen and Pruitt, 1991; Cuenca, 1989; anddamy 1992 (Rahimikhoob, 2009). A non-
linear regression equation has been developed BpgJ1998) to estimate Kp for Class A
pan with green vegetation surrounding conditioner€fore, pan coefficient values for the
study area have been estimated using Orang methedstudy shows that the monthly Kp
values vary significantly from month to month (01#660.89) for the study area (Figure 5.2).
The highest Kp value is obtained for the monthuwy dvhereas it is lowest for the month of
November. The estimated monthly pan coefficienugsalfor the study area are considered
to be more appropriate than the Kp values (0.60)d@ Class A pan mentioned in FAO-24
document (Doorenbos and Pruitt, 1977). The panficaeit values differ by -6% to 21%
when compared with FAO-24 tabulated Kp values.
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The estimates of E™ using tabulated FAQ4 Kp values andthose using Orang
method base#p values are plotted inigure 5.3. Use of thEAO recommendevalues of

Kp result in oveestimaion of the monthly ETo values d1.8% to 56.% (Figure 5.3).

The Kp values given in FA-24 are based on generdiimatic conditions. Thus for
accurate estimation of ETo from pan evaporatioa,déie estimated Kp values considel

local climatic conditions should used for the stadga.

—&— Calculated Pan coefficient (Kp)
—a— Average Recommended Kp values
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Figure 5.2 Monthly variation of pan coefficients
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5.4.2 Comparison of ETo Methods

To measure the consistency and accuracy of ETdaust the estimates
obtained from different methods have been compari#idl pan evapotranspiration values
(ETp). Performance evaluation of ETo methods hasnbdone using four statistical
parameters viz., Mean absolute error, Root meaarsgerror, Sum of Square Error (SSE)
and coefficient of determination {R Figure 5.4 shows the monthly average reference
evapotranspiration values using different methadgHe study area. Almost all the methods
show the same trend throughout the year. The Pehhoateith estimates the higher
reference evapotranspiration in all the monthsoWld by Hargreaves and Thronthwaite
method. Figure 5.5 shows the mean daily referencaparanspiration and annual
evapotranspiration values estimated by differenthods for the study area. The annual
reference evapotranspiration values reveal thelainprototype. The Penman-Monteith
method based ETo values are close to pan evappirainen (ETp) values. Whereas the
estimates of ETo using Preistly-Tyalor and Blaneid@e methods give relatively lower
values than pan evapotranspiration values (Figut¢. 3 he estimates indicate that the
values of ETo in the Seonath River Basin range ft@&30.43 mm/year to 1819.33 mm/year.
Among the six methods, the Penman-Monteith, Hakgga Thornthwaite and Turc,
methods illustrate high correlation with reasonadrers (Table 5.2). However, Penman-
Monteith method is found to be suitable for estin@ETo in the study area as it gave the
closest estimate followed by Hargreaves, Thornttevand Turc methods. Penman-
Monteith method showed the highest correlation favder errors among all the methods
used in the present study. Thus estimates of esasgiration obtained using Penman-
Monteith method are considered more accurate ahable If the records of relative
humidity and wind speed are not available then Hages and Thornthwaite models can be
applied because the capability of both the methodstimating ETo is more or less similar
for the study area. These is in agreement withréselts of the study by Toriman et al.
(2009) for North Kedah, Malaysia indicated that tfbornthwaite method provides
reasonable estimates of ETo in absence of relativeidity and wind speed data. Thus,
from Table 5.2, it can be seen that the pan evapspiration values show reasonable
correlation coefficient with Penman-Monteith, Hagves, Thornthwaite and Turc methods
indicating that the estimates are reliable. Thessfoonsidering the pan evapotranspiration
(ETp) values, the Penman-Monteith, Hargreaves dranthwaite methods performed well
with low value of RMSE, MAE, SSE and high corredaticoefficient. Further, the analysis
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revealed that the estimates of ETo obtained usitandy-Criddle and Priestly-Taylor
methods are comparatively poor. Further to studyithpact of key climatic variables in

calculation of ETo, sensitivity analysis is reqdire

B Pan ET
B Penman-Monteith

S B Hargreaves
i B Thornthwaite
L I Priestley-Taylor

I Blaney-Criddle
H Turc

Pan ET (mm/day)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Months

Figure 5.4 Monthly average reference evapotranspit#éon (ETo) for the study area
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Figure 5.5 Mean and Annual Reference Evapotranspin#on for Seonath basin
Abbreviations

P= Pan evaporation method; PM= Penman- MonteitthooketH= Hargreaves method; PT= Priestley Taylor
method; BI-Cr= Blanney-criddle method; Turc= Turefdod; Thron=Throntwaite Method
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Table 5.2 Errors and correlation between Pan ET andther ET models for Seonath

basin
Methods R RMSE MAE SSE

PM 0.962 0.803 0.647 0.659

H 0.878 1.194 1.077 1.137

PT 0.614 1.228 0.932 0.985

BI-Cr 0.406 1.237 0.981 0.159

Turc 0.776 1.062 0.750 0.922

Thron 0.857 1.393 1.362 1.279

5.4.3 Sensitivity to Climatic Parameters

The partial correlation method is employed to inigede the correlation between
ETo and major meteorological variables (Maximum afidimum Temperature, Relative
Humidity and Wind Speed) in the Seonath River Ba$able 5.3 provides a summary of
the correlations between ETo and major meteoroibgiariables on annual and seasonal
scales in the Seonath river basin. The negativepasdive partial correlation coefficients
indicate that positive and negative relationshixistebetween ETo and the meteorological
variables. The larger the values of coefficieng #ironger correlations exist between ETo
and the meteorological variables, and the larger itifluence of the corresponding
meteorological variable on ETo. In the Seonath rribasin maximum temperature is
dominating factor in estimation of ETo at seasoaatl annual scales. As temperature
increases, ETo also increases due to low humiditiié atmosphere, large amount of water
would be lost from the surface and from plant celigissues. Relative Humidity followed
by wind speed is another important driving varialole ETo during the year and in all the
seasons (Table 5.3). The overall result indicttas the temperature has major effect on
ETo and it is least effected by rainfall. Figureés Sepresents the results of sensitivity
analysis of monthly ETo with key climatic variabld$he analysis shows that the maximum
temperature has maximum effect on the estimatioeTad followed by relative humidity

and wind speed. The minimum temperature is fouagtlsignificant compared to above
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variables. On monthly time scale, sensitivity cmééht (S) shows large variation during a
year for all the months. The similar results havso abeen reported by Hupet and
Vanclooster, 2001; Gong et al., 2006 and Ligiaalet2008. The maximum temperature has
the highest sensitivity coefficient (S) during Asgudollowed by September and July. The
similar patterns of sensitivity coefficients folatve humidity, wind speed and minimum
temperature have also been obtained. On annua, shal spatial distribution of sensitivity
coefficients for key climatic variables has beeagented in Figure 5.7. The sensitivity of
ETo to maximum temperature is highest with S of7 ¥at Bilaspur station which indicate
that ETo would increase by 17.7 % in response&dlth% rise in maximum temperature if
other meteorological variables remain constant. il8ity, the sensitivity of ETo to
maximum temperature is notably highest for all sketions the value ranges from 1.54 to
1.77 (Figure 5.7). However the next variable wretfects ETo the most is relative humidity
(RH). The value of S is highest for Rajnandgaotiaia-1.28) which means 10% decrease
in RH causes ETo to increase by 12.8%. Therefonssiom of relative humidity and wind
speed (eg. Temperature based methods) in empimicalilae can thus be important reason
of uncertainty in ETo estimation. From the previgestion Penman-Monteith is best suited
method for our study area followed by Hargreaves Bmronthwaite methods. But from the
results of sensitivity analysis the ETo is sensitio relative humidity and wind speed also.
Therefore, it is recommended not use these two edsthas they donot taken into
consideration the relative humidity and wind sppathmeters for ETo calculation.

Table 5.3 Correlation Analysis of ETo with Meteorobgical Variables (Temperature,
Rainfall, Relative Humidity and Wind Speed) in Seoath River Basin

Parameters Annual Monsoon Winter Summer
Temperature (Max,°C) 0.9501 0.9373 0.9839 0.7141
Temperature (Min,°C) 0.5874 0.6289 0.8121 0.6438
Rainfall (mm) 0.1086 0.0816 -0.0501 -0.0353
Relative Humidity (%) -0.8117 -0.8169 -0.8916 -0.7303
Wind Speed (km/hr) 0.7324 0.7298 0.7015 0.7346
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5.5 SUMMARY

The complexity and inaccuracies in ETo estimatiftaroappear as major constraints
in developing effective water management stratedgies maintaining crop water
requirement. Therefore in the present study, sio EEBtimation methods have been
compared with pan evapotranspiration (ETp) valoeshbw the reliability of different ETo
estimation methods. The analysis revealed thaethee significant variation in the ET
estimates obtained using different methods. Them@erAVionteith method is found to be
suitable for estimating ETo in the study area agaite the closest estimate with ETp

followed by Hargreaves, Thornthwaite and Turc mdgho

The monthly Kp values have also been estimatedhfoistudy area. The Kp values
vary from -6% to 21% when compared with the averaglees of Kp values given in the
FAO-24 table for Class A pan. Thus for accurateessment of ETo using observed pan

evaporation (Ep) data the computed Kp values feistbdy area have been used.

The analysis indicates that the estimation ETerssive to maximum temperature
followed by relative humidity and wind speed. Thetimates of ETo are found least
sensitive to minimum temperature in Seonath rivasim Therefore Hargreaves and
Thornthwaite methods may not be reliable for ediibmaof ETo for the study area though
they have good correlation values with pan evapspmation (ETp) values. The present
study is considered to be useful in selection ofnime for estimation of ETo according to
the desired accuracy of estimated ETo for spegqifiqppose and availability of observed

meteorological data.

Keeping in the view of research objectives, thet mapter deals with study of Crop
Water Requirement (CWR) and Irrigation Water Regmient (IWR) for major crops in

Kharif and Rabi seasons in Seonath basin and asalygends in ETo and IWR.

90



CHAPTER 6

LONG TERM TREND ANALYSIS TO DETECT CHANGE IN
IRRIGATION WATER REQUIREMENT (IWR)

Surface irrigation schemes comprise of i) surfaterage and/or diversion
structures, ii) irrigation water distribution, iigrainage network, iv) on farm development
works etc. These schemes involve huge investmecdmfal and other resources. Irrigation
schemes are planned to serve the purpose of pngvatiequate, timely and reliable water
supply for the crops to meet their irrigation watequirement over the life of project
(usually 50 to 100 years). Irrigation water regoiemts of crops are based on average
fortnightly or monthly climatic data. Over the yeeariability is not considered in the
irrigation schemes and also, it is assumed thigfation water requirements shall be same

over the years.

Planning horizon of such schemes typically rangenf50 years to 100 years
during this period change may occur in the regiatahate and therefore irrigation water
requirements may also change. On supply side, watglability for irrigation may also be

adversely affected.

This Chapter presents the study of long term wsemd Irrigation Water
Requirement (IWR) of Seonath River Basin. The obiaf divided into two sections. First
section presents estimation of reference evapginati®n (ETo), crop coefficient, crop
water requirement (CWR) and irrigation water regoient (IWR) and the second section

focuses on the long term trend and variability gsialof ETo and IWR.
6.1 INTRODUCTION

Water resources management plays a key role iheségviculture and sustainable
environment. Reliable assessment of evapotrangpiret important for managing the water
resources efficiently in agriculture. Evapotranapan is a key climatic factor for proper
irrigation scheduling and appropriate water allaratfor various uses (Al-Ghobari, 2000;
George et al., 2002; Dinpashoh, 2006). ETo is atfan of climatic variables thus, it may
be affected by changes in climatic variables. Sdvergion specific studies have been
conducted in various parts of the world to deteetrends and variability of meteorological

variables.
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In Chhattisgarh State of India, 80% of the populatdepends on agriculture for
livelihood. Crop production in the region is oftadversely affected due to randomness in
spatial distribution and magnitude of rainfall, dmehce in water availability for crops. Due
to changes in pattern of rainfall and evapotramasioin (ET), the paddy cultivation in the
basin comes under water stress from time to timetwhltimately affects the crop yield.
Therefore, understanding ETo dynamics will be caitifor managing local water resources
and food security issues. Hence, assessment gation water requirement (IWR) at the
micro-regional level and its impact on agricultisenecessary for developing strategies for
mitigation of water stress in the basin. Keepinig ih view, an analysis is carried out to

determine the long-term changes, in ETo and IWRtdwdanges in climatic variables.

6.2 METHODOLOGY
6.2.1 Estimation of ETo

The Penman-Monteith (PM, 1965) method suggestedASsy is one of the widely
used methods for determining ETo (Tabari et al1120Nang et al., 2011). From the
discussion presented in previous Chapter (Chaptat bas emerged that the Penman-
Monteith method is most suited for our study arBarther, this method has added
advantage of being physically based and expligitigorporates both physiological and
aerodynamic parameters (Xu et al.,, 2006). The Ed® lteen estimated using records of
meteorological variables for eight stations vidaBpur, Rajnandgaon, Korba, Durg, Raipur,
Kanker, Dhamtari and Jhanjgir-Champa. The long tdata for the period from 1960 to
2010 has been used to estimate ETo.

6.2.2 Determination of CWR/IWR

IWR is the amount of water stored as soil moistuvlich is essential
consumptively for crop production (USDA, 1970)isliestimated by subtracting the quantity
of water available to the crop through rainfall.irainfed irrigation, from the crop
evapotranspiration. Thus, IWR includes assessmiergference evapotranspiration (ETo),
crop water requirement (CWR), and effective preaipn. CWR is an empirical estimate of
the total quantity of water required for a crop wtio in an area under known climatic
conditions so that crop production is not limitedlack of water. CWR is calculated using
ETo and a crop coefficient (Kc), as follows (USDI®93; Doorenbos and Pruitt, 1977):

CWR = Kc x ETo (6.1)
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Where, CWR = rate of crop evapotranspiration in rfim= crop coefficient relating actual
crop evapotranspiration, ETo = reference evapagpigatson for reference crop in mm. Kc is
a factor that relates ETo to CWR. Here, the grovgagson for a particular crop is divided
into four stages and crop coefficients are deteechiat defined increments throughout the

growing stage.

The crop coefficient (Kc) is defined as the raifothe crop evapotranspiration to
the reference evapotranspiration when the soibserfs dry but transpiration is occurring at
a potential rate, i.e. water is not limiting tramgpon (Allen, 2000). Therefore, Kc
represents primarily the transpiration componerthefcrop evapotranspiration (ETc). The
Kc given in FAO-56 include only single values fach stage i.e., Kc mid and Kc end. The
Kc values associated with a standard sub-humidaténtonsider the minimum average
daytime relative humidity (RH) of 45% and wind speed ranges from 1-3 m/s anchgee
value of 2 m/s. In FAO-56, Table No. 12 Kc valuésabout 80 crops are listed. FAO-56
table No. 12 represents the recommended valuesthEaregion where average minimum
relative humidity is different from 45% and windesal is different from 2.0 m/s, the Kc
values given in FAO-56 for mid season and late@eaalues must be adjusted according to
the local climatic conditions. The Kc values foetimid-season and late season stages are

adjusted using the following equation:
. n\03
Kemia = Kcrocommendea + [0.04(Uy — 2) — 0.04(RHmin — 45)] (g) (6.2)

Where, KcommendedS the recommended Kc value by FAO-56 (Allen et E98),

U, the wind speed at 2 m height (m/s), RHhe minimum relative humidity, and h the
mean height of crop during the mid-season or latsan stage (m). After adjustment, the
daily Kc value is determined by assuming Kc to beastant during the initial and mid-

season stages and assuming linear relationshipebetwhe Kc value at the end of the
previous stage (Kc, prev) and the Kc value at tbgirming of the next stage (Kc, next)
during the crop development and late season stagesdaily Kc values during the crop

development and late season stages could be daltas:

i‘Z(Lprev)

Lstage

Kci = chrev + [ J(Kcnext — chrev) (6.3)
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Where, i is the day number within the growing seagh 2, 3 ... length of the growing
season), Kci the crop coefficient on day didethe length of the stage under consideration

(days), and (Lprev) the sum of the lengths of edvpus stages (days).

Effective Precipitation (Pe) is the amount of pp#eition that is available to meet the
evapotranspiration requirements of crops andastsnated as (USDA, 1970):

Pe=R/125* (125-0.2 *R) (R < 250 mm) 48
Pe=125+0.1*R (R> 250 mm) (6.4b)

Where, Pe = monthly effective precipitation duritige crop duration in mm and R =
monthly precipitation in mm. IWR is computed asldols (USDA, 1970). The effective

rainfall for crop growing period (Pe) has beenmated on pro rata basis.

IWR = CWR — Pe (6.5)
Where, Pe = Total effective rainfall for a growipgriod for a given crop, in mm.
6.2.3 Statistical Test for Trend and Variability Analysis

The non parametric Mann-Kendall test is used teaehe trend and Theil-Sen’s
Slope Estimator is used to estimate the trend madmi The variability in climatic
parameters has been detected by statistical meaanmed coefficient of variation (CV).
The detailed procedure and formulae of above meetictatistical methods are described
in Chapter 4. The procedure of the present studybkan summarized in flowchart given in
Figure 6.1.
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Figure 6.1 Flowchart represent methodology of thetsdy

6.3 RESULTS

6.3.1 Computation of ETo, K¢, CWR, IWR

The ETo has been computed with the Penman-Mon(Bith) method using the

CROPWAT 8.0 software employing daily temperatureXmum and minimum values),

solar radiation, wind speed and relative humidRyH] data of eight meteorological stations
located over the Seonath River Basin. Table 6.1crides the statistics of hydro-

meteorological variables.

Daily data series of meteorological variables mlyircropping period have been
used to compute CWR. The major part of the bastoiered by agriculture (76%), it can

be described as an agricultural basin figure degiad Chapter 3. The major crops of the



basin are Paddy in Kharif season and wheat and surpaddy in Rabi season as shown in
Figure 3.2 in Chapter 3. CWR is computed for edalyes of crop growth period, and then
summed up to compute total crop water requiremantnfajor Paddy crop of Kharif season.
Similarly, CWR for wheat and summer paddy of Radason have been estimated for the
period from 1960-2010. The effective rainfall (Be}he study basin has been computed for
all the eight stations using Eq. 6.4a and b. Fnétle IWR is computed for both the seasons
separately as a difference of CWR and Pe (IWR= CW¢R-Monthly rainfall, ETo and
estimates of effective rainfall and details of was growth stages of major Kharif and Rabi

season crops are presented in Table 6.2.

In order to estimate CWR, the crop characterisiasd to be considered. The crop
characteristics are represented in the form of cagdficient (Kc). The Kc is different for
different growth stages i.e. the initial stage, @lepment stage, midseason stage, and the
late season stage. The average Kc values for pasdgat, summer paddy have been
estimated for different growth stages and compamgti typical ranges of Kc values
reported by the FAO-56 under the standard condit{@oorenbos and Kassam, 1979). The
Kc values suggested in FAO document (Paper NoT&ble No. 12) for paddy, wheat and
summer paddy are 1.10, 1.20 and1.05; 0.3, 1.150&)d.50, 1.05 and 0.70 for the initial,
mid-season, and late season stages, respectivedyaove Kc values have been adjusted
using Eq. 6.2 for the climatic conditions of thadst area. After adjustment, the Kc values
of Kharif paddy, wheat and summer paddy in theahimidseason, and late season stages
are used to determine daily Kc values. The dailyvidluies are determined using Eq. 6.3,

and the crop coefficient curve could then be drasigiven in Figure 6.2.

Figure 6.2 presents the average Kc values foerdifft crops compared with FAO-
56 recommended Kc values. For Kharif paddy, Kc edhr different crop growth stages
differs by -1% to -15% with respect to FAO recomuhesh Kc values whereas for Wheat
and Summer paddy (rabi crops) difference ranges 2% to -16% and -9% to -23%
respectively with respect to FAO recommended Kaesl(Table 6.3). In case of Kharif
paddy, the Kc value considerably differs from FA€@ammended Kc value for initial stage
only. The value of Kg; is affected by the evaporating power of atmosphmegnitude of
wetting event and time interval between wettingnev@he wide variation in Kc values
during initial stage of Kharif paddy is due to flaet that during this period (i.e., 19une to
10" July) decreasing evapotranspiration rate for thiiree basin (discussed in Chapter 4)

cause lower value of Kg than the FAO recommended Kc values. During thisode
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decrease in evapotranspiration is observed for ghtre Seonath basin due to low
temperature and low wind speed magnitude and iser@a relative humidity (Table 6.1)
compared to FAO standard climatic condition. Thinested values of crop coefficients for
rabi wheat and summer paddy at developmental stiifer significantly from those
suggested by FAO. These differences can be atdbud factors such as higher
temperature, lower relative humidity, different tordrs, and increased soil evaporation
(FAO-56). Also the Kc values for rabi wheat and suen paddy during crop developmental
stage are lower than the FAO Kc values, becausadhal field conditions are drier than
the standard conditions referred in FAO documeie &ctual field conditions (Seonath
river basin) are drier due to rise in winter tengpere, decrease in relative humidity and in
turn increase in evapotranspiration of the basiihus, the dry condition during this stage
corresponds to the decrease in Kc value.

The adjusted Kc values are lower than those stegdy FAO-56 for each crop
during the different crop growth stages. This isintyadue to humid climate of Seonath
river basin and lower mean wind speed (1.7-1.0 mfg) higher mean minimum relative
humidity (79-41%) during Kharif and rabi season.efidfore, it is recommended to use
adjusted Kc values for accurate estimation crogwva@guirement.

6.3.2 Implication for Irrigation Planning

The CWR estimated using FAO recommended Kc vawessignificantly higher
as compared to CWR estimated by region specific utues (Figure 6.3). This
overestimation of CWR implies lower irrigation areampared to the area which can be
realistically brought under irrigation. For eg650 mm of CWR which is estimated using
FAO recommended Kc values irrigates 1 ha of rie&dfiHowever with the same depth of
CWR (650 mm) more area would be under irrigatiod arcrease in aggregate returns if
CWR is estimated using site specific Kc values.réfoge region specific Kc values play an
important role for better use of existing irrigatidacilities and economic planning and

management of any irrigation project.

6.3.3 Effect of Climate Change on Kc Values

Since Kc value can vary significantly with the nba in meteorological variables
therefore estimates of Kc values under climate gbatenario have been determined for

the study area. The Kc values for three crops Kiaarif rice, rabi wheat and summer paddy
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have been calculated for future period of 2011-2(Fdgure 6.4). As seen in Figure 6.4 a, b

and c, the Kc values for future period are closEA® recommended Kc values. The future

Kc values are relatively higher when compared witesent estimated Kc values. This is

because increase in precipitation in the futurenage would cause increase in wetness

condition of soil surface (Figure 6.5). Therefooe future years, FAO-56 recommended Kc

values are well suited for the study area.

Figure 6.6 depicts the monthly variation of averaginfall and evapotranspiration

(ETo) in the basin. In this Figure, ETo is seerbéohigher than rainfall during January to

June and during October to December, indicatingemaquirements for irrigation, that is,

IWR, during these periods. However, during the ri@mg period (i.e., from the beginning

of July to September) the monthly rainfall is mtdran ETo and therefore, IWR may be low

or negligible during this period, or it may be neédfor prolonged dry spells during

monsoon season, if any.

Table 6.1 Statistic of (seasonal) meteorological vables used for the computation of ETo,

CWR, IWR

Meteorological Kharif Season (Late June to October) Rabi Season @NVember to April)
Variables/Parameters

Max Min | Average SD Skew| Max | Min | Mean| SD| Skew
Rainfall (mm) 1303.6| 599.67 879.93 168.42 0.64 184|53 11.16 79.82.6| 0.23
Minimum Relative 72.97 | 69.01 71.44 0.84 -0.82 50.51 48|05 49.28 0.6213
Humidity (%)
Temp (Max, °C) 33.05 | 31.20| 32.18 0.46 -0.1p 3178 29|76 3069 04713
Temp (Min, °C) 24.34 | 2257 | 23.34 0.38 0.3 16.81 15|03 16/06 (04614
Sunshine (hrs) 9.50 0.30 5.25 3.03 0.11 10.10 450 873 126 -1
Wind Speed (km/hr) 16.40 | 1.33 6.14 2.09 051 250y 078 359 345 5
Effective Rainfall(mm) 693.56| 395.84 547.75 61.94 0.12 17459 11.08 75.96.6| 0.18
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Table 6.2 Average monthly values of rainfall, Pe ahETo for the computation of CWR/IWR

Months Rainfall Effective Reference Cropping Season
(mm) Rainfall Evapotranspiration
(Pe, mm) (ETo, mm)

June 175.509 114.772 202.777
July 268.483 141.227 131.125
August 255545  137.429 117.659 Kharif Season
September | 139.842 97.766 121.764 (Mid June-Oct)
October 43.123 36.779 138.993
November 10.008 9.182 121.302
December |  8.939 8.271 108.062 Rabi Season
January 12.791 11.814 111.575 (Nov-Mid Apr)
February 13.809 12.787 126.117
March 16.560 15.223 184.881
April 19.191 17.697 213.835 Non Cropping seasord(
May 35.556 31.633 241.238 Apr-May)

Mi

Table 6.3 Percentage change in computed Average preoefficient (Kc) values with FAO

recommended Kc values at different growth stages ahajor crops in Seonath River Basin.

Major Percentage change in Computed Kc value and FAO Kalues

Crops of

Seonath Percentage Change| Percentage Change in| Percentage Change | Percentage Change
Basin in Kci, compared Kcgey cOmpared with in Kc g compared in Kceng compared

with Kc recom KCrecom with Kc recom with Kc recom

Paddy -15.2¢ -2.3C -4.8C -1.31
Wheat -2.43 -16.31 -3.39 -3.42

Summer -9.38 -23.22 -15.2¢ -15.4%
Paddy
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6.3.4  Reference Evapotranspiration Trend

The Mann-Kendall's test is applied to detechdi®in reference evapotranspiration (ETo)
for all the selected stations falling in SeonatkdRibasin, Chhattisgarh. The spatial distributibn o
trends in annual and seasonal ETo is shown in €i§uf. From Figure 6.7 the increasing trend is
observed for all the seasons except for summeloseakich shows non-significant decreasing
trend. For annual series significant increasingdrbas been observed in the stations located in
Southwest part of the study area. However non-&igmit increasing trend of ETo are found in
other parts of the study area. On the seasonat sagje differences are found in the spatial
distribution of trends in ETo. For the summer seabe most of the stations shows non-significant
decreasing trend (Figure 6.7 d). The summer ETodea&seasing trend because of decrease in
maximum temperature and increase in relative huynalier Seonath basin during summer season
(discussed in Chapter 4). For the winter monthse@sing trends of ETo have been observed for
stations located at Raipur, Kawardha, Jhajgir-Creaanpd Damtari (Figure 6.7 c). The rest of the
stations showed non-significant increasing trenthe Tmonsoon season exhibits significant

increasing trend of ETo. However, the trends aadjilr district are found to be non-significant
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increasing (Figure 6.7 b). The monsoon season ghomee similarities in the spatial pattern with
respect to annual ETo. The percentage of statiorike study area exhibiting rising and falling
trend using MK test are presented in Figure 6.8hémonsoon season, significant rising trends of
ETo exhibits in 92% of the stations. However nagngicant increasing trend of annual and winter
ETo values are found in 67% and 58% of the statioespectively. Non significant decreasing
trends in 87% of the stations could be noticeduimmer ETo values (Figure 6.8). Overall annual,
winter and monsoon ETo values have increasing sremdhe basin. However, ETo in summer
season showed decreasing trend.

The monthly ETo trend for each month are givenabl& 6.4. Both upward and downward
trends are evident in different stations and man#&imost all the stations exhibit significant
increasing trends from September to November exfoe@ilaspur station. The estimates of ETo
for the months of December, January, February, datyy August show non-significant increasing
trend. However significant increasing ETo trend énaamerged for the months of August,
September and October. The Kharnbps have maximum growth (developmental stagahduhe
month of August and therefore more water is tramspfrom the plant canopy. In summary, the
results show that the average monthly ETo for theog of 51 years has significant increasing
trend for September, October, November (Table 6.4).

Figure 6.9 shows trend magnitude of monthly es@émaif ETo. The decreasing trend
magnitude is noticed for March, April and June aest of the months show increasing trend with
highest magnitude for the month of August followeg September and October. Figure 6.10
shows the percentage change in ETo over 5lyeaks.péhcentage change is highest for two
districts viz., Rajnandgaon and Kanker. Howevedadgiur district has emerged with lowest
percentage change in ETo with the magnitude rangetgeen 0.91% to 4.61%. Overall result
indicates that the ETo value have increased in &bdRiver Basin over the period of 51years.

The overall trend and percentage change for aremlseasonal ETo of the basin have
been summarized in Table 6.5. The increasing treadnitude and percentage change on annual
and seasonal ETo have emerged very clearly exoemuimmer season which show decreasing
trend. This may be due to decreasing trend in summaximum temperature in study basin
(discussed in detail in Chapter 4). The significamdreasing trends in ETo values have been
observed for monsoon and winter season (TableGakimn 2). The percentage variability in ETo
values have been found highest for monsoon folloedinter season (Table 6.5, Column 4).
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Table 6.4 Monthly ETo trends by Mann—Kendall test Bold value indicates significant level)

Months | Raipur | Bilaspur | Durg | Dhamtari | Kanker | Kawardha | Korba | Rajnandgaon
Jan 0.31 0.16 0.7% 0.90 0.83 0.82 1.31 0.19
Feb 0.10 0.52 0.22 0.27 0.59 0.04 0.67 0.35
Mar -0.88 -0.91 | -0.86 -0.53 0.02 -1.00 -1.41 -0.48
Apr -0.40 -0.31 | -0.56 -0.25 0.03 -0.79 -0.94 -0.64
May -0.36 -1.45 -0.04 -0.04 0.34 -0.24 -0.49 -0.03
Jun -0.17 -3.22 | -0.60 -0.31 -0.24 -0.91 -0.81 -0.72
Jul 2.06 1.31 1.23 1.66 1.84 0.37 0.10 1.42
Aug 2.35 1.53 2.60 2.79 3.28 2.15 1.86 2.97
Sep 3.24 091 | 3.15 3.38 3.29 3.23 2.89 3.04
Oct 2.69 2.10 2.10 2.03 2.00 2.14 223 191
Nov 0.73 1.70 0.74 0.40 0.38 1.26 1.03 0.73
Dec 0.61 0.84 0.15 0.33 0.66 0.05 041 0.05
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Table 6.5 Results of regional average annual andasonal ETo for entire Seonath Basin

Seonath River| Z-values | Sen’s Slope| % Change over | % Variability over 51
Basin MK B) 51 year year
Cal.1 Coal.2 Col.3 Col .4
Annual 1.56 13.14 1.43 1.17
Summer -0.43 -10.51 -0.78 2.01
Winter 1.96 21.02 3.08 2.77
Monsoon 2.37 22.0 3.07 2.88

Bold value indicates significant increasing/decimg$rend

6.3.5 Analysis of Annual ETo Variability Pattern

Knowledge on the variation in ETo is essential fragmicultural point of view for precise
estimation of supplemental water requirements. Shely of ETo variability pattern using
Coefficient of Variation (CV) for a period of 19610 (51 years) for Seonath river basin
indicates that the inter-annual variability is hegh for the entire river basin (Figure 6.11). The
highest (3.4-3.6%) annual ETo variability is seprstations located at southern part of the basin
while rest of the stations exhibits almost samerianhnual variability ranges from 1.0%-1.8%.

Overall it can be stated that high variation in EJ observed for the entire Seonath River Basin.
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Figure 6.11 Spatial distribution of inter-annual vaiability of annual ETo (CV)

6.3.6 Trends in Irrigation Water Requirement (IWR)

The estimated annual IWR is shown in Figure 6ltl@an be seen from the figure that
IWR has generally increased for the entire studyode The IWR of the Kharif Paddy is
relatively higher for the later stage of the cropwgth period. For Rabi cropping season (wheat
and summer paddy) it has been found that the redjiiirigation Water Requirement (IWR) is
of the same order throughout the growing seasort, rbarginally higher during the
developmental stage. The overall IWR at annual 8tees indicated the irrigation requirement
to be more for Rabi crops (Figure 6.13). Over&lg analysis of long term IWR has revealed
that the water requirement for agricultural cropsmost parts of the study area have shown

increasing trend.
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6.3.7 Changes in IWR over the period 1960-2010

In order to detect changes in IWR, the MK-test &ed's slope have been used for the
51-year period (1961-2010). Changes in IWR are dtigated for Kharif (Paddy) and Rabi
(wheat and summer paddy) cropping seasons usingonoébgical data for eight weather
stations within the basin. The estimates of IWR Kdwarif Paddy growing season in all the
stations have increasing trend except for KorbaostaThe estimates of IWR for Korba basin
have indicated non-significant decreasing trendyfé 6.14a).For the Rabi season IWR trend
is indentified for two crops wheat and summer padelyr wheat crop, significant increasing
trends of IWR have been found for five stationg(vBilaspur, Raipur, Durg, Dhamtari and
Rajnandgaon) and the increasing trends have beerd faon-significant for three stations
(Korba, Kawardha and Champa). Similarly for sumpeldy significant increasing trend have
emerged for upper half (northern parts) of the rbaghereas the estimates of IWR for lower
half (southern part) of the basin show non-sigaifiicincreasing trend (Figure 6.14 b, c). The
percentage of stations with rising and falling tteés shown in Figure 6.15. For Kharif season
positive trend have been detected in 88% of thiost and remaining 12% of the stations
showed decreasing trend. For rabi wheat crop asalgsealed that the significant increasing
trend are dominant, (with 63% of the stations). Yéhs, for summer paddy 50% of the stations
show significant increasing trend and rest 50%tatshows non-significant increasing trend
(Figure 6.15).The IWR for Kharif and Rabi seasoresiacreasing at the rate of 3.627 mm/yr
and 1.264 mm/yr respectively. These changes amactesized by a relative increase in IWR
by 47%, while rabi IWR by 23%. The change in magphét of IWR for Kharif and Rabi crops
for each station are presented in Table 6.6. Amini@gcrop growing seasons, the highest
absolute maximum values of percentage change hanezged during Kharif season. This
highest percentage change in Kharif IWR is likeby tave significant adverse impact on
rainfed agriculture in future. This may necessittdting the existing focus from irrigation in
Rabi season to supplemental irrigation in Kharib{rsoon) season crops.
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Table 6.6 Sen’s Slope of Monsoon and Post MonsodWR over the period of 1960-2010

. . Rabi IWR
Kharif IWR Rabi IWR (Wheat)
(Summer Paddy)
Station Sen’s Sen’s % Sens Slope
% % Change
Slope @) Slope §) | Change (B)
Change

(mmlyr) (mmlyr)
Raipur 0.869 30.973 0.565 9.299 0.567 6.438
Bilaspur 1.726 23.087 0.0156 0.289 0.003 0.0386
Durg 3.627 7.313 0.0570 0.869 0.048 0.51%
Damtari 0.366 48.371 0.597 9.807 0.628 7.121
Champa 1.894 28.406 0.218 3.487 0.258 2.842
Kawardha 1.082 29.533 0.190 3.563 0.201 2.54p
Korba 0.460 10.699 0.429 9.608 0.417 6.138
Rajnandgaon 3.671 47.092 1.264 22.853 1.236 15.090
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6.4 SUMMARY

This chapter presents the estimates of ETo, CWRIAR including determination of
region specific crop coefficients and effectivenfall. The ETo has been computed using FAO-56
Penman-Monteith method. The crop coefficients dudrop growing season and CWR have been
computed for major crops viz. Kharif Paddy, whead aummer paddy. The climatic condition of
Seonath river basin (study area) differs from ttendard climate considered in FAO paper-56
(Allen et al., 1998) because of lower mean windesp€l.7-1.0 m/s) and higher mean minimum
relative humidity (79-41%) during Kharif and raleiason. Hence, the adjusted Kc values are lower
than those suggested by FAO-56 for each crop duhieglifferent crop growth stages. The CWR
computed using Kc in FAO-56 gives significantly fdient (higher) values. It is therefore
recommended to use adjusted Kc values for accastit@ation crop water requirement.

The Mann-Kendall (MK) and Modified Mann-Kendall (#K) tests are applied to detect
the trend in annual, seasonal and monthly ETo ¥Wid estimates over 51 years (1960-2008) in
the Seonath River Basin, Chhattisgarh (India). $lopes of trend lines are computed using the
Theil-Sen’s slope estimator. The increasing tendsTio have been found for winter and monsoon
season except for summer season which shows noifisagt decreasing trend. Annual analysis
of ETo series indicated that the increasing tr&wlthe monthly time scale, increasing trends have
been identified in ETo values in majority of themtfts. The significant positive trend magnitude
is found for the months of September, October aadeihber. The Coefficient of Variability (CV)
revealed that inter-annual variability of ETo haib high in the whole river basin. The southern
part of the basin shows highest variability (3.898).

The analysis has revealed that IWR has incredsamgls for Kharif Paddy crop as well as
for Rabi season crops (wheat and summer paddy)ravthe results of this study showed an
increase in irrigation water requirement, becaussaease/change in meteorological variables
(viz., rainfall, Tmax and Tmin, relative humiditp@ wind speed). Therefore, changing irrigation
requirement appraisals presented in this study avbel useful for future irrigation management
systems for the Seonath River Basin.

In the next chapter an attempt has been made telaw the Curve Number (CN)
parameter of the SCS-CN methodology with IWR ineori investigate a simple methodology for
determination of CWR and IWR using rainfall runoécords. To this end, a model is explored
between potential maximum retention (S) and ETd, the dependence of ETo on S will be used
for correlating S with IWR.
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CHAPTER 7

RELATIONSHIP BETWEEN IRRIGATION WATER REQUIREMENT
AND SCS-CURVE NUMBER

This chapter presents the development of simpleeinimdl estimation of Irrigation
Water Requirement (IWR) and Soil Conservation Serg@urve Number (CN). To this end

the proposed model is validated using large rdunaloff dataset of Seonath river basin.
7.1 INTRODUCTION

Irrigation Water Requirement (IWR) is one of the shanportant components for
regional water budget and one of the key measuresnfen planning and management of
water resources. It is of significance to assessathount and changes of IWR especially for
those areas where the conflicts between water dégsnand supply are serious. The study
site is Seonath Rivers Basin falling in Chhattibg&tate of India. Nearly, the livelihood of
80% population in the study basin depends on dtwieu The basin receives an average
annual rainfall of the order of 1255 mm. Nearly 8&oannual rainfall is received in
monsoon period i.e., June-September. The averagkltan non rainy season (October-
May) is insignificant and it is only 12% of the amah rainfall. Therefore the basin often
faces dry conditions during winter and summer semstt often encounters with water
shortage in rural and urban areas and the probésonbes more adverse in summer season
in low rainfall years. It is reported that the stuatea faces frequent droughts and thus crop
production is adversely affected from time to tirDeie to uneven and erratic distribution of
rainfall, the pattern of water utilization in agriture has also changed. It is reported that the
water utilization in the basin has increased withet Thus, it is essential to study the
changes in ET is to work out the supplemental wagquirement of different crops during
their critical growth periods.

Thus, for the assessment of future water and crogugtion, it is necessary to
estimate the water requirement of irrigated agticel For estimation of IWR, reference
evapotranspiration (ETo) forms to be the key congmbnDespite availability of a number
of models in literature, the assessment of evapspieation (ET) is a complex task as it
involves spatial and temporal heterogeneity in wr@iegical and climatic parameters, soil
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moisture status, plant water availability, surfaoger type, soil classes etc. (Makkeasorn et
al., 2006).

In field, it is widely believed that the lysimeterovides the most reliable assessment
of ET if surface cover condition of the catchmemtrfpctly matches its inside cover
condition. It is however expensive in terms ofiitstallation and requires high operational
skills. Therefore, the measurement using lysimesemot very common for routine
measurements. Consequently, several empirical amd-empirical approaches have been
suggested from time to time for different regiorasdxd on available meteorological data.
However, a few or sometimes only one meteorologstation represents the climate of the
entire watershed. All empirical methods howeverlniora certain range of conditions and
none can be recommended as the best one due tolithéations and complexity.

Therefore, care should be taken not to use thesidauthe prescribed range (Beven, 2001).

ET can be estimated using energy balance, massfdrarombination of energy
balance and mass transfer based empirical and esapirical approaches (Brutsaert, 1982;
Allen et al., 1989; Jensen et al., 1990; Mortor94;9Xu and Singh, 2002). The simple
methods like Blaney-Criddle (1950), Thornthwait®4®&), and Hargreaves (1982) used only
temperature data, are not very accurate especiatlgr extreme climatic conditions. These
methods underestimate (up to 60%) ET in windy, @myd sunny areas, while in calm,
humid, and cloudy areas, they overestimate (upOfh)4(Brutsaert, 1982). The combined
approach (Penman, 1948) is however consideredeasdist physically satisfying approach
(Jensen et al., 1990; Smith et al., 1991; Shutttdwd 993; Beven, 2001). The Penman-
Monteith (PM) model recommended by FAO (Allen et 4998) is commonly used for
estimation of reference evapotranspiration (ETb)s lhowever more data demanding and
data sensitive compared to other methods. Thersi&ions when more data demanding
complex ET estimation methods cannot be used dueriavailability of accurate and long
term data. Thus, there is need to investigate €mplethods to derive irrigation water
requirement on seasonal scale and also be congatitil the available complex methods.
To this end, Mishra et al. (2014) suggested thezestrong relationships between the SCS-
CN (SCS, 1971) runoff curve number (CN) (for a wstted at any time scale including the
seasonal (Mishra et al., 2008) and potential evapspiration (PET). It is obvious that the
popular SCS-CN method is simple and easy to useEA3s prime component for the
estimation of IWR. Accordingly, an attempt has beeade in this study to establish

relationship between IWR and CN.
118



7.2 METHODOLOGY

For the derivation of IWR and CN relationship tr@ues of ETo, CWR, IWR and
CN for Kharif and Rabi season crops for each yearraquired. The estimates of ETo,
CWR and IWR are discussed in detail in previouspgidra The methodology used in this
chapter is summarized in flowchart given in Figare.

7.2.1 Determination of Curve Number (CN)

The SCS-CN method (SCS, 1956) employs the wateanbal equation and two
fundamental hypotheses described, respectivelillasvs:

P=l,+F+Q (7.1)

The first hypothesis states that the ratio of dimemoff to potential maximum runoff is
equal to the ratio of infiltration to potential marum retention and, according to the second
hypothesis; the initial abstraction is some fractiaf the potential maximum retention.

These are respectively expressed as:

Q
P-|

a

:E
S (7.2)

I, =2S

(7.3)

Where, P = total precipitation (mm), la = initiabstraction (mm), F = cumulative
infiltration (mm), Q = direct runoff (mm), and Spotential maximum retention (mm), ahd
= initial abstraction coefficient (= 0.2, a stardiaalue). A combination of Eqs. 7.1 and 7.2

leads to the popular form of the SCS-CN method:

_ (P-1)* _ (P-2Sy

e P-1,+S P+(1-1)S

(7.4)

Here, P> la, Q = 0 otherwise. From the observed rainfalleffirdata, the SCS-CN

parameter S can be determined as follows (Hawl@881withA=0.2:

S=5[(P + 2Q) - {Q(4Q + 5P)| (7.5)
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S can be transformed to CN scale using the follgveimpirical relation:

N = 25400
S+254

(7.6)

where, S (mm) and CN is a non-dimensional paramdétedetailed description of the
application procedure is available elsewhere (MeCu£82; Ponce, 1989; Mishra and
Singh, 2003a; Michel et al., 2005).

Originally, the event-based SCS-CN methodology whesveloped for small
ungauged agricultural watersheds. Ponce and Hawk886) suggested the methodology to
be suitable for areas less than 250°kEry. 7.4 however does not restrict its applicapili
based on watershed size and rain duration (Mishral.e 2008, 2014). Its capabilities,
limitations, uses, and its revisions are reportedvehere (McCuen, 1982; Steenhuis et al.,
1995; Ponce and Hawkins, 1996; Bonta, 1997; Yu81®8ishra and Singh, 1999, 2002,
2003a, b, Mishra et al., 2004a, 2006; and Michelle2005). Williams and Laseur (1976),
Soni and Mishra (1985), Mishra and Singh (2004l3etBa et al. (2008), Mishra et al.
(2008) and several others have employed the SCSnh@&thodology for long-term

hydrologic simulation in catchments of a few thawbag.kms.

7.2.2 Relationship between CN and IWR

Mishra et al. (2014) suggested CN-PET relationdtaged on the water balance
equation (Eqg. 7.1) and the proportionality hypothd€gqg. 7.2). The maximum amount of
moisture available as rainfall (P) can be lost amhen the direct surface runoff (Q) is equal
to zero. In other words, P = la + S. Here, the mmaxn infiltration losses F will equal S (in
magnitude) which includes the initial moisture (Ntia and Singh, 2002). From Eg. 7.2, as
Q- (P-la), F~ S. Since la = 0.2S, the maximum water loss = 1i2$rms of antecedent
moisture condition (AMC), it is equal to 1.2%or longer time scale reasons, the subscript |
here is taken to refer to AMC condition (fully degndition) of the watershed. Alternatively,
S/ corresponds to the capacity of the fully saturateddition. Since, by definition, PET
corresponds to unlimited amount of moisture supplyegetation. Due to certain limitations
PET concept has been gradually replaced by the stersnch as reference crop
evapotranspiration (Jensen et al., 1990), or serd@pendent evapotranspiration (Federer et
al., 1996). The assumption in the proposed ETo coation is that the rainfall (P) is always
greater than or equal to 1,28iring the whole period. Here, la accounts forsalth initial

water losses, for example, interception, evapanatgurface detention, and infiltration,
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describable in terms of evaporation and not avildbr either plant use or runoff

generation (Mishra and Singh, 2003a). The watet tlaa transpire through vegetation
during the storm duration can be equal tafShe moisture is fully available. Thus, the sum
of la and S (or CN) for dry condition describes patential amount of evapotranspiration
that can occur in a watershed during the perioccmisideration. Mathematically, the

relation between ET and S has been describedlagvéo{Mishra et al., 2014)

The governing equations for the root-zone soil tooessW and evapotranspiration E

(ET) by Mintz and Walker, 1993 are given as follows

E, +E=B,E* -E) (7.6a)
W

Brs :W (7.6b)

ET=E, +E, +Eq (7.6¢)

where E is the transpiration (moisture transferred frora #oil to the atmosphere
through the root-stem-leaf system of vegetation);i€Ethe soil evaporation (moisture
transferred from the soil to the atmosphere by &yt diffusion through the pores of the
soil); § is the interception loss (water evaporated froenvilet surface of the vegetation and
wet surface of the soil) during rain stormg 8 the coefficient of transpiration plus soil
evaporation, taken as a function of soil wetnegdsfhe potential evapotranspiration; W is
the root-zone moisture at the end of the day; afids\ihe root-zone storage capacity.

From Egs. 7.6a and 7.6c,

ET-E,
= 7.7
Prs = Ev g (7.7)
Combination of Eqgs. 7.6b and 7.7 gives
ET-E, _ W (7.8)
E* -E, W

The right hand term of Eqg. 7.8 represents, by alw@fmition, the ratio of F (=W) to S (=
W*). Thus, Eq. 7.8 states that, similar to the ST$-proportionality hypothesis (Eq. 7.2),

the ratio of actual evapotranspiration to the &fiee evapotranspiration is equal to the ratio
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of actual infiltration (or moisture retention) tdnet potential maximum retention. A

substitution of Eq. 7.2 into Eq. 7.8 leads to

ET-E, _

ET-E _F__Q
E* -E, S P-I (7-9)

a

When further coupled with Eq. 7.4, Eq. 7.9 yielde following:

(P-1,)(ETo -E))

7.10
P-1,+S (7.10)

ET=E, +

Here, E, by definition, represents the interception losatér evaporated from the wet
surface of the vegetation and wet surface of thk doring the rain storm. It is however a
representation of the above described SCS-CN limbatraction (la) that includes not only
interception losses but also surface detentiotialnnfiltration, and evaporation. This is the
water loss abstracted initially and not contribgtto either direct runoff or infiltration. On
the other hand, £and E are the water losses occurring during the wholégdeof rain
storm. Thus, within the frame-work of SCS-CN teralogy, | can be taken as to represent

la. Therefore, Eq. 7.10 can be recast as:

(P-1,)(E*-1,) 710

ET=1I,+
P-1,+S

Where, P > ETo > la, ET = 0 otherwise. Taking 18.2S allows determination of ET from
known P, E*, and S (or CN). Eq. 15 also exhibitsraplicit relationship between ET and la
and S and, in turn, CN.

In Equation (7.11), S is a function of ET/ETo. IW&Ra function of CWR which, in

turn, is a function of ET. Expressed mathematically

S (or CN) =f (ET, ETo) (7.12)
CWR =f (ETo) =f (S or CN) (7.13)
Therefore,

IWR =f (CWR) =f (S or CN) (7.14)
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The sum of la and S multiplied with suitable cragfticient value describes amount
of water required to compensate the evapotrangpiréiss from the cropped field. The net
irrigation water requirement of each crop is catedl by subtracting the effective rainfall
from the actual crop evapotranspiration. Thus, dheraatical relation is also developed
between IWR and S, as described below:

P=la+S(if, Q-0, F~ S) (7.15)
ETo=la+S=1.2S (7.16)
Pe=P-la=S (7.17)
IWR = CWR-Pe (7.18)

Substituting, the value of ETo and Pe in Egs 7.88yet Eq. 7.19 which can be described in

the form described below:

IWR =Kcx (1.2S)-S =S (1.2Kc -1) (7.19)
7.2.3 Performance Evaluation

7.2.3.1 Nash-Sutcliffe efficiency (NSE)

The Nash-Sutcliffe efficiencyNSE) is a normalized statistic that determines the
relative magnitude of the residual variance (“n9iseompared to the measured data
variance (“information”Nash and Sutcliffe, 1970). NSEaemputed as shown in Eq 7.20:

21 (0i-Ei)?

NSE =1 S8 O

(7.20)

7.2.3.2 Coefficient of deter mination (R?)

The coefficient of determination {R(Moriasi et al., 2007; Krause et al., 2005) is
used to evaluate the model performanceé.dBscribes the proportion of the variance in
measured data explained by the modélraRges from 0 to 1, with higher values indicating
less error variance, and typically values gredtant0.5 are considered acceptable (Santhi et
al., 2001, Van Liew et al., 2003). Althougi Rave been widely used for model evaluation,
these statistics are oversensitive to high extreahges (outliers) and insensitive to additive
and proportional differences between model presfhistiand measured data (Legates and
McCabe, 1999).
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7.2.3.3 Index of agreement (d)

The index of agreement (d) has been developed tiyndti (1981) as a standardized
measure of the degree of model prediction error\ates between 0 and 1. A computed
value of 1 indicates a perfect agreement betweemibasured and predicted values, and O
indicates no agreement at all (Willmott, 1981). Tindex of agreement represents the ratio
between the mean square error and the “potential’efWillmott, 1984). The index of
agreement can detect additive and proportionaemffces in the observed and simulated
means and variances; however, d is overly sendibivextreme values due to the squared
differences (Legates and McCabe, 1999). Legatedvarithbe (1999) suggested a modified
index of agreement (d1) that is less sensitiveigih lextreme values because errors and
differences are given appropriate weighting by gidime absolute value of the difference

instead of using the squared differences.
7.2.3.4 Percent bias (PBIAYS)

Percent bias (PBIAS) measures the average tendanttye simulated data to be
larger or smaller than their observed counterg@tgpta et al., 1999Yhe optimal value of
PBIAS is 0.0, with low-magnitude values indicatinagcurate model simulation. Positive
values indicate model underestimation bias, andatngg values indicate model
overestimation bias (Gupta et al., 1999). PBIA&aisulated with Eq. 7.21

YN (0i-Ei)*100

PBIAS =1 — >N _00)

(7.21)

7.2.3.5Root Mean Square Error (RMSE)

RMSE is an error index used in model evaluation.S8Walues of 0 indicate a
perfect fit. Singh et al. (2004) state that RMSHuga less than half the standard deviation
of the measured data may be considered low andeittar is appropriate for model

evaluation.

RMSE = \/ézgvzl(m — Ei)} (7.22)
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Figure 7.1 Flowchart describing methodology to establish IWR-CN relationship

73 RESULTS

For derivation of CN-IWR relationship, the 50 yeafsdataset is divided into two
parts. The first 30 years of data (1960-1989) Haeen used for deriving the relationship,
and the remaining 20 years of data (1990-2010it$aralidation. Also validation is done for
datasets of four different periods (i.e., 1990-190P5-1999, 2000-2004 and 2005-2010) in
order to avoid the effect of trend in the dataeseriro this end, yearly IWR and CN values
for major crops in Kharif (Paddy) and Rabi seadddbeat and Summer Paddy) in Seonath

basin have been computed as follows.
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7.3.1 Determination of CN

CN values have been derived from Eqgs. 7.5 and Sifgguseasonal rainfall-runoff
data for both monsoon and post-monsoon seasonsasgpaTo this end, base flow has
been excluded from the total daily runoff valuehieit annual series of (accumulated)
seasonal rainfall-runoff data for each year has lpgepared for both seasons separately. It
provides the estimates of S or CN values for raegson and non rainy season for every
year. Since the seasonal rainfall generated rurggffesents the characteristics of whole
watershed, CN values derived also represent theosah watershed characteristic. For
derivation of CN-IWR relationship, two separateieerof rainfall-runoff data for both
seasons have been prepared to determine corresgo@ti values (Egs. 7.5 and 7.6) for

each season.

Here instead of using daily rainfall runoff dataderive CN, seasonal values are
used. As IWR is calculated on seasonal basis far $@asons viz. monsoon and post-
monsoon. To follow the same scale seasonal CNrigetkand used in the study to derive a
relationship between IWR-CN.

7.3.2 Relationship between CN and IWR

For derivation of CN-IWR relationship, the CWR lalleen computed for crop
growth stage (Table 7.1) for deriving the valuedWR. The CN-values derived from 30
years (1960-1989) rainfall-runoff data for each smon and post-monsoon season have
been plotted against the corresponding IWR vallieblé 7.2a and 7.2b), yielding a relation

in power form.
IWR = oS (7.23)

Where,o andp are the coefficient and exponent, respectivelgc&ithere exists an inverse
relationship between S and CN (Eq. 7.6), Eg. 7.a§gssts IWR to be high for the
watershed of low CN, and vice versa. When S appesezero, IWR also approaches zero
and it is physically describable in terms of IWRingenil for the fully saturated (wet)
watershed. On the other hand, when S approachaegynfWR also approaches infinity as
the soil is able to absorb the whole amount of va@ter supplied. The range of IWR and
CN is presented in Table 7.3. As seen from Figufesa and 7.2 b, the valuesofindf

are 0.007 and 2.984 and 96.56 and 0.431 for monsowh post-monsoon seasons,
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respectively. The above value indicates that inversely proportional tf. The value ot

increase as the value of S is increasing. Taus an indicator of S. As IWR is a function of
S, therefore with the increase of IWR the value #fill be more. Eq. 7.23 is fitted with’R

of 0.970 and 0.926 for monsoon and non-monsooroesasespectively. These reasonably

high values of Rindicate that there is a strong relationship betw€N and IWR for both

the seasons.

Table 7.1 Computation of CWR for Kharif Paddy (P), Rabi Wheat (W) and Summer

Paddy (SP) for each stages of crop growth period (1960-1989, calibration period)

Crop Water Requirement (CWR, mm)

vear Initial Stage Development Stage | Mid Season Stage | Late Season Stage
P W | SP P w SP P wW SP P w SP
1960 | 353.2| 53.8 57.35 142/1 1099 106/03 107.6 653.84.710| 79.53| 67.79 119.7
1961 | 350.8/ 53.4 57.14 141/0 1095 110/18 107.6 655.88.264| 81.86| 70.91 115.4
1962 | 333.7| 51.9 56.1f 139/3 107.6 108/18 104.4 453.84.531| 79.63| 67.93 120.7
1963 | 353.1| 52.8 58.33 141/8 1118 107|25 109.8 854.85.608| 84.97| 68.30 114.8
1964 | 364.4| 54.0 56.98 145|9 1092 105/42 1Q07.4 55p.82.512| 82.25| 66.88 120.5
1965 | 348.3] 54.0 58. 135/9 1124 106/15 105.3 54.80.493| 83.25| 66.69 117.7
1966 | 351.0| 54.7 56.40 136/9 1081 107(49 110.1 25¢.83.962| 81.72| 66.46 115.5
1967 | 339.3] 52.7 55.26 141(0 1059 102/93 104.4 153.85.480| 83.32| 67.56 118.3
1968 | 349.5| 53.4 58.21 1417 1115 109/36 106.3 84.86.721| 81.77| 69.47 117.3
1969 | 346.0/ 51.4 559 13§. 107|1 1057 10F7.8 53.4.3385 83.0| 68.5| 113.95
1970 | 345.2| 54.2 56.52 136/2 1083 109/00 108.7 65#4.83.967| 83.53| 66.82 119.3
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1971 | 353.9| 53. 55.82 147 1069 106(47 108.4 754.86.963| 84.23] 69.03 114.3
1972 | 370.3| 53.0 57.31 145 109.8 104{44 110.2 753.85.131| 85.14| 66.94 119.2
1973 | 365.1| 543 574y 134 110.1 106{31 109.2 9%Hu.86.211| 80.93] 67.93 116.8
1974 | 352.6| 55.9 56.98 137 109.1 106|03 114.5 85B3.84.657| 80.74] 67.20 113.5
1975 | 353.1] 54.2 5542 139 106.2 104{77 104.4 653.86.655| 83.18] 69.42 121.3
1976 | 340.9| 52.7 57.00 139 109.2 105|125 106.6 153.23.521| 84.74] 66.32 118.8
1977 | 323.1| 544 5745 140 110.1 102{87 113.7 55B3.85.385| 83.49] 67.84 115.3
1978 | 383.5| 54.5§ 56.70 144 108.6 110{26 112.5 9%n.85.401| 82.30] 68.20 117.8
1979 | 362.7| 54. 57.35 150 1099 106{72 114.1 854.85.779| 80.37| 68.49 125.6
1980 | 362.1| 51.4 57.89 159 1109 108{22 124.3 3HA.8&7.791| 84.81 71.19 121.7
1981 | 350.5| 53.5 55.56 146 106.5 105{74 102.8 154.87.220| 85.21| 69.82 120.Q
1982 | 346.4| 53.2 57.89 138 1109 105(78 106.9 253.84.647| 86.30] 67.36 116.Q
1983 | 340.9| 52.8 57.12 137 109.4 107{17 1Qv.7 554.88.076| 82.63] 70.33 117.1
1984 | 338.7| 54.1 56.75 130 108.7 10346 104.8 3HP.84.991| 81.95 68.20 114.5
1985 | 352.4| 518 56.98 144 109.1 107{57 104.2 754.85.947| 85.49 67.62 1164
1986 | 323.5| 52.4 58.12 137 1114 110{14 105.7 05p.85.344| 81.84| 67.42 1194
1987 | 346.1| 53.5 57.86 137 1109 107{69 1Q7.4 154.85.953| 87.09] 68.57 114.3
1988 | 359.1| 52.8 57.21 134 109.6 107{98 117.5 953.85.033| 84.25] 68.92 116.7
1989 | 367.0| 52.4 57.70 144 110.6 105{91 109.9 35B.85.108| 79.53] 68.80 115.6
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Table 7.2(a) Computation of ETo, CWR, IWR, CN for derivation of CN-IWR relation for
MOoNsoon season

Potential Curve Effective
Rainfall | Runoff | Maximum ETo CWR ) IWR

Y ear . Number Rainfall
(mm) (mm) Retention (mm) | (mm) (mm)

(S, mm) (CN) (Pe, mm)

1960 | 1159.25 1127.16 27.262 90.307 718.09 682.601.862 | 167.9

1961 | 669.995 635.70 29.628 89.5%3 725.22 681.355.588 | 179.1

Ul

1962 | 599.676) 575.704 20.547 92515 689.99 657.205.838 | 62.09

1963 | 1130.05 1094.24 30.517 89.274 731.83 689.68 3.168 | 192.2

1964 | 1303.64] 1275.71 23.626 91.489 707.07 700.138.083% | 102.9

1965 | 777.316] 748.050 25.042 91.025 708.07 672.855.7832 | 120.6

1966 | 855.541 828.930 22.665 91.807 702.89 679.889.169 | 88.56

1967 | 1205.51 1182.8

Y

19.164 92.984 676.89 668.18 9.63T | 20.74

1968 | 1045.90, 1011.8

Y

29.051 89.736 72459 679.438.538 | 176.3

1969 | 893.751 862.618 26.592 90.522 712.65 675.010.288 | 139.7

1970 | 854.939] 828.349 22.647 91.813 70250 673.886.082 | 87.56

1971 | 978.033 951.629 22.423 91.887 700.82 693.920.228 | 81.18

1972 | 811.557| 780.36Y 26.704 90.486 714.19 711.358.4%8 | 142.8

1973 | 883.923 844.289 34.091 88.166 757.04 689.594.962 | 261.3

1974 | 685.644] 655.476 25.932 90.736 712.14 685.879.5%38 | 137.1

1975 | 1122.70 1083.54 33.438 88.366 748.09 680.369.688 | 205.9
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1976 | 918.059 891.541 22.551 91.845 700.89 672.062.293 | 84.72
1977 | 945.746) 915.854 25.469 90.886 708.56 660.43 2.832 | 130.7
1978 | 976.073] 953.086 19.474 92.879 682.79 723.119.453 | 56.51
1979 | 732.016) 703.63% 24.306 91.266 707.35 707.94 4.33% | 113.7
1980 | 1046.50 1009.5Y 31.547 88.9%1 738.45 730.447.583 | 195.4
1981 | 958.650 926.735 27.225 90.319 71591 684.995.562 | 147.7
1982 | 742.990 716.178 22.917 91.724 70550 678.220.23% | 96.33
1983 | 899.9520 867.921 27.369 90.272 720.73 668.822.494 | 173.5
1984 | 836.975 811.172 21.973 92.037 696.73 656.555.9%8 | 80.89
1985 | 961.764] 926.978 29.735 89.519 725.26 686.435.260 | 183.6
1986 | 870.922] 846.926 20.386 92.570 684.87 648.974.989 | 60.76
1987 | 658.691 629.716 24.907 91.069 707.67 677.891.988 | 113.9
1988 | 688.988 660.840 24.142 91.320 707.07 695.54 3.388 | 109.4
1989 | 736.983 711.526 21.735 92.117 695.67 700.891.7%392 | 64.67

Table 7.2(b) Computation of ETo, CWR, IWR, CN for derivation of CN-IWR relation for

post monsoon season

Year | Rainfall | Runoff | S(mm) CN ETo CWR Pe(mm) | IWR
1960 | 26.527 | 6.340 37.787 87.049  584.8482.857| 26.116 611.5
1961 | 111.696] 75.516, 39.033 86.679  585.6860.572| 106.482 473.3
1962 | 57.902 | 12.368| 89.439 73.957  601.2860.925| 55.935 551.4
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1963 | 26.957 | 6.668 37.405 87.1683 584.7853.230| 26.405 619.7
1964 | 34.598 | 13.247| 31.894 88.844  580.5827.693| 33.672 586.8
1965 | 13.767 | 1.561 30.313 89.338  578.58b4.240| 13.650 630.2
1966 | 24.567 | 6.042 34.241 88.121 581.Y%46.733| 24.163 607.8
1967 | 92.179 | 53.899| 45.131 84.912  590.08@1.720| 86.415 476.8
1968 | 75.795 | 39.617| 45.557 84.791  590.8661.025| 73.724 526.1
1969 | 28.385 | 6.689 40.862 86.142  586.5p81.788| 27.937 595.6
1970 | 44.681 | 14.173| 50.101 83.524  591.0662.407| 43.908 580.3
1971 | 130.333] 69.968| 74.848 77.23p  595.1647.320| 123.415 455.4
1972 | 131.357] 92.863| 40.381 86.282  586.36389.987| 122.122 488.4
1973 | 85.955 | 35.995| 71.179 78.111  593.26583.970| 82.830 530.2
1974 | 81.812 | 44.402| 46.092 84.640  590.48@7.265| 79.884 513.5
1975 | 121.677] 67.311] 66.237 79.316 593.0861.888| 116.249 458.4
1976 | 103.193] 69.517| 36.413 87.46[L 582.3886.214| 99.305 479.5
1977 | 110.888] 65.683| 52.884 82.76)f 591.P846.772| 106.879 482.3
1978 | 139.232] 98.542| 42.654 85.62l 587.38%6.471| 133.081 423.1
1979 | 114.430; 69.029| 52.532 82.862  591.16%62.059| 110.17/8 476.5
1980 | 123.513| 60.745| 81.842 75.63L  597.1883.739| 117.769 479.4
1981 | 127.535] 89.543| 40.029 86.38b  585.8882.672| 121.696 439.5
1982 | 131.249] 90.784| 43.037 85.511l  588.6849.586| 126.061 427.6
1983 | 128.062] 88.295| 42.378 85.701  587.28%7.082| 122.997 446.9
1984 | 154.437| 89.589| 76.816 76.779  596.4643.769| 145.409 397.4
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1985 | 75.974 | 42.099| 41.230 86.034  586.9680.246| 73.981 526.1
1986 | 184.536| 126.031 62.722 80.196  592.5659.492| 174.596 355.0
1987 | 125.911] 94.530| 31.681 88.910 579.2863.322| 120.384 469.3
1988 | 60.376 | 27.993| 43.643 85.336  589.4851.900| 58.665 560.1
1989 | 53.617 | 24.173| 40.300 86.306  586.06889.547| 52.502 565.4

Table 7.3 Range of IWR and CN for Seonath River Basin

Factors Monsoon Season Post M onsoon
Coefficient @) 0.007 96.56
Exponent ) 2.984 0.431
IWR range (mm) 57-192 423-620
Range of CN 89-93 76-89

132




IWR = 0.007 (S3984

5 R2=0.970
g
S
g
vd
T
@©
=
c
=)
®
=
O T T T T T T 1
18 20 22 24 26 28 30 32
Potential Maximum Retention (S, mm)
(&) Monsoon

700 -
= IWR = 96.56(S)431

650 -
g R2=10.926
= ¢
=) 600 -
BE
C; =
=2
& 500 -
I
=
= 450 -

400 T T T T T 1

30 40 50 60 70 80 90
Potential Maximum Retention (S, mm)

(b) Post-Monsoon

Fig. 7.2 Development of arelationship between IWR and Sfor (a) Monsoon (b) Post-monsoon

seasons.
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7.3.3 Validation of the Proposed Relationship

The above derived relation is validated using th&a af 20 years (from 1990-2010)
and the results are shown in Figs. 7.3 a and #@ monsoon and non-monsoon seasons,
respectively. The developed model is evaluated saifighistical measures and errors (Table
7.4). The PBIAS values for calibration period is3-2% for monsoon and for post-monsoon
period, it is 0.26% whereas 3.22% and 0.52% foidatibn period respectively. However
highest values of NSE and®Ralues indicate the very good performance ratifige
calculated values of Index of agreement (d) for se@mm and post-monsoon season is 0.99
which is close to 1 which indicates perfect agregnbetween the measured and simulated
values. A close match with?Rof 0.957 for monsoon season and & 0.954 for non-
monsoon season warrants the applicability of thel@R relationship to the studied basin.
Again shorter period of dataset is used to validhérelationship. The 4 datasets (1990-
1994, 1995-1999, 2000-2004 and 2005-2010) have bsed to assess the accuracy of the
proposed model. The values of Bnd NSE ranging from 0.965-0.975, 0.948-0.963 and
0.915-0.964, 0.867-0.969 have been achieved forsown and post-monsoon season
respectively except for the period (2000-2004, Fegu7.4 a and b). The lower values of
R?and NSE have been observed during the period (2008) because there are few severe
drought years. In the years 2000-2004 there areptiomally dry conditions which led to
very high estimates of IWR and consequently thererop failure. It is noticed that the
seasonal rainfall is less than corresponding maiaufatl in the order of -43.86%, -45.41 and
-48.15% in the post-monsoon season of 2000, 20612802 respectively. The values of
percentage departure for monsoon season in abomes yeere -33.12%, -34.58% and
35.47% respectively. The details of percentageadiewi of rainfall for monsoon and post-
monsoon seasons are presented in Table 7.5. Theté® proposed relationship is having

low R? values for drought years forms the major limitataf the proposed model.

To show the existence of relationship between CHI8WR the major factors which
affect CN are considered in order to evaluate tingract on IWR. It is obvious that the CN
value is low for sandy soil (group A) and high &ayey (soil group D). However, the water
holding of the sandy soil is low compared to clageyl. Therefore comparatively, less
water is available for crop in sandy soil. Thus thiigation requirement for crops grown in
sandy soil would be more as compared to clayey siiiis indicates that the CN and IWR
have inverse relationship. Further, a soil withatee salt content often leads to clogging of

soil pores resulting in reduction of hydraulic cantivity and, in turn, infiltration and
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consequently leads to more CN values. On the dihed presence of salts cause low
evaporation from soil under given meteorologicahditions due to inclusion of one more
resistance caused by salt crust. Thus, ET redwuitbsincrease in salt content and would
result lesser IWR. This again supports strong sweelationship between IWR and CN.
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Table 7.4 Perfor mance Evaluation of Developed M odel

Evaluation Seasons
Statistics M onsoon Post Monsoon
Calibration Validation Calibration Validation
Coefficient of
Deter mination (RZ) 0.970 0.956 0.925 0.953
Nash-Sutcliffe
efficiency (NSE) 0.984 0.936 0.839 0.961
Index of ég)’reeme”t 0.999 0.998 0.998 0.999
Per cent bias
(PBIAS) -2.376 3.217 0.261 0.522
Root Mean Square
Error (RMSE) 6.769 7.438 2.107 6.185

Table 7.5 Rainfall deviation for monsoon and post-monsoon season

Monsoon Post Monsoon
Year Rainfall Deviation Rainfall Deviation Drought
%) Drought Type %) Type
2000 -33.12 Mild -43.86 Moderate
2001 -34.56 Moderate -45.41 Severe
2002 -35.47 Moderate -48.15 Severe
2003 -13.65 No Drought -25.86 Mild
2004 -15.30 No Drought -24.47 No Droug
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7.3.4 Advantagesand Limitations of Proposed M odel

The proposed model provides very good relationgbgpween IWR and CN.
Therefore, it may be reasonable substitute for demfWR assessment, particularly in the
area where meteorological parameters are not easljable. In addition, the model is able
to make quick assessment of water requiremenhfctops in a given region and therefore
it may be useful in the design and managementighiton systems. The use of model may
be limited to sub humid climatic regions of IndiRurther studies are required for
assessment of its applicability to other regionsaddition, since parametgris a regional
parameter that depends on geological and climatitofs and hence a vital parameter in
ET/CWR/IWR estimation, results may be improved Bing value other than the standard
value of 0.2 for other climatic regions. Moreoviris feasible to quantitatively study the
effect of climate change on hydrologic systems @yipg CN-IWR relationship. The basin
used in this study is an agricultural basin witighgl or no alteration in land use, and thus,

the efficiency of the proposed model need to benexed in future.
1.4 SUMMARY

In this chapter, the results of analysis have bdmscussed and a relationship
between IWR and SCS-CN parameter i.e. potentialimmax retention (S) has been
proposed. Mathematical and physical justificatioh '9/R-CN rationale invokes the
existence of a relationship between the seasonBl Wt runoff curve numbers (or potential
maximum retention). The proposed model of relatiqmsvas calibrated and verified by
employing a large set of hydro-meteorological dat&eonath river basin in Chhattisgarh
State in India. Subsequently, the curve numberwetkifrom rainfall-runoff data exhibit a
strong correlation (of power form) with IWR deriveding standard method. Higlf &d
NSE values support a strong relationship to exist work satisfactorily. Thus, IWR-CN
relationship is very useful especially for fieldgameers in irrigation planning and water

resource management.
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CHAPTER 8

STATISTICAL DOWNSCALING OF CLIMATIC VARIABLES, THEI R
FUTURE PREDICTION AND IMPACT ON IRRIGATION WATER
REQUIREMENT

This Chapter is divided into two sections. Firsttgaesents downscaling of daily
climatic variables viz., precipitation, maximum teenature (Tmax), minimum temperature
(Tmin), relative humidity (RH) and wind speed (W®)r Seonath River Basin in
Chhattisgarh State of India using different dovatisg methods. The inter-comparison of
statistical downscaling methods has been carri¢dmidentify best prediction model for
the study area. The study compares four statisficainscaling methods using results from
Global Circulation Models (GCMs). The climatic \abiles are generated for the period
2011-2100 under climate change projections fortaréuscenario A2. The second part of
the chapter presents projected climate change sosnaf rainfall as well as other
meteorological variables which influence the eveamtpiration (viz., RH, WS, Tmax and
Tmin). Subsequently, the projected estimates ofalmtimatic variables have been used to
assess the impacts of climate change on irrigatrater requirement (IWR) in Seonath

Basin.
8.1 INTRODUCTION

Global Circulation Models (GCM) is used to projeébe changes in atmospheric
variables under the climate change scenarios dkfiryethe Intergovernmental Panel for
Climate Change (IPCC). These climate projections defined at a coarse grid
(approximately 150-300 km) and are often biased face cannot be used directly in
hydrological models for climate change impact assests (Fowler et al., 2007). Thus there
is a need for downscaling of GCM data. More regentdlownscaling has found wide
application in hydro-climatology for scenario gesteon and simulation/ prediction of
regional precipitation, low-frequency rainfall et®nmean, minimum and maximum air

temperature, soil moisture, runoff and streamflasater quality and many more.

There are two main downscaling approaches i) dyoaamd, ii) statistical
downscaling. In the dynamic downscaling method gidteal Climate Model (RCM) is
embedded into GCM. The RCM is essentially a nuraénwodel in which GCMs are used
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to fix boundary conditions. The major disadvantag&CM, which limits its use in climate

impact studies, is due to its high computationadtcand complex design. Furthermore,
RCM is rigid in terms of expanding the region orvimg to a somewhat different region
needs rebuilding of complete experiment (CraneH@ditson, 1998). The second approach
to downscaling, termed statistical downscaling,olags deriving empirical relationships

that transform large-scale features of the GCM dieters) to regional-scale variables
(predictands) such as precipitation, temperatuick streamflow. There are three implicit
assumptions involved in statistical downscaling Wifigeon and Crane, 1996). First, the
predictors are variables of relevance and arestézllly modeled by the host GCM. Second,
the empirical relationship is valid also under @tk climatic conditions. Third, the

predictors employed fully represent the climatengeasignal.

A large number of techniques have been developedstatistical downscaling.
These can be categorised into three main clasg@geather typing schemes, ii) weather
generators and, iii) regression models (Fowleld.e2807). The Regression models directly
calculate a correlation between the regional clienedriable (e.g. rainfall) and large-scale
atmospheric variables. Stochastic weather genergdMG) are statistical methods that
predict climatic variables based on statisticalrabgeristics of the variable (Burton et al.,
2008; Kilsby et al., 2007; Semenov and Stratonbyi2010). Weather typing includes
grouping days into a finite number of distinct wesat category or “states” based on their
synoptic resemblance (Wilby et al., 2004). GCM ®&NR are then used to estimate the
change in the frequency of weather types in ordestimate climate change (Fowler et al.,
2007).

In the past studies, hydro-meteorological variabese downscaled using linear
regression (Benestad et al., 2007; Cannon and Mitit2002; Cheng et al., 2008; Goyal
and Ojha, 2010; Najafi et al., 2011), PCA (Tolikak, 2006; Wetterhall et al., 2006), CCA
(Tolika et al., 2006), ANN (Goyal and Ojha, 2012sSeuil et al., 2010; Tripathi et al.,
2006), and SVM (Anandhi et al., 2009; Chen et 2008; Ghosh and Mujumdar, 2008;
Najafi et al., 2011; Tripathi et al., 2006). Amotiggm, ANN based downscaling techniques
have gained wide recognition owing to their ability capture nonlinear relationships
between predictors and predictand (Cannon and W#hitf2002; Tisseuil et al.,, 2010).
Despite a number of advantages, the traditionarahenetwork methods have numerous
disadvantages including the possibility of gettirapped in local minima and subjectivity in

the choice of model architecture (Suykens, 200EceRtly, Vapnik (1998) developed a

140



novel machine learning algorithm, called SVM, whaiovides an elegant solution to these
problems. The SVM has theoretically proved betteant other techniques in transfer
functions in climate impact studies in hydrologyiphthi et al., 2006).

The rising CQ and climate change due to global warming direetifect both
rainfall and evapotranspiration, consequently thigation water requirement. Moreover,
the irrigation water requirements of the crops ¢eams a function of climate change.
Several authors have focused on assessing the tsnphclimate change on agriculture,
over the past decade. Most of these studies camatedton estimating the changes in crop
productivity. Assessment studies focusing on thpaiots of climate change on irrigation
requirement using GCM outputs are becoming morefed in recent years. This study is
undertaken to examine and compare four statistioainscaling methods and identify the
best model for future prediction. Further, the jpoetl climatic variables viz., Tmax, Tmin,
RH and WS have been used to estimate changeseiremek evapotranspiration (ETo) and

to assess their impact on IWR for major crops iora¢h Basin.
8.2 MATERIAL AND METHODS

In this chapter four models have been selected AN, Model Tree, Multiple
linear Regression (MLR) and Least Square Supporttdre Machine (LS-SVM) to
downscale the climatic variables. The methodolofthe present study is presented in the

form of flowchart (Figure 8.1).
8.2.1 Dataset

In this study to forecast the rainfall, Tmax, TmirH and WS the daily data of eight
meteorological stations have been used. In thdystilne outputs of Hadley Center's GCM
(HadCM3) have been utilized for A2 Scenario. A2rec® is based on the assumption that
the atmospheric CO2 concentrations will reach 8pth pn the year 2100 in a world
characterized by high population growth, medium GBDORwth, high energy use,
medium/high land-use changes, low resource availabnd slow introduction of new and
efficient technologies, which matches with the &mdicondition. Therefore, in the present
study, only A2 scenario data of HadCM3 are usedrgéscale NCEP reanalysis
atmospheric data have been used as the model forsdi§patial resolution (dimensions of
grid box) of HadCM3 outputs is 3.78ong.) x 2.5 (lat.), whereas it is 2.5long.) x 2.5
(lat.) for NCEP data. Therefore, projected largalsqredictors of NCEP on HadCMS3

computational grid box have been used. These dadaHadCM3 daily simulations are

141



supported and distributed by the Canadian ClimdianGe Scenarios Network (CCCSN)
(http://www.cccsn.ec.gc.ca) and also the Canadiéimafe Impacts Scenarios (CCIS)

website (www.cics.uvic.ca/scenarios/sdsm/seleqgt.ddiere are 26 different predictors for

each grid box in this database. For each statim® boxes covering the study area have

been selected.

8.2.2 Methodology

The various steps involved in the estimation ofifetdaily meteorological variables
are as follows: 1) Both predictors and predicta(i®61-2001) are normalized using their
respective means and standard deviations for fughalysis. 2) The physical relationship
and cross correlation method is used to selectogpipte predictors at different pressure
level and grid point 3) Performed Principal Compundnalysis (PCA) to reduce the
dimensions of the standardized predictor dataN@EP/NCAR reanalysis climate data set,
pertaining to the study area and preserve the ewgstors obtained therein. The
dimensionally-reduced climate variables representarge fraction of the variability
contained in the original data. 4) Training of tmedel(s) i.e, calibration (1961-1990) to
establish relationship between the input data @oing current day standardized and
dimensionally-reduced climate predictors along witkvious day(s) rainfall state and the
output data containing the current day rainfaltest®) Obtained principal components of
GCM data by performing PCA of the GCM data with tegp of principal directions (eigen
vectors) obtained during PCA of NCEP/NCAR reanalykita. 6) Used the trained model to
derive present day rainfall state of the river basith the help of principal components
obtained from GCM output and rainfall state of inevious day. 7) Applied bias correction
for the predicted output data to obtain bias-cdeecfuture data. The various models
employed in this study are described in next sec8) Validated the results with remaining
set of data i.e., 1991-2001.

8.2.2.1 Least Square Support Vector Machine (LS-SVM

The Least Square Support Vector Machine (LS-SVM)ictv has been used in this
study. It provides a computational advantage otemndard SVM by converting quadratic
optimization problem into a system of linear equasi (Suykens, 2001). The LS-SVM

optimization problem for function estimation is fimulated by minimizing the cost function

\|1|_(W,e).
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PL(w,e) = % wlw + %CZ%\Ll ei?
subjected to the equality constraint
yi—}7l=el-i=l...N (81)

Important differences with standard SVMs are theadity constraints and the quadratic loss
term & , which greatly simplifies the problem. The sabutiof the optimization problem is

obtained by considering the Lagrangian as
L(w,b,e,a) = % wlw + %CZ%\Ll eiz — YN, a; {7, + e — yi} (8.2)

whereq; are Lagrange multipliers. The conditions for optitgaare given by

aL
[ o=w— Xl ad() =0 )
JaL N
_—= i 0(:0
Lo, e > (8.3)
—=q;— Cei=0i=1,..N
dei
oL _ .
=y te—y;=0i=1,.N}

\oxi

The above conditions of optimality can be expressethe solution to the following

set of linear equations after elimination of w a&nd
LR [
1 o+ctltecd yl?

V1 1 g 100
N I
Where, y {72 [;T = 1 ca=| 2= 0 1 : 0 (8.4)
1 NXN O<:N 00

YN

' 1 NxN
In Eg. (8.5) is obtained from the application of Mercer’s theor

Qi.j = Kxi,xj) = ¢ xi)T d(xj)Vi, j (8.5)
The resulting LS-SVM model for function estimatisn

f(x) = Y a;K(xi,x) + b* (8.6)
whereai and b* are the solutions to Eq. (8.5). It is vionentioning that developing LS-
SVM with RBF kernel involve selection of RBF kernadth r and parameter C.
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8.2.2.2 Artificial Neural Network Model

Artificial neural network is simply understood as renlinear statistical data
modeling tool that presents complex relationshipswben predictors (input layer) and
predictants (output layer) through a synapse sygtedden layers) connecting predictors
with predictants, or the so-called required outpéis a result, ANN has demonstrated its
wide range of application to solve complicated peois in many fields, for instance,

engineering and environment.

The RBF network consists typically of two layershese the hidden layer nodes
contain prototype vectors (or basis centres), whiehin effect hidden layer weights. The
distance between the input and the prototype vetgtermines the activation level of the
hidden layer with the non-linearity provided by asls function. The activation function in
the output layer can be non-linear, however, trgns considerably faster if an ordinary
linear weighted sum of these activations are peréal, and this approach is consequently
adopted. The main parameter that needs to be &t rumber of nodes in the hidden layer.

In this study 30 nodes have been used for the gtredi

The MLP network is not necessarily restricted te dwdden layer, although it has
been demonstrated that any continuous functionbeamapped to an arbitrary degree of
accuracy by a single hidden layer (Hornik et a89). The configuration used in this
investigation is a single hidden layer. The ANN mlodas been trained using MLP back-
propagation algorithm network with simple structui@ur nodes in the input layer, single
hidden layer with seven nodes and one node in titygub layer. Input to the model is the
present-day rainfall data (t) and the 3-day laggeafall [(t-1)(t-2)(t-3)], while the output is
rainfall of the next day (t+1). The transfer fuctiused is the sigmoid function with 500

numbers of epochs.

8.2.2.3 Multiple Linear Regression (MLR)

The most common and basic linear transfer funasotihe MLR. A predictand, v,
from an observation site in a local region can bembkcaled using the following MLR

equation (von Storch, 1999; Hessami et al., 2008)

y = XP +g; (8.7)
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where,e [n x 1] is a residual vector of MLR and the partenevectorp [q x 1] can be
estimated by the ordinary least squares estimatiethod below (Chatterjee and Price,
1977)

g =X"X)""XTy (8.8)
The variance—covariance matrix for the vector oé&fficients of the MLR with OLS

estimatef is given by the following

Var(B) = o2(XTX)™ 1 (8.9)
Where,o? is the variance of the error term of the MLR model

From Eqg. 8.9, the standard error of an estimatarparer? (m= 1, 2,..., q) is given by
(Chatterjee and Price, 1977)

g

\/Zﬁil(xmi—x—naz(l—c,%l)

se(Bm) = (8.10)

where,s is the standard error of the predictand y fromNHeR model, and &, is the B
(coefficient of determination, the square of therelation coefficient between the model
outcomes and predictand values) of the regressimn\¥, is a dependent variable and the
other Xs (j # m) are independent variables. If,Xs correlated to the other independent
variables, &, becomes larger and that increases the standamdoéffg: However, several
factors influence g,,) other than &, . For example, increased standard eredrof the
MLR model because of poor accuracy also increases standard error of,,):
Furthermore, the variability of independent varaid,, as given by>(Xmi -X,,)° , is
inversely related to §6,,). Therefore, if the new X% # X,,; including new records of X

by increasing the sample size increases the vhtyatnd decreases §&,,).

8.2.2.4 Model Tree Method

Model tree is a method of language change deschipeh analogy with the concept
of family tree. It has originally developed by Qkain (1992). Model trees combine a
conventional decision tree with the possibilitygenerating linear regression functions at
the leaves. Only few papers in water-related appbaos are present, for example, Kompare
et al. (1997) and Solomatine and Dulal (2003) fainfall-runoff modelling and
Bhattacharya and Solomatine (2002) for modellirggdtage discharge relationship.
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If the tree model which is generated has an exgeastity of leaves, it may lead to
be an overfit model. The model can then be madesmobust by pruning the leaves.
Pruning, in a general sense, means to cut offraove dead or living parts or branches of a
plant, to improve shape or growth. Thus, in a @amivay here the lower sub-trees are

merged into a single node.

The Smoothing process is used to compensate fashidug discontinuities that will
inevitably occur between adjacent linear modethateaves of the pruned trees. Smoothing
is accomplished by producing linear models for gatérnal node, as well as for the leaves
at the time the tree is built (Witten and FrankQ@p It has been observed experimentally
that smoothing increases the accuracy of predictionthis study the model tree with

pruning and with smoothing (MTPS) is employed faiufe prediction.

For all above described downscaling models the raragiing is written in MATLAB
R2009a.

8.2.2.5 Bias Correction

In this study non-linear correction method suggedt¢ Leander and Buishand
(2007) have been used. Using this method GCM stedildaily climatic variables are bias
corrected by a power law relationship P* =>.am this method statistics such as mean,
standard deviation and coefficient of variation é&een matched with corresponding value
calculated from observed values. Therefore thishotkis used in the study as consider all
the statistics for bias correction.

The constant “a” and “b” are calculated by in tbkowing steps. i) the exponent “b”
is calculated by iteration, so that the coefficieftvariation of the predicted time series
(daily climatic variables) matches with observedadat. It is obtained by Brent's method
(Press et al., 1986). The exponent “b” is the dahction of coefficient of variation; (ii) the
coefficient “a” is calculated so that the averadethe simulated values is equal to the
average observed value. This aforesaid method weptaw relationship is not applicable
for the correction of climatic factors viz., tematrre, relative humidity and wind speed
because these climatic variables are consideretletmormally distributed. Therefore,
correction of normally distributed data set usirggvpr law relationship gives the data set
which is not normally distributed. For this reasee use another method for correcting

these climatic variables. The correction of climdtctors (temperature, relative humidity
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and wind speed) only involves shifting and scatm@djust the mean and variance (Leander

and Buishand, 2007). The formula for correctiogii®en below:

P =P +[g Pes ]x(p. ) (P -P) (8.11)

gem

Where, Py, = Bias Corrected Climatic variable®ws = Mean daily observed climatic

variablesPgm= Mean daily predicted climatic variables obtainfedm GCM,; U(R,bs):
Standard Deviation of the observed climatic vaﬂabb(chm): Standard Deviation of the

predicted climatic variables obtained from GO®4% uncorrected daily or monthly climatic

variables from HadCMS3 data. The above mentionechatefor bias correction is widely
acceptable and used by many researchers in thetrgears (Terink et al., 2010; Raneesh
and Thampi, 2013).

8.2.2.6Model Evaluation Statistics

The inter-comparison of the models is evaluatechgughe following statistical
measures.
1) Coefficient of Determination &
It is defined as the degree of collinearity betwsanulated and observed data.
The value oRR? lies between 0 and 1. The value tends to 1 reptesiee highest correlation.

_ 2N, (0i-Ei)?

2 _
ke=1 2, (0i-01)?

(8.12)

2) Nash-Sutcliffe efficiency (NSE)

The Nash-Sutcliffe efficiencyNSE) is a normalized statistic that determines the
relative magnitude of the residual variance (“niseompared to the measured data
variance (“information”)(Nash and Sutcliffe, 1970). NSE indicates how wie# plot of
observed versus simulated data fits the 1:1 lirgE Ncomputed as shown in Eq 7.20:

T4 (0i—Ei)?

NSE =1 - |3 0

(8.13)

The better suited model for the study area couls$ the obtained and it has been
employed to estimate the climatic variables foufatyears (2011-2100) for each station.
Subsequently, the above predicted meteorologiagblas have been used in estimation of
ETo and IWR for major crops have been computedhEurlong term changes in IWR have

been computed to investigate the impacts of climhassge on IWR in the study area.
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Figure 8.1 Statistical downscaling framework
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8.3 RESULTS AND DISCUSSION
8.3.1 Inter-comparison of Statistical Downscalinglodels

The four statistical downscaling methods previouséscribed have been applied to
eight stations of different climatic variables vizmax, Tmin, Tmean, Rainfall, Relative
Humidity, Wind Speed. The NSE and Ralues for the calibration sets of meteorological
variables are shown in Fig. 8.2 and the validatesults are shown in Fig. 8.3. The calibration
and validation results clearly indicate that foctealimatic variable LS-SVM is performing best
followed by MT and ANN (MLP). Lower values of NSEd R are obtained for ANN (RBF)
method for almost all the meteorological variablEse station-wise performance indexes for

each model of different climatic variables are preésd in Appendix A.
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Fig. 8.2. NSE and R calibration values for four downscaling methods
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Fig. 8.3. NSE and R validation values for four downscaling methods

Therefore from overall study it is clear that LS¥\method is most suitable for our
study area (also reported by Sachindra et al., 20X® MT technique was also perform better
and gives higher Rvalues above 0.90. The least performing modetHerstudy area is ANN

using RBF kernel which gives the lowest values oafd NSE.

The climatic variables (Tmax, Tmin, Tmean, rainf&H and WS) are estimated using
LS-SVM method. As from the above section it is clieam the results that LS-SVM method is
most suitable method for our study area. The ptiediof climatic variables has been done by
the LS-SVM method explained in section 8.2.

8.3.2 Selection of Predictor Variables

The selection of suitable predictor variables esnfost significant step for downscaling
of various predictands (meteorological variableB)e selection of predictors varies from
region to region based on the type of predictand #e characteristics of the large-scale
atmospheric circulation. Wetterhall et al. (200&parted that any type of predictor variables
can be used if, a physical relationship exists betwthe predictor and the predictand. Wibly et
al. (2004) suggested that predictors should bectsgleusing the following criteria: (1) the
large-scale predictors should be physically relevarthe local-scale features and realistically
simulated by GCMs, (2) the predictors are readvgilable from the archives of GCM output

and reanalysis datasets, and (3) strongly corcklatth the predicted. The predictor variables
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are selected on the basis of physical relationship predictands i.e., temperature, rainfall,
wind speed and relative humidity (Table 8.1). Theraviation of predictor variables are also
presented in Table 8.2. The physical basis forctiele of the listed predictor variables in table

8.2 is described as follows.

The suitable predictor variables for temperaturedjmtion are selected based on
physical processes. The temperature at any plapends upon circulation variables (i.e.,
represented by geopotential, or the wind comporeemd) other variables such as temperature
(through geopotential heights at various levels agrdcipitable water content in the
atmosphere). Further, the temperature that ocdwsyalocation is a result of the net radiation
available and the way that radiation is budgetdte et radiation (latent heat, sensible heat
and horizontal heat transfer) depends on gain®laf @ind terrestrial energy. The available
energy is then used for sensible heat transfereaagoration. Therefore, in the present study,
the potential predictors selected are air tempegaf{iC), geopotential height (meter),
precipitable water content (kgfjn zonal and meridional wind velocities (m/s) affefient

pressure levels.

Likewise for rainfall suitable predictors are sédégtbased on physical processes. The
total rainfall at a place and its form depend uparumber of meteorological factors, such as the
wind, temperature, humidity and pressure in theiva region enclosing the clouds and the
ground surface at a given place. The occurrenceaiofall is a convection process and he
physical features that dominate convective procsease: (1) changes in the pressure fields as
proxied with the geo-potential height fields, (2ransport mechanism, either the meridional or
zonal winds that can advect moisture into the mg({8) a moisture mechanism as measured
through specific humidity and (4) air temperatutevarious height levels. Therefore, in the
present study, the probable predictors extracteun fthe NCEP and HadCM3 are air
temperature, geo-potential height, specific hurgjdional and meridional wind velocities at

different pressure levels, precipitable water congad surface pressure (Table 8.2).

The selection of probable predictor variables iseldlaon the physical relationship with
the predictand (relative humidity). Humidity siges the amount of water vapor present in the
atmosphere. The relative humidity at any placetiengly related to temperature (Wypych,

2010). At a given location moisture-holding capadt the atmosphere and the pressure varies
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with temperature. The pressure gradient influetkhescirculation, which consecutively affects
the moisture holding capacity of atmosphere and #itects humidity. At the pressure height of
925 mb, the boundary layer (near surface effecigsificant. The latent heat signifies the
amount of moisture leaving from the surface to #ire Therefore in the present study the
probable predictors selected are surface air temyoer (°C), air temperature (°C) at 925 mb,
specific humidity (925 mb) and latent heat flux [fle&8.1).

For downscaling of wind speed, predictor variabies, zonal and meridional velocities
at 925 mb are selected as suitable predictorsrafsarted by Anandhi (2010). The correlation
coefficients between suitable predictor variablesl gredictands have been presented in
Annexure B for each station. The predictor with hhigorrelation values are selected for
downscaling. Further PCA method is applied to gebbcpredictors to extract principal
components (PCs) which are orthogonal. A featewtor is formed for each record using PCs.
The feature vector is used as an input to the L& SWodel, whereas, predictands (rainfall,

Tmax, Tmin, relative humidity and wind speed) cdogts the output of the model.

Table 8.1 Selected Predictor Variables for downscialg of predictands

S.No. Selected predictor variables from NCEP and HE#CM3 Predictands

daily datasets

1. Prw, Ua 200, Ua 925, Va 200, Va 925, Zg 200,580, | Temperature
Zg 925, Ta 200, Ta 500, Ta 700, Ta 925, LH

2. Prw, Ua 200, Ua 925, Va 200, Va 925, Zg 200,509, | Rainfall

Zg 925, Ta 200, Ta 500, Ta 700, Ta 925, Hus 85G; [Hu

925, Ps
3. Ta 925, Hus 925, Ta sur, and LH Relative Hurngidjt
4. Ua 925 and Va 925 Wind Speed
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Table 8.2 Abbreviation of selected predictor variakes

S.No. Abbreviation Description
1. Hus 850 Specific humidity at 850 hPa
2. Hus 925 Specific humidity at 925 hPa
3. Prw Precipitable water content
4. Ps Surface pressure
5. Ta 200 Air temperature at 200 hPa
6. Ta 500 Air temperature at 500 hPa
7. Ta 700 Air temperature at 700 hPa
8. Ta 925 Air temperature at 925 hPa
9. Ta sur Surface air temperature
10. Zg 200 Geopotential height at 200 hPa
11. Zg 500 Geopotential height at 500 hPa
12. Zg 925 Geopotential height at 925 hPa
13. Ua 200 Zonal wind at 200 hPa
14. Ua 925 Zonal wind at 925 hPa
15. Va 200 Meridional wind at 200 hPa
16. Va 925 Meridional wind at 925 hPa
17. LH Latent Heat Flux

8.3.3 Impact of Climate Change on Meteorological &fiables

Here the dataset is divided into two sections ametraining (1961-1990) and
other for testing (1991-2001). Figure 8.4 showsdbmparison of observed vs predicted
variables. The highest values of [.98) and NSE (0.99) for rainfall shows the good
correlation between predicted and observed dataer®¥dis for temperature thé Ralue
of 0.98 for Tmax and Tmin and for Tmean its valise8.93. For RH the Rvalue is 0.97
and for WS its value is 0.98. All the meteorologicariables are well simulated by LS-
SVM downscaling method (Figure 8.4) for the tragniperiod of 1961 to 1991. The

station wise downscaling results are presentechimefure C.
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Figure 8.4 Downscaling results of meteorological viables for the entire basir

All future projections are for the A2 scenaand divided into nine decac (2011-2020,
2021-2030, 2032040, 204-2050, 2051-2060, 2061-2070, 202280, 208-2090, and 2091-

2100) have beerepresented in beplot format Figure 8.5 represents the future projections

all the meteorological variablesThe projected rainfall istarted increasg from 2020s and
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increased upto 2050. The rainfall is started destngafrom 2071 period. There is decrease in
rainfall for the period of 2091-2100 (Figure 8.5 a)For the maximum temperature the

increasing trend has been observed for the entojegied period but the highest temperature
change is observed for two decades i.e., 2021-20802031-2040 (Figure 8.5 b). For the

minimum and mean temperature the overall increasergl has been observed but for Tmin the
highest temperature rise is for the period of 20610 (Figure 8.5 c, d). The projected RH is

higher for during the period of 2011 to 2040. Fr2041 to 2070 the RH is comparatively lower

then again increase in RH after year 2071 (Figubee whereas for WS shows a decreasing
trend (Figure 8.5 f).

The trend and change in magnitude for temperataiafall, wind speed and relative
humidity for the future scenarios are shown in €a8l3. For the projected rainfall there is
generally little change over the future periodse Tdihanges in precipitation are highest for
2020s and 2050s period whereas 2090s will have iittpact for both rabi and Kharif seasons
(Table 8.3, Col. 1). For 2020s and 2050s periodisfaih show significant increasing trend
whereas for 2090s period shows non-significanteasing trend. The predicted decadal rate of
change in rainfall during Kharif and rabi variesrfr 2.74 to 7 mm/decade and 5mm to 12
mm/decade for 2020s and 2050s periods respectivéig. maximum temperature (Tmax)
shows a significant increasing trend for 2020s 2080s period during both Kharif and rabi
season whereas for 2090s period, non-significammeasing trend has been obtained (Table 8.3,
Col. 3). The rate of change for Tmax varies froh°G/decade to 0.5°C/decade for kharif and
0.01°C/decade to 0.3°C/decade for rabi season. cFamge in magnitude for minimum
temperature for kharif season is varies from 0.@8Cade to 0.75°C/decade, whereas for rabi
season the rate of change varies from 0.02°C/detta@eés7°C/decade. It can be inferred that
warming is more pronounced during the night (whemgerature is lower) than day. The
relative humidity forecasts represent a significdetreasing trend for Kharif season, whereas
for rabi season non-significant decreasing trenckleeen observed for two decades i.e., 2020s
and 2090s period. There is very little change iojgmted RH for the entire growth period
(Table 8.3, Col. 8). The projected wind speed shows-significant increasing trend for the
entire basin. Wind speed projections are highlyeataén with extremes in 2090s during Kharif
season whereas for rabi season the uncertaintyr i2020s and 2050s period. No significant

trend is observed for wind speed (Table 8.3, Cd@l). The monthly change factors for
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temperature, rainfall, wind speed and relative Hdityifor the future scenarios are presented in

Annexure D.
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Figure 8.5 Future projections of climatic variablesfrom HadCM3 GCM output with A2 scenario

for entire basin
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Table 8.3 Seasonal trends in climatic variables fduture (2011-2100)

Seonath River Rainfall Tmax Tmin Relative Wind Speed
Basin Humidity
MK B MK B MK B MK B MK B

Test (mm/dec) | Test | (°C/dec) | Test | (°Cl/dec) | Test | (%/dec) | Test | (%/dec)

Col.1 Col.2 Col.3 Col. 4 Col.5 Col.6 Col.7| Col.8 T Col.10

Kharif | 2020s | 2.55 2.74 1.96 0.263 3.75 0.44 -3.87 | -0.55 1.96 0.2
Season

2050s | 4.16 6.97 2.06 | 0520 | 1.96 0.75 -3.89 | -0.48 1.56 0.2

2090s | 1.26 0.11 0.21 0.149 1.68 0.20 -4.72| -0.57 1.05 0.6

Rabi 2020s | 3.33 4.84 3.66 0.13 6.40 0.20 -0.35 -0.08 1.58 0.7
Season

2050s | 4.35 11.85 3.83 0.33 5.94 0.57 | -4.14| -0.583 1.30 0.8

2090s | 1.70 0.85 121 0.01 3.30 0.10 -1.69 -0.23 117 0.13

8.3.4 Impact of Climate Change on Reference Evapanspiration (ETo)

The ETo is a key factor for estimating irrigatisater requirement. Thus, the trend of
projected ETo is necessary to evaluate for the sassent of IWR. The reference
evapotranspiration estimated from the projectionmax and Tmin, RH and WS using the
evapotranspiration method (Penman-Monteith) an@miesl meteorological data for the period
of 1960 to 2010 is shown in Figure 8.6. The futprejections of reference evapotranspiration
predicted to increase for all months. Particulathe change of evapotranspiration is more in
the months of May to August due to the large pte@changes of Tmax and Tmin variables.
The rate of change is increasing from May to SepgmThe peak ETo is observed for the
month of June 25 mm/100 years (Figure 8.7). The esathange on annual and seasonal scales
for two decades 2011-2054 and 2055-2100 are siyasiabwn in Figure 8.8. From Figure 8.8
(a) the annual ETo trend is significantly incregsiior the northern part of the study area
whereas other parts of the basin show non-sigmificgcreasing trend. From Figure 8.8 b the
lower region of the basin shows a significant iasiag trend. Monsoon ETo for the period of
2011-2054 shows non-significant increasing trend dt the stations exception has been
observed for bilaspur and kanker stations, whiatwshignificant increasing trend (Figure 8.8
c). However for the period of 2055-2099 the enbesin shows significant increasing trend

except bilaspur station, which shows non-significexcreasing trend (Figure 8.8 d). In post
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monsoon season overall significant increasing tkeasl obtained for the first decade i.e., 2011-
2054 (Figure 8.8 e). Whereas for second decade &i55-2099 non-significant increasing
trend have been obtained for the entire basin éxémp Bilaspur station which shows
significant increasing trend (Figure 8.8 f).
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Figure 8.6 Monthly reference evapotranspiration for Seonath River Basin estimated
from HadCM3 GCM output for A2 scenario
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Figure 8.7 Rate of Change in Reference Evapotrangpition over 100 years
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Figure 8.8 Reference Evapotranspiration trend on anual and seasonal scales for two
decades

8.3.5 Impact of Climate Change on Irrigation WaterRequirement (IWR)

The irrigation water requirements are computedPaddy (Kharif), Wheat and summer
paddy (Rabi crops) at eight locations of the rivasin. The monthly ETo is corrected with crop
coefficients for each crop to compute the Crop WRieguirement (CWR) which in turn can be
used to compute the irrigation water requirementhef crop. The monthly IWR have been
estimated from the projections of rainfall at eadhthe location downscaled from LS-SVM
model and CWR projections (The calculation of CWiRd acrop coefficient is detailed in
Chapter 6). The projected percentage variatiodlg/é¥ for eight locations are shown in Figures
8.9 a, b and c respectively, for Kharif paddy, whaad summer paddy. The projected
percentage variations of IWR for Kharif paddy dgrithree decades i.e., 2020s, 2050s and
2090s for eight locations are also shown in Fig@éd® a, b, c in the form of bar chart. It is
clear from the figure that for Kharif paddy percaye change is highest for 2020s period for all
the stations then 2050s and variation has beerased in last decades (2090s) (Figure 8.9 a).

For wheat crop the variability is highest for 2020&l 2050s period and least variation has been
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observed for 2090s period (Figure 8.9 b). Whefeasummer paddy 2020s and 2050s period
show highest variability (Figure 8.9 c). The preeit change in IWR at each location is a

function of rainfall at that location and the ETo.
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8.3.5.1 Kharif Irrigation Water Requirement (Paddy)

The crop growing period of Kharif paddy in Chhagtish state is from mid July to
October. (Details of crop growth period are giverChapter 6). The trends in irrigation water
requirement is presented in three decades 2026€s2@090s for eight location in Seonath
River Basin depicted in Figure (8.10). It is clédam the figure that IWR is increasing in
future years when compared with present IWR. Tighédst IWR has been observed for 2090s
as for the same decade the rainfall is decreasm@050 IWR is comparatively least. The
spatial distribution of rate of change in IWR fadaly is shown in Figure 8.11 a. For the upper
half of the basin experiences the significant insezl IWR. Whereas rest of the regions show
non-significant increasing trend. As the tempeatirthe basin is increasing thereby ETo of
the basin is high for monsoon period hence IWRpaddy crop is increasing for the future

scenario.
8.3.5.2 Rabi Irrigation Water Requirement (Wheat)

The IWR for wheat crop is estimated and projecétRIfor wheat crop is compared
with present day water requirement. From the figuie clear that water requirement is highest
for the period of 2050s and 2090s. 2020s requast IBVR compared to 2050s and 2090s but
increase in IWR has been observed for all the tiemades (Figure 8.12). The change in IWR
is spatially shown in Figure 8.11 b. The central anuthern part of basin shows the increasing
IWR trend. From the figure 8.11 b in 2020s the deawaries from 3 mm to 14 mm. However
for 2050s period the rate of change varies fronro QL& mm/year. The highest change is
observed for the lower half of the basin. Overaliamn-significant increasing trend has been
observed for the entire basin. For last decade2(90s period IWR trend is increasing for five

of the stations the range varies from 5 mm to 12 mm
8.3.5.3 Rabi Irrigation Water Requirement (summer @addy)

The comparative IWR for summer paddy with present projected IWR is shown in
figure 8.13. From Figure 8.13 the water requiremisnhighest for 2050s period for all the
locations. The next highest decade for IWR is 2080@8e increase 2020s IWR when compared
with present day IWR for summer paddy. The spataiation of IWR for three decades
(2020s, 2050s and 2090s) is depicted in Figure 8.F8om Figure 8.10 c for 2020s period the
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rate of change in IWR has been varied from 1.5 mrh55 mm. The southern and central half
of the basin show significant increasing trendWR. However for 2050s period the upper half
of the basin shows no change whereas rest of ttie gl@ows significant increasing trend. The
maximum change in this period was 16 mm/year wiscim the lower part of the basins. For
2090s period the change in IWR for different looas varies from 2 mm to 17 mm/year. But
highest change has been observed for lower hdlieobasin. Overall basin show a significant

increasing trend.
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Figure 8.10 Irrigation Water Requirement of Kharif Paddy
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Figure 8.12 Irrigation Water Requirement of Rabi Wheat
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Figure 8.13 Irrigation Water Requirement of Rabi Sunmer Paddy

8.4 SUMMARY

In the present study inter-comparison of four stetal downscaling models have been
done to identify the best prediction model. It leen predicted that LS-SVM method is the
suitable model for further analysis. The LS-SVM mabds used for predicting the future
irrigation water requirement in the river basin.eTéxpected changes of rainfall, RH, WS,
Tmax and Tmin are modeled by using LS-SVM, with M8 GCM output for the A2
scenario. The ETo projections are modeled with aapetranspiration model (Penman-
Monteith equation) accounting for the projectedndes in temperature, RH, solar radiation
and WS. The irrigation water requirement is quédiby accounting for projected rainfall and
ETo. The monthly irrigation water requirement ofdfifi (Paddy) and Rabi crops (Wheat and
summer paddy) are quantified for downscaling eigbations covering the entire Seonath river
basin. The annual irrigation water requirementsKbarif paddy, Wheat and summer paddy
are predicted to increase in the Seonath rivemb&die kharif IWR has been projected to
increase by an average (and range) of 84% (8-168%}, (39-82%) and 32% (5-57%) in the
2020s, 2050s and 2090s respectively from a basefirf® mm. For Rabi Wheat crop IWR
change increase by 201% (67-262%), 163% (6-307%)94%6 (50-150%) for three decades.
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However for summer paddy the increase in IWR rariges 184% (44-287%), 215% (103-
319%) and 90% (21-181%) for 2020s, 2050s and 2@@@wds respectively. This projected
change in irrigation requirement will be helpfulpfanning of irrigation projects. In this study
estimation of future irrigation water requirementusing single GCM output (HadCM3) and a
single scenario (A2 scenario). It is reported byiowss researchers (Simonovic and Davies,
2006; Ghosh and Mujumdar, 2007) that the variabetween different GCMs over regional
climate change projections indicates a major cafisscertainty. Further studies are essential
for assessment of future irrigation requirementngsdifferent GCMs with scenarios to
understand the underlying GCM and scenario unceytailhe results of this study provide
guidelines for the decision makers to accommodafeceent amount of water in those months

when rainfall only will not be adequate to fulfiie water requirements for crops.
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CHAPTER 9

SUMMARY AND CONCLUSIONS

The accessibility of abundant water resources tetragriculture water demand is
globally a challenging issue due to change in dénmdt is widely believed that the
variability of meteorological factors and climateange are leading to change in irrigation
water demand. There is a need to critically asgasation in Irrigation Water Requirement
(IWR) over the years to plan agricultural water aggment and irrigation scheduling
policies to cope with climate change. Seonath rasin is the longest tributary of Mahandi
river system. It is located between latitudes 20NL& 22°41' N and Longitudes 80°25' E to
82°35' E. The total drainage area of the basij8&) sq. km. The mean annual rainfall in
the basin varies from 1005 mm to 1255 mm. The nyagor of annual rainfall occurs during
three months i.e., July-September. The river gaeddy mid-winter season and both rural
and urban areas in the basin are often subjectsgvere water crisis during the summer
season due to erratic nature of rainfall. The pated water utilization for agriculture has
also changed over the years due to change in atinaatiables. Hence there is a need to
understand the region specific alteration in itiga water requirement due to climatic

variability for development and management of Snatade water resources.

This study has been undertaken to evaluate the cimpf climate change on
Irrigation Water Requirement in Seonath River Bdstated in Chhattisgarh state of India.
The specific objectives of the study are 1) Anaysfitemporal trends and spatial variability
of climatic variables viz., maximum, minimum and anetemperature (Tmax, Tmin,
Tmean), relative humidity, rainfall and wind speedhe study area. 2) Estimation of region
specific pan coefficient (Kp) on monthly basis tonmgpute reference evapotranspiration
(ETo). Inter-comparison of available models foriraation of ETo and conducting
sensitivity analysis of ETo with respect to keyrditic variables. 3) Analysis of site specific
crop coefficients, crop water requirement (CWR) &migdiation Water Requirement (IWR)
for major crops using the observed agro-climatia@ad analysis of long term trend in ETo
and IWR. 4) Development of relationship betweerveunumber (CN) parameter of Soll
Conservation Service Curve Number (SCS-CN) metloggol and CWR/IWR. 5)
Application of different statistical downscaling dels and their inter-comparison to predict
future climatic variability and its impact on IWBummary conclusions on various aspects

of the study and major contribution of this resbarmork are presented below.
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9.1 SPATIAL AND TEMPORAL TRENDSIN CLIMATIC VARIABLES

Scientific assessment of spatial variability a@chporal trends in climatic variables
are needed for sustainable planning and manageshémigated agriculture. The analysis

and results of the study are summarized below
9.1.1 Rainfall Trend

The trends in annual and seasonal rainfall timeesdrom 1960-2010 have been
analyzed using Mann—-Kendall test and the Sen’s eSkegtimator for 24 stations in the
Seonath river basin. The analysis indicated a dsgrg trend in the annual rainfall series.
The results of the annual rainfall series show thate is a significant decreasing trend in
annual rainfall at 75% of the stations located amtlmern part of basin and non-significant
decreasing trend in annual rainfall at 17% of ttaiens located in southern part of basin.
Moreover, the decreasing trends in seasonal raiimiamost of the stations are significant
according to the statistical tests, in the win&#%), monsoon (83%) seasons and summer
(83%).

The magnitude of decreasing trends in annual réiirga-2.4 mm/year and for
monsoon it is -2.79 mm/year. Decrease in monsomfiathat the rate of 2.74 mm/year is
likely to have significant adverse impact on rathégriculture in future.

9.1.2 Temperature Trend

Rising trend over the years has been observed iannseasonal maximum
temperature for monsoon and winter, whereas, tisedecreasing trend over the years in
mean summer maximum temperature. However, meanorsgasninimum and mean
seasonal average temperatures show rising trertidantire basin. Few stations located in
Northern part of the basin show non-significaningstrend in mean seasonal temperature.
The minimum temperature has increased more as gethpa maximum temperature over
51 years period of analysis. The percentage chemgenimum temperature is highest for
the month of November followed by December and danurhe variability is observed to
be more pronounced in minimum temperature rangiom f1.69% to 2.78%. For annual
maximum and minimum temperature, the upper halthef basin shows more variability
with highest magnitude of variability 1.93%. Thaudt shows that the mean annual
temperature is likely to increase by 1.98°C in nEQ®years. However winter temperature

may increase by 2.06°C, monsoon temperature manedse by 4.73°C and summer
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temperature may decrease by -0.528°C over the stitely Overall there is an increase in
Tmax on annual and seasonal scale except for sumrmereas for Tmin and Tmean,

overall significant increasing trend is observedtfe entire Seonath River basin.

The monsoon temperature is expected to increask 437C over 100 years. This
rise in temperature may cause significant increéagbe irrigation water requirements and
rainfed agriculture may get adversely affected. réfuge irrigation planning for Rabi as

well as for Kharif crops need to be analyzed fer study area.
9.1.3 Reative Humidity (RH) Trend

Monthly trend analysis of Relative Humidity (RH) astrs significant decreasing
trend in RH for months of July, September, Octodoeat November. Whereas, from March
to June insignificant increasing trends are obskernd stations show significant decreasing
trend in annual RH except few stations in the nevéstern part of the study area which
shows non-significant decreasing trend. For monseason, strongly significant decreasing
trend is observed for the entire basin. Whereasvioter season, non-significant decreasing
trend and for summer season increasing trend hega bbserved. The highest change in
magnitude of RH has been observed for July, Sementlctober and November months.
The inter-annual variability in RH of the basin gas from 0.9 to 2.2%.

9.1.4 Wind Speed (WS) Trend

The wind speed is one of the key variable whichseawater vapour transpiration
from plant leaves into atmosphere. Thus, monthty ssasonal assessment of trends in wind
speed and its variability is important in ordegteantify its effect on ET. On seasonal basis,
strongly significant increasing trend is obtainexd Wwind speed in monsoon and winter
season all over the basin. On monthly time scéle, highest rate of change is seen in
August followed by July, June and September. Thegmage change is highest for the

entire basin ranging from 38% to 61%.

Highest inter-annual variability (23%) is obsenmeanonthly wind speed in northern
part of the river basin. Overall there is incregdirend in monthly and seasonal wind speed
for the entire basin.
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9.2 INTER-COMPARISON OF ETo ASSESSMENT METHODS

Evapotranspiration is directly related to crop watguirement and is an important
parameter in hydrological studies. Therefore, ateuestimation of ETo is of significant
importance. To measure the consistency and accurhdyTo methods, the estimates
obtained from six different methods (Hargreavesoriithwaite, Blaney-Criddle Method,
Priestley-Taylor Method, Penman-Monteith Method dndc Method) have been compared

with pan evaporation data (Ep). The following imfeces could be drawn from this analysis

1. The pan coefficient (Kp) have been estimated asrdtie between ETo and pan
evaporation (Ep) for the study area. The study shibvat the Kp varies significantly
from month to month (0.56 to 0.89) for the studgaarThe estimated monthly pan
coefficients values for the study area are coneitlén be more appropriate than the
Kp values (0.60-0.80) given in literature for Clasgan. The highest Kp value is
obtained for July month whereas it is lowest fa thonth of November. Thus, use
of the FAO recommended values of Kp result in @atimation of the monthly ETo
values by 11.8% to 56.3%. Thus for accurate estmmabf ETo from pan
evaporation data, the estimated Kp values consigelocal climatic conditions
should be used for the study area.

2. According to statistical performance evaluation sk ETo estimated methods,
Penman-Monteith, Hargreaves and Thornthwaite methage performed well with
low value of RMSE, MAE, SSE and high correlatioreffwient. The radiation-
based Priestley-Taylor and temperature based Bl@neygle method indicate
lowest correlation values.

3. Sensitivity analysis of ETo to different meteoratmag variables viz, Tmax, Tmin,
RH and WS has been performed. The temperaturaiislfto be the most important
driving parameter which affects ETo and followed tejative humidity. In the
Seonath river basin maximum temperature is donmgdactor in estimation of ETo
at seasonal and annual scales. As temperatur@gsaseETo also increases. Bilaspur
station shows highest sensitivity coefficient of7L.in relation to temperature. It
means ETo would increase by 17.7% in response €ol@® rise in maximum
temperature if other meteorological variables rematonstant. However
Rajnandgaon station shows the highest value ofitsatyscoefficient in relation to
RH (-1.28) which means 10% decrease in RH causest&Tlincrease by 12.8%.
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Hargreaves and Thornthwaite methods are therefuireecommended for this study

area as these donot take into consideration thed&ameter.

9.3 ASSESSMENT OF CROP COEFFICIENT, CWR, IWR AND THERE LONG
TERM TREND

9.3.1 Assessment of Crop Coefficient (Kc)

In order to estimate CWR, the crop characterigticthe form of crop coefficient
(Kc) need to be considered. The value of Kc vaoeslifferent growth stages i.e. the initial
stage, development stage, midseason stage, anatéhgeason stage. In this study, the Kc
values recommended by FAO paper No. 56 have beprstad according to climatic
conditions of the study area. The average Kc valoesajor crops (Kharif Paddy, Wheat
and Summer paddy) for crop growth stages viz ahitevelopment, mid and late season are
computed. These average Kc values for differentpscrare then compared with
recommended Kc values in FAO-56. For Kharif padagrcentage change in adjusted Kc
value with respect to FAO recommended Kc valuasngudifferent crop growth stages
varies from -1% to -15% whereas for rabi crops (Atterd Summer paddy) it range from -
2% to -16% and -9% to -23% respectively. The dadpi¥c values are lower than those
suggested in FAO-56 for each crop during the diffiercrop growth stages. This is mainly
due to humid climate of Seonath river basin andelomean wind speed (1.7-1.0 m/s) and
higher mean minimum relative humidity (79-41%) dagrKharif and rabi season. The CWR
computed using FAO approach (FAO, paper No-56)gysignificantly different (higher)
values. It is therefore recommended to use thestajuKc values for our study area for
precise estimation of CWR and subsequently for adgatpn of supplemental water

requirement.

9.3.2 Trend Analysisof Reference Evapotranspiration (ETo)

Trend and variability of annual and monthly ETodiseries have been analyzed for
8 stations for which data are available. The ineeaa ETo is 13.4 mm/year on annual time
scale. On the seasonal scale, summer ETo trenecreabking (-10.4 mm/year). The winter
and monsoon ETo show increase at the rate of 2lyeamand 22 mm/year respectively.
The estimates of ETo for the months of Decembeanudly, February, July and August
show non-significant increasing trend. However sgigant increasing ETo trend has
emerged for the months of September October andemiber. The highest (3.4-3.6%)

variability in annual ETo is seen in the statioosated at southern part of the basin while
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rest of the stations exhibits almost same intetahwariability ranges from 1.0%-1.8%.
Overall a high variation in ETo is observed for thdire Seonath river basin. The results of

this study will be useful for the reliable estingattiof irrigation water requirement.
9.3.3 Trend Analysisof Irrigation Water Requirement (IWR)

IWR of the Kharif Paddy is relatively higher fdret later stage of the crop growth
period compared to previous crop growth period. Rabi cropping season (wheat and
summer paddy) it has been found that the irrigatvater requirement is of the same order
throughout the growing season, but marginally higihgring the developmental stage. In
order to detect trends in IWR, the MK-test and $afope have been used to analyze the
time series for the 51-year peridthere is increasing trend in IWR for both KharitiaRabi
seasons. For Kharif season increasing trend istaetat 88% of the stations, and remaining
12% of the stations show non-significant increasirend. Further, significant positive
slopes are dominant for wheat crop, (with 63% ef stations). For summer paddy, 50% of
the stations show significant increasing trend @stl 50% shows non-significant increasing
trend. The IWR for Kharif and Rabi seasons areeasing at the rate of 3.627 mm/yr and
1.264 mm/yr respectively. These changes are clwizet by a relative increase in Kharif
IWR by 47%, while Rabi IWR by 23%.

94 IWR-CN RELATIONSHIP

Over the last 50 years several empirical and senphgcal methods for ETo
estimation have been developed in different pdrte@world but none can be suggested as
the best one for any area or any season in ternits @iccuracy. In this study, the curve
numbers derived from rainfall-runoff data on seasmtale (Kharif and Rabi season) is
related to IWR of same scale. Higi ®lues of 0.970 for Kharif season and 0.926 fdbiRa
season are found for calibration period. The resaré validated with ®alues of 0.957 and
0.954 for Kharif and Rabi seasons, respectivelgijcating the existence of a strong CN-
IWR relationship.

The supportive results of the proposed model assttimbe a good substitute for
complex IWR assessment, particularly in the areare/imeteorological parameters are not
easily obtainable. In addition, the developed maxdel be utilised for the crop water use

studies, and especially in the design and managevh@nigation systems.
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9.5

PREDICTION OF CLIMATE CHANGE IN FUTURE

. The four statistical downscaling models viz., Acidl Neural Network (RBF),

Multilayer Perception (MLP), Multiple Linear Regssn (MLR), Model Tree

(MT), Least Square Support Vector Machine (LS-SVAf¢ used for comparative
study. The best prediction model for the study asdz5-SVM. The results indicate
that for each climatic variable, LS-SVM is perfongibest followed by MT and
ANN (MLP). Lower values of NSE and’Rire obtained for ANN (RBF) method for
almost all the meteorological variables therefood recommended for our study

area.

. Increase in annual rainfall is statistically predd from year 2020s upto 2090. The

annual rainfall is predicted to decrease for theopeof 2091-2100. The predicted
decadal change in rainfall varies from 2.74 to 7/denade for 2020s and 2050s
period. However for maximum temperature, the ingirgatrend is predicted for the
entire projected period but the highest temperathesmge predicted for two decades
i.e., 2021-2030 and 2031-2040. The rate of charayeey from 0.1°C/decade to
0.5°C/decade for monsoon and 0.01°C/decade to @8&&&de for post monsoon
season. For the minimum and mean temperature thealbuncreasing trend is
observed but for Tmin the highest temperatureisgxpected in the period of 2061-
2070. The change in magnitude for minimum tempeedior monsoon season varies
from 0.2°C/decade to 0.7°C/decade, whereas formposisoon season the minimum
temperature varies from 0.02°C/decade to 0.5°CHkec#t can be inferred that
warming is more pronounced during the night (whangerature is lower) than day.
The relative humidity forecasts represent a sigaift decreasing trend for Kharif
season, whereas for rabi season non-significamedsing trend have been observed
for two decades i.e., 2020s and 2090s period. Toieged wind speed shows non-
significant increasing trend for the entire basWind speed projections are highly
uncertain with extremes in 2090s during Kharif seawhereas for rabi season the

uncertainty is for 2020s and 2050s period.

. The reference evapotranspiration are predictedhdcease in future for all months.

Particularly, the change in evapotranspiration isrenin the months of May to
August due to the large projected changes in TrmaixTanin variables. The rate of
change in ETo is increasing from May to Septembbkere could be an increase of

25 mm in ETo in June month over a period of 100yea
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9.6

4. The monthly irrigation water requirement in futunas been estimated from the

projections of rainfall at each of the location dmealed from LS-SVM model and
CWR projections. The annual irrigation water regments for Kharif paddy, wheat
and summer paddy are predicted to increase inrthee @iver basin. The IWR for
Kharif crops (Monsoon season) is projected to iaseeby an average (and range) of
84% (8-168%), 71% (39-82%) and 32% (5-57%) in tb&08, 2050s and 2090s
respectively whereas for Rabi crops (Winter seasgm®at crop IWR is predicted to
increase by 201% (67-262%), 163% (6-307%) and 9306160%) for the three
decades (2020s, 2050s, 2090s). However for summadypthe increase in IWR
ranges from 184% (44-287%), 215% (103-319%) and 9P%181%) for 2020s,
2050s and 2090s periods respectively. Knowledgduture change in irrigation
requirements will be useful in sustainable improeatmand management of basin
water resources and in developing adaptive poliéesoperation of irrigation

schemes.
CONCLUSIONS
The following conclusion could be drawn from thedst:

The analysis indicated that decrease in monsoariath(2.79 mml/yr) is likely to
have significant adverse impact on rainfed agnigelt This may necessitate to focus

for supplemental irrigation planning in Kharif seasrops too.

Investigation of results revealed that the terapure changes may have significant
impacts on rainfed crop cultivation due to increasevapotranspiration. Monsoon
temperature is expected to increase by 4.73°C &0€ryears and it may cause

significant increase in the IWR and water shortages

Use of monthly value of pan coefficient (Kpadis to more precise assessment of
evapotranspiration compared to single value fomalhths (0.70). Estimates of ETo
using monthly Kp values indicated large variationETo from month to month

ranging from -6% to 21%.

The analysis revealed that there is increa$é/R for Kharif and rabi crops in most
of the region due to high variability of rainfalbgern, rise in temperature, wind
speed and decrease in RH. These results shalllpilh@ more realistic planning

and effectual utilization of basin water resources.
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9.7

A relationship between SCS-CN and IWR has ksreloped. It may provide a
simple substitute to the complex procedure for I\@&imation. CN based IWR

estimation would be simple and useful.

Four statistical downscaling methods have ldekan for comparative study. The
results of analysis indicated that for each climatriable, LS-SVM is performing
best. The monthly IWR in future have been predictsthg the projections of
rainfall (downscaled from LS-SVM model) and CWR jeations.

The future projection (2001-2100) of IWR foh#¢if and rabi crops derived from
LS-SVM models show increasing trend. This knowledgefuture change in IWR
shall be useful for sustainable development andagement of water resources and

in developing adaptive policies for operation oigation schemes.
MAJOR RESEARCH CONTRIBUTIONS

The major research contributions of the presemtystme summarized below:

. Long term spatial trends in spatially distributetimatic variables have been

established.

. Estimation of monthly pan coefficients (Kp) values easy and perfect assessment

of ETo using available pan evaporation data instidy area.

. Inter-comparison of ETo estimation methods and tifleation of best suitable

model for the study area and its sensitivity tdedént climatic variables.

. Estimation of crop coefficients of major crop fdmet study area for accurate

estimation of CWR and subsequently IWR of the staicha.

. Exploration of trend and variability in ETo and IWiRcontext of long term changes

in climatic variables of the study area.

. Development of relationship between SCS-CN and MRch could substitute the

complex procedure for IWR. CN based IWR estimatisnsimple, reliable and
particularly useful in areas where data on a nundbaneteorological parameters
may not be available.

. Inter-comparison of four downscaling models andhidieation of model. Future

prediction of rainfall, maximum and minimum tempera, relative humidity and
wind speed by LS-SVM downscaling models by HadCMB@Ms data for A2
scenario. Estimation of ETo using climatic variabknd in turn CWR for future

assessment of IWR for the study area.
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9.8

SCOPE FOR FUTURE RESEARCH

. For an accurate estimation of the IWR, the soil suwe dynamics of individual

crops also need to be considered in the impacssissant studies.

. This study may be extended to study impact of dintange on spatial distribution

of drought vulnerability and IWR during drought yga

. Further studies are required for assessment ofcayity of the proposed IWR-CN

relation to other regions. In addition, since pagtamk is a regional parameter that
depends on geological and climatic factors and éeat important parameter in
ET/CWR/IWR estimation, results may be improved witle use of a value other

than the standard value of 0.2 for other climatgions.

. In this study, only one GCM data i.e., HadCM3 haerbused. It is suggested to

apply different GCMs data to make a comparison betwdifferent models to check
inter-models consistency. Hence, this work may ktergled in the future by
including different GCMs data and for different sagos for future estimation of

climatic variables.
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ANNEXURES

ANNEXURE A
Table A1 Performance Evaluation Statistics for Evapotranspiration
MLR ANN (RBF) ANN (MLP) M5P LSSVM
S.No. Parameters
Cal. Val. Cal. Val. Cal. Val. Cal. Val. Cal. Val.
RMSE 1834 | 1173 | 2958 | 1855 | 13.02 797 | 920 | 591 | 591 | 403
NMSE 711 297 | 1849 7.42 358 137 | 179 ] 075 074 ] 035
1 Bilaspur NSE 0.85 0.82 0.61 0.56 0.92 092 ] 096 | 096 | 098] 098
MAE 0.62 057 0.32 0.25 0.74 073 | 085 | 083 092] 092
cC 0.92 0.91 0.78 0.75 0.97 097 | 098] 098 | 099 | 099
RMSE 1684 | 1060 | 4197 | 2532 | 1285 810 | 816 | 585 | 458 | 168
NMSE 6.48 261 | 4028 | 1487 3.78 152 | 152 | 080 | 048] 007
2. Damtari NSE 0.85 0.83 0.08 0.05 0.91 090 | 097 | 095 | 099 ] 1.00
MAE 0.64 0.64 0.07 0.07 0.74 074 | 088 ] 086 | 094 ] 095
cC 0.92 0.91 0.28 0.23 0.96 096 | 098] 098 | 099 | 1.00
RMSE 1879 | 1181 | 4426 | 2681 | 1429 878 | 914 | 648 | 575| 251
NMSE 7.59 303 | 4212 | 15.60 4.39 167 | 180 | 091 | 071 ] 014
3. Durg NSE 0.84 0.82 0.09 0.07 0.91 090 | 096 | 095 | 098] 0.99
MAE 0.63 0.63 0.08 0.08 0.73 074 | 087 | 085 | 093] 094
cC 0.91 0.91 0.30 0.27 0.96 096 | 098] 097 | 099 | 1.00
RMSE 1721 | 1080 | 4179 | 2536 | 13.05 805 | 841 | 6.02| 478 260
NMSE 6.76 268 | 3985 | 1477 3.89 149 | 162 | 083 052 | 016
4 K anker NSE 0.85 0.83 0.09 0.07 0.91 091 | 096 | 095 | 099 | 0.99
MAE 0.64 0.64 0.08 0.08 0.74 074 | 088 | 085 | 094 | 094
cC 0.92 0.91 0.30 0.26 0.96 096 | 098] 097 | 099 ] 100
RMSE 1974 | 1243 | 4531 | 2766 | 1427 880 | 951 | 659 | 737 | 195
NMSE 8.09 322 | 4265 | 1594 423 162 | 188 | 090 | 1.13] 008
NSE 0.83 0.82 0.11 0.09 0.91 091 | 096 | 095 | 098] 1.00
5. Kawardha
MAE 0.62 0.62 0.09 0.08 0.75 075 | 087 ] 086 | 093] 095
cC 0.91 0.91 0.33 0.30 0.96 096 | 098] 097 | 099 | 1.00
RMSE 1864 | 1181 | 4370 | 2660 | 15.03 981 | 911 ] 638 579 | 281
NMSE 7.40 300 | 4070 | 15.19 481 207 | 177 ] 088 071 ] 017
6 Korba NSE 0.99 0.82 0.92 0.10 0.99 088 | 100 | 095 | 1.00 | 0.99
MAE 0.66 0.62 0.17 0.09 0.76 072 | 088 | 086 | 094 | 094
cC 0.92 0.91 0.36 0.32 0.96 095 | 098] 097 | 099 ] 1.00
RMSE 1765 | 1098 | 4243 | 2547 | 1354 | 8403 | 909 | 631 | 562 | 358
NMSE 6.98 276 | 4032 | 14586 411 | 1616 | 185 | 091 | 071 | 029
7 Raipur NSE 0.92 0.83 0.53 0.07 095 | 0898 | 098 | 094 | 099 | 098
MAE 0.66 0.67 0.15 0.18 075| 0759 | 087 | 086 | 093 | 094
cC 0.92 0.91 0.30 0.26 096 | 0955 | 098 | 097 | 099 | 099
RMSE 1962513 | 12.32 | 4506 | 2736 | 1452 894 | 943 | 665 | 558 | 246
NMSE 8.066385 320 | 4252 | 1579 441 169 | 186 | 093 | 065 | 013
8. Rajnandgaon NSE 0.830589 0.81 0.11 0.08 0.91 090 | 096 | 095 | 099 | 0.99
MAE 0.895909 0.62 0.75 0.08 0.93 074 | 097 ] 08| 098] 095
cC 0.911387 0.90 0.33 0.29 0.96 096 | 098] 097 | 099 | 1.00
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Table A2 Performance Evaluation Statistics for Rainfall

LS-SVM
SNo. Parameters MLR ANN (RBF) ANN (MLP) M5P
Cal. Val. Cal. Val. Cal. Val. Cal. Val. Cal. Val.
RMSE 85.10 54.65 11897 | 6212 | 8439 | 5448 | 6834 | 53.02 | 32.74 | 20.68
NMSE 49.30 25.68 96.35 | 3317 | 4848 | 2551 | 31.79 | 24.16 7.30 3.68
1. Bilaspur NSE 0.66 0.39 0.34 0.22 0.66 0.40 0.78 043 0.95 0.91
MAE 0.52 0.27 0.33 0.14 0.54 0.27 0.73 0.51 0.87 0.85
CcC 0.82 0.68 0.59 0.53 0.84 0.72 0.89 0.74 0.97 0.96
RMSE 100.46 66.55 10537 | 7622 | 1058 | 66.18 | 86.19 | 55.07 | 45.78 | 23.77
NMSE 79.04 29.40 86.96 | 3857 | 87.67 | 29.08 | 58.18 | 20.13 | 16.41 3.75
2. Damtari NSE 0.37 0.46 0.32 0.30 0.31 047 0.54 0.63 0.87 0.93
MAE 0.28 0.37 0.31 0.29 0.21 0.35 0.57 0.63 0.80 0.84
CcC 0.62 0.70 0.56 0.55 0.66 0.79 0.74 0.85 0.93 0.97
RMSE 86.67 3451 106.11 | 53.71 | 86.36 | 36.35 | 7534 | 29.07 | 38.01 | 12.34
NMSE 58.11 10.47 87.09 | 2535 | 57.70 | 11.61 | 4391 743 | 11.18 1.34
3. Durg NSE 0.54 0.74 0.32 0.39 0.55 0.72 0.66 0.82 0.91 0.97
MAE 047 0.55 0.32 0.34 0.46 0.48 0.67 0.75 0.84 0.89
CcC 0.74 0.86 0.57 0.62 0.78 0.90 0.82 0.91 0.96 0.98
RMSE 74.03 33.10 10482 | 51.31 | 71.71 | 3045 | 6359 | 2359 | 2559 | 13.91
NMSE 42.57 10.46 8535 | 25.14 | 39.95 8.86 | 3141 532 5.09 1.85
. Kanker NSE 0.66 0.72 0.34 0.34 0.68 0.77 0.76 0.86 0.96 0.95
MAE 0.53 0.51 0.33 0.33 0.57 0.61 0.71 0.77 0.88 0.88
CcC 0.81 0.85 0.58 0.60 0.84 0.88 0.87 0.93 0.98 0.98
RMSE 79.24 32.69 10453 | 5059 | 8399 | 3393 | 69.26 | 23.69 | 3240 | 1524
NMSE 51.20 10.11 89.10 | 2421 | 5752 | 10.89 | 39.11 531 8.56 2.20
5 Kawardha NSE 0.58 0.73 0.27 0.37 0.53 0.72 0.68 0.86 0.93 0.94
MAE 0.46 0.54 0.23 0.29 0.43 0.55 0.64 0.77 0.83 0.87
CcC 0.76 0.85 0.52 0.62 0.77 0.87 0.83 0.93 0.96 0.97
RMSE 80.66 36.46 107.30 | 5325 | 76.39 | 3593 | 66.92 | 2992 | 32.88 | 12.19
NMSE 49.97 12.34 8844 | 2632 | 4482 | 1198 | 34.40 8.31 8.30 1.38
NSE 0.73 0.684 0.52 0.33 0.75 0.69 0.81 0.79 0.96 0.96
® Korba MAE 041 0.519 0.16 0.33 0.48 0.57 0.66 0.75 0.84 0.89
CcC 0.78 0.832 0.56 0.58 0.83 0.85 0.86 0.89 0.97 0.98
RMSE 75.57 36.62 112,12 | 5997 | 81.28 | 3885 | 6745 | 2558 | 3219 | 14.16
NMSE 40.16 10.34 8841 | 27.74 | 46.46 | 11.64 | 32.00 5.05 7.29 1.55
. NSE 0.80 0.780 0.56 041 0.77 0.75 0.84 0.89 0.96 0.97
’ Relpur MAE 0.48 0.535 0.24 0.27 0.50 0.52 0.67 0.78 0.86 0.87
CcC 0.84 0.885 0.61 0.64 0.86 0.91 0.88 0.95 0.97 0.98
RMSE 121.90 68.13 126.19 | 71.04 | 140.3 | 8192 | 1064 | 60.53 | 42.18 | 34.66
NMSE 99.14 35.12 106.23 | 38.17 | 1314 | 50.77 | 7553 | 27.72 | 11.87 9.09
8. Rajnandgaon NSE 033 | 0269 029 | 021 012 | 006 | 0494 | 042 | 092 | o081
MAE 0.12 0.260 0.12 0.24 | 0.054 | 007 | 0456 | 0.52 0.80 0.71
CcC 0.58 0.526 0.54 047 0.62 062 | 0.717 0.68 0.96 0.90
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Table A3 Performance Evaluation Statistics for Relative Humidity

MLR ANN (RBF) ANN (MLP) M5P LSSVM
S.No. Parameters
Cal. Val. Cal. Val. Cal. Val. Cal. Val. Cal. Val.
RMSE 5.97 3.90 11.50 7.35 434 248 3.04 197 1.63 0.85
NMSE 3.06 1.25 11.37 4.45 1.62 051 0.79 0.32 0.23 0.06
1. Bilaspur NSE 0.74 0.72 0.02 -0.01 0.86 0.88 0.93 0.93 0.98 0.99
MAE 0.52 048 0.01 0.00 0.66 0.68 0.81 0.80 0.90 0.91
CcC 0.86 0.86 0.15 0.04 0.94 0.95 0.97 0.96 0.99 0.99
RMSE 6.14 3.87 17.40 10.08 4.82 2.66 3.36 1.95 1.75 141
NMSE 2.07 0.84 16.60 571 127 0.40 0.62 0.21 0.17 0.11
2. Damtari NSE 0.89 0.87 0.09 0.12 0.93 0.94 0.97 0.97 0.99 0.98
MAE 0.68 0.67 0.01 0.03 0.76 0.78 0.90 0.88 0.94 0.93
CcC 0.94 0.93 0.30 0.34 0.97 0.97 0.98 0.98 1.00 0.99
RMSE 7.55 471 19.25 11.24 4.95 3.00 4.05 2.30 2.26 131
NMSE 2.87 114 18.66 6.52 1.23 047 0.82 0.27 0.26 0.09
3. NSE 0.86 0.84 0.06 0.08 0.94 0.93 0.96 0.96 0.99 0.99
purg MAE 0.65 0.64 -0.01 0.00 0.80 0.79 0.89 0.88 0.95 0.94
CcC 0.92 0.92 0.24 0.28 0.97 0.97 0.98 0.98 0.99 0.99
RMSE 6.79 414 17.23 10.04 4.45 2.50 3.69 2.01 1.80 142
NMSE 2.58 0.99 16.66 5.82 111 0.36 0.76 0.23 0.18 0.12
4 Karker NSE 0.85 0.84 0.06 0.08 0.94 0.94 0.96 0.96 0.99 0.98
MAE 0.65 0.65 -0.01 0.01 0.79 0.80 0.89 0.88 0.94 0.94
cC 0.92 0.92 0.25 0.28 0.97 0.97 0.98 0.98 0.99 0.99
RMSE 8.12 5.06 20.75 12.17 5.36 321 431 2.39 1.87 1.33
NMSE 3.09 122 20.14 7.06 1.34 049 0.87 0.27 0.16 0.08
5 Kawardha NSE 0.86 0.84 0.05 0.07 0.94 0.94 0.96 0.96 0.99 0.99
MAE 0.65 0.63 -0.02 0.00 0.80 0.79 0.89 0.89 0.95 0.95
cC 0.92 0.92 0.23 0.27 0.97 0.97 0.98 0.98 1.00 0.99
RMSE 6.32 414 18.40 17.93 4.63 2.76 3.28 2.09 1.95 1.06
NMSE 2.08 091 17.60 17.05 112 0.40 0.56 0.23 0.20 0.06
6 Korba NSE 0.99 0.87 0.91 -1.48 0.99 0.94 1.00 0.97 1.00 0.99
MAE 0.68 0.64 0.00 -0.72 0.78 0.79 0.89 0.88 0.94 0.94
cC 0.94 0.93 0.28 -0.23 0.97 0.97 0.99 0.98 0.99 1.00
RMSE 6.59 3.99 174 16.83 5.18 297 4.24 249 2.28 141
NMSE 2.35 0.89 16.5 15.92 1.46 0.50 0.97 0.35 0.28 0.11
7 Reipur NSE 0.87 0.86 0.1 -1.46 0.92 0.92 0.95 0.95 0.99 0.98
MAE 0.67 0.65 0.0 -0.62 0.75 0.74 0.84 0.83 0.92 0.92
cC 0.93 0.93 0.3 -0.22 0.96 0.96 0.97 0.97 0.99 0.99
RMSE 8.66 5.28 19.92 3.06 5.24 3.06 454 252 2.07 0.53
NMSE 3.68 141 19.52 047 1.35 047 1.01 0.32 0.21 0.01
8. Rajnandgaon NSE 0.82 0.81 0.04 0.93 0.93 0.93 0.95 0.96 0.99 1.00
MAE 0.88 0.61 0.69 0.80 0.94 0.80 0.97 0.89 0.98 0.96
CcC 0.90 0.90 0.19 0.97 0.97 0.97 0.97 0.98 0.99 1.00
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Table A4 Performance Evaluation Statistics for Maximum Temperature (T max)

MLR ANN (RBF) ANN (MLP) M5P LSSVM
S.No. Parameters
Cal. Val. Cal. Val. Cal. Val. Cal. val. Cal. val.
RMSE 2.32 1.34 333 2.01 2.20 1.28 121 0.77 0.64 0.39
NMSE 0.81 0.28 1.65 0.63 0.72 0.26 0.22 0.09 0.06 0.02
1. Bilaspur NSE 0.88 0.88 0.75 0.73 0.89 0.89 0.97 0.96 0.99 0.99
MAE 0.68 0.69 0.51 047 0.69 0.69 0.86 0.86 0.94 0.93
CcC 0.94 0.94 0.87 0.86 0.97 0.97 0.98 0.98 1.00 1.00
RMSE 181 1.10 3.92 232 1.48 0.83 1.06 0.67 0.63 0.28
NMSE 0.77 0.30 3.63 1.32 0.52 0.17 0.27 0.11 0.09 0.02
2. Damtari NSE 0.82 0.80 0.14 011 0.88 0.89 0.94 0.93 0.98 0.99
MAE 0.59 0.58 0.06 0.07 0.67 0.73 0.81 0.80 0.90 0.92
CcC 0.90 0.90 0.38 0.33 0.94 0.94 0.97 0.96 0.99 0.99
RMSE 1.93 1.19 410 2.46 152 0.91 114 0.73 0.58 0.42
NMSE 0.82 0.32 3.72 1.37 0.51 0.19 0.29 0.12 0.07 0.04
3. NSE 0.82 0.80 0.18 0.14 0.89 0.88 0.94 0.92 0.98 0.98
burg MAE 0.59 0.58 0.07 0.09 0.69 0.71 0.81 0.80 0.91 0.90
cC 0.90 0.89 042 0.38 0.94 0.94 0.97 0.96 0.99 0.99
RMSE 1.79 1.10 3.94 2.37 1.46 0.83 1.06 0.67 0.56 0.45
NMSE 0.75 0.29 3.65 1.35 0.50 0.16 0.26 0.11 0.07 0.05
4 Kerker NSE 0.82 0.81 0.14 011 0.88 0.89 0.94 0.93 0.98 0.97
MAE 0.60 0.59 0.05 0.07 0.69 0.73 0.81 0.81 0.90 0.88
CcC 0.91 0.90 0.38 0.34 0.94 0.95 0.97 0.96 0.99 0.98
RMSE 2.02 1.23 413 251 153 0.95 1.19 0.73 0.62 0.39
NMSE 0.88 0.33 3.66 1.37 0.50 0.20 0.30 0.11 0.08 0.03
5, Kawardha NSE 0.81 0.80 0.22 0.18 0.89 0.88 0.93 0.93 0.98 0.98
MAE 0.58 0.58 0.08 0.10 0.70 0.70 0.80 0.81 0.91 0.90
CcC 0.90 0.90 0.46 043 0.95 0.95 0.97 0.97 0.99 0.99
RMSE 2.03 1.23 4.07 2.46 153 0.89 1.20 0.72 0.60 041
NMSE 0.87 0.32 3.50 1.30 0.49 0.17 0.30 0.11 0.08 0.04
NSE 1.00 0.81 0.98 0.23 1.00 0.90 1.00 0.93 1.00 0.98
6 Korba MAE 0.69 0.58 0.33 011 0.78 0.72 0.85 0.81 0.93 0.90
CcC 0.90 0.90 0.51 0.48 0.95 0.95 0.97 0.97 0.99 0.99
RMSE 1.85 114 3.95 2.34 1.49 0.84 1.10 0.66 0.51 0.42
NMSE 0.79 031 357 131 0.51 0.17 0.28 0.11 0.06 0.04
. NSE 0.91 0.80 0.58 0.14 0.94 0.89 0.97 0.93 0.99 0.97
k Raipur MAE 0.67 0.68 0.25 0.30 0.74 0.79 0.85 0.86 0.93 0.92
CcC 0.90 0.89 042 0.38 0.94 0.95 0.97 0.97 0.99 0.99
RMSE 1.93 1.19 412 248 151 0.91 0.78 0.73 0.62 031
NMSE 0.82 0.32 3.75 1.39 0.50 0.19 0.15 0.12 0.08 0.02
8. Rajnandgaon NSE 0.82 0.80 0.17 0.14 0.89 0.88 0.90 0.93 0.98 0.99
MAE 0.95 0.59 0.89 0.08 0.96 0.71 0.82 0.80 0.99 0.92
cC 0.90 0.90 041 0.38 0.95 0.94 0.95 0.96 0.99 0.99
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Table A5 Perfor mance Evaluation Statistics for Minimum Temperature (Tmin)

MLR ANN (RBF) ANN (MLP) M5P LSSM
S.No. Parameters
Cal. Val. Cal. Val. Cal. Val. Cal. Val. Cal. Val.
RMSE 1.73 0.98 2.80 1.66 1.69 1.01 114 0.65 0.69 0.33
NMSE 0.39 0.13 1.02 0.37 0.37 0.14 0.17 0.06 0.06 0.01
1. Bilaspur NSE 0.95 0.95 0.87 0.87 0.95 0.95 0.98 0.98 0.99 0.99
MAE 0.80 0.80 0.67 0.67 0.80 0.80 0.89 0.90 0.94 0.94
CcC 0.97 0.98 0.93 0.93 0.98 0.98 0.99 0.99 1.00 1.00
RMSE 1.58 0.97 240 1.48 141 0.79 0.98 0.59 0.56 0.34
NMSE 0.53 0.21 1.23 0.48 043 0.14 0.21 0.08 0.07 0.03
2. Damtari NSE 0.89 0.88 0.74 0.71 0.91 0.92 0.96 0.95 0.99 0.98
MAE 0.69 0.67 0.50 0.52 0.73 0.75 0.85 0.84 0.91 0.91
CcC 0.94 0.94 0.86 0.85 0.96 0.96 0.98 0.98 0.99 0.99
RMSE 1.65 1.02 251 157 147 0.84 1.03 0.65 0.62 0.31
NMSE 0.55 0.21 1.27 0.50 044 0.14 0.21 0.09 0.08 0.02
3. NSE 0.89 0.88 0.74 0.72 0.91 0.92 0.96 0.95 0.98 0.99
purg MAE 0.69 0.68 0.50 0.52 0.73 0.75 0.85 0.84 0.91 0.93
CcC 0.94 0.94 0.86 0.85 0.96 0.96 0.98 0.98 0.99 0.99
RMSE 155 0.96 2.39 1.50 1.39 0.77 0.99 0.60 0.54 0.25
NMSE 0.52 0.20 124 0.49 042 0.13 0.21 0.08 0.06 0.01
4 Kanker NSE 0.89 0.88 0.73 0.71 0.91 0.92 0.95 0.95 0.99 0.99
MAE 0.69 0.68 0.49 0.51 0.73 0.76 0.84 0.84 0.91 0.93
CcC 0.94 0.94 0.86 0.84 0.96 0.96 0.98 0.98 0.99 1.00
RMSE 1.67 1.01 249 157 1.46 0.83 153 0.90 0.62 0.33
NMSE 0.54 0.20 121 0.48 041 0.13 0.46 0.16 0.07 0.02
5 Kawerdha NSE 0.89 0.89 0.76 0.74 0.92 0.93 0.91 0.91 0.99 0.99
MAE 0.70 0.70 0.53 0.54 0.75 0.77 0.75 0.76 0.91 0.92
CcC 0.95 0.95 0.87 0.86 0.96 0.97 0.96 0.96 0.99 0.99
RMSE 1.65 0.99 247 1.55 1.39 0.83 1.03 0.62 0.60 0.37
NMSE 0.53 0.19 1.18 0.47 0.37 0.13 0.20 0.07 0.07 0.03
NSE 0.99 0.90 0.99 0.75 1.00 0.93 1.00 0.96 1.00 0.99
& Korba MAE 0.82 0.71 0.73 0.55 0.86 0.77 0.91 0.86 0.95 0.92
CcC 0.95 0.95 0.88 0.87 0.96 0.97 0.98 0.98 0.99 0.99
RMSE 161 0.98 244 1.50 1.45 0.81 0.99 0.58 0.57 0.28
NMSE 0.54 0.21 124 0.48 044 0.14 0.20 0.07 0.07 0.02
. NSE 0.96 0.88 0.92 0.72 0.97 0.92 0.99 0.96 1.00 0.99
” Ralpr MAE 0.82 0.82 0.72 0.74 0.84 0.86 0.92 0.92 0.95 0.96
CcC 0.94 0.94 0.86 0.85 0.96 0.96 0.98 0.98 0.99 1.00
RMSE 1.64 1.00 2.50 157 1.45 0.82 1.04 0.65 0.64 0.25
NMSE 0.54 0.21 1.26 0.50 043 0.14 0.22 0.09 0.08 0.01
8. Rajnandgaon NSE 0.89 0.89 0.74 0.72 0.91 0.92 0.96 0.95 0.98 0.99
MAE 0.94 0.69 0.90 0.52 0.95 0.76 0.97 0.84 0.98 0.93
CcC 0.94 0.94 0.86 0.85 0.96 0.96 0.98 0.98 0.99 1.00
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Table A6 Performance Evaluation Statistics for Mean Temperature (T mean)

SNo. Parameters MLR ANN (RBF) ANN (MLP) M5P LS-SVM
Cal. Val. Cal. Val. Cal. Val. Cal. Val. Cal. Val.
1 Bilaspur RMSE 1.94 112 2.84 172 1.83 1.07 1.10 0.69 0.70 0.27

NMSE 0.53 0.18 114 0.43 0.48 0.17 0.17 0.07 0.07 0.01

NSE 0.92 0.93 0.84 0.83 0.93 0.93 0.98 0.97 0.99 1.00

MAE 0.76 0.76 0.64 0.61 0.76 0.77 0.88 0.89 0.94 0.95

CcC 0.96 0.96 0.92 091 0.98 0.98 0.99 0.99 1.00 1.00

2. Damtari RMSE 1.64 1.02 3.02 182 1.45 0.81 0.99 0.61 0.60 0.35

NMSE 0.65 0.26 2.20 0.83 0.51 0.16 0.24 0.09 0.09 0.03

NSE 0.84 0.82 0.47 0.42 0.88 0.89 0.94 0.94 0.98 0.98

MAE 0.59 0.57 0.17 0.21 0.64 0.69 0.80 0.80 0.89 0.89

CC 0.92 0.91 0.68 0.66 0.95 0.94 0.97 0.97 0.99 0.99
3. RMSE 1.74 1.08 3.17 194 1.49 0.87 1.04 0.66 0.58 0.30
Durg NMSE 0.69 0.27 2.27 0.87 0.50 0.17 0.25 0.10 0.08 0.02

NSE 0.84 0.83 0.48 0.45 0.89 0.89 0.94 0.94 0.98 0.99

MAE 0.59 0.58 0.19 0.23 0.66 0.69 0.81 0.80 0.89 0.91

CcC 0.92 0.91 0.70 0.67 0.95 0.95 0.97 0.97 0.99 0.99
RMSE 1.62 1.01 3.03 1.86 1.44 0.80 1.00 0.62 0.62 0.29
4. Kanker NMSE 0.64 0.25 2.24 0.86 0.51 0.16 0.24 0.09 0.09 0.02

NSE 0.84 0.83 0.45 0.42 0.88 0.89 0.94 0.94 0.98 0.99

MAE 0.59 0.59 0.17 0.21 0.64 0.70 0.80 0.80 0.88 0.90

CcC 0.92 0.91 0.67 0.65 0.95 0.95 0.97 0.97 0.99 0.99
RMSE 1.79 1.10 3.17 197 1.47 0.88 1.07 0.67 0.59 0.27
5. Kawardha NMSE 0.70 0.26 2.19 0.85 047 0.17 0.25 0.10 0.07 0.02

NSE 0.85 0.84 0.52 0.49 0.90 0.90 0.95 0.94 0.98 0.99

MAE 0.60 0.60 0.22 0.25 0.68 0.70 0.81 0.81 0.89 0.92

CcC 0.92 0.92 0.72 0.70 0.95 0.95 0.97 0.97 0.99 1.00
RMSE 177 1.90 3.12 1.66 1.44 1.78 1.04 184 0.58 1.95
6. Korba NMSE 0.67 0.78 2.08 0.59 0.44 0.69 0.23 0.73 0.07 0.82

NSE 1.00 0.54 0.99 0.65 1.00 0.59 1.00 0.57 1.00 0.51

MAE 0.61 0.29 0.25 0.37 0.70 0.35 0.82 0.32 0.90 0.28

CcC 0.93 0.75 0.74 0.81 0.95 0.80 0.98 0.78 0.99 0.75
RMSE 1.68 1.75 3.05 1.56 1.44 1.63 1.00 1.70 0.59 1.79
7. Raipur NMSE 0.66 0.74 2.17 0.59 0.49 0.64 0.23 0.69 0.08 0.77

NSE 0.84 0.51 0.49 0.61 0.89 0.58 0.95 0.54 0.98 0.49

MAE 0.59 0.27 0.19 0.33 0.65 0.32 0.81 0.29 0.90 0.24

CcC 0.92 0.74 0.70 0.79 0.95 0.79 0.97 0.77 0.99 0.74

8. Rajnandgaon RMSE 2.27 1.36 354 215 218 1.34 1.27 0.79 0.80 0.34

NMSE 0.98 0.36 2.39 0.89 0.91 0.35 0.31 0.12 0.12 0.02

NSE 0.81 0.81 0.54 0.52 0.83 0.82 0.94 0.94 0.98 0.99

MAE 0.94 0.58 0.89 0.31 0.94 0.59 0.97 0.81 0.98 0.92

CcC 0.90 0.90 0.74 0.73 0.92 0.92 0.97 0.97 0.99 0.99
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ANNEXURE B
Table B1 Probable predictorsfor Tmax, Tmin, Rainfall, RH and WS and their correlation

Stations Rainfall Minimum Maximum Relative Wind Speed
Temperature Temperature Humidity
(Tmin (Tmax)
Selected | R? | Selected | R® | Selected | R? | Selected | R® | Sdected |R?
Predictors Predictors Predictors Predictors Predictors
Korba Prw 0.80 | Ta200 0.80 | Ta700 0.85 Ta925 0.88 | Ua925 0.87
Ua200 0.76 | Ta500 0.82
Ua925 0.85 | Tar00 0.87 | Zg925 -0.94
Va200 0.84 | Ta925 0.92 Tasur 0.82
Va925 0.89 | Zg200 0.86 | Uag25 0.87
Zg200 0.67 | Zg500 0.89
Zg500 0.89 | Zg925 -0.84 | Va925 0.88 LH 0.87 | Vag25 0.90
79925 0.82 | Ua200 0.67
Ta200 0.88 | Ua925 -0.92 | Prw 0.81
HusB850 0.81 | Va925 0.72 Hus925 | 0.83
Hus925 0.83 | Prw 081 | LH 0.80
Ps 086 | LH 0.75
Rajnandgaon | Prw 0.81 | Ta200 0.82 | Tar00 0.81 Ta925 0.92 | Ua925 0.88
Ua200 0.84 | Ta500 0.83
Ua925 0.84 | Tar00 0.82 | Ta925 0.83
Va200 0.82 | Ta925 0.87 Tasur 0.76
Va925 0.88 | Zg200 0.89 | Zg925 -0.86
Zg200 0.71 | Zg500 0.91
Zg500 0.82 | Zg925 -0.86 LH 0.78 | Vag25 0.87
79925 0.62 | Ua200 0.71 | Ua925 0.88
Ta200 0.84 | Ua925 -0.89
Ta925 0.86 | Va925 0.77 | Va925 0.81 Hus925 | 0.89
Hus925 0.89 | Prw 0.80 | Prw 0.83
Ps 085 | LH 076 | LH 0.85
Raipur Prw 0.85 | Ta200 0.79 | Ta700 0.86 Ta925 0.82 | Ua925 0.82
Ua200 0.86 | Ta500 0.80
Ua925 0.87 | Tar00 0.86 0.85
Va200 0.85 | Ta925 0.85 | Zg925 -0.87 Tasur
Va925 0.82 | Zg500 0.83
Zg200 0.81 | Zg925 -0.85 0.75 0.85
Zg500 0.80 | Ua200 0.85 | Ua925 0.82 LH Va925
79925 0.88 | Ua925 -0.79
Ta200 0.87 | Va925 0.82 | Vag25 0.86 Hus925 | 0.80
Ta925 0.80 | Prw 0.72 | Prw 0.85
HusB850 0.86
Hus925 0.89
Ps 0.81
Damtari Prw 0.82 | Ta500 0.89 | Tar00 0.86 Ta925 0.89 | Ua925 0.86
Ua200 0.84 | Tar00 0.82
Ua925 0.83 | Ta925 0.85
Va200 0.85 | Zg200 0.85 | Zg925 -0.85 Tasur 0.83
Va925 0.80 | Zg925 -0.84
Zg200 0.87 | Ua200 0.87 Va925 0.87
Zg500 0.82 | Ua925 -0.89 | Uag925 0.87 LH 0.78
79925 0.86 | Va925 0.83 | Va925 0.88
Ta200 081 | Prw 0.85 | Prw 0.87 Hus925 | 0.89
Ta500 0.87 | LH 081 | LH 0.89
Ta925 0.84
HusB850 0.80
Hus925 0.84
Ps 0.84
Kawardha | Prw 0.89 | Ta200 0.78 | Ta700 0.91 Ta925 0.90 | Ua925 0.82
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Ua200 0.83 | Ta500 0.83
Uag25 0.85 | Ta700 0.86 | Ta925 0.86
Va200 0.86 | Ta925 0.88 | 29925 088 | Tasur | 075
Va925 0.87 | Zg200 0.87
79500 0.88 | Zg500 0.86
79925 0.84 | 29925 -0.82 LH 084 | Vag2s 0.89
Ta500 0.89 | Ua200 0.84 | Ua925 0.87
Ta925 0.82 | Ua925 -0.86
Hus850 | 0.89 | Va925 0.80 | Va925 085 | Hus925 | 0.89
Hus25 | 0.85 | Prw 0.85 | Pw 0.86
Ps 088 | LH 078 | LH 0.89
Durg Prw 0.89 | Ta200 0.86_| Tar00 086 | Ta925 | 089 | Uads 0.89
Ua200 0.85 | Ta500 0.83
Ua925 0.81 | Ta700 0.84
Va200 0.84 | Ta925 0.82 | Ta925 0.88 Tasur | 0.81
Va925 0.85 | Zg200 0.85 | 29925 -0.87 Va925 0.87
Zg500 0.83 | Zg500 0.89
79925 0.87 | 29925 -0.86
Ta500 0.84 | Ua200 0.86 | Ua025 0.85 LH 0.89
Ta925 0.83 | Ua925 -0.86
Hus850 | 0.82 | Va925 0.87 | Va925 085 | Hus925 | 0.87
Hus925 | 0.81 | Prw 0.90 | Pw 0.89
Bilaspur | Prw 0.83 | Ta200 0.81 | Ta700 085 | Ta925 | 088 | Ua92s 0.80
Ua200 0.81 | Tab00 0.86
Ua925 0.84 | Ta700 0.87
Va200 0.85 | Ta925 0.88 | Ta925 0.89
Va925 0.81 | Zg200 0.87 | 29925 085 | Tasur | 087
79925 0.88 | Zg500 0.88 Va925 0.85
Ta500 0.89 | Zg925 -0.86
Ta925 0.85 | Ua200 0.81 | Ua925 0.89 LH 0.85
Hus850 | 0.83 | Ua925 -0.89
Hus925 | 0.81 | Va925 0.84 | Va925 084 | Hus925 | 0.82
Ps 0.86 | Prw 0.89 | Pw 0.88
Champa | Pw 0.87 | Ta200 0.84 | Tar00 089 | Ta925 | 088 | Uads 0.88
Ua925 0.88 | Ta500 0.85
Va925 0.87 | Ta700 0.88
79200 0.83 | Ta925 0.89 | Ta925 0.86
79500 083 | Zg200 0.85 | Zg925 075 | Tasur | 078
79925 0.82 | Zg500 0.84 Va925 0.89
Ta200 0.85 | 29925 -0.85
Ta500 081 | Ua925 -0.80 | Ua925 0.85 LH 0.89
Ta925 0.91 | Va925 0.86 | Va925 0.87
Hus925 | 0.80 | Prw 0.83 | Pw 088 | Hus925 | 091
Ps 089 | LH 086 | LH 0.85
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ANNEXURE C

Figure C1 Station-wise downscaling results of meteorological variables
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Relative Humidity
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Maximum Temperature (T max)
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Minimum Temperature (Tmin)
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Mean Temperature (Tmean)
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ANNEXURE D

Figure D1 Boxplotsfor monthly growing season (a) rainfall, (b) Tmax (c) Relative
Humidity and (d) wind speed
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