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ABSTRACT 

 

This study is intends to provide an exhaustive treatise on hybrid soft classification algorithm 

design, analysis and testing using multi-spectral remote sensing imagery. Satellite image 

classification is a complex process that is affected by various parameters. On the basis of current 

practices of image classification, the problem area has been examined and better approach of 

classification using spectral and spatial information have been proposed. The major emphasis has 

been placed on the use of advanced classification approaches and the techniques used for 

improving the accuracy of classification. In medium and course resolution images, occurrences 

of mixed pixels at the scale of measurement are a major problem. Due to this problem, there has 

been an increasing interest to use contextual information (spectral, spatial or temporal) to 

eliminate possible ambiguities. 

 

Fuzzy set based classifier such as Fuzzy c-Mean (FCM), Possibilistic c-Mean (PCM) and 

Noise Clustering (NC) classifier can be used to handle mixed pixels. Although, these classifiers 

have the capability to classify mixed pixels by assigning membership value but unable to 

incorporate entropy and spatial contextual information of an image. Use of entropy as a 

regularizer and context, eliminates the problem of isolated pixels and improves the accuracy of a 

classifier. In this study, three Fuzzy set based classifier (FCM, PCM, NC), two entropy based i.e. 

Fuzzy c-Mean with Entropy (FCMWE) and Noise Clustering with Entropy (NCWE) and five 

contextual based i.e. FCM with contextual, PCM with contextual, NC with contextual, FCMWE 

with contextual and NCWE with contextual classifier has been considered by using MRF 

models. To incorporate contextual information of an image, Smoothness Adaptive (SA) prior and 

four Discontinuity Adaptive (DA), MRF models have been used. The hybridized SA and DA 

prior have been tested on coarse and medium resolution dataset i.e. AWiFS, LISS-III and LISS-

IV of Resourcesat-1 with spatial resolution of 60m, 20m and 5m respectively. The classified 

fraction images of AWiFS have been tested using finer resolution dataset of LISS-III or LISS-IV 

as reference.  

 

To resolve the sub-pixel area allocation problem, class membership, Sub-pixel Confusion 

Uncertainty Matrix (SCM), FERM, MIN-MIN, MIN-LEAST and ENTROPY methods has been 
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introduced to assess the accuracy of fuzzy, entropy and contextual based hybrid soft classifiers. 

All the classification algorithms of this study have been tested in supervised mode using 

Euclidian weighted norm to classify the remote sensing imagery and entropy has been used to 

measure the accuracy in terms of uncertainty without using any kind of ground reference data.  

 

In FCM classifier, it has been found that irrespective of datasets, the generalized 

optimum value of weighting exponent (m) has also been fixed as 2.4 for classification using 

FCM classifier. For PCM classifier, it has been found that irrespective of dataset, m=2.1 have 

been found to be more suitable to classify agriculture. However, for barren land, moist land and 

water body, m=2.2 yield good classification result while for sal forest and eucalyptus plantation, 

m=2.3 gives the best result. It has also been found that MIN-LEAST operator is not suitable to 

assess the accuracy of PCM.  

 

NC classifier has been used to overcome the problem of noisy data points. The 

performance of NC classifier is dependent upon the optimized value of weighting exponent 

(m=2.4) and by varying value of resolution parameter (δ). It is found that irrespective of 

datasets, the optimized value of (δ) for agriculture, sal forest, eucalyptus plantation, barren land, 

moist land and water body is 3.2 10
5
, 0.8 10

5
, 3.1 10

5
, 4.1 10

5
, 27.8 10

5
, and 3.1 10

5
 

respectively. Further, it is found that for δ =10
5
, all accuracy measures have highest value and 

achieve the threshold criterion of accuracy measures of 85% with least uncertainty values when 

LISS-III and LISS-IV dataset is used as reference data. Thus, the optimum value of δ has been 

fixed as 10
5 

for NC classifier.  

 

The joint effect of two purely fuzzy models (FCM and NC) and entropy models which 

are similar to statistical model have been investigated. The NCWE classifier is able to extract 

the multiple land cover class at a time, at sub-pixel level. The performance of this classifier is 

dependent on the constant value of resolution parameter δ=10
5
 and regularizing parameter (ν). It 

is observed that irrespective of datasets, the optimized value of (ν) for agriculture and barren 

land is 2.12 10
2
, while for sal forest, eucalyptus plantation, moist land and water body, the 

optimized value is 10
2
. In the process of identifying the generalized optimized value of ν, it is 

found that for ν =10
2
, where all the accuracy indices have high value.  
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To perform the FCMWE classification, a fixed value of m=1 has been used for different 

values of ν.   It has been found that irrespective of datasets used, ν= 6.6 10
2 

is found to be 

most suitable in classifying agriculture and eucalyptus plantation. However, for barren land, 

moist land and water body, ν =10
2 

is found to be suitable for classification using FCMWE 

classification approach. For sal forest, ν= 7.7 10
2 

is found to be most appropriate for 

classification.  

 

To incorporate the spatial contextual information along with spectral information, 

hybridized model has been devised to resolve the problem of mixed pixel. Contextual 

information has been added into FCM, PCM, NC, NCWE and FCMWE classifiers to generate 

smoothness effect, preserving the edges and reduce the classification uncertainty. In FCM-S 

classifier, it has been observed that for optimized values of λ and β are 0.7 and 3.5 respectively 

for AWiFS, LISS-III and LISS-IV datasets. To incorporate spatial contextual information with 

FCM, four DA-MRF models have been implemented. The hybridized model of DA approach 

has been devised to resolve the problems of mixed pixel and over-smoothing. Four objective 

functions of FCM with Discontinuity Adaptive (DA) prior known as FDM-(H1), FDM-(H2), 

FDM-(H3), and FDM-(H4) have been defined. It is observed that FDM-(H3) model produces 

highest accuracy of 95%. The basic advantage of hybridization DA model with FCM classifier 

is that classes are well classified and edges are not over smoothed. In PCM-S classifier, for 

λ=0.6 and β=3.0, is found to be more suitable to classify multiple land cover classes. In case 

PCM-DA-MRF model, it has been found that PDM-(H4) model produces higher accuracy for 

all cases of λ=0.5 and γ=0.5.  

 

The idea of using hybrid approach for soft classification i.e. Noise Clustering (NC) with 

contextual is a new approach which helps significantly to eliminate noise pixels while 

incorporating spatial contextual information. It has been found that for NC-S classifier, for 

λ=0.7 and β =3.5, class membership lies between 0.90 to 0.99  for all six classes selected for 

this study and that the computed entropy is lies between 0.005 to 0.65. This trend indicates that 

pixels of particular interest have been classified properly using context. To perform Noise 

Clustering with contextual classification with all four DA-MRF models, the optimized value of 

resolution parameter δ=10
5
 has been taken. For NDM-(H1), NDM-(H2), NDM-(H3), NDM-
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(H4) classifier, it has been found that the optimized value of λ and γ is 0.4. Further, it has been 

found that NDM-(H4) model produces highest accuracy in all cases. This classifier uses spatial 

contextual information in an appropriate manner which helps significantly in the removal of 

noisy pixels in remote sensing imagery.  

 

 For FCMWE-S classifier, it has been found that for λ=0.4 and β =2.0, agriculture, barren 

land, moist land and water body produces highest membership. However, for λ=0.5 and β =2.5 

and λ=0.6 and β=3.0, sal forest and eucalyptus plantation produces highest membership 

respectively. It has been found that for FCMWE with Discontinuity Adaptive Prior, the 

optimized value of λ and γ is 0.7. The accuracy values have been compared for all four DA 

models and it has been found that FDEM-(H1) model produces highest accuracy in all cases. 

While performing NCWE-S classification, it has been found that for λ=0.6 and β =3.0, all land 

cover classes produces the highest membership. In case of NCWE-DA-MRF model, the 

accuracy values have been compared for all four DA models and it has been found that NDEM-

(H2) model produces highest accuracy in all cases.  

 

On the basis of SCM accuracy, the comparative performance analysis has been done for 

all the classifiers, and it is found that NDM (H4) classifiers produce the highest accuracy 

(99.79%) with minimum entropy (0.005). This output reflects that the combination of noise 

clustering classifier with contextual information using DA model produces least uncertainty 

value when compared to other classifiers. Thus, NDM-(H4) model is less affected by uncertainty 

and hence, it can be used to generate spectrally and spatially consistent thematic maps which 

preserve the edges between classes.  

 

The hybrid approach of soft classification based upon contextual is effective for the 

appropriate land cover identification and applicable for the multiple land cover identification at 

the same time. Thus, this study has explored the applicability of SA and DA MRF models for 

incorporating spatial contextual information of an image. The finding of the study illustrate that 

by utilizing appropriate hybrid classification strategy, accurate and meaningful land cover 

classifications can be produced from remote sensing imagery with minimum level of uncertainty.   

This study also suggests that suitable use of context allows the elimination of ambiguities, 

recovery of missing information and helps in correction of errors. 
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          CHAPTER-1 

    INTRODUCTION 

      “Thought and theory must precede all salutary action; yet action is nobler in itself than 

either thought or theory”    

  William Wordsworth 

1.1 BACKGROUND 

Many countries worldwide, including India, now depend on the satellite data and imageries for 

various purposes like quantitative analysis of the images and the preparation of thematic maps; 

use of digital computer is carried out. The basis of analysis is to correlate spectral properties of 

an object to the digital number recorded by a sensor. This method is commonly referred to as 

digital image classification, as the images acquired are in digital format. 

 

 Remote sensing fraternity has used digital image classification for many applications, 

such as resource utilization, environmental impact analysis, and other socio-economic 

applications. The development of suitable algorithms for image classification and assessment of 

accuracy has lead to significant confidence in extraction of information and generation of 

thematic maps (Gong and Howarth, 1992; Kontoes et al., 1993; Foody, 1996; San Miguel-Ayanz 

and Biging, 1997; Aplin et al., 1999a; Stuckens et al., 2000; Franklin et al., 2002; Pal and 

Mather, 2003; Tso and Mather, 2001; Landgrebe, 2003; Gallego, 2004; Richards and Jia, 2005). 

However, classifying any remotely sensed data into a thematic map remains a challenge due to 

many factors, such as, complexity of landscape, selection of remotely sensed data, image-

processing and classification approaches, which may affect the success of a classification.  

 

 The term classification as defined by Chambers Twentieth Century Dictionary is the “act 

of forming into a class as per a rank or order of persons or things”. Lillesand and Keifer (1994) 

state that the overall objective of image classification procedure is to automatically categorize all 

pixels in an image into land cover classes or themes. This is known as the „hard classification‟ 

approach, where the aim is to identify each pixel into a single land cover class. During the last 

one decade or so, there has been a change in the concept where a pixel does not have a 

homogeneous coverage of land cover, but it is a heterogeneous one. Therefore, it is imperative 

that this heterogeneous nature be accommodated when the classification of land cover is under 



Fuzzy Hybrid Approaches for Soft Classification of Satellite Images 

 

2 
 

taken. This procedure of classification is known as „soft classification‟ where each pixel has a 

class membership proportionate to its area (Zhu et al., 2002, Kumar and Dadhwal, 2010, 

Upadhaya et al., 2012).  

 

A standard hard classification method such as Maximum Likelihood Classifier uses an 

effective measure of similarity to determine the class allocation of a particular pixel. If a pixel is 

not a classifiable object, then hard classification methods will not work except in specific cases. 

In such cases, soft or fuzzy methods of classification provide, for each pixel, a measure of the 

degree of similarity (e.g., a membership probability) for every class (Harris, 1983; Bezdek et al., 

1984; Fisher and Pathirana, 1990; Foody et al., 1992; Maselli et al., 1996; Lucas et al., 2002; 

Harris, 2005; Stein, 2005; Stein, 2006; Harris, 1980; Jeyakanthan and Sanjeevi, 2006).  

 

1.2 CONCEPT OF IMAGE CLASSIFICATION 

 

Digital image classification of remote sensing images is a complex process and requires 

consideration of many factors. The major steps of image classification may include 

determination of a suitable classification system, selection of training samples, image 

preprocessing, feature extraction, selection of suitable classification approaches, post-

classification processing, and assessment of accuracy.  In image classification, decision making 

are not generally deterministic but are usually characterized by some level of fuzziness or 

uncertainty. Concepts such as hot, cold, good, or difficult contain elements of subjectivity, and 

analyst bias and hence it cannot be completely or deterministically specified as analogous to the 

classification of remotely sensed imagery. A typical soft classification of an image is illustrated 

in Fig. 1.1. 

 

An analyst attempts to classify features in an image by using the elements of visual 

interpretation to identify homogenous groups of pixels that represent various features of interest. 

In digital image classification, the analyst uses the spectral information to classify each 

individual pixel based on this spectral information (Zia, 1996). This type of classification is 

termed as spectral pattern recognition. In either case, objective is to assign all pixels in the 

image to particular classes or themes. When talking about classes, it is important to distinguish 
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between information classes and spectral classes.  Information classes are those categories of 

interest that the analyst is actually trying to identify in the imagery, such as different kinds of 

crops, different forest types and water bodies etc. Spectral classes are groups of pixels that are 

uniform with respect to their brightness values in the different spectral channels of data.  The 

objective is to match the spectral classes in the data to the information classes of interest 

(Chandra and Ghosh, 2006).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.1 Schematic diagram of soft classification 

  

Commonly, there are two classification procedures, supervised and unsupervised. In 

supervised classification, the analyst identifies in an imagery, homogenous and representative 

samples of different surface cover type (information classes) of interest. These samples are 

referred to as training areas. The selection of appropriate training areas is based on the analyst‟s 

familiarity with actual surface cover type present in the image. Thus, the analyst is supervising 

the categorization of a set of specific classes.  In unsupervised classification, spectral classes are 

grouped and matched by the analyst (if possible). Clustering algorithms are used to determine the 
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natural groupings or structures in the data. However, it does not start with a predetermined set of 

classes and it requires analyst intervention.   

      

  

1.3 PROBLEMS ASSOCIATED WITH CLASSIFICATION 

 

Digital image classification is usually performed to retrieve spectral information using a range of 

statistical classification techniques such as Maximum Likelihood Classifier (MLC), k-means 

clustering, Minimum Distance to Mean classifier etc.  These classifiers allocate each pixel of the 

image to a single class, thus producing hard classification. However, often the images are 

dominated by mixed pixels, which do not represent a single class but contains more classes in 

single pixel area (Shalan et al., 2003). This situation is quite prevalent in developing country like 

India where the development has taken place in a haphazard manner. As a result, the land use 

land cover classes are generally mixed in nature and inter-grade gradually in an area. A satellite 

image having coarse resolution, chances of class mixture within a single pixel is higher in 

heterogeneous landscapes, and in interclass boundaries leading to higher proportion of mixed 

pixels in an image. Fine resolution satellite data, will be able to remove, by and large, the mixing 

of information within a pixel, yet the problem may still exist at inter-class boundary, where the 

number of such pixels may increase many folds.    

  

Whatever be the origin of mixed pixels, these may create problem in image classification. 

For instance, a mixed pixel displays a composite spectral response that may be dissimilar to the 

spectral response of each of its component classes and, therefore, the pixel may not be allocated 

to any of its component classes (Zhang and Foody, 2001). Hence, error may occur in the 

classification of image containing large number of mixed pixels.  Conventional hard 

classification approaches, force the mixed pixels to be allocated to one and only one class. This 

may result into a loss of pertinent information present in a pixel. Mixed pixels may thus be 

treated as error, noise, or uncertainty in class allocation in case of hard classification methods. 

These methods may therefore tend to over or under-estimate the actual area covered by these 

classes on ground. The land use land cover areal estimates obtained from hard classification, if 

used as an input to any Geographical Information System (GIS) based application, it may affect 
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the accuracy of the end product. Thus, it is clear that conventional hard classification methods 

may not be appropriate for classification of images fraught with mixed pixels. 

  

The problem of mixed pixels may be resolved by accommodating this in classification 

process in some way to acquire the hidden information in it (Foody, 2000; Olthof et al., 2004). 

The application of soft classification methods based on spectral mixture analysis (Lu and Weng, 

2004), fuzzy set theory (Maulik, 2002) and artificial neural network (Baraldi et al., 2001) may 

thus be adopted. The output from these methods is a set of class membership values for each 

pixel, also named as soft or fuzzy classification outputs, which are represented as probability, 

fraction or proportion images (Shalan et al., 2003). 

  

The utilization of soft classification methods is an active area of research, which can be 

gauged from a number of research papers published during the last couple of years (e.g. Eastman 

and Laney, 2002; Shalan et al., 2003; Oki et al., 2004; Powell et al., 2004). An in-depth review 

on this subject (Chapter 2) reveals that even although the problem of mixed pixels has been 

under investigation for some time now, yet it has got renewed interests with the availability of 

digital data from new sensors at varied spatial, spectral and temporal resolutions. It has been 

observed that:  

 

i) Hybrid soft classification methods are largely in the exploratory stage and that research 

needs to be conducted to examine these methods on different types of remote sensing 

data products acquired for complex and uncertain environments.  

ii) Most of the studies have focused on generation of soft classification output (i.e. the 

allocation stage) only. Incorporation of mixed pixels in training and testing stages of a 

supervised classification process appears to be necessary and requires extensive study.    

iii) Determination of optimum number of parameters and their values for each classifier have 

to be investigated further.  
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1.4 SOFT CLASSIFIERS INVESTIGATED 

 

From amongst a large number of soft classification methods, distribution –free classifiers based 

on fuzzy set is used. One of the most popular fuzzy clustering algorithms is Fuzzy c-Mean 

(FCM), which assigns class membership values to pixels of an image by an iterative process 

(Bezdek et al., 1984; Ji, 2003). The major limitation of FCM is that the sum total of membership 

must be equal to one (Yannis and Stefanos, 1999, Verhoeye and Robert, 2000). Thus, besides 

using this classifier, another fuzzy set clustering algorithm namely Possibilistic c-Mean (PCM), 

which relaxes this constraint so as to be robust to the noise present in the dataset, has also been 

implemented in this study (Krishnapuram and Keller, 1993). However, the basic problem 

associated with PCM is proper accounting of noise pixels. Therefore, another fuzzy based 

method, namely, Noise Clustering (NC) algorithm, has been implemented in this study. Attention 

has also been focused to optimize classification controlling parameters of FCM, PCM and NC 

classifiers to classify image pixels accurately. 

 

Many factors, such as spatial and spectral resolution of the satellite data, different sources 

of data, classification system, and availability of classification software must be taken into 

account when selecting a classification approach. The question is which classification approach 

is suitable for a data analysis, is not an easy to answer. However, Cihlar et al. (1998) has 

proposed six criteria such as, accuracy, reproducibility, robustness, ability to fully utilize 

information content of data, uniform applicability and objectiveness. In reality, no classification 

algorithm can satisfy all these requirements nor be applicable to all studies, due to different 

environmental settings and data used. DeFries and Chan (2000) suggested to use multiple criteria 

to evaluate the suitability of any algorithm. Therefore, in this study, the applicability of hybrid 

algorithms has been tested on the basis of various parameters, such as, performance of algorithm, 

robustness to noise and classification accuracy etc. Therefore, another group of classifiers used 

here, considers hybridization, which has its origin in Entropy theory and theory of Markov 

Random Field (MRF). Two Entropy classifiers, one with FCM and another one with Noise (Li, 

1995) and the other based on Markov Random Field for utilizing the contextual information 

along with FCM, PCM, NC and Entropy (Besag, 1974; Geman and Geman, 1984) have been 

considered in this study. The use of entropy and MRF has been introduced here as a soft 
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classification method, which itself is a novelty. The typical structure and taxonomy of soft 

classifications can be depicted as shown Fig. 1.2 and Table 1.1 

 

In recent years, many soft classification approaches, such as artificial neural network, 

fuzzy–sets and expert systems have been widely applied for image classification. Tso and Mather 

(2001) and Landgrebe (2003) specifically focus on image processing approaches and 

classification algorithms. Table 1.1 provides a description of various soft classification 

approaches.     

 

 

 

 

 

 

 

 

 

 

                     

 

          

 

                     

 

  

                Fig. 1.2: General structure of soft classification 
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Table 1.1: A Taxonomy of soft classification methods 

S. 

No. 

Classification  

Approaches 

Salient Features Some of the relevant 

References 

1 Supervised  

i) Maximum Likelihood 

ii) Minimum Distance to 

Mean 

iii) Artificial neural 

network 

iv) Decision Tree 

Land cover classes are 

defined. Sufficient 

ancillary data is available 

and can be and used in 

classification procedure.  

The signatures generated 

from training samples are 

then used to train the 

classifier to classify the 

spectral data into a 

thematic map. 

 Foody  et al.,1996, 2001, 

2002, 2004, Baraldi  et al., 

2001, 

Eastman  et al., 2002, 

Ju  et al., 2003, Erbek  et 

al., 2004, Guo  et al., 

2005, Lee  et al., 2005 

Jeyakanthan et al., 2006 

Mather et al., 2004, 

Kannan et al., 2013, 

Priyadarshi et al., 2014 

2 Unsupervised 

i) ISODATA 

ii) k-means clustering 

iii) Support vector 

machine 

Cluster – based algorithms 

which partition the spectral 

image into a number of 

spectral classes based on 

statistical information 

inherent in the image. No 

prior definitions of the 

classes are required. The 

analyst performs detection, 

recognition and 

enumeration of the spectral 

classes into meaningful 

classes.  

Bastin, et al., 1997, 

Bruzzone et al., 2001, 

Simone et al., 2002, 

Maulik  et al., 2003, 

Oki, et al., 2004, 

Ibrahim et al., 2005, 

Okeke et al., 2006, 

MacAlister et al., 2008 

3 Parametric 

i) Maximum Likelihood 

ii) Linear Discriminant 

      Analysis  

 

 

Gaussian distribution is 

assumed. The parameter 

(e.g. mean vector and 

covariance matrix) are 

often generated from 

training samples. 

Hubert-Moy  et al., 2001, 

Huang et al., 2002, 

Emrahoglu et al., 2003,  

Pontius et al., 2006,  

Solberg et al., 2008, 

Tolpekin et al., 2009, 

Moser et al., 2010. 

4 Non –parametric 

i) Artificial neural 

network. 

ii) Decision tree 

iii) Evidential reasoning 

iv) Expert system 

No assumption about the 

data is required. This 

classifier does not employ 

statistical parameters to 

calculate class separation.   

Penaloza et al., 1996, 

Zhang et al.,  2001, 

Mannan et al., 2003, 

Foody et al., 2004 
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5 Per-pixel 

i) Maximum Likelihood 

ii) Minimum Distance 

iii) Artificial neural 

network 

iv) Decision Tree 

Typically develop a 

signature by combining the 

spectra of all training-set 

pixels from a given feature. 

Mercier et al., 2003, 

Mitra et al., 2004, 

Mather et al., 2006a, 

2006b, 2006c, 2006d, 

MacKay et al., 2009  

6 Sub-pixel 

i) Fuzzy –set classifiers 

ii) Spectral mixture 

analysis  

iii) Fuzzy expert system 

iv) Fuzzy neural network 

The spectral value of each 

pixel is assumed to be 

linear or non-linear 

combination of defined 

pure end members, 

providing proportional 

membership of each pixel 

to each end member. 

Huguenin  et al., 1997, 

Solaiman et al., 1999, 

Foody  et al., 1996, 2001, 

2002, 2004, Maselli et al., 

1996, Zhang et al., 2001, 

Shalan  et al., 2003, Lu et 

al., 2004, Sengar et al., 

2013 

 

7 Object Oriented 

i) eCognition 

 

Image segmentation 

merges pixels into objects 

and classification is 

conducted based on the 

objects, instead of an 

individual pixel. 

Herold et al., 2003, 

Geneletti et al.,  2003, 

Thomas et al., 2003, Van 

der Sande et al., 2003,  

Benz et al.,  2004, Gitas et 

al., 2004, Walter, 2004. 

8 Per-field 

i) GIS –based 

classification 

GIS plays an important 

role in per-field 

classification, integrating 

raster and vector data in a 

classification. The vector 

data are often used to 

subdivide an image into 

parcels, and classification 

is based on the parcels, 

avoiding the spectral 

variation inherent in the 

same class. 

Lobo et al., 1996,  

Aplin et al., 1999a,  

Dean and Smith 2003, 

Aplin and Atkinson 2001. 

9 Fuzzy classification 

i) FCM 

ii) PCM 

iii) Noise clustering 

iv) Spectral mixture 

analysis 

 

Providing for each pixel a 

measure of the degree of 

similarity for every class. 

Soft classification provides 

more information and 

potentially a more accurate 

result, especially for coarse 

spatial resolution data 

classification. 

Sohn et al. , 1999, Sohn et 

al. ,2002, Ferna´ndez-

Prieto 2002, Lee et al. , 

2000, Barandela et al. 

,2002, Shah et al. , 2004, 

Emrahoglu et al. ,2003,  

Foody  et al., 

1996,2001,2002,2004 
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10 Contextual 

(i) ECHO(Extraction and 

classification of 

homogenous objects) 

(ii) Supervised relaxation 

classifier 

(iii)Frequency based 

contextual classifier 

(iv) Fuzzy contextual 

classification 

The spatially neighbouring 

pixel information is used in 

image classification. 

Kontoes et al., 1993,1996, 

Sharma et al., 1998, 

Stuckens et al., 2000, 

Biehl and Landgrebe 2002,  

Landgrebe, 2003, Lu et al. 

2004, Xu et al. 2003, 

Keuchel et al. 2003, 

Magnussen et al. 2004, 

11 Neural network 

(i) Back propagation 

learning algorithm 

(ii) Competitive learning 

algorithm 

This classifier generalize 

the relation between the 

input and the output and it 

does not follow a 

distribution 

Chen et al. 1995, Foody et 

al. 1995, Kulkarni and 

Lulla 1999, Pal and Mather 

2003, Foody 2004b, 

Schmidt et al. 2004, 

Lawrence et al. 2004, 

Keramitsoglou, 2006. 

12 Decision Tree 

 

Build an accurate model 

for each class based on the 

set of attributes 

 

Hansen et al., 1996, Friedl 

et al., 1997, DeFries et al.,  

1998, Friedl et al., 1999, 

DeFries et al., 2000, Pal et 

al.,2003, Lawrence et al., 

2004 

 

 

1.5  HYBRID CLASSIFIERS 

 

Hard classifiers are commonly used in image classification, where a pixel has a membership 

value of either 0 or 1, thus it is considered as a pure pixel. In actual data, however, a single pixel 

may contain more than one class, such as a combination of forest, water, bare soil and grass.  

This happens because real world phenomena change gradually from one class to another as well 

as due to compatibility of spatial resolution with class size forms mixed pixels. Therefore at the 

boundaries of different classes uncertainty increases and fuzziness or vagueness occurs.  

 

To overcome the problem of multiple classes at the boundaries, L.A Zadeh in 1965, 

introduced fuzzy set theory, which is based upon uncertainty and vagueness. Fuzzy sets may 

have membership values ranging between 0 and 1 where this value defines the proportion of 

occurrence of information within a pixel (Zadeh, 1965). This concept has been used in many 
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applications such as sensor signal analysis, uncertainty minimization and business and finance 

(Wang et al., 2004; Sengar et al., 2012).  

  

Standard fuzzy-set based classifiers do not incorporate spatial contextual information of 

the pixels into its classifying algorithm; it only considers the spectral information of the pixels 

which is not sufficient enough to handle noise, uncertainty and vagueness in a class. To 

incorporate spatial contextual information, Markov Random Field (MRF) is widely used (Geman 

and Geman, 1984; Solberg et al., 1996; Li, 2009). MRF theory is able to model context 

dependent entities such as pixels or correlated features in a convenient and consistent way (Li, 

2009). Spatial context implies the presence of correlation of class labels within neighbouring 

pixels (Solberg et al., 1996). The actual geographical phenomenon lies in context to others. For 

example, a vegetation pixel has a high probability to have the same vegetation pixels as its 

neighbours. So the isolated pixels exist rarely. Use of context eliminates the problem of isolated 

pixels (Tso and Mather, 2009).  In this study, MRF has been used to develop contextual based 

supervised FCM, PCM and NC classifier. 

 

To incorporate contextual information, it is important to select MRF models carefully to 

achieve good results. MRF models are also known as MRF priors and regularizers.  Some of the 

MRF models are Standard Regularization model, Weak String and Membrane model, Line 

Process Model, and Discontinuity Adaptive (DA) MRF models. In this study, standard 

regularization model (i.e. smoothness prior) and Discontinuity Adaptive (DA) models (i.e. edge 

preserving priors) have been use to study smoothing effect as well as edge preserving effect in 

image. 

 

MRF uses smoothness prior models to calculate prior energy using prior probabilities to 

model the smoothness in an image (Tso and Mather, 2009). It applies smooth contextual concept, 

which assumes uniform smoothness everywhere in the image. If discontinuities are overlooked 

(e.g. at boundaries), MRF tends to over-smoothen, leading to loss of information and hence yield 

less accurate results (Li, 1995; Solberg et al., 1996; Li, 2009). Discontinuity Adaptive (DA) 

models (Li, 1995) or adaptive neighbourhoods (Pinoli and Debayle, 2009) can be used to 

overcome the problems of discontinuity. Hence, this study proposes to examine the effect of 
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various Discontinuity Adaptive MRF models in Fuzzy c-Means (FCM), Possibilistic c-Mean 

(PCM) and Noise Clustering (NC) classifier. 

 

In general, image classification approaches can be grouped as supervised and 

unsupervised, or parametric and nonparametric, or hard and soft (fuzzy) classification, or per-

pixel, sub-pixel, and per-field. For the sake of convenience, this study categories a classification 

approach as, sub-pixel, contextual-based, noise clustering based, and a combination of these 

classifiers with and without entropy. 

 

Sub-pixel classification approaches have been developed to provide a more appropriate 

representation and better estimation of area for land cover especially when coarse spatial 

resolution data are used (Foody and Cox, 1994; Binaghi et al., 1999; Ricotta, 2004, 2006; 

Woodcock and Gopal, 2000; Ju et al., 2003, 2005; Seetha et al., 2007). A fuzzy representation is 

required when a location/pixel is composed of partial memberships of some or all classes 

present.  

 

Different approaches have been used to describe a soft classifier, including fuzzy-set 

theory, Dempster–Shafer theory, Certainty Factor (Bloch 1996), softening the output of a hard 

classification from maximum likelihood (Schowengerdt , 1996) and neural networks (Foody 

1999, Kulkarni and Lulla 1999, Mannan and Ray 2003). The fuzzy-set technique ( Foody 1996, 

1998, Maselli et al., 1996, Mannan et al., 1998, Zhang and Kirby 1999, Zhang and Foody 2001, 

Shalan et al., 2003) and Spectral Mixture Analysis (SMA) classification (Adams et al., 

1993,1995, Roberts et al., 1998b, Rashed et al., 2001, Lu et al., 2003) are some of the commonly 

used  popular approaches  to overcome the problem  of mixed pixel. One major drawback of sub-

pixel classification lies in the difficulty in assessing accuracy when reference data is not obtained 

from ground survey. 

 

In addition to other classifiers, contextual classifiers have been used to cope with the 

problem of intra-class spectral variations (Gong and Howarth 1992; Kartikeyan et al., 1998; 

Flygare, 1997; Sharma and Sarkar, 1998; Keuchel et al., 2003; Magnussen et al., 2004). 

Contextual classification exploits spatial information among neighbouring pixels to improve 

image classification results, while minimizing noise in an image (Flygare 1997, Stuckens et al., 



Chapter 1: Introduction 

 

13 
 

2000, Hubert-Moy et al., 2001, Magnussen et al., 2004). A contextual classifier may use 

smoothing techniques, Markov random fields, spatial statistics, fuzzy logic, segmentation, or 

neural networks (Binaghi et al., 1997, Cortijo and de la Blanca 1998, Kartikeyan et al., 1998, 

Keuchel et al., 2003, Magnussen et al., 2004). In general, pre-smoothing classifiers incorporate 

contextual information as additional bands, and classification is then carried out using normal 

spectral classifiers, while post-smoothing classification is conducted on classified images 

developed previously using spectral-based classifiers. However, in pre-smoothing process 

smoothing filters are used, while post smoothing uses majority of median filters. Markov 

Random Field-based contextual classifiers, such as Iterated Conditional Modes (ICM), are the 

some of the frequently used approaches in contextual classification (Cortijo and de la Blanca 

1998; Magnussen et al., 2004), and have proven to be effective in improving classification 

results. 

 

From amongst a number of soft classification methods, this study  has focused its 

attention on two fuzzy set theory based algorithms, such as Fuzzy c-Mean (FCM) and 

Possibilistic c-Means (PCM), one noise clustering based i.e.( NC),  five  contextual based and 

another seven  are a combination  of entropy along with contextual  in FCM, PCM and NC 

classifier 

 

The concept of "Noise Clustering” has been introduced such that noisy data points may 

be assigned to a noise class. The approach is developed for objective functional type (K-means 

or fuzzy k-means) algorithms, and its ability to detect 'good' clusters amongst noisy data is 

demonstrated. The approach is applicable to a variety of fuzzy clustering algorithms as well as 

regression analysis (Dave, 1991). 

 

In this study,  fuzzy as well as entropy based fuzzy classifier, entropy based noise 

clustering and entropy based contextual classifier has been used to study the effect of entropy on 

classification output and also to study uncertainty variation across spatial resolution of multi-

spectral data sets at pixel level. Uncertainty has been estimated using Sub-pixel Confusion 

Uncertainty Matrix method (SCM) (Silván-Cárdenas and Wang, 2008) for computing overall 
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accuracy, Kappa coefficient, as well as, entropy which has been used as an absolute indicator to 

measure uncertainty.  

 

The information obtained from neighboring pixels is known as spatial contextual 

information (Richards and Jia, 2005). Spatial contextual information, if exploited tactfully, it 

may be used for elimination of ambiguities, or recovery of missing information and the 

correction of errors (Tso and Mather, 2001), and therefore, can provide spatially and spectrally 

consistent thematic maps (Derin and Elliott, 1987). 

 

Earlier, a few attempts have been made to incorporate the spatial contextual information 

for traditional hard classifiers and results shows that incorporation of context improves 

classification result (Tso and Mather, 2001). Thus, there is a scope to improve the accuracy of 

fuzzy classification results by modeling the spatial context. This aspect requires in-depth 

investigation. Therefore, one of aim of this study is to explore the contextual classifiers and 

investigate the possibility of use of spatial contextual information with other classification 

technique in the context of various land use land cover mapping. Once an efficient contextual 

algorithm with its various combinations is tested successfully, it may help researchers to produce 

more accurate maps from remotely sensed data, where the land cover classes are heterogeneous 

in nature.  

 

1.6 CAPABILITIES OF DIFFERENT AVAILABLE SOFTWARE PACKAGES 

The performance of image processing software has improved significantly to perform necessary 

analysis.  During last two decades, a large number of image processing software have been 

developed by various commercial companies offering a suite of modules related to data input, 

visualization, enhancement, transformation, classification and accuracy assessment (Ghosh, 

2013).  Some of the leading GIS software which has well defined image processing modules is 

ERDAS IMAGINE, IDRISI, ENVI, and ER MAPPER. eCognition, a new image analysis 

software facilitates fast and accurate geo- information extraction from any kind of remote 

sensing imagery. Some of these tools have appropriate features to incorporate training data and 

resolve the problem of mixed pixel. However, it is not able to accommodate the contextual 

information of an image. 
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For classification and accuracy assessment of soft classified output, none of the 

commercially available software packages have FERM and SCM based accuracy assessment 

algorithms, so an in-house software package, known as FUZzy soft classification incorporating 

Contextual, Entropy and Noise (FUZCEN) has been developed  for the purpose of hybrid 

classification to incorporate the contextual information and accuracy assessment. This software 

package has capabilities to incorporate training data as pure pixel. Using pure training data, 

FUZCEN package has the capability to incorporate informational features into soft classifier. For 

testing the classified data, this software package can generate accuracy assessment results in 

terms of overall accuracy, user‟s accuracy, producer accuracy, fuzzy kappa coefficients, FERM, 

SCM   and uncertainty in overall accuracy (Binaghi et al., 1999, Silvan-Cardenas and Wang, 

2008).  

 

1.7 RESEARCH GAPS 

 

The use of soft classification method is still an open research area, due to the relationship 

between the object and the class label may be one-to-one (producing a hard classification) or 

one-to-many (producing a fuzzy classification). Spectral and spatial overlap of classes is one of 

the main barrier for achievement of high classification accuracy (Townshend et al., 2001).  

 

Selecting suitable optimized variables is another critical step for successful 

implementation of a soft classification procedure. Many potential variables may be used in image 

classification, such as spectral signatures, vegetation indices, transformed images, textural or 

contextual information, multi-temporal images, multi-sensor images, and ancillary data. Due to 

different capabilities in land-cover separability, use of many variables in a classification 

procedure may lead to a decrease in classification accuracy (Hughes, 1968; Price et al., 2003). 

Therefore, it is important to select only those variables that are useful in separating land-cover or 

vegetation classes, especially when hyper spectral or multi-source , multi-resolution data are 

used (Mausel et al., 1990; Friedman, 1994; Jensen, 1996; Hastie and Tibshirani, 1996; Mather, 

1999; Richards and Jia, 1999; Mattera and Haykin, 1999; Mather, 2001; Myint, 2001; Okin et 

al., 2001; Rashed et al., 2001; Peddle and Ferguson, 2002;  Asner and Heidebrecht, 2002; Lobell 

et al., 2002; Landgrebe, 2003; Neville et al., 2003; Landgrebe, 2003; Tso and Daniel et al., 2003; 
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Platt and Goetz, 2004; Pal and Mather, 2001a; 2001b; 2002; 2003a; 2003c; Pal, 2006b, 2006c; 

Van et al., 2005; Pal, 2006a). 

.  

Mixed pixel may not be appropriately represented by traditional image classification 

techniques, which assumes that pixels are pure. Occurrence of mixed pixel may be a problem in 

mapping and monitoring land cover, and in particular their effect is the most severe in mapping 

heterogeneous landscape from coarse spatial resolution images (Foody, 2002a). Therefore, there 

is a need to explore and implement other classification methods that may be grouped as soft 

classification methods. Based on the broad review of various studies and available algorithms, it 

is observed that some gaps are existing. It is important to address these gaps in order to ensure 

the suitability and utility of soft classification approaches. These gaps can be identified as: 

 

i) Advanced hybrid fuzzy based soft classification methods are largely at an exploratory stage. 

Systematic studies needs to be carried out to examine the suitability of hybrid fuzzy based 

classification methods for remote sensing images. 

ii) Uncertainty is a significant issue in the interpretation of remote sensing data, as it is 

necessary to completely evaluate a classifier‟s performance.  

iii) In general, it is found that, majority of the studies are focused on generation of soft 

classification output only. Images acquired over uncertain environments may contain large 

number of mixed pixels. Therefore, their incorporation in testing stages of a supervised 

classification process becomes mandatory. A concerted effort in this particular direction is 

required. 

iv) The determination of optimized values for hybrid fuzzy based soft classifiers needs to be 

investigated further. 

v) Suitable method or an approach for assessment of accuracy is required. 

vi) A thorough investigation into noise reduction techniques to improve classifier performance 

needs to be undertaken. 

vii) Hybridization of classifiers to improve classifier performance by optimization of relevant 

parameters requires an in-depth study.   
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1.8 RESEARCH OBJECTIVES 

 

In view of research gaps, the objective of this study can be identified as: 

a) To assess the suitability of fuzzy set theory based algorithm such as Fuzzy c-Mean, 

Probabilistic c-Mean and noise clustering based algorithm for sub-pixel classification. 

b) To identify the usefulness of contextual based fuzzy classification approaches. 

c) To investigate the effect of contextual based fuzzy classification approaches with or without 

entropy.  

d) To investigate the effect of contextual in noise clustering classification approaches with or 

without entropy.  

e) Comparative study on assessment of accuracy for fuzzy classification approach. 

f) Development of a dedicated, user-friendly and interactive software package to fulfil the 

needs of this study.  

 

It is proposed to achieve research objectives using Resourcesat-1 (IRS-P6) multispectral 

data to extract information for different land use and land cover classes at sub-pixel level. 

This provides real time remote sensing data of ground turn which in turn helps in assessing 

the accuracy of a classified imagery.  

 

1.9 ORGANIZATION OF THESIS  

 

This thesis has been organized in seven different chapters. The first chapter provides an input to 

the soft classification information generated from remote sensing data. It identifies the research 

question as well as few gaps in this area, which form the research objectives for this work.  

 

Chapter 2 provides a comprehensive literature review on land cover classification. It also 

covers a review on soft classification presently used on multi-spectral remote sensing data. Soft 

classification algorithms evaluated in this study have been discussed in detail.  
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Chapter 3 builds the philosophy and mathematical foundations of various soft classifiers 

investigated in this study. The constraints and parameters of each method have been critically 

examined. The assessment of accuracy has also been focused, where mathematical background 

of various uncertainty and accuracy measures are presented. 

 

Chapter 4 provides details of the datasets used in this study. AWiFS, LISS-III and LISS-

IV remote sensing imagery has been used to perform classification and assessing the accuracy of 

an algorithm. Chapter 5 describes the methodology adopted in this study. It highlights the 

various steps involved in preprocessing of various dataset, preparation of reference data set, and 

finally the assessment of classified image. This chapter also provides the details of the FUZCEN 

software. 

 

Chapter 6 provides an in depth analysis of the results obtained from various classifiers 

and assessment of accuracy. Chapter 7 provides the major conclusion of the study. It also 

identifies the further scope of this study. 

 



 

 
 

CHAPTER 2 

 

REVIEW OF SOFT CLASSIFICATION METHODS 

 

2.1  INTRODUCTION 

 

Identification of any particular land cover class from remote sensing images has traditionally 

been viewed as a classification problem where each pixel in the image is allocated to one of the 

possible classes. However, in reality, different amounts of land cover mixing within a pixel can 

occur due to continuum of variation in landscape and intrinsic mixed nature of most classes (Ju 

et al., 2003, Maulik, 2013). Therefore, pixels with a mixture of classes (i.e. mixed pixels) may be 

problematic.  

 

Mixed pixels may not be appropriately represented by hard image classification 

techniques, which assume that pixels are pure. Occurrence of mixed pixels may be a problem in 

mapping and monitoring land cover, and in particular, their effect is most severe in mapping 

heterogeneous landscape from coarse spatial resolution images (Foody, 2002a, Lu and Weng, 

2007). Therefore, there is an urgent need for development and implementation of suitable 

classification methods that may be grouped as soft classification methods.  

 

During the last few years, there has been resurgence in the application of soft 

classification methods to classify remote sensing images dominated by mixed pixels. These 

methods are used to unmixed the classes so as to produce sub-pixel classification (Oki et al., 

2004). The methods appear to be have strong suitability under the Indian conditions, where large 

areas are dominated by a mixture of classes.  

  

Image classification techniques using remote sensing data has attracted the attention of  

remote sensing fraternity as these classification results are the foundation for many 

environmental and socio-economic applications. Scientists and analysts have made tremendous 
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efforts in developing advanced classification approaches and techniques for improving accuracy 

of classification (Gong and Howarth, 1992; Kontoes et al., 1993; Foody 1996; San Miguel-

Ayanz and Biging 1997; Aplin et al., 1999a, Stuckens et al., 2000; Franklin et al., 2002; Pal and 

Mather, 2003; Gallego 2004, Ghosh, 2013). However, classification of remotely sensed data into 

a thematic map remains a challenge due to many factors, such as, complexity of landscape, 

selection of remotely sensed data and image-processing and classification approaches, may 

influence the success of a classification.  

 

In this chapter, current status of some prevalent soft classification methods for extraction 

of land cover followed by different approaches for assessing the accuracy of soft classification, 

has been discussed. 

 

2.2  INITIAL INVESTIGATION OF SOFT CLASSIFICATION 

 

Binaghi et al., (1997) integrated Fuzzy based knowledge classifier with contextual information 

using MRF and remote sensing data from multiple sources. The attempt was to emulate the 

process of human thinking in solving problems pertaining to classification.  The classification of 

satellite image has been modeled as a cognitive process, providing procedures that mimic the 

rich interaction of human activity in solving classification problems. The key feature of this 

approach are the definition of a knowledge-based classification methodology designed to 

integrate contextual information into a multi-source classification scheme, together with a fuzzy 

knowledge representation framework to model the overall process in a form that closely 

resembles the mental representation of human experts. An application for the identification of  

glacier equilibrium line in two different zones of the Italian Alps has been developed to evaluate 

the performance of their methodology in a real domain where class discrimination requires the 

simultaneous use of contextual and multi-source information.  

 

Chang (2002) considered an alternative approach, which imposes constraints on target 

signature vectors rather than target abundance fractions. While Linear Spectral Mixture analysis 

has been widely used for sub-pixel detection and mixed pixel classification, but when 
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implemented as constrained LSMA (Linear Spectral Mixture Analysis), the constraints are 

generally imposed on abundance fractions within the mixture. 

 

Eastman and Laney (2002) examined the assumptions and procedure of Bayesian soft 

classification procedure for sub-pixel classification and tested its ability to uncover mixture 

proportions. Mixed pixels were used in the training stage through fuzzy mean and fuzzy variance 

covariance matrices to estimate the underlying class signatures. The sub-pixel classifications 

were evaluated by cross-tabulating the actual and predicted class proportions in a manner similar 

to traditional error matrix. After critical evaluation, it was recommended that the use of fuzzy 

mean and variance covariance may not be effective in accurately recovering class proportions in 

pixels unless there exists substantial overlap in the distributions of constituent classes. Therefore, 

MLC for soft classification should be used with caution.   

Kolaczyk (2003) discussed the problems of classification and sub-pixel proportion 

estimation in remote sensing land cover characterization, in details, using simple, canonical 

versions of the two problems (i.e. classification and sub-pixel proportion estimation) and during 

the course of the study, provided analytical expressions to suggest improvements to sub-pixel 

proportion estimation from a statistical viewpoint. 

 

Blaschke (2004) proposes an efficient extraction approach of information from high 

resolution imagery of Landsat ETM, and seamless integration of this information into 

Geographic Information System (GIS) databases using object based contextual classification 

techniques.  This study investigated different approaches to image segmentation techniques and 

demonstrated through several applications how segmentation and object-based methods improve  

pixel-based image analysis/classification methods. In contrast to pixel-based procedure, image 

objects can carry many more attributes rather than only spectral information. This study, 

addresses to the concepts of object-based image processing, and presents an approach that 

integrates the concept of object-based processing into the image classification process. Object-

based processing not only considers contextual information but also information about the shape 

and spatial relations between the image regions. 
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Lee and Lathrop (2005) examined the utility of Linear Mixture Modeling in the sub-pixel 

analysis of Landsat Enhanced Thematic Mapper (ETM) imagery to estimate three key land cover 

components in an urban/suburban setting i.e. impervious surface, managed/unmanaged lawn and 

tree cover. Impervious surface estimates from Landsat ETM showed a high degree of similarity 

(RMS error between ±10 to 15%) to that obtained from using high spatial resolution digital 

orthophotography and IKONOS imagery. The partition of vegetation component into tree verses 

grass cover was problematic due to low spectral similarity between these land cover types.  

 

Myint (2006) examined the effectiveness of a sub-pixel classifier, by using some rules as 

defined by an expert system, to estimate varying distributions of different types of vegetation 

within an urban area. Spearman's Rank Order correlation between the vegetation output and 

reference data for different type of land cover, such as, wild grass, man-made grass, riparian 

vegetation, tree and agriculture was found to be having high values. This study demonstrated that 

the expert system rule using NDVI threshold procedure is reliable and that the sub-pixel 

processor was able to identify signatures relatively well. Further, this study suggested a checklist 

of the sources of limitation in the application of sub-pixel approaches. 

 

Thornton et al., (2006) mapped rural land cover features, such as trees and hedgerows, 

for ecological applications. The imagery was analyzed using a supervised Fuzzy c-Means 

algorithm. Overall RMSE was between 20 to 30%, resulting in the sub-pixel mapping method 

producing reasonably accurate results of the order of 50 to 75%. Sub-pixels within pixels were 

then iteratively swapped until the spatial correlation between sub-pixels for the entire image was 

maximized using mathematical morphology. Visual inspection of the super-resolved (i.e. 

dividing each pixel into sub-pixels using a zoom factor of five) output shows that the prediction 

of the position and dimensions of hedgerows was comparable to the original imagery. 

  

Kumar and Ghosh (2007) carried out a comparison of FCM and PCM as sub-pixel 

classifiers method using SPOT satellite data. It was found that PCM using Euclidean Norm gives 

the highest overall accuracy of 99.29%, whereas FCM with Euclidean Norm yielded the overall 

accuracy of 97.9%. 
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Saha et al. (2010) found that remotely sensed images often display spectral variations 

over heterogeneous regions in the context of land cover classes (LCCs), which imposes 

challenges to extraction of information from the images. The Supervised Spectral Substratum 

Classifier (SSSL) approach has been proposed using Landsat 7 ETM+ dataset. The classifier first 

builds spectral LCCs (SLCC) from a Training Dataset (TD). A SLCC comprises of spectral 

signals of a labeled LCC in TD based on the ground truth. This SLCC is further marked as 

homogeneous or heterogeneous according to the statistical properties of mean value and standard 

deviation of all spectral cases in this SLCC. When this SLCC is marked as heterogeneous, the 

spectral space of the SLCC will be disaggregated (or clustered) into substrata by applying 

statistical cluster analysis. A membership function is then defined for each substratum. To 

classify images, fuzzy membership functions are applied to measure similarities between 

corresponding spectral substrata and any new to-be classified cases (pixels). The new cases are 

classified to the most comparable substrata as determined by the membership functions. As a 

case study, a vegetation cover classification over typical grassland in Inner Mongolia has been 

selected using Landsat ETM+ data.  Result shows that the proposed classification model gives an 

overall accuracy of 79.3% and kappa value of 0.76, where the testing data was available from a 

hybrid fuzzy classifier and maximum likelihood classifier. 

 

Binaghi (2013) carried out studies to examine the utility of Radial Basis Function 

Network (RBFN) to estimate the thickness of snow cover as a function of climate and 

topographic parameters. The estimation is modeled in terms of, classification and obtaining 

continuous and discrete thickness values. The model is based on a minimal set of climatic and 

topographic data collected from a limited number of stations located in the Italian Central Alps. 

The RBFN model provided a better results and it was found to be a valuable tool in those 

situations where conventional techniques was not able to represent or classify information.   

 

2.2.1  FUZZY C-MEANS CLASSIFICATION 

 

Fuzzy c-Mean is the one of popular fuzzy clustering method and many researchers have used this 

technique for different application problems related to remote sensing data clustering for both 

supervised and unsupervised mode.  
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Wang (1990) used supervised FCM approach to classify Landsat MSS and TM data 

having seven land cover classes. When compared to Maximum Likelihood classification, it was 

found that higher classification accuracy could be achieved when using fuzzy classification 

approach.  

 

Foody (1996) evaluated the performance of FCM and Fuzzy Neuron Network (FNN) 

approaches for land cover classification using Airborne Thematic Mapper (ATM) data. A 

detailed investigation was carried on the effect of different fuzzy weight parameter m values for 

the same dataset and it was found that for m = 2.0, it gives most accurate fuzzy classification 

output for large cases. It was concluded that fuzzy classification technique yields more 

appropriate results in land cover mapping than hard classification techniques. 

 

Atkinson et al., (1997) compared three classification techniques of Artificial Neural 

Networks (ANN), Mixture modeling and Fuzzy c-Means for mapping sub-pixel proportions of 

land cover classes for an area in the New Forest, U.K. It was found that ANN was one of the 

accurate techniques; however, its successful implementation depends on accurate co-registration 

and availability of a training data set. Supervised Fuzzy c-Means classification gave slightly 

better results than mixture modeling. 

 

Bastin (1997) made comparison amongst FCM, Linear Mixture Modeling and Maximum 

Likelihood Classifier for unmixing coarse pixels present in aggregated Landsat TM data. In the 

absence of ground truth, original TM data was used as a reference map and the image was 

aggregated using mean and cubic filter having different kernel size. Thereafter, the membership 

value for each of the three classifier was generated from the classified aggregated image. This 

information was then compared to continuous membership values with sub-pixel area 

proportions present in a coarser pixel. It was concluded that FCM gives best estimation of sub-

pixel land cover classes for the aggregated TM image at different scale. 

 

Zhang and Foody (1998) used FCM algorithm for sub-urban land cover mapping from 

SPOT HRV and Landsat TM data. It was concluded that the classification results could be 

improved significantly when using fuzzy classification and evaluation approaches.  
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Zhang and Foody (2001) described two approaches for full – fuzzy classification of 

remotely sensed imagery using a statistical approach based on a modified Fuzzy c-Means 

clustering algorithm in a supervised mode and an Artificial Neural Network based approach. 

Both approaches were applied to derive a fully- fuzzy classifications of land cover, using fuzzy 

ground data, derived through Kriging technique. Results confirmed the superiority of fully – 

fuzzy over partially – fuzzy classification. Further, it was found that fully fuzzy class was more 

beneficial as it has more relaxed requirements for training pixels i.e. these need not be pure. 

 

Lucas et al. (2002) used FCM and linear unmixing techniques for sub-pixel habitat 

mapping of a coastal dune ecosystem from airborne imaging spectrometer (CASI) image. It was 

observed that these techniques could be useful to find out land cover class proportions at sub-

pixel level.  

 

Okeke and Karnieli (2006) used FCM classification for vegetation change analysis in 

Adulam Nature Reserve, Israel using historical aerial photographs. The assessment of accuracy 

was carried using Fuzzy Error Matrix (FERM). Recently, the concept of Fuzzy Error Matrix and 

Sub-pixel confusion uncertainty matrix has been put forth to assess the accuracy of soft 

classification (Binaghi et al., 1999; Silvan et al., 2008). The elements of the error matrix 

represent class proportions corresponding to reference data and classified outputs respectively. In 

this work, for evaluation of output, Fuzzy Error Matrix (FERM) was used where ground 

reference data was not available. It was found that fuzzy overall accuracy for all the datasets was 

more than 85%. 

 

Bandyopadhyay et al. (2007) proposed a multi-objective optimization algorithm to 

simplify the problem of fuzzy partitioning on SPOT and Indian Remote Sensing (IRS) dataset; 

where a number of fuzzy cluster validity indexes were simultaneously optimized. The resultant 

set contains a number of non dominated solutions, which the user can judge relatively and pick 

up the most promising one according to the problem requirements. Results demonstrated the 

effectiveness of the proposed technique as remote sensing data was described in terms of feature 

vectors. Different land cover regions in remote sensing imagery were classified using the 

proposed technique to establish its efficiency. 
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Hore et al. (2007) proposes a simple Fuzzy c- Means algorithm and measured the 

performance using image compression technique. It was found that this algorithm produced a 

better results compared to any other clustering technique. Further, it produces excellent speed – 

ups in clustering and thus can be used even if the data cannot be fully loaded in to the computer 

memory.  

 

Volpi et al. (2011) suggested an efficient way to select suitable training set for the 

success of remote sensing image classification. The complexity of the problem is high intra-class 

variance, which can fail an algorithm, if it is trained with a suboptimal dataset. Active learning 

aims at building efficient training sets by iteratively improving the model performance through 

sampling. A user-defined heuristic first ranks the unlabeled pixels according to a function of the 

uncertainty of their class membership and then the user is asked to provide labels for the most 

uncertain pixels. 

 

Maulik and Sarkar (2013) suggested an important approach for image classification by 

clustering of pixels in the spectral domain. Fast detection of different land cover regions or 

clusters of arbitrarily varying shapes and sizes in satellite images present a challenging task. 

Here, an efficient scalable parallel clustering technique of multi-spectral remote sensing imagery 

using a fuzzy based approach has been proposed. This approach is able to correctly identify the 

presence of overlapping clusters of any arbitrary shape and size and assess whether they are 

intra-symmetrical or inter-symmetrical in nature. A Kd-tree based approximate nearest neighbor 

searching technique is used as a speedup strategy for computing the point symmetry based 

distance. SPOT and IRS satellite images have been used in symmetry analysis of land cover 

regions. The classified outputs are compared with the available ground truth information.  

 

2.2.2  POSSIBILISTIC C-MEANS  CLASSIFICATION 

 

In 1993, Krishnapuram and Keller gave a specific implementation of Zadeh‟s, 1978 possibility 

based method, called Possibilistic c-Means (PCM). It assigns a pixel to more than one cluster in 

the form of membership value and this membership value does not follow the constraint in FCM 

called hyper-line constraint.  

http://dl.acm.org/author_page.cfm?id=81100208870&coll=DL&dl=ACM&trk=0&cfid=352588607&cftoken=98561535
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 Barni et al., (1996) reported a difficulty with the application of the possibilistic approach 

to fuzzy clustering (PCM) proposed by Krishnapuram and Keller. While applying this algorithm, 

it has been observed that it has undesirable tendency to produce coincident clusters. Results 

illustrating this tendency are reported and a possible explanation for the PCM behavior is 

suggested. The membership functions are directly related to the typicality of data points with 

respect to the given classes. In this way, classification tasks are made easier and the impact of 

spurious points on the final partition is reduced. 

 

Krishnapuram and Keller (1996) gave some recommendations based on their findings 

and issues raised. The first recommendation was that the value of fuzzy m is different for both 

FCM and PCM since its differs in interpretation. The main motivation to use PCM relates to the 

relaxation of probabilistic constraints of FCM. The weighting exponent m in PCM determines 

the rate of decay of membership values while, in case of FCM, the value of m represents the 

degree of sharing. Further, in case of PCM, another parameter   plays an important and is 

defined as that distance at which membership value of a class becomes 0.5. 

  

Foody (2000) investigated the utility  of FCM and Possibilistic c-Means (PCM) 

algorithms which derive relative and absolute measures of class membership strength 

respectively on Airborne Thematic Mapper (ATM) image for a  part  of Swansea city, U.K.  

Both algorithms were able to provide accurate estimates of sub-pixel land cover composition. 

When all classes had been defined in training a classification, in general, FCM provided better 

and accurate class composition estimates. The presence of an untrained class, however, could 

substantially degrade accuracy of  sub-pixel land cover composition estimates derived from FCM 

but has no effect on those from PCM. Since untrained classes are commonly encountered, it may 

be more appropriate to use approaches such as PCM in addition to FCM to enhance the 

extraction of land cover information from remotely sensed data. In nutshell, it was concluded 

that supervised PCM in case of untrained classes gave lower RMS error when compared to 

Fuzzy c-Means. 

Ibrahim et al. (2005) made a comparative analysis of different fuzzy classification 

techniques to generate accurate land cover maps in the presence of uncertainties. It was found 
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that Possibilistic c- Means classifier gives highest accuracy in land cover mapping, followed by 

FCM classifier. 

Kumar et al. (2007) applied PCM and FCM classifier to (ASTER) data. Initially, only on 

first three bands were used followed by first nine bands, and then all the 14 bands. The results for 

all three cases gave the higher performance for PCM when compared to FCM in terms of 

accuracy. While, overall accuracy of FCM using 3 bands was only 76.4%, in comparison to 86% 

for PCM. In case of 9 bands and 14 bands, the overall accuracy of FCM was 81.7 % and 80.5% 

respectively, when compared to PCM 88.9% and 82%. Hence, it was found that the performance 

of PCM is better than FCM. 

Tayyebi et al. (2008) proposes a GIS-based Possibilistic approach for simulating land use 

change. Two historical Landsat imageries of Tehran Metropolitan area was selected for the 

purpose of study. Supervised PCM classification was used to classify the images into different 

land use categories. Four classes were identified i.e. road, residential area, service centre, and 

administrative area. This work introduces a simulation experiment on urban land use change, 

wherein supervised PCM has been employed in parameterization of the simulation model. GIS 

has been used to model and monitor land use change and perform spatial analysis on the results.  

This approach performs with a relatively high predictive ability (72%) at a resolution of 25×25 

m. By applying this methodology to the Tehran Metropolitan Area, land use changes have been 

derived.  

 

 2.2.3 NOISE CLUSTERING CLASSIFICATION 

 

The concept of "Noise Cluster” was introduced such that noisy data points may be assigned to 

noise class. The approach has developed for objective functional type (k-means or fuzzy k-

means) algorithms, and its ability to detect 'good' clusters amongst noisy data. The approach 

presented is applicable to a variety of fuzzy clustering algorithms as well as regression analysis 

(Dave, 1990, 1991, 1997). The bias due to noise is a classical problem affecting all clustering 

algorithms. A satisfactory solution to this problem is much awaited. Although the field of 

clustering has been in existence for decades, an ideal solution would be one where  noise points 
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get automatically identified and removed from the data. The concept of having an approach 

where one can define one cluster as noise cluster is also promising, provided there is a way by 

which all the noise points could be assigned into that single cluster. Noise clustering (NC) is a 

method, which can be adapted to any prototype-based clustering algorithm like k-means and 

Fuzzy c-Means (FCM) (Rehm et al., 2007).  

Dave (1990) carried a study on noise clustering without entropy not only to establish a 

connection between fuzzy set theory and robust statistics, but also to discuss and compare 

several popular clustering methods from the point of view of robustness. 

 

Wu and Zhou (2006) proposed a Non-Euclidean distance based algorithm, which 

proposes an Alternative Noise Clustering (ANC) as an extension to Noise Clustering (NC) 

algorithm. The ANC algorithm computes the membership values by using a Non-Euclidean 

Distance instead of Euclidean distance, as in FCM and NC. Based on robust statistic and 

influence function, it is found that ANC is more robust than FCM and NC. Further, results show 

that ANC can deal with noises or outliers far better than FCM and NC. 

Chotiwattana (2009) proposed Kernel Noise Clustering (KNC) which is based on a 

distance kernel method, a noise-resistant fuzzy clustering algorithm. KNC is an extension of the 

noise clustering (NC) algorithm proposed by Dave in 1991. By replacing the Euclidean distance 

used in the objective function of NC algorithm, a new distance is introduced in NC algorithm. 

The distance of the kernel method is more robust than Euclidean and its alternative distance. It 

has also been observed that KNC algorithm is highly suitable for cluster with annular ring data 

shape, especially when Gaussian kernel function is applied in KNC. 

 

Osoba et al. (2013) identified that noise can speedup convergence in many clustering 

algorithms, including the popular k-means clustering algorithm. The clustering noise benefit 

follows from the general noise benefit for the Expectation–Maximization (EM) algorithm since 

many clustering algorithms are special cases of the EM algorithm. Simulations show that noise 

also speeds up convergence in stochastic unsupervised competitive learning, supervised 

competitive learning, and differential competitive learning.  
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In 2013, Wang considered the problem of subspace clustering under noise. Specifically, 

the identification of behavior of Sparse Subspace Clustering (SSC) when either adversarial or 

random noise is added to unlabelled input data points, which are assumed to lie in a union of 

low-dimensional subspaces. It is shown that SSC is effective in correctly identifying the 

underlying subspaces, even with noisy data.  In addition, it has been found that fundamental 

trade-off between robustness to noise and the subspace dimension is insensitivity to the number 

of subspaces. Thus, the analysis identifies the fundamental relationships between robustness, 

number of samples and dimension of the subspace.  

During the last one decade, a number of robust fuzzy clustering algorithms have been 

proposed to partition data sets which are affected by noise and outliers. In robust NC, noise is 

modeled as a separate cluster and is characterized by a prototype that has a constant distance 

from all data points known as resolution parameter (δ). Distance „δ‟ specifies the boundary of  

noise cluster and therefore is a critical parameter of this algorithm to be optimized (Cimino et al., 

2005). 

 

2.3 HYBRIDIZATION OF CLASSIFIERS WITH ENTROPY 

 

A combination of classifiers is a well researched topic in the area of machine learning and speech 

recognition. The general objective of classifier combination is to exploit the complementary 

information between the classifiers. In a sense, different classifiers within a classifier 

combination can be seen as a collection of weak classifiers, where each classifier can solve some 

problems. Thereafter, the process of combination involves combining the decisions of classifiers 

or assigning a weight to each classifier‟s output evidence and combining the evidence in order to 

reduce the objective error. The weights can be estimated statistically, i.e., a priori, on held-out 

data or development data, such as linear regression, dynamically and inverse entropy 

combination. 

 

Hung and Ridd (2002) developed a hybrid supervised classifier consisting of Maximum 

Likelihood Classifier (MLC) and expert system rules to produce soft classification for an urban 

area using Landsat-TM images. MLC was used to first estimate initial class proportions which 
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were then redefined by generating expert system rules based on Linear Mixture Model (LMM). 

Most of the classes showed a significant correlation with the actual class proportions in a typical 

complex urban area. 

  

Ju et al., (2003) presented a Mixture Discriminant Analysis (MDA) model for soft 

classification of remote sensing data and evaluated its performance vis a vis LMM and ARTMAP 

neural network. The results show that MDA outperformed LMM and produced similar results to 

ARTMAP neural network. The accuracy of the soft classification was assessed using RMSE 

thereby signifying that the testing data contained mixed pixels. 

 

 Tan (2007) proposed a combined Entropy Decomposition and Support Vector Machine 

(EDSVM) technique for Synthetic Aperture Radar (SAR) image classification for monitoring 

rice crop. This study assessed the utility of multi-temporal data for the supervised classification 

of rice planting area based on different schedules. Since adequate priori information is required 

for this supervised classification, ground truth measurements of rice fields were conducted. 

Thereafter, Support Vector Machine is applied to the feature space to perform the image 

classification. The effectiveness of this algorithm is demonstrated using multi-temporal 

RADARSAT-1 data. The results are also used for comparison with results based on information 

of training sets from the image using Maximum Likelihood technique, Entropy Decomposition 

technique and Support Vector Machine technique. The proposed method of EDSVM has found 

to be useful in retrieving polarimetric information for each class and it gives a good separation 

between classes. 

 

 Zhou (2007) proposed a new way of hybridization where a fuzzy-rule-based classifier 

using Genetic Algorithms (GA) was investigated. The optimal parameters of the fuzzy classifier 

including fuzzy membership functions and the size and structure of fuzzy rules have been 

extracted from the training data using GA. This was carried by introducing new representation 

schemes for fuzzy membership functions and fuzzy rules. The performance of the classifier was 

tested on two real-world databases (Iris and Wine) and a simulated Gaussian database. The 

results indicate that highly accurate classifiers may be designed by using relatively lesser number 

of fuzzy rules. The performance was also compared to other fuzzy classifiers tested on the same 

databases. 
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 Xu et al. (2010) investigated the change in urbanization with increased availability and 

improved quality of multi-spatial and multi-temporal remote sensing data. This study aims to 

quantify changes in urban area of Antakya located in the Mediterranean region of Turkey, using 

Landsat and ALOS imagery. Urban changes were identified by using satellite images of Landsat 

MSS of 1972, Landsat TM of 1987, Landsat ETM of 2001, ALOS of 2008, using a contextual 

information extraction approach within a GIS. It was noted during the last 36 years that the 

population had grown by 3.52 times as a result of industrial development, and permanent 

migration was the main driving force of urbanization. Accordingly, it was found that the extent 

of urban areas had increased by 132%, 42.8% and 5.60% during the years 1972-1987, 1987-

2001, and 2001-2008, respectively. 

 

Debella-Gilo et al.  (2011) proposed that edge detection is one of the most important and 

difficult steps in image processing and pattern recognition systems. Its importance arises from 

the fact that edge often gives an indication of the physical extent of an object within the image. 

Edge provides sufficient information about the image such that size of image data is reduced to a 

size which is more suitable for image analysis. The performance of the tasks after edge detection, 

such as image segmentation, boundary detection, object recognition and classification, and image 

registration are dependent on the information on the edge. However, noise is a common problem 

in acquisition, transmission and processing of image, which will degrade image quality seriously. 

Moreover, it will lead to unexpected results when images containing noise are classified using 

non hybrid classification approach. However, using context information along with fuzzy set 

based technique, Differential Evolution Algorithm (DEA), Genetic Algorithm (GA), Particle 

Swarm Optimization (PSO) and Simulated Annealing Algorithm (SAA) are able to remove the 

noise and enhances classification results. 

 

2.4 HYBRIDIZATION OF CLASSIFIERS WITH CONTEXTUAL           

       INFORMATION 

 

With improvement in spatial resolution of remotely sensed data, the problem of image being 

contaminated by mixed pixels has also increased many folds. Conventional soft classification 

techniques often produce erroneous results when applied to image dominated by mixed pixels. 

This may lead to unrealistic representation of land cover, thereby, effecting efficient planning, 
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management, monitoring of natural resources. Consequently, soft hybrid classification 

techniques which provide sub-pixel land cover information may have to be utilized. 

 

 In contextual classifier, spatial neighbouring pixel information is used in image 

classification to classify homogenous objects. Contextual classifiers have been developed to 

address with the problem of intra-class spectral variations. This classification approach exploits 

spatial information among neighbouring pixels to improve classification results (Flygare, 1997, 

Stuckens et al., 2000; Hubert-Moy et al., 2001; Keuchel et al., 2003; Magnussen et al., 2004). 

 

A contextual classifier may use smoothing techniques, Markov Random Fields, spatial 

statistics, fuzzy logic, segmentation, or neural networks (Binaghi et al., 1997). In general, pre-

smoothing classifiers incorporate contextual information as smoothing filters, and then 

classification is carried out using normal spectral classifiers, while post-smoothing contextual 

classification may be carried out on classified images previously developed using median and 

mode filters. The Markov random field-based contextual classifiers, such as Iterated Conditional 

Modes (ICM), are frequently used approaches in contextual classification, and have proven to be 

effective in improving classification results (Cortijo and de la Blanca 1998; Magnussen et al., 

2004). 

 

In the field of pattern recognition, Markov Random Field (MRF) has been used to model 

the spatial context quite successfully. MRF is a mathematical toolbox which characterizes the 

contextual information and it has been widely used in image segmentation and image restoration 

(Besag, 1974; Geman and Geman, 1984; Derin and Elliott, 1987). 

 

The importance of shape and size measure could be understood when natural objects are 

to be identified on satellite imagery. For example, a river and a pond may have same spectral, 

texture and spatial properties but may differ in shape and size. It is because rivers are linear and 

unbounded features whereas ponds are non-linear and bounded features. Shape and size 

measures are mostly utilized as complementary to each other. Further, these are always applied 

in conjunction with the spectral and texture measures.  
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Besag (1974) stated in his study that Markov Random Field (MRF) is a useful tool for 

modeling contextual information and may be widely used for image segmentation and restoration 

problems. It is also a branch of probability theory that characterizes the spatial or contextual 

relationship of physical phenomena. 

Geman and Geman (1984) and Solberg et al. (1996) proposed a MRF based model for 

classification of remotely sensed data obtained from multiple sources. It was found that MRF 

based model could successful use both spatial and temporal contextual information successfully. 

When multi-temporal MRF fusion model was used, the overall improvement in accuracy was 

reported to be 2.7% when compared to a reference model. Further, with inclusion of crop field 

border map from GIS data, there was a significant increase in the overall accuracy, which was 

79.6%. 

 

Nguyen and Cohen (1993) have proposed a hierarchical unsupervised segmentation 

method for textured image using Gibbs Random Field (GRF) and fuzzy clustering technique. In 

the first step, image texture using GRF and fuzzy clustering method was used for feature 

extraction and model parameter estimation. Afterwards, they performed segmentation, using 

Bayesian local decisions based on previously obtained model parameters. 

 

Markov Random Field (MRF) use smoothness priors to include spatial contextual 

information and to avoid over smoothening, Regularizers and Discontinuity Adaptive (DA) 

models have been introduced. Li (1995; 1995b) suggested DA models may be used as prior 

models in MRF, in order to take into consideration for discontinuities and avoid over 

smoothening. Further, it was shown that solution to DA models can be obtained by using 

Gradient Descent method, but its direct use may cause getting trapped into local minima.  

 

Binaghi et al. (1997) proposed a fuzzy hybrid methodology for the classification, 

conceived as a cognitive process of remote sensing images. The salient aspect of the approach is 

the combined use of different techniques i.e. linear mixture model, a supervised fuzzy statistical 

classifier and a fuzzy labeling technique. An application for the identification of rice crops using 

Landsat Thematic Mapper image has been developed with the aim of experimentally evaluating 

the performance of the overall strategy in a real domain where fuzzy membership to classes are 
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essential in class discrimination. The results have then been compared with those obtained by 

means of the Maximum Likelihood classifier. 

 

Solberg et al. (1996) used MRF to include context for multisource satellite images. It was 

found that MRF can model spatial class dependencies as well as temporal class dependencies. 

MRF model achieved 2% higher classification accuracy when same set of image used for two 

different models. Finally, it was conclude that MRF model provides better results for 

classification of multi – source satellite images. 

Binaghi et al. (1999) used fuzzy knowledge representation framework for multi-source 

image classification. Both contextual and multisource information was used for identification of 

glacier equilibrium line in Italian Alps region. It was found that contextual classification 

provides better and accurate information when compared to conventional classification 

techniques. 

 

Smits and Dellepiane (1997) gave a „Discontinuity Adaptive MRF‟ model for 

segmentation of SAR images using unsupervised mode of segmentation. Since, it is important to 

preserve the discontinuities in particular, small structures in SAR images as it is obscured by 

speckle noise.  

 

Dulyakarn and Rangsanseri (2001) have used contextual information for Fuzzy c-Means 

clustering algorithm by means of „Geometrical Guided Model‟ (GG-FCM) and found better 

segmentation result when compared to the standard FCM method.  However, it was not robust 

since it was carried out by partitioning the image into sub-matrix and determining the mean 

membership deviation compared to membership of neighbourhood pixels. 

 

Pham (2001) included spatial contextual information with FCM using MRF for image 

segmentation in Magnetic Resonance Images (MRI) of brain and called it as Robust Fuzzy C-

means or RFCM algorithm. Convergence of the objective function was achieved when change in 

the objective function was less than a defined threshold. To obtain the value of β which controls 

the smoothness performed by the penalty function (or objective function), cross-validation 

technique was used. The results were compared using Mis-Classified rate (MCR) which was 

14.14% for FCM, whereas for RFCM it was 0.52%. 
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Kang and Roh (2001) presented a new method to increase the performance of edge-

preserving image smoothing of MRF function by parameter tuning. The method was based on an 

automatic control of smoothing- strength in Discontinuity Adaptive MRF function from 

discontinuities of image intensity. An algorithm was proposed which used parameter 

modification to increase the piecewise smoothness of images in a Discontinuity Adaptive (DA) 

MRF modeling. It was observed that the proposed method was able to preserve the object 

boundaries in comparison to conventional DA smoothing.   

 Dean and Smith et al. (2003) modified Tree structured MRF model based on binary split 

of the image regions at each step. Initially, the regions were split in a binary tree pattern based on 

splitting criterion. In order to reduce fragmentation, estimation of field parameters was locally 

adaptive and a region merging parameter was also included. The image was modeled as a linear 

combination of original value plus zero-mean Gaussian noise. Estimation of field parameters was 

based on local neighbourhood characteristics using maximum pseudo likelihood estimation. 

Finally, MRF labelling was performed using supervised technique because of Multi-Layer 

Perceptron (MLP) network. The process was based on intensity values or spectral properties. 

 

Melgani and Serpico (2003) used MRF to integrate contextual and spatio- temporal 

information for the classification of Landsat TM and ERS-1 SAR images. In this work, a mutual 

approach was proposed for image classification. It was found that proposed mutual method 

showed an improvement of 1% to 3% in classification accuracy when compared to reference 

MRF-based classifier. 

Magnussen (2004) elaborated in the context of Landsat TM images that forest stands are 

a cluster of homogeneous pixels. Contextual classification of forest cover types exploits 

relationships between neighbouring pixels in order to increase in the accuracy of classification. 

Results of six contextual classifiers from two sites in Canada were compared to results obtained 

using Maximum Likelihood (ML) classifier. The comparisons were done at three levels of 

spectral class separation. Training and validation data were obtained from single-stage cluster 

sampling of 2km × 2 km Primary Sampling Units (PSU) located on a 20 km × 20km grid. A 

strong relationship between contextual and ML classification accuracy was explored with 

logistic regression analysis. Estimates of the spatial autocorrelation of reflectance values within a 

PSU were deemed consistent with a first-order autoregressive process. Iterative Conditional 
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Modes (ICM) was the best contextual method; it improved the overall accuracy by 4 to 6 % 

when ML accuracy was between 50% and 80%. A relaxed ICM and a smoothing algorithm were 

second and third best.  

 

Kasetkasem et al, (2005) used MRF for super-resolution land cover mapping. In this 

study, a proposed MRF model based approach was applied on IKONOS MSS and Landsat 

ETM+ images. The results showed a significant improvement in accuracy of land cover maps 

over that obtained from Land cover mapping at sub pixel scales using Linear Optimization 

approach given by Verhoeye and Wulf (2002).  

Tso and Olsen (2005) used multi scale wavelet based technique to extract line features 

and fuzzy fusion process to merge resulting multi scale line feature. MRF has been used here to 

restrict the over smoothness and bias contributed by boundary pixels. 

 

Pal (2005) was first to hybridize PCM with FCM classifier to propose a new classifier 

called Possibilistic Fuzzy c-Mean (PFCM). This produces membership and possibilities 

simultaneously and avoids various problems such as hyperline constraint, and production of an 

unrealistic typicality values for large data sets of FCM and PCM classifier. PFCM solves the 

problem of noise sensitivity in FCM. It also overcomes the coincidence cluster problem of PCM.  

Thus, it has been observed that PFCM is more effective for identification of an object. 

 

Debayle and Pinoli (2006) used adaptive neighbourhood image processing on a real 

human retina image. Adaptive neighbourhood approach was used so that context-dependent 

analysis could utilize radiometric as well as geometric properties of the image. 

Salzenstein and Collet (2006) carried out a comparative study between fuzzy Markov 

Random Field and Markov Random Chain for multispectral image segmentation. It was 

concluded that fuzzy based approach is a good technique for astronomical data segmentation and 

for recovery missing data. 

 

Sanchez-Hernandez et al (2007) used MRF for super resolution image reconstruction 

using Iterated Conditional Modes (ICM) algorithm to find Maximum-a-Posterior (MAP) 

solution. Discontinuity Adaptive framework was used to control over smoothness of MAP-MRF 

formulations for sixteen low-resolution (LR) images. 
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Hou et al. (2007) used modified FCM that included spatial contextual information using 

moving average filter as a regularizer. The accuracy was tested using different noise levels. The 

results obtained were in consonant with the results as obtained by Pham (2001).  

 

Zhang and Huang (2007) proposed a Distance-Weighted Markov Random Field 

(DwMRF) for classification of high–spatial resolution imagery in combination with a fuzzy set 

based classifier. The proposed DwMRF integrates spectral and spatial information of the image, 

and coordinates a better interaction between neighbours and the central pixels than the 

conventional Equal-weighted MRF (EwMRF). In addition, a Serial Iterated Conditional Mode 

(SICM) method for the solution of the Markov Random Field (MRF) model was also proposed. 

Studies were carried out on three data sets i.e. HYDICE data of the Mall in Washington, DC, 

HYMAP data of Purdue University and QuickBird data of Beijing. A comparative analysis has 

been carried out amongst the proposed DwMRF approach with other methods such as EwMRF, 

Maximum Likelihood Classification (MLC) and multi resolution segmentation (Fractal Net 

Evolution Approach (FNEA)) method. It was found that DwMRF is robust and out performs 

other methods and that the proposed SICM method converges more rapidly than conventional 

Iterated Conditional Mode (ICM) and provides classification results which are comparable to 

conventional ICM method. 

 

Tolpekin and Stein (2009) proposed a single point iterative weighted Fuzzy c-Means 

which uses prior knowledge for initializing cluster centres and spatial and spectral information 

for weighing the original Fuzzy c-Means distance calculation. 

 

Tso and Mather (2009) proposed a proper use of context which can improve classification 

accuracy. Context is important in visual image interpretation and it can be obtained from 

spectral, spatial or from temporal attributes. This study highlights the use of context to generate a 

smooth image classification pattern. Use of context eliminates the possible ambiguities; recover 

missing information and utilizing in correction of errors. In this study, it is further highlighted, 

that in contextual image classification the pixels are not treated in isolation i.e. statistical 

dependence with its neighbour pixels should be considered. In this study, spatial contextual 

information has been exploited for image classification. 
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Balafar et al. (2010) proposed a hybrid clustering method for automatic medical image 

segmentation. Initially, local features of medical image pixels are extracted to feed a Self-

Organizing Map (SOM) after a pre-processing step. The output prototypes of SOM are then 

filtered with hits map and a hierarchical agglomerative clustering method was applied to the 

prototypes. Compared to Davies-Bouldin (DB) clustering index and entropy image segmentation 

index, a quantitative image evaluation index had been selected for identifying best segmentation 

technique. The segmentation results, after post-processing, shows that the proposed method to be 

effective and promising. 

 

Moser and Serpico (2010) proposed contextual Support Vector Machines (SVM) 

classifier based on MRF model. To minimize the execution time and to automatically tune its 

input parameters, hierarchical clustering and parameter optimization algorithm was also 

integrated with SVM. The developed method was applied on SAR and multispectral high 

resolution images. The overall accuracy was found to be 93.92 % and 98.98 % for traditional 

SVM and proposed MRF based SVM respectively. 

Tuia and Camps-Valls (2011) suggested that noise clustering based learning may build 

efficient training sets by iteratively improving model performance through sampling. A user-

defined heuristic ranks the unlabeled pixels according to a function of uncertainty of their class 

membership and then the user is required to provide labels for the most uncertain pixels. This 

study reviews and tests the main families of clustering based active learning algorithms which 

are based upon posterior probability. For each of them, the most recent advances in remote 

sensing community are discussed and some heuristics are detailed and tested. Several 

challenging remote sensing scenarios are considered, including very high spatial resolution and 

hyperspectral image classification. 

 

Zhang and Jia (2011) stated that apart from the rich spectral information provided by 

multi-spectral and hyper-spectral sensors, spatial information should be given more weightage  

in remote sensing classification, especially in ease of  high spatial resolution images. Pixel-wise 

spatial features can be generated by applying Gray Level Co-occurrence Matrix (GLCM) locally 

to describe the texture properties of  an image. Morphological filtering provides spatial structure 

enhancement and watershed processing aims at contextual boundary identification. Further, the 
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advantages and disadvantages of these spatial treatments are investigated. A combined procedure 

has been developed to maximize spatial information extraction. Texture feature selection is 

emphasized for class separability. Morphological filtering is introduced as a preprocessing for 

watershed segmentation in order to reduce false alarm on contextual boundaries.  

 

Trinder et al. (2012) aimed at developing a fuzzy based no-reference image quality 

assessment system by utilizing human perception and entropy of images. The proposed approach 

selects important features to reduce the complexity of the system and is based on entropy of 

feature vector, where images are partitioned into different clusters. To assign soft class labels to 

different images, continuous weights are estimated using entropy of Mean Opinion Score (MOS) 

of crisp weights. Finally, Fuzzy Relational Classifier (FRC) has been built using MOS based 

weight matrix and fuzzy partition matrix to establish correlation between features and class 

labels. Quality of the distorted/decompressed test images are predicted using the proposed fuzzy 

system, showing satisfactory results with the existing no-reference techniques. 

 

Vijaya et al. (2012) extracted a single crop of interest using PCM and noise clustering 

(NC) based classifiers with the help of temporal multi-spectral satellite images. The crop grown 

in Aurangabad district, Maharashtra state, in India was considered. Five spectral indices SR, 

NDVI, TNDVI, SAVI and TVI were investigated to identify cotton crop using temporal multi-

spectral images with fuzzy-based NC classifier. Accuracy assessment has been carried out using 

FERM. The overall accuracy observed using PCM classifier was 93.12% for SAVI indices with 

dataset 2. While applying NC classifier, the overall accuracy achieved was 96.02% for TNDVI 

index with dataset 2. 

 

Kannan et al. (2013) used FCM for segmentation of a synthetic MRI image while 

incorporating noise clustering concept into the entropy based FCM. This FCM method was able 

to deal with uncertainty presents in the dataset during the segmentation of MR images. The 

accuracy of the proposed FCM with noise clustering method exceeded when compared to 

standard FCM. 

Li (2013) elaborated that when noise is added inherently by the sensor and image 

processing techniques also corrupt the image with noise in varying degrees. One of the measures 

to quantify information content is classification accuracy. This can be attributed that although the 
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value of a pixel may change as a result of corruption due to noise, the same pixel may, in most 

cases, will be classified correctly. This study reveals that this loss in information is exponentially 

related to the variance of the added noise. The model is equally applicable for Landsat TM as 

well as multi-look and single-look SIR-C imagery. It has been observed that the relationship is 

independent of the type of noise (Gaussian, Gamma, or exponential). However, the rate of 

information loss increases with correlation distance, in case of spatially correlated noise. The rate 

of information loss also increases with the number of classes chosen for classifying the scene. 

Using the proposed mathematical model for information content as a function of noise variance, 

one can specify an “allowable” signal-to-noise ratio for a specific application. 

 

A critical step is to develop suitable rules to combine the classification results from 

different classifiers. Although few attempts were made previously by the researchers to 

incorporate spatial contextual information for fuzzy classifiers, contextual FCM, PCM, NC, NC 

with entropy and FCM with entropy classifier with MRF were not introduced earlier by any 

researcher. As PCM works only in spectral domain thus, a PCM and spatial contextual 

information based sub-pixel classification method has been developed to incorporate the spatial 

contextual information.  

 

As seen in the literature survey, MRF has been included into fuzzy based approaches. 

Extensive use of MRF with FCM, PCM, NC, and NC with entropy and FCM with entropy for 

soft classification has been carried out, especially in the field of remote sensing imagery. Neither 

edge preserving models for MRF with FCM, PCM, NC, and NC with entropy and FCM with 

entropy has been used for soft classification. The idea of using hybrid approach of soft 

classification using noise clustering with entropy is new which helps significantly to eliminate 

noise pixels and improves classification accuracy. However, this approach does not incorporate 

the spatial contextual information, which can be useful for further improvement in fuzzy 

classification results.  

 

The main objective is to study contextual FCM and NC classifier with entropy by using 

MRF to judge the importance of spatial contextual information in soft classification techniques. 

In this mechanism, spatial contextual information has been incorporated in FCM algorithm by 

using Markov Random Field. 
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Traditional classification methods based on spectral analysis cannot extract land use and 

land cover information accurately. A successful approach must take spatial contextual 

information and entropy into consideration. This approach presents a novel soft-classification 

approach that can distinguish pixels of each class, produced in spectral analysis so that the 

overall accuracy of the classification is improved. 

 

2.5 OVERVIEW OF ACCURACY ASSESSMENT 

 

The significance of land cover as an ecological and environmental variable has made remote 

sensing one of the most attractive tools for the production of thematic maps of the earth‟s 

surface. However, in order for remote sensing to be able as a valuable source of land cover 

information, reliable accuracy measures are needed. Determining land cover information 

accurately from remote sensing is crucial to understand the environmental processes. Since the 

spatial pattern of land cover information can be smaller than the sensor footprint, soft 

classifications offer a flexible way to infer sub-pixel land cover information. However, accuracy 

assessment of these representations has been recognized to be far more difficult than traditional 

crisp classifications (Foody, 2002). 

  

In the past one decade, the prevailing concerns on ecological and environmental issues, 

occurring especially at regional to global scales, have prompted significant advances on the use 

of remote sensing data for estimation of land cover information at sub-pixel level. However, the 

quality and performance of such classifications are difficult to quantify. Thus, there is an 

increasing need for assessment of sub-pixel classification performance in remote sensing 

(Ozdogan and Woodcock, 2006). 

  

The assessment of accuracy for conventional hard classification has been standardized 

through the use of confusion matrix. This method is appropriate only for hard classifications, 

where it assumes that each pixel is associated with only one class in both the assessed and the 

reference datasets. For soft classifications and hybrid soft classifications, where multiple classes 

are assigned to a single pixel, a comparable standardized assessment procedure has not been 

established yet. For the evaluation of soft classifications in general, various suggestions have 

been made and few of them are mentioned here.  
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Gopal and Woodcock (1994) have provided an initial attempt in assessing the accuracy of 

a thematic map based on fuzzy set theory. In this approach, soft reference data is generated by 

assigning a set of linguistic values by an expert for different classes. The linguistic values are 

cited, 1 for absolutely wrong, 2 for understandable but wrong, 3 for accepted, 4 for good and 5 

for absolutely right. These values may then be converted into numerical values from 1 to 5 for 

representing the soft reference data.  

 

Binaghi (1999) put forth the concept of Fuzzy Error Matrix (FERM) to assess the 

accuracy of soft classification. The layout of a fuzzy error matrix is similar to the traditional 

error matrix used for assessing the accuracy of hard classification. The exception is that elements 

of fuzzy error matrix can be any non- negative real numbers instead of non-negative integer 

number. 

 

Congalton and Green (1999) has proposed an error matrix based  approach with the help 

of User and Producer accuracies wherein it is mentioned that maps are rarely 100 percent correct 

and are widely used with unknown accuracy to perform decision making processes. Every 

mapping project requires trade-offs and some level of error is accepted as a trade-off in remotely 

sensed data. Knowing the extent of this error however, is critical for appropriate application of 

the derived maps. The purpose of quantitative accuracy assessment is identification and 

measurement of map errors. It involves comparison of classified data against reference data for 

the same site. In this study, it has been suggested that assessment of accuracy include four 

fundamental steps: design the sample, collect data, build and test the error matrix, and analyze 

the results.  

 

An error matrix is an effective way of communicating the accuracy of individual classes 

as well as overall map accuracy. It is a square array of numbers set in rows and columns that 

express the number of sample units assigned to a particular category in one classification relative 

the number of sample units assigned in another classification. The column usually represent 

reference data and is assumed to be correct, while rows indicate the classification generated from 

the remotely sensed data. Overall accuracy is the sum of correctly classified samples (i.e., sum of 

the major diagonal) divided by the total number of samples in the matrix. Producer and User 

accuracies are ways of representing individual class accuracies based on error of commission ( 
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i.e. including an area into a category when it does not belong to that category) and error of 

omission errors (i.e. exclusion of an area from the category to which it belongs). 

 

Foody (2002) briefly reviews the background and methods of assessment of classification 

accuracy, that are commonly used and recommended in literature. It was observed that the 

community often tends to use, unquestioningly, techniques based on the confusion matrix for 

which the correct application and interpretation requires the satisfaction of often untenable 

assumptions such as perfect co-registration of data sets and the provision of rarely conveyed 

information such as sampling design for ground data acquisition. Eight broad problem areas have 

been identified that currently limit the ability to appropriately assess, document, and use the 

accuracy of thematic maps derived from remote sensing. The implications of these problems are 

that it is unlikely that a single standard method for assessment of accuracy and reporting can be 

identified; yet some possible directions for future research that may facilitate assessment of 

accuracy are presented. 

 

Lewis and Brown (2002) utilized the concept of fuzzy operators to evaluate the accuracy 

of regional scale land cover maps produced from remote sensing data. Results showed that the 

assessment of soft classification using fuzzy operators resulted in an improvement in map 

accuracy by about 19% to 23%. This study also emphasized the need of using mixed pixels in 

testing stage, for the assessment of accuracy of soft classification. 

Shalan et al. (2003) presented a case study on the use of fully fuzzy classification to map 

land cover from IRS LISS III imagery. Two classifiers, namely, FCM and MLC were used to 

produce soft classification. The soft classifications were evaluated with soft reference data using 

cross entropy, Euclidean distance and correlation coefficient. The values of cross entropy were 

0.262 and 0.287 for MLC and FCM respectively whereas corresponding Euclidean distances 

were 0.057 and 0.060. Although, the results showed that MLC is more accurate than FCM, the 

same is not clearly reflected by the magnitudes of either cross-entropy or distance measure. 

Therefore, there is need to develop more effective accuracy measures for sub-pixel classification. 

 

Latifovic and Olthof (2004) have suggested that the sub-pixel class overlap problem can 

be resolved with the help of interval technique. The intervals defined by these operators are 
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arranged within a matrix, in the form of a center value plus-minus its uncertainty. It was shown 

that when at least one class is either under or overestimated at each pixel, the results are in the 

original matrix, meaning that no uncertainty arise on the interclass confusions. One typical 

instance of this occurs when at least one of the compared sets is crisp, as in the assessment of 

continental and global products through moderated resolution images. In this case, crisp 

classification from coarse resolution images is assessed using fractions derived from moderate or 

high resolution images. 

 

Shabanov et al. (2005) investigated that broadleaf forest has the highest vegetation 

density. Identification of accurate bio-physical parameters, such as, Leaf Area Index (LAI), is a 

challenge to remote sensing techniques in view of low sensitivity of surface reflectance to such 

parameter over dense vegetation. The Moderate Resolution Imaging Spectro-radiometer 

(MODIS) data of Amazonia was selected for analysis. It is found that there was some anomaly in 

identification due to inconsistency between simulated and MODIS surface reflectance. LAI 

retrievals are done using new stochastic radiative transfer model, which poses high numerical 

accuracy at the condition of saturation. Separate sets of parameters of the LAI algorithm were 

generated for deciduous and evergreen broadleaf forests to account for the differences in the 

corresponding surface reflectance properties. 

 

Dehghan and Ghassemian (2006) have suggested that entropy may be used as an absolute 

measure of uncertainty for the classified output. It is called absolute since it does not take into 

account any other reference data set like in case of RMSE and correlation coefficient. Further, it 

states that a single number can be used to specify uncertainty of classified output at per-pixel 

level or pe- class level or even at image level. It states that higher entropy implies higher degree 

of uncertainty and vice-versa. A classifier with lower entropy is considered to be a better 

classifier. This is another measure that can be used to provide the quantitative measure of the 

reliability of classification.  

Ricotta and Avena (2006) initially described a generalized function of entropy which is 

sensitivity to the presence of abundant class.  In topological analysis process, this is completely 

independent from metric information of an image.  
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Okeke and Karnieli (2006) investigated cross comparison of crisp classification with soft-

classified pixels. This approach suggests a procedure of generating uncertainty free matrix for 

smaller number of classes. Here, a hard version of a fuzzy classification can be assessed using 

fuzzy values. This is also significant because many remote sensing methods for producing soft 

classifications are, typically based on spectral mixing models. 

    

Pontius and Cheuk (2006) provided a set of composite operators for computation of 

cross-tabulation matrix for soft classified outputs. These composite operators are a combination 

of single operators including boolean, multiplication and minimum operators. These operators 

are used in building cross-tabulation matrix and assess the results for the comparison of 

classifier. 

 

 Silvan and Wang (2008) has proposed a more general approach of assessment of 

accuracy for soft classification. In this study, it has been shown that the accuracy of sub-pixel 

classification, having multiple classes, is accurately represented. They presented the 

development of a more ontologically-grounded cross-tabulation matrix that accounts for the sub-

pixel distribution uncertainty. The assessment of accuracy using Sub-pixel Confusion 

Uncertainty matrix (SCM) approach exhibits a diagonalization characteristic that allows 

identifying perfect matching cases, the agreement measures must be constrained at pixel level. 

Even though, it was shown that there is no analytical way to determine uniquely the actual 

confusion based solely on the information of land cover fractions. This problem was termed as 

sub-pixel area allocation problem.  Two new composite operators were introduced to provide 

minimum and maximum possible sub-pixel class overlap constrained to the unmatched sub-pixel 

fraction. The intervals defined by these operators are arranged within a matrix, in the form of a 

center value plus-minus its uncertainty, termed as the Sub-pixel Confusion-Uncertainty Matrix 

(SCM). Further, accuracy indices from the traditional confusion matrix were also generalized 

from SCM to account for the sub-pixel distribution uncertainty. 

 

Kumar and Dadhwal (2010) proposed a hybrid model of soft classifier wherein Fuzzy c-

Means (FCM) is chosen as a base soft classifier and entropy parameter has been added in this. 

Resourcesat-1 (IRS-P6) datasets from AWiFS, LISS-III and LISS-IV sensors of same date have 

been used. AWiFS soft classified outputs from entropy based FCM classifiers for AWiFS and 
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LISS-III datasets have been evaluated using Sub-pixel Confusion Uncertainty Matrix (SCM). It 

has been observed that output from FCM classifier yields higher classification accuracy with 

higher uncertainty, but entropy-based classifier with optimum value of regularizing parameter 

generates classified output with minimum uncertainty. 

 

Heremans et al. (2012) investigated different methods, such as, Map-level hard accuracy 

measures, MIN, PROD and LEAST matrix, MIN-MIN; MIN-PROD and MIN-LEAST matrix, 

Sub-pixel confusion-uncertainty matrix, soft overall accuracy and kappa, and STATistical 

CONfusion matrix (STATCON) for validating sub-pixel classifications on artificial data set, and 

compared it with respect to their ability to correctly represent artificially induced confusion 

patterns. A distinction has been made between map-level accuracy measures, which allows for a 

fast comparison and ranking of classifications and confusion matrices that provide a more 

detailed overview of the confusions between individual classes. A new approach of calculating 

the soft confusion matrix was also added to the comparison. In terms of performance evaluation, 

hard accuracy measure does not perform badly, while soft measures appear, almost perfectly, to 

reproduce the real accuracy of the artificial classifications. With respect to confusion matrices, 

the results seem to be in perfect correspondence where two or more classes are under-estimated 

and two or more classes are over-estimated, the newly developed STATCON matrix out 

performs the existing approaches. Therefore, STATCON matrix may be considered as a valid 

alternative for assessing the accuracy of sub-pixel land use and land cover classifications. 

 

Accuracy assessment and validation for sub-pixel classifiers is still a subject of research. 

No standard methods are available for sub-pixel classifiers, unlike in hard-classifiers where well 

defined approach, such as, Error Matrix and Kappa Coefficient are available. To conclude, 

FERM and SCM approaches are the most common assessment of accuracy for soft classification. 

Entropy has been used for uncertainty analysis of classification results and is attracting the 

attention in effectively employing classification results for decision making.  

 

2.6 SUMMARY 

 

In this chapter, various soft classification methods such as fuzzy based, entropy based and 

contextual based have been discussed. It is found that recent studies clearly highlight the 
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problem of mixed pixels in classification and their incorporation in various stages of supervised 

classification. Main emphasis has been given to fuzzy, noise and newly upcoming contextual 

based classifiers. In recent years, few attempts have been made to tackle the problem of mixed 

pixels; however, there is a need to carry out more investigations to define suitable criterion or 

procedure to perform good classification. Some of the conclusions that may be drawn from this 

review are: 

 

i) A number of soft classifiers have been devised for classifications; however most of them 

are more suited for pure pixels and not exactly for mixed pixels. 

ii) In various studies, it is found that standard methods such as MLC and ANN measure the 

similarity to determine class allocation of a pixel, whereas fuzzy methods provide a 

measure of the degree of similarity for each pixel. 

iii) Only a few studies have shown incorporation of mixed pixels in the training and 

allocation stage of MLC, FCM , PCM and NC classifier along with the hybridization of 

entropy and contextual. 

iv) Review of existing alternatives for assessing accuracy and identifying major drawbacks 

for sub-pixel assessment of accuracy based on cross-comparison matrices is required. 

v) Investigations reveal general cross-comparison of sub-pixel classification accounts for 

sub-pixel class distribution uncertainty. 

vi) Very little work has been done on hybridized model of soft classification using entropy 

and contextual classifiers.  

 

Further, it is found that little work has been done in the field of soft classification using 

fuzzy contextual based soft classifiers. Here, some studies have been discussed to illustrate the 

utility of different classifiers, such as, FCM, PCM, noise clustering , contextual  and entropy 

based hybrid  soft classifiers using pure training and testing data. 

 

The next chapter gives details of the different soft classification algorithms which have 

selected for this study. 

 



CHAPTER 3 

 

SOFT CLASSIFICATION ALGORITHMS AND ASSESSMENT OF 

ACCURACY 

 

3.1  INTRODUCTION 

 

In remote sensing, both supervised and unsupervised classification techniques may be applied to 

perform soft classification. This increases the classification accuracy and produces adequate land 

cover composition. As stated in Section 2.2, 2.3 and 2.4, this study focuses its attention on three 

fuzzy based soft classifiers, two fuzzy set theory based hybrid algorithms and five contextual 

based hybrid soft classifier to examine the various aspects as stated in Section 1.7. The three 

non-contextual non hybrid soft classifiers are Fuzzy c-Mean (FCM), Possibilistic c-Mean (PCM) 

and Noise Clustering (NC), have been selected as soft classifiers, while Noise Clustering With 

Entropy (NCWE) and Fuzzy c-Mean With Entropy (FCMWE) are non contextual fuzzy based 

hybrid algorithms considered for study.  

 

There has been an increasing interest in the use of contextual information for acquiring a 

smooth image classification pattern. The suitable use of context allows the elimination of 

possible ambiguities and recovery of missing information (Li, 1995a). In contextual based hybrid 

classification, all five soft classifiers stated above have been implemented considering two 

modes i.e. Smoothness prior and Discontinuing Adoptive prior, thus yielding a combination of 

10 different algorithms. Fig. 3.1 shows a tree diagram of all the soft classifiers which are 

proposed to be used in this study. At the top most level, the classifiers are grouped into three 

major categories i.e. Fuzzy, Entropy and Contextual based classifiers. In the sections 3.2, 3.3, 

3.4, 3.5 and 3.6, a detailed treatise of the some of the classifiers and accuracy assessment 

techniques has been outlined.  

 

  

 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.1 A general classification of hybrid approaches 
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3.2  FUZZY BASED  SOFT CLASSIFIERS 

 

The use of non hybrid fuzzy set based classification methods in remote sensing has received 

growing interests where the ecological phenomena are inherently fuzzy (Zang and Foody, 2001).  

The commonly used classifiers are FCM, PCM, and NC which are conceptually unsupervised in 

nature. However, these can be applied in supervised mode by providing the class means from 

well defined training data sets in place of cluster centers (Foody, 2000b).  

 

As described by Zhang and Foody (2001), the reason for fuzziness within information is 

mainly due to: 

 

i) In real world, different land cover types are heterogeneous resulting in intergraded 

phenomena i.e. classes do not have crisp boundaries. There is fuzziness due to the 

geographical phenomena. 

ii) A pixel value is the result of interaction of electromagnetic waves with the ground objects 

and/or atmosphere. The sensor records this spectral response which may differ for similar 

entities, while dissimilar entities may also show similar spectral response, depending on the 

ground situations. 

iii) Finally, due to coarse or medium spatial resolution of sensors (e.g. AWIFS and LISS III), a 

pixel may not consist of single class but two or more classes. This can be defined as 

fuzziness due to resolution of the sensor. 

 

3.2.1 FUZZY C- MEANS (FCM) CLASSIFIER 

 

The Fuzzy c-Means (Bezdek, et. al., 1984) method is a partitioning algorithm; and is widely used 

in pattern recognition. FCM partitions the feature space and form clusters. It calculates the 

membership values of the each pixel for different land cover classes. The membership values 

gives the degree of sharing of a single pixel to different land cover classes with values ranges 

between 0 and 1. Thus, a pixel can belong to several land cover classes with varying degree of 

membership. Hence, in FCM the clusters are not partitioned as a crisp but as a fuzzy by giving 

memberships values to each class within an each pixel. 

FCM is based on the minimization of the objective function as given in Eq. 3.1, 
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where,  

n is the total number of the pixels,  

c is the number of classes, 

 is the fuzzy membership value of the  pixel for class j,  

m is the weighing exponent, 

  is the vector pixel value and, 

  is the mean vector of cluster j.   

 

The fuzzy membership value is calculated through an iterative optimization of Eq 3.1 

with update of membership  and cluster centers  (Dulyakarn, et. al., 2001):  
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The iteration of Eq 3.1 stops when maxij [| ]  is satisfied, where   is a 

termination criterion between 0 and 1 (Dulyakarn, et. al., 2001). 

 

3.2.2 POSSIBILISTIC C- MEANS (PCM) CLASSIFIER  

The main advantage of PCM is related to the relaxation of the probabilistic constraint of FCM. 

Therefore, the formulation of PCM is based on a modified FCM objective function whereby an 

additional term called as regularizing term is also included. 
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FCM has been successful in assigning the membership ( ) of a pixel to multiple classes 

however, the assignment is relative to total number of classes defined (Krishnapuram and Keller, 

1993). This is due to the constraint on the membership values given by the Eq 3.4 

 

1

1,
c

ij

i

u j

                                                           …Eq (3.4)

 

where,  

j varies from 1 to n (n is the total number of pixels in the image) and,  

„c‟ is the total number of classes defined by the analyst. 

 

Eq 3.4 can be interpreted as the sum of membership values of a pixel for all the classes 

and should be equal to one (Bezdek,et al., 1984, Krishnapuram and Keller, 1993). Krisnhapuram 

and Keller (1993) introduced a relaxation in FCM, such that the sum of membership may exceed 

beyond 1. This variation of PCM is known as   Possibilistic c-Means (PCM), where the 

constraint on membership value is as per  Eq 3.4. Thus, similar to FCM, PCM classification is 

also an iterative process where the class membership values are obtained by minimizing the 

generalized least square error objective function (Krishnapuram and Keller,1993), given by Eq 

3.5, 
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ensuring that the conditions given below are satisfied.  
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where,  

j  is a parameter that depends on the distribution of pixels in the cluster „j‟ and is 

assumed to be proportional to the mean value of the intra cluster distance.  
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In Eq 3.5, the first term demands that distances between feature vectors and its prototypes 

be as low as possible, while the second term forces the uij to be as large as possible, thus 

avoiding the trivial solution. Generally, j depends on shape and average size of the cluster „j‟ 

and its value may be computed as; 
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...Eq (3.9)
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where K is a constant and is generally kept as one.  

After this, class memberships, uij are obtained as;  
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In case of PCM, this membership value represents the “degree of belongingness or 

compatibility or typicality”, contrary to FCM, where it is, “degree of sharing” (Krishnapuram 

and Keller, 1993). Overcoming this constraint gives higher accuracy of supervised classification 

using PCM as compared to that of FCM (Kumar and Ghosh, 2006, 2007). Also, PCM, as a 

supervised classifier, works better in case of untrained classes, when compared to FCM (as 

supervised classifier) (Foody, 2000). Untrained classes are those classes which are present in the 

image but are not known to the analyst; hence, the classifier is not trained with that unknown 

class. Thus, the advantages of PCM over FCM are the motivation behind selecting PCM as soft 

classification approach in this research. Further, PCM can handle noise and outliers 

(Krishnapuram and Keller, 1996). Noise and outliers affect the prototype parameters i.e. cluster 

means. 

 

3.2.3 NOISE CLUSTERING (NC) CLASSIFIER 

 

Dave (1991) proposed a method of noise clustering. This method is fundamentally based on 

FCM, where an additional cluster is introduced such that it supposedly contains all outliers 



Chapter: 3 Soft Classification Algorithms and Assessment of Accuracy 

55 
 

(Dave and Keller, 1997). Feature vectors that are located close to a noise distance „δ‟ or further 

away from any other prototype vector are assigned high membership values to this noise cluster. 

The noise prototype is defined such that the distance   between the feature vectors from the centre 

point of line cluster (νc) is a fixed constant value. To incorporate noise, another cluster (c+1) is 

added which has no centre and that the dissimilarity Dk,c+1, between any cluster xk  and this 

cluster is given by Eq 3.11 

 

, 1 ...Eq(3.11)k cD
 

 

where  

 δ = Resolution parameter and δ>0, which is a fixed parameter. 

 Thus, the objective function of NC classifier is given by Eq 3.12 

 NC k, i , 1

1 1 1

J (U,V) (x ) ...Eq (3.12)
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where, 

 U is n×(c+1) matrix, while V=(ν1,…, νc). 

The applicable constraints for Eq. 3.12 are  

1
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{U (u ) : 1, 1 ;} ...Eq (3.13)
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u u k n   

and  

[0,1],1 k n, 1 1 ...Eq (3.14)kiu i c
 

where  

i= 1,……c+1, k=1,…….n , resolution parameter δ> 0 and weighting exponent or 

fuzzifier m>1. 

n= No. of rows × No. of column (image size).  

The distances are defined as mentioned in Eq 3.15 

k, i(x ) ( ) ( ) ...Eq (3.15)T

k i i k iD x A x
 

 
for all „k‟ and i=1 to c+1 and iA  is the weight matrix.

 

When the objective function of NC defined in Eq. 3.12 is used in algorithm, the optimal 

membership value (uki) is computed using Eq 3.16.  
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In Eq 3.12 the second term (uk,c+1) is computed using Eq 3.17. 
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where  

νi denotes the mean vector of each class and can be defined as  
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The specification of noise distance depends on several factors, i.e. maximum percentage 

of the data set to be classified as noise, distance measure, number of assumed clusters and the 

expansion of the feature space. The noise distance is a simplified statistical average over the non-

weighted distances of all feature vectors to all their corresponding prototype vectors (Rehm et 

al., 2007). 

 

3.3 ENTROPY BASED HYBRID SOFT CLASSIFIERS 

 

The measure of information, as per Shannon (1948, 1951) states that it has an intimate 

relationship with entropy theory as in statistical thermodynamics. Therefore, information theory 

and thermodynamics must have some common points of interest. The increase in entropy has 

been regarded as the degradation of energy by Kelvin (Kivinen, J. and Warmuth, 1999). In 

statistical thermodynamics, entropy is defined as a measure of the disorder of a system. 

However, in information theory, entropy is a measure of the lack of information about the actual 

structure of the system (Li and Mukaidono, 1999). It is perceived that fuzzy based information 
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can become complete by adding entropy to the standard one, since it can observe the nature of 

both methods more deeply by contrasting these two methods (Dunn, 1974 and Bezdek ,1984).  

 

In this study, it has been observed that entropy based method is similar to a statistical 

model having Gaussian distribution, since both of them have error functions, while the standard 

method such as FCM, PCM, etc. are different from a statistical model. For this reason, standard 

method is purely fuzzy, while entropy based method connects a statistical model and a fuzzy 

model (Dunn, 1974, Bezdek, 1973, 1981). 

 

In this study, one of the primary motivations is to hybridize FCM and NC based classifier 

with entropy for the purpose of optimization with respect to membership values and cluster 

centers and that the constraint is same for both where, the difference between two methods is the 

use of an objective function. 

 

3.3.1 NOISE CLUSTERING WITH ENTROPY (NCWE) CLASSIFIER 

 

Recently, many researchers have used cluster analysis as one of the main tool to solve problems 

related with satellite image classification, data analysis and data mining.  Generally, it found that 

use of K-means classifier, which uses K cluster centers, is still popular. A group of data points 

are collected around a cluster center and which forms a cluster and in turn provides a base for 

noise clustering classifier.  

 

The term entropy was first used by Rudolf Clausius (1865) to state the Second law of 

thermodynamics. Though, entropy is a simple term, many people find it difficult to understand 

its exact meaning. There are three important E‟s in the study of the thermodynamics: energy, 

equilibrium and entropy. Entropy is an adaptation of a Greek word „tropee‟ which means 

transformation. Fuzzy or soft classification outputs of images as obtained either in form of class 

membership or in form of probabilities (Dunn. 1973) and (Bezdek, 1981). Such an idea of 

regularization has frequently been found in formulation of ill-posed problems. A typical 

regularization is done by adding a regularizing function. The objective function of Noise 

Clustering with Entropy classifier (NCWE) is given by Eq 3.19, 
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1
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where, 

 ν is  regularizing parameter and has a value greater than 0. 

uki denotes the class proportion of class k in pixel i of the image and 

 c is the number of classes.  

The computation formula of uki ,, uk,c+1 and νi  is given by Eq 3.20, Eq 3.21 and Eq 3.22, 
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In Eq. 3.19, the first and second terms are similar to the formulation of NC classifier (Eq. 

3.12) and all parameters have similar meaning as specified in Section 3.2.3. Further, the third 

term is a typical regularization, done by adding entropy as a non linear regularizing function in 

the process of classification.  

 

3.3.2 FUZZY C-MEAN WITH ENTROPY (FCMWE) CLASSIFIER 

 

Fuzzy c-Mean with Entropy (FCMWE) is a hybridization approach of classification where the 

emphasis is to integrate entropy based regularization method with FCM. It is believed that the 

methods of Fuzzy c-Means become complete by adding entropy to the standard one as defined in 

Eq 3.1 (Dunn, 1974; Bezdek, 1984; Li and Mukaidono, 1999; Miyamoto and Mukaidono, 1997). 
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The primary motivation is to use both alternatives for the purpose of optimization with respect to 

membership matrix and cluster centers. Moreover, the constraint is same for the both 

alternatives, difference being the objective functions. There are numerous reasons, to incorporate 

entropy-based method such as (Li et al., 1995; 2002; Little and Rubin, 2002):  

 

i)  Methods using entropy functions have been rediscovered repeatedly in fuzzy              

clustering by different formulations. This hybridization has been proposed, to evaluate the 

performance of algorithm which is purely fuzzy, while entropy based method is more similar 

to statistical method.    

ii)  This method is related to general principle of maximum entropy (Wu, 1997) that has 

potentiality for further development in various applications. 

iii)  The method of entropy is closely related to statistical models such as the Gaussian Mixture 

Model (McLachlan, 2000) and Gibbs distribution (Rose et al., 1990). 

iv) Comparison between the methods suggested by Dunn (1974) and Bezdek (1973,1981), and      

entropy based algorithm reveals more clearly the different features of both methods. 

 

It is observed that the method of Dunn (1974) and Bezdek (1981) also known as the standard 

method of FCM, is purely fuzzy, while entropy-based method is more similar to statistical 

models (Tihonov, 1997; Vapnik, 1995, 1998, 1999, 2000). It has been observed that output from 

FCM classifier has higher classification accuracy with higher uncertainty but entropy based 

classifier with optimum value of regularizing parameter generates classified output with 

minimum uncertainty (Kumar and Dadhwal, 2010). As nonlinearity, introduced by Dunn (1974) 

and Bezdek (1984), smoothens the crisp solution into a differentiable one. Moreover, fuzzy 

solution approximates the crisp one i.e. the fuzzy solution converges to a crisp solution as m 

approaches to 1. Roughly, it can be stated that fuzzified solution regularizes the crisp solutions.  

  

Fuzzy c-Mean introduces non linearity using (uki)
m
. However, use of entropy is another 

type of nonlinearity. A typical regularization is done by adding a regularizing function. The basic 

objective function of FCM with entropy classifier is given in Eq 3.23 

(U,V) (x ) , ( 0) ...Eq (3.23)log
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where ν is  regularizing parameter and has a value greater than 0.  
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The membership value (uki) and mean vector (νi) is computed as given in Eq 3.24 and Eq 3.25 
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In the Eq. 3.23, the first term is the objective function of FCM classifier and second term 

is a nonlinear regularizing entropy function. It is observed that regularizing function is a strictly a 

convex function, and hence capable of fuzzifying the membership values. 

 

3.4 CONTEXTUAL BASED HYBRID SOFT CLASSIFIERS 

 
Contextual based image classification approach is one where, contextual information of an image 

is used. This approach focuses on the relationship of the nearby pixels. The overall objective of 

this approach is to classify images by using the contextual information to resolve the problem 

associated with uncertain boundaries. Non contextual fuzzy based classification technique such 

as FCM, PCM, NC, NCWE and FCMWE can be used to handle mixed pixels. Although, these 

hybrid and non-hybrid classification approaches have the advantage of classifying mixed pixels 

by assigning a membership value. However, these methods are unable to incorporate the spatial 

contextual information of pixels into the classification process. Use of context eliminates the 

problem of isolated pixels and improves classification accuracy (Li, 2009).  

 Markov Random Field (MRF) is a mathematical toolbox which characterizes the spatial 

contextual information in terms of Smoothness prior and Discontinuity Adaptive prior models, to 

improve classification accuracy and also preserves edges at boundaries and generates spectrally 

and spatially consistent classified output. 
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3.4.1 THEORY OF MARKOV RANDOM FIELD  

 
In remote sensing image analysis, Bayesian theory has a strong influence on statistical modeling. 

Bayesian classification consists of prior and conditional Probability Density Functions (PDF). By 

using these functions, a classification can be obtained in terms of Maximum Posterior (MAP) 

criteria (Tso and Mather, 2009).  In practice, there are problems in using MAP estimates. One of 

the difficulties is that the prior information of the data distribution may not always be available. 

So, it may be necessary to use alternative criteria instead of MAP. Maximum Likelihood (ML) 

criteria can be used, if the knowledge of data distribution is available without the prior 

information of data. A maximum likelihood criterion is being widely used in remote sensing 

image classification. Most classification use Gaussian distribution to model class-conditional 

probability density function. Classification results can be improved, if MAP estimation is carried 

out by modeling of prior PDF and the class-conditional PDF. For modeling of prior probability 

context is one assumption (Tso and Mather, 2009). 

Proper use of context can improve classification accuracy (Solberg et al., 1996; Jackson 

and Landgrebe, 2002; Magnussen et al., 2004; Tso and Olsen, 2005). Context is an important 

characteristic in visual image interpretation. It can be obtained from spectral, spatial or temporal 

attributes (Tso and Mather, 2009). Context generates a smooth image classification pattern. Use 

of context eliminates possible ambiguities; recover missing information and correction of errors 

(Magnussen et al., 2004). In contextual image classification, pixels are not treated in isolation, 

but as a statistical dependence with its neighbor pixels (Tso and Mather, 2009). In this study, 

spatial contextual information has been incorporated for image classification to reduce 

uncertainty and improve classification accuracy. 

Markov Random Field (MRF) is a useful tool for modeling contextual information and is 

widely used for image segmentation and restoration (Besag, 1974; Geman and Geman, 1984). It 

is based on probability theory that characterizes spatial or contextual relationship of physical 

phenomena. MRF theory and its formulations described here have been adopted from Tso and 

Mather (2009).  
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Let,  denote a set of random variables, where a set S containing n 

number of sites (pixels) in which each random variable takes a label (membership values) for 

class L, where family d is called a random field. The set S is equivalent to an image containing n 

pixels; d is a set of pixel (DN) values and the label set L depends on user defined application, i.e. 

L={agriculture, sal forest, moist land, barren land, water body}. Based on the definition of 

random field, the configuration w for set S may be defined as 

  where  . The notation of w can be simplified to . A 

random field, with respect to a neighborhood system is a Markov Random Field, if and only if, 

the probability density function satisfies the following three properties (Tso and Mather, 2009). 

Positivity:   , for every possible configuration of w. It states that, it has a non-zero 

probability and  is the probability of given dataset w. 

Markovianity: , it defines the neighborhood system. This property 

means that, membership value of pixel r is only dependent on its neighboring pixels. 

Homogeneity:  is same for all pixels r, this property specifies the probability for the 

label of all pixels is dependent on neighboring pixels regardless of the pixel location. 

 

An MRF also satisfy other property such as isotropy. This is the direction independence 

property among the neighboring pixels. It means that the neighboring pixels surrounding a pixel 

r have same contributing effect to the labeling of pixel r (Tso and Mather, 2009).   

 

3.4.2 NEIGHBORHOOD SYSTEM 

 
In image analysis, neighborhood is defined to consider the surrounding pixels in a given 

systematic manner. Usually, neighborhood system used in image analysis defines the first-order 

neighborhood that contains four pixels sharing a side with the central pixel, as shown in (Fig. 

3.2a). Second-order neighborhood contains four pixels having corner boundaries with the pixel 

of interest (Tso and Mather, 2009), as shown in (Fig. 3.2b). Higher order neighborhood system 

can be formed in a similar fashion. In (Fig. 3.2c) neighborhood system order up to five is shown. 

In this study only the second-order neighborhood system has been considered. 
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Fig 3.2: Neighborhood system of different order for pixel r (Tso and Mather, 2009) 

3.4.3 GIBBS RANDOM FIELD  

Gibbs Random Field (GRF) defines a global model for an image. GRF provides a global model 

of an image by specifying a PDF as in Eq 3.26 (Tso and Mather, 2009): 

 

where, 

  is the probability of w, 

   is the energy function,  

T is a constant termed temperature and,  

Z is the partition function, and it can be expressed by Eq 3.27: 

 

 

In Eq 3.27, Z is the sum of all possible combination of w. In case of an image, it is all 

combinations of pixel values. In practice, Z is not computable except for very simple cases. This 

difficulty in computation of Z complicates sampling and estimation problems. From Eq 3.26, 

maximization of  is equivalent to minimization of the energy function  as given by Eq 

3.28. 

 



Fuzzy Hybrid Approaches for Soft Classification of Satellite Images 

 

64 
 

In Eq 3.28, C is a clique.  is the collection of all possible cliques, 

 is a subset of image and within a clique all pairs of pixels are mutual neighbors  and is 

called the potential function with respect to clique . As the order of neighborhood system 

increases, the number of cliques grows rapidly, so does the increase in computational 

complexity. The energy function  in Eq 3.28 can also be expanded as given below in Eq 

3.29 (Tso and Mather, 2009): 

 

 

where   represents a single-site, a pair-site, a triple-site and a quadratic-site 

clique respectively. In this study, only  has been considered, since it represents a second order 

neighborhood system. 

3.4.4 MRF-GRF EQUIVALENCE 

An MRF describes in terms of local properties of an image, whereas GRF describes global 

properties of an image. According to Hammersley-Clifford theorem, there is an equivalence of 

GRF and MRF properties and that a unique GRF exists for every MRF as long as GRF is defined 

in terms of cliques in a neighborhood system. This equivalence provides a simple way to address 

MRF- based contextual image analysis problems (Tso and Mather, 2009). 

3.4.5 PRIOR ENERGY 

The energy function represented by  is called as prior energy. From Eq 3.29,  

provides prior knowledge about the image. In image classification, smoothness assumption is 

usually adopted to model  prior information (Tso and Mather, 2009). To model prior energy, 

several functions are available and are known as smoothness prior. Some of the commonly used 

smoothness prior modes are Auto-models, Multi-level Logistic model, Auto-logistic model,  Ising 

model etc. (Li, 2009; Tso and Mather, 2009). 
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3.4.6 SMOOTHNESS PRIOR 

 

Smoothness is a generic constraint of context. It assumes that a physical property does not 

change abruptly (Li, 2009). In case of an image, Digital Number (DN) of pixels do not change 

suddenly and present some coherence. This assumption of smoothness has been applied in early 

applications of vision problem (Grimson, 1981; Horn and Schunck, 1981).  To compute image 

properties, smoothness prior is one of the most popular prior assumption in low-level vision. 

Smoothness assumption is expressed as prior probability or equivalently as an energy term  

(Li., 2009). The analytic regularization model provides a convenient platform for the study of 

smoothness prior (Li, 2009).  

 

Eq 3.30 defines the general form of these regularizers (Li, 1995): 

 

           where, 

is prior energy and is the  smoothness term, 

 is n
th
 order regularizer,  

N is highest order to be considered and, 

  is a weighting factor.  

This regularizer model is based on Euler equation, so the order of derivative is to be 

considered with boundary condition  and . The potential function  is 

dependent on irregularity in  and all the regularizers vary according to this potential 

function i.e. . In this study, standard regularizer has been used as smoothness prior. 

Standard regularizers take the pure quadratic form as expressed by Eq 3.31. 

 

More irregularity in   increases   and contributes to a higher energy 

i.e. . This standard regularization based smoothness prior has been used previously with 

FCM and Possibilistic c-Means (PCM) classifier respectively.  
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Smoothness is generic postulation underlying a wide range of geographical phenomena. 

It characterizes coherence and homogeneity and its applications are seen widely in image 

restoration, edge detection, texture and visual interpretation. However, it involves 

discontinuities, so the disadvantages of this regularization model are (Li, 1995): 

i) It considers constant interaction among neighboring points. 

ii) Smoothing strength is proportional to derivative magnitudes .  

So, this causes over-smoothing at discontinuities at which the derivative is infinite (Li, 

1995). 

 

3.4.7 DISCONTINUITY ADAPTIVE MRF MODELS  

 

Smoothness is a generic assumption underlying a wide range of physical phenomena. This 

characterizes consistency and homogeneity of an image (Geman and Geman, 1984). Its 

applications are widely seen in edge detection, region segmentation and texture analysis. 

However, improper imposition may lead to the problem of over smoothing. Thus, it is necessary 

to take care of discontinuities.  

 

To resolve the above problem, Li (1995) introduced Discontinuity Adaptive (DA) MRF 

models to avoid over smoothing. The major differences amongst different DA MRF models lies 

in the way how these pixels interact with their neighboring points and control the smoothing 

strength. The principle of DA models states that whenever a discontinuity occurs, it minimizes 

the smoothing strength according to Li (2009). 

 

Smoothness assumption implies uniform smoothness everywhere (Li, 1995). However, in 

a real image discontinuity occurs at the boundaries or at edges and the image itself is a piecewise 

discontinuous surface. Further, improper use or applying smoothness homogeneously over an 

image can lead to over smoothing and undesirable results. Thus, it is important to take care of 

discontinuities before using smoothness priors (Li, 1995; Li, 2009). Hence, in this study, 

Discontinuity Adaptive (DA) priors have been used to model the prior energy and to preserve 

edges. 
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The Discontinuity Adaptive smoothness models works on a principle that whenever a 

discontinuity occurs, interaction should decrease (Li, 2009). There are four possible choices 

available for the potential function i.e.  and is also termed as Adaptive Potential Function 

(APF). The derivative of APF is expressed by Eq 3.32. 

 

 

where,  

h is the interaction function, known as Adaptive Interaction Function (AIF).  

 

The smoothness strength depends on the shape of AIF and can be determined by , 

where  is a parameter. The strength with which a regularizer performs smoothing is given by Eq 

3.33. 

 

 

where,     determines the interaction between neighboring pixels. 

 

3.4.7.1 WORKING PRINCIPLE OF DA PRIORS: 

 

The necessary condition for regularization model to be “Discontinuity Adaptive” can be 

expressed by Eq 3.34 (Li, 1995): 

 

where,  

  and is a constant.  

 

The condition with , entirely disallow smoothing at discontinuities where   . 

If  , it allows bounded or limited smoothing. However, for large , the interaction   

will be small and approaches 0 as   goes to    (Li, 2009).  

 

3.4.7.2 THE DISCONTINUITY ADAPTIVE (DA) MODELS USED: 

 

The DA models works with energy minimization in MRF. It is found that the fundamental 

difference amongst different models for dealing with discontinuities lies in their ways of 
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controlling the interaction between neighboring pixels. DA model is based on the principle that 

wherever a discontinuity occurs, the interaction should diminish.    

 

Four possible choices of DA models have been given by (Li, 2009). All the four DA 

models have been incorporated in this study which is based upon Adaptive Potential Function 

(APF). DA models used in this study are expressed by Eq 3.35 - 3.38: 

 

 

where, 

 gγ  = Adaptive string 

 γ = Interaction range parameter lies between 0 and 1. 

 η = scale parameter >0. 

 There are various strategies to accelerate the algorithm. In Eq 3.35, to compute the 

adaptive potential, the exponential nature APF has been chosen, wherein  is not necessary 

to be bound. However, it is helpful for analyzing the convexity of energy function mentioned in 

Eq 3.33. 

 

  

In Eq 3.36, inverse function has been used to compute the adoptive potential. APF refers 

to the ability of the system to tolerate a repetitive movement. Inclusion of APF does not 

essentially lead to an optimal solution. However, it conveys the changing nature of an image. 

 

 

 

 In Eq 3.37, a small multiplicative constant has been affixed in logarithmic function to 

compute the adoptive potential. Increase of an interaction range parameter causes slow 

convergence. However, convergence is no longer guaranteed. 
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 In Eq 3.38, APF increases monotonically as η increases. This allows bounded but, non-zero 

smoothing. The standard regularizer as given in Eq. 3.31 and all the four DA models as mentioned in 

Eq.3.35 - 3.38 have been used separately and  their output have been compared as fraction images. The 

qualitative shapes of these models are shows in Fig 3.3. These figures help in visualizing regarding the 

manner by which DA models perform smoothing. The quadratic regularizer imposes smoothness 

constraint everywhere. It determines the constant interaction between neighboring points. The 

homogeneous or isotropic application of smoothness constraint inevitably leads to over smoothing at 

discontinuities at which the derivative is infinite. Furthermore, function gγ  increases monotonically as 

|η| increases.  

 

 

 

                                                                                                                                    η 

  

 

 

 

 

                                                                                                                                    η 

 

 

 

 

 

                                                                                                                                     η      

 

                    (1)                              (2)                                 (3)                           (4) 

Figure 3.3: Qualitative shape of four DA functions (Li, 1995)     
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3.4.8 MAXIMUM A POSTERIOR SOLUTION (MAP) 

Maximum A Posterior solution can be obtained by minimizing the global posterior energy. The 

combination of prior energy and conditional energy is the posterior energy solution. According 

to the Bayesian formula, MAP solution can be obtained as given in Eq 3.39 (Geman and Geman, 

1984). 

 

 

 

where, 

  is membership value and, 

  is the given dataset.  

Minimization of posterior probability can be done as shown by Eq 3.40. 

 

 

From Eq 3.29, MAP estimate is equivalent to the minimization of global energy function 

and can be expressed by Eq 3.41. 

  

 

 

where, 

  is optimal membership value of a class after minimizing the global energy function, 

  is conditional energy and, 

  is prior energy function.  

 

The global posterior energy function can be defined by Eq 3.42. 

 

 

 

To control the balance between these two energy functions, one additional parameter λ 

termed as smoothness strength is added. The value of λ varies between 0 and 1. So the function 

can be re-written as:  
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Minimization of global posterior energy function is required to obtain the MRF-MAP 

estimate. Simulated Annealing (SA) algorithm has been used to find out the global minimal 

energy and it has been proven that SA performs better than the existing method (Tso and Mather, 

2009). 

In this study, a contextual based FCM, PCM and NC classifiers along with a mixture of 

entropy has been implemented using Markov Random Field (MRF) models to incorporate 

contextual information.  Smoothness prior and four Discontinuity Adaptive (DA) prior have been 

used to incorporate contextual information with all entropy and non entropy based contextual 

classifiers.  

3.4.9 SIMULATED ANNEALING AND GIBBS SAMPLING ALGORITHM 

 

In Simulated Annealing, the minimal solution is usually defined as a global one or one of them 

when there are multiple global minima.  Identification of a global minimum is non-trivial, if the 

energy function contains many local minima. There are two methods to deal with local minimum 

problem: random search and annealing. In random search, a lower energy configuration is 

generated with a larger probability. However, annealing is incorporated into a local search 

method to overcome the problem of local minima. It is of two types, deterministic and stochastic. 

In MRF, Simulated Annealing as proposed by Geman and Geman (1984) is useful to simulate 

the behavior of image classification and image segmentation. 

    

 Once the posterior energy and associated parameters have been determined, the next step 

is to determine a solution. Since, Simulated Annealing (SA) was first introduced by Metropolis 

et.al, (1953) to simulate particle behavior in a thermal equilibrium, SA is a stochastic relaxation 

algorithm to determine the global minimum solution. The idea of SA is similar to a process of 

metallurgy, where the metal is heated up to a certain limit to reconstruct it in a desired shape. 

Then, as the metal is cools down very slowly, it gets enough time to respond. The SA algorithm 

is frequently used in MRF based image analysis to obtain the global optimum solutions (Geman 

and Geman , 1984; Solberg et.al, 1996; Li, 2009). In this study, SA has been used to develop an 

optimum global energy function.  
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The SA algorithm designed by (Geman and Geman, 1984) is also known as the Gibbs 

Sampler. It generates a new membership values for each pixel. In order to do so, it depends upon 

a parameter T, called temperature. SA starts with a high value of T and then the value of T is 

decreased according to a specific criterion, called the cooling schedule. The process runs till the 

value of T reaches zero. As the name itself suggests, SA emulates the physical annealing process 

where the solid is first melted by heating it to a very high temperature and then, it is gradually 

allowed to cool to its desired frozen state which has the minimum energy configuration 

(Bertsimas and Tsitsiklis, 1993).    

 

In the context of image classification, it implies first perturbing the labels of the pixels 

randomly which is similar to melting of the metal. Then, the image is passed through the cooling 

schedule mentioned in Eq 3.44, and by determining the global minima, the final classified image 

is obtained i.e. the “frozen state”.  In this study, the cooling schedule as proposed by Dubes and 

Jain (1988), has been used as mentioned in Eq 3.44. 

 

 

 

where, 

k=number of iterations. 

Tk =Temperature of k
th
 iteration. 

Tk+1 =Temperature of (k+1)
th
 iteration 

 

The temperature cooling function mentioned in Eq 3.44 has been used here because it 

decreases the temperature T faster than other existing methods like Maximiser of the Posterior 

Marginals (MPM)  and Iterated Conditional method (ICM) (Tso and Mather, 2009).  

 

3.4.10  FUZZY C-MEAN (FCM) WITH CONTEXTUAL INFORMATION 

 
The problem of mixed pixel arises because real world phenomena changes gradually from one 

class to another as well as due to compatibility of spatial resolution with class size. Therefore, at 

the boundaries of different classes uncertainty increases and fuzziness or vagueness occurs. To 
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overcome the problem of multiple classes at boundaries, FCM is one of the popular fuzzy based 

soft classification techniques which takes care of uncertainty in class definition.   

 However, standard FCM does not incorporate spatial contextual information of pixels 

into its classifying algorithm; it only considers the spectral information of pixels. To incorporate 

spatial contextual information, Markov Random Field (MRF) is being widely used (Geman and 

Geman, 1984; Li, 2009). MRF theory is able to model context dependent entities such as pixels 

or correlated features in a convenient and consistent way (Li, 2009). Spatial context implies the 

presence of correlation of class labels within neighboring pixels (Solberg and Jain, 1996). The 

actual geographical phenomenon lies in context to others. For example, vegetation pixel has a 

high probability to have vegetation pixels as its neighbors. So, the chances of isolated vegetation 

pixels exist rarely. Use of context eliminates the problem of isolated pixels (Tso and Mather, 

2009). In this study, MRF has been used to develop the contextual based supervised FCM 

classifier. To model context, it is important to carefully select MRF models for accurate results. 

MRF models are also called as MRF priors and regularizes. The various MRF models are 

standard regularization model, weak string and membrane model, line process model and 

Discontinuity Adaptive (DA) MRF models. 

In this study, standard regularization model Smoothness Prior (SA) and Discontinuity 

Adaptive (DA) models (edge preserving priors) have been implemented for smoothing effect as 

well as edge preserving effect in image. 

To solve a problem using MAP-MRF, it is important first to formulate the objective 

function. Here, the objective function of FCM has been formulated for the smoothness prior and 

for Discontinuity Adaptive priors that are able to incorporate contextual information. The 

objective function is similar to the objective function of FCM except for the inclusion of 

neighborhood information.  

 

The objective function in Eq 3.1 calculates the membership values for pixels based on 

spectral properties, but does not include spatial contextual information. In this study, objective 

functions have been formulated that incorporate spatial contextual information using either 

Smoothness prior or Discontinuity Adaptive priors. 
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Eq 3.45 states the FCM objective function formulated using Smoothness prior. Thus, the 

objective function in Eq 3.45 will be referred as FCM-S. In this hybrid approach, the contextual 

information is added in the basic objective function of FCM. 
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where, 

[0,1], 1 k n ,1kiu i c  

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= weighing exponent  

          k i(x , ) ( ) ( ),Squareddistancebetween pixelvector andmean vectorT

k i i k iD x A x  

xk = vector pixel value, 

νi = mean vector of class  

 β= weight for neighbors. 

      nk= Neighborhood window around pixel . 

  

In Eq 3.45, spectral information has been included by using an objective function of FCM 

and spatial contextual information using smoothness prior.  

 

FCM objective functions incorporating Discontinuity Adaptive priors (DA prior) have 

been formulated as in Eq 3.35 - 3.38. All the four DA priors (H1, H2, H3 and H4) have been 

used to formulate the FCM objective function to incorporate spatial contextual information, 

while avoiding over smoothing at the edges. Let , be defined as ( ) i.e. the difference 

between target pixels (pixel k) membership value and the membership of its neighboring pixels 
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membership value in a neighborhood system nk . The objective function for FCM-DA-MRF 

model can be expressed as given by Eq 3.46-3.49: 
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where, 

[0,1], 1 k n ,1kiu i c  

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= weighing exponent  

D (xk,νi) = Squared distance between pixel and mean vector.
 

xk = vector pixel value, 

νi = mean vector of class  

 γ =Adoptive Potential Function or interaction range parameter [0,1]. 

      nk= Neighborhood window around pixel . 

  

In Eq 3.46-3.49, the second term represents various types of DA models created using 

Adaptive Interaction Function (AIF) and Adaptive Potential Function (APF). In DA model, 

addition of   that is APF as explained in section 3.4.7, with a value varying between 0 and 1. 

Adaptive Potential Functions (APF) has been used in Eq 3.46 to 3.49 to formulate the objective 

function of FCM with Discontinuity Adaptive Priors. The objective functions mentioned in Eq 

3.46 - 3.49, would be referred as FDM- (H1), FDM-(H2), FDM-(H3) and FDM-(H4) 

respectively. 

 

The objective functions mentioned in Eq 3.45 - 3.49 involves various parameters. It is 

necessary to estimate these parameters before the objective functions can use for classification 
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(Li, 2009). The parameters to be optimized are Fuzzifier (m), Initial  and final 

temperature ), Lambda , Beta Gamma . 

 

There are no standard methods to estimate these parameters. Several method such as RMSE, 

total energy etc. have been used in the past to estimate these parameters (Kitaw, 2007; Dutta, 

2009). In this study, estimation of parameter has been carried out using the overall accuracy from 

FERM, SCM and entropy method (Dehghan and Ghassemian, 2006). The entropy method gives 

an absolute measure of uncertainty and at the same time, checks for preservation of edge by 

using mean and variance method to estimate the parameters.  

 

3.4.11 POSSIBILISTIC c- MEAN (PCM) WITH CONTEXTUAL  

           INFORMATION 

 
The objective function of PCM differs from FCM in terms of representation of neighborhood 

information. The objective function of PCM (section 3.5), has been minimized with respect to 

membership function uik and the mean of the cluster νik used in computing the square of distance 

D(xk,νi) as given by Eq 3.5. This includes information about the distance of the feature vector 

(that forms the pixel) from its cluster mean in the feature space. However, it does not incorporate 

the information on spatial context. The spatial context here includes the influence of the 

neighboring pixel on the target pixel in the image space.  

 

As discussed in section 3.4.8, the MAP-MRF framework works by maximizing the 

posterior probability which is related to prior and conditional energy specified by Eq 3.39 -3.43.  

Eq 3.50 shows the PCM objective function formulated using smoothness prior. From now 

onwards the objective function in Eq 3.50 will be referred as PCM-S. 
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where,

 

1

0, 1 k n ,1
n

ki

k

u i c  

U(uki/d) = Posterior energy of image u  in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= weighing exponent.  

D (xk,νi) = Squared distance between pixel and mean vector.
 

xk = vector pixel value, 

νi = mean vector of class  

 β= weight for neighbors (weight given to the neighboring pixels in the window). 

      nk= Neighborhood window around pixel . 

ηi = bandwidth or scale parameter 

 

In Eq 3.50, the spectral information has been incorporated by using the objective function 

of PCM and spatial contextual information has been incorporated using Smoothness prior. PCM 

objective functions formulated with Discontinuity Adaptive Priors (DA prior) are given by Eq 

3.35 - 3.38 as discussed in section 3.4.7, where all the four DA priors (H1, H2, H3 and H4) have 

been used to formulate the PCM objective function to incorporate spatial contextual information 

to avoid over smoothing at the edges.  
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Let , be defined as  i.e. the difference between target pixels (pixel k) 

membership value and the membership of its neighboring pixels membership value in a 

neighborhood system nk . The objective function for PCM-DA-MRF model is given below:   
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where, 

1

0, 1 k n ,1
n

ki

k

u i c  

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= weighing exponent  

D (xk,νi) = Squared distance between pixel and mean vector.
 

xk = vector pixel value, 

νi = mean vector of class  

 γ =Adaptive Potential Function or interaction range parameter [0,1]. 

      nk= Neighborhood window around pixel . 

 

In this study, the objective functions mentioned in Eq 3.51 - 3.54 would be referred as 

PDM- (H1), PDM- (H2), PDM- (H3) and PDM- (H4) respectively. 

 

3.4.12 NOISE CLUSTERING WITH CONTEXTUAL INFORMATION 

The idea of using this hybrid approach of soft classification i.e. noise clustering with contextual 

is a new approach, which helps significantly to eliminate noise pixels while incorporating spatial 

contextual information and improves the classification accuracy. A conventional NC algorithm 

does not fully utilize the contextual information in the image. In this study, NC algorithm 

incorporates spatial information into the membership function for clustering. The spatial function 

is the summation of membership function in the neighborhood of each pixel under consideration. 

The advantage of this new method is to yield regions more homogeneous than those of other 

methods and it reduces spurious information. The basic advantage of this classification approach 

is that it removes noisy spots. This technique is a powerful method for noisy image segmentation 

and works for both single and multiple-feature data with spatial information. The spatial context 

here includes the influence of the neighboring pixel on the target pixel in the image space 

(Miyamoto et al., 2005). 



Chapter: 3 Soft Classification Algorithms and Assessment of Accuracy 

81 
 

As discussed in section 3.4.8, the MAP-MRF framework works by maximizing the 

posterior probability which is related to prior and conditional energy specified in Eqs 3.39 -3.43.  

Eq 3.55 shows the NC objective function formulated using smoothness prior. From now onwards 

the objective function in Eq 3.55 will be referred as NC-S. 
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where,  

[0,1],1 k n, 1 1kiu i c  

δ = Resolution parameter which is greater than 0.  

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= Weighing exponent  

 D (xk,νi) = Squared distance between pixel and mean vector.
 

xk = vector pixel value, 

νi = mean vector of class  

 β= weight for neighbors (weight given to the neighboring pixels in the window). 

      nk= Neighborhood window around pixel .   

ηi = bandwidth or scale parameter 

 

In Eq 3.55, spectral information has been incorporated by using the objective function of 

NC and spatial contextual information is incorporated using smoothness prior.  

 

NC objective functions formulated using Discontinuity Adaptive Priors (DA prior) all the 

four DA priors (H1, H2, H3 and H4) have been used to formulate the NC objective function to 

incorporate spatial contextual information to avoid over smoothing at the edges and reduces 



Fuzzy Hybrid Approaches for Soft Classification of Satellite Images 

 

82 
 

noise. Let , be defined as  i.e. the difference between target pixels (pixel k) 

membership value and the membership of its neighboring pixels membership value in a 

neighborhood system nk . The objective function for NC-DA-MRF model is given by Eqs 3.56-

3.59.   
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ki k, i , 1

1 1 1
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 where, 

[0,1],1 k n, 1 1kiu i c  

U(uki/d) = Posterior energy of image u , in a given image . 
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δ = Resolution parameter which is greater than 0.  

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= weighing exponent  

 D (xk,νi) = Squared distance between pixel and mean vector.
 

xk = vector pixel value, 

νi = mean vector of class . 

 γ =Adaptive Potential Function or interaction range parameter [0,1]. 

      nk= Neighborhood window around pixel . 

  

The objective functions mentioned in Eq 3.56 - 3.59 will be referred as NDM-(H1), 

NDM-(H2), NDM-(H3) and NDM- (H4) respectively. 

 

3.4.13 NOISE CLUSTERING WITH ENTROPY (NCWE) WITH    

           CONTEXTUAL INFORMATION 

 

This algorithm exploits the spatial contextual information in image data using NCWE as a base 

classification. The objective function of this method utilizes a new dissimilarity index that takes 

into account the influence of the neighboring pixels at the centre pixel in a 3×3 window. The 

algorithm is adaptive to the image content in the sense that any influence from neighboring 

pixels is suppressed in non homogeneous regions in the image. A cluster merging scheme that 

merges two clusters based on their closeness and their degree of overlap is presented. Through 

this merging scheme, an `optimal' number of clusters can be determined automatically as 

iteration proceeds. Experimental results indicate that the proposed algorithm is more tolerant to 

noise, efficient in resolving any classification ambiguity and can cope with any cluster shape and 

size than conventional algorithms. 

 

NCWE objective function using smoothness prior can be formulated as given by Eq 3.60. 

The objective function mentioned by Eq 3.60 will be referred as NCWE-S. 
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...
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where,  

[0,1],1 k n, 1 1kiu i c  

δ = Resolution parameter which is greater than 0.  

ν = Regularizing parameter has a value greater than 0. 

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= Weighing exponent. 

D (xk,νi) = Squared distance between pixel and mean vector.
 

 xk = vector pixel value. 

νi = mean vector of class  

 β= weight for neighbors (weight given to the neighboring pixels in the window). 

      nk= Neighborhood window around pixel . 

ηi = bandwidth or scale parameter. 

 

 

NCWE objective functions formulated using Discontinuity Adaptive Priors (DA prior) all 

the four DA priors (H1, H2, H3 and H4) have been used to formulate the NCWE objective 

function to incorporate spatial contextual information to avoid over smoothing at the edges and 

reduces noise. The objective function for NCWE-DA-MRF model is given by Eq 3.61-3.64. 
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where,  

[0,1],1 k n, 1 1kiu i c  

δ = Resolution parameter which is greater than 0.  

ν = Regularizing parameter has a value greater than 0. 

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= Weighing exponent. 

D (xk,νi) = Squared distance between pixel and mean vector.
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xk = vector pixel value, 

νi = mean vector of class  

γ =Adaptive Potential Function or interaction range parameter [0,1]. 

      nk= Neighborhood window around pixel . 

ηi = bandwidth or scale parameter. 

 

The objective functions mentioned in Eq 3.61 - 3.64 will be referred as NDEM- (H1), 

NDEM-(H2), NDEM- (H3) and NDEM- (H4) respectively. 

 

3.4.14 FUZZY C-MEAN WITH ENTROPY (FCMWE) WITH  

           CONTEXTUAL INFORMATION 

 

Fuzzy c-means algorithm (FCM) is one of the most commonly used clustering methods in image 

classification. However, the conventional FCM algorithms have some limitation, such as, 

sensitivity to the noise. However, the same has been rectified by the inclusion of entropy, yet it 

does not take into consideration contextual information and its convergence to local minimum as  

it is based on a gradient descent method. In this study, a new approach is being proposed for, 

spatial fuzzy clustering considers tackle image noise by incorporating spatial contextual  

information into the membership function. This improves the global performance by taking 

advantages of global search capability of MRF. Experiments with remote sensing images shows 

that this FCMWE approach is robust to noise compared to other standard methods such as FCM, 

PCM and NC. 

 

The incorporation of contextual information using Smoothness prior into the basic 

representation of FCMWE (Eq 3.23) can be expressed as given by Eq 3.65. The objective 

function in Eq 3.65 will be referred as FCMWE-S.  
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where,  

[0,1],1 k n, 1kiu i c  

ν = Regularizing parameter having a value greater than 0. 

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information i.e. smoothness strength. 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= Weighing exponent. 

D (xk,νi) = Squared distance between pixel and mean vector.
 

 xk = vector pixel value, 

νi = mean vector of class  

 β= weight for neighbors (weight given to the neighboring pixels in the window). 

      nk= Neighborhood window around pixel . 

ηi = bandwidth or scale parameter. 

 

FCMWE objective functions formulated using Discontinuity Adaptive Priors (DA prior) 

i.e. all the four DA priors (H1, H2, H3 and H4) have been used to formulate the FCMWE 

objective function to incorporate spatial contextual information in order to avoid over smoothing 

at the edges and reduces noise. The objective function for FCMWE-DA-MRF model is given by 

Eq 3.66-3.69. 
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where,  

[0,1],1 k n, 1kiu i c  

ν = Regularizing parameter has a value greater than 0. 

U(uki/d) = Posterior energy of image u , in a given image . 

 λ= Weight for spectral and contextual information (smoothness strength). 

  uki = Membership value of pixel  of class . 

  n= Number of pixels. 

m= Weighing exponent.
  

D (xk,νi) = Squared distance between pixel and mean vector.
 

 xk = vector pixel value, 

νi = mean vector of class  

γ =Adaptive Potential Function or interaction range parameter [0,1]. 

      nk= Neighborhood window around pixel . 

ηi = bandwidth or scale parameter. 
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The objective functions mentioned in Eq 3.66 - 3.69 will be referred as FDEM-(H1), 

FDEM -(H2), FDEM- (H3) and FDEM -(H4) respectively. 

 

3.5 PARAMETERS TO BE ESTIMATED 

 

The objective functions mentioned in Eq 3.1 - 3.69 involves the estimation of the parameters 

mentioned below. It is necessary to estimate the parameters before the objective functions can 

used for classification (Li, 2009). In this study, the following parameters have been optimized. 

 

(a) Fuzzifier (m) 

(b) Resolution parameter (δ) 

(c) Regularizing parameter ( ν) 

(d) Initial  and final temperature ) 

(e) Smoothness strength Lambda  

(f) Weight for Beta  

(g) Interaction range parameter Gamma  

 

 

There are no standard methods to estimate these parameters. Several method such as RMSE, 

total energy etc. have been used in the past to estimate these parameters (Dutta, 2009; Chawla, 

2010). In this study, estimation of parameter has been carried out using overall accuracy and the 

entropy method (Dehghan and Ghassemian, 2006). The entropy method gives an absolute 

measure of uncertainty and at the same time edge preservation is also checked by mean and 

variance method to estimate the parameters.  

  

Image classification has made tremendous progress in the area of development of 

advanced classification algorithms using spectral, spatial, and temporal information. However, 

Hybridized model using contextual information has still not been explored for satellite image 

classification. The list of classification algorithms along with their associated parameters are 

listed below:   
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Table 3.1 Classification methods and associated parameter. 

S.No. Classification Approach Parameter to be optimized 

1 Fuzzy c-Mean (FCM) 
m  (fuzzifier) 

2 Possibilistic c-Mean (PCM) 

3 Noise Clustering (NC) δ  (resolution parameter) 

4 
NC with entropy 

δ  (resolution parameter) 

ν (regularizing parameter) 

5 
FCM with entropy 

m  (fuzzifier) 

ν (regularizing parameter) 

6 FCM with contextual λ  (Smoothness strength) 

β (weight for neighbors) 

and γ (interaction range parameter) 

7 PCM with contextual 

8 NC with contextual 

9 

FCM with entropy with contextual 

ν (regularizing parameter), 

λ  (Smoothness strength) 

β (weight for neighbors) 

and γ (interaction range parameter) 

10 

NC with entropy with contextual 

δ  (resolution parameter) 

λ  (Smoothness strength) 

λ  (Smoothness strength) 

β (weight for neighbors) 

and γ (interaction range parameter) 

    

3.6 ASSESSMENT OF ACCURACY FOR SOFT CLASSIFICATION 

 

The implication of land-cover as an ecological variable has made remote sensing one of the most 

attractive tools for the production of thematic maps of the earth‟s surface. However, in order for 

remote sensing to succeed as a valuable source of land-cover information, reliable accuracy 

measures are needed (Foody, 2002). In the past few decades, the prevailing concerns on 

ecological and environmental issues, occurring especially at regional to global scales, have 

prompted significant advances on the use of remote sensing data for the estimation of land cover 

information at sub-pixel level (Fisher and Pathirana, 1990; Cross et al., 1991; Roberts et al., 
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1993; Gutman and Ignatov, 1998; Carpenter et al., 1999). However, the quality of such 

classification products, as well as the performance of the classification protocol employed, are 

difficult to quantify. None of the classification is complete until and unless assessment of 

accuracy has not been performed (Tortora, 1978, Jensen, 1986; Congalton and Green, 1999).  

 

In hard classification, each pixel is classified to one and only one class. A typical strategy 

for assessing the accuracy of hard classification is to follow a statistically sound sampling design 

to select a sample of testing pixels, and to determine whether the class assigned to that pixel 

matches the actual class represented by pixel on the reference data or not. The sample data is 

often summarized in an error matrix, which is used to derive various accuracy measures 

(Congalton, 1991; Congalton and Green, 1999). 

 

 In soft classification, where pixels with a mixture of more than one type of land cover, 

are often dominant in remotely sensed data (Liu and Wu, 2005, Xu et al., 2010). However, the 

conventional error matrix method falls short in assessing the accuracy of soft classification, 

because each pixel has partial simultaneous membership in several classes (Pontius and Cheuk, 

2006).  

 

Specifically, this study aims to provide answers to the following research questions:  

 

i) How classification performance can be improved using recent developments on 

fuzzy, entropy and contextual based classifiers?  

ii) How can the accuracy of these representations be assessed in a way that is 

consistent with the standardized confusion matrix of soft classifications? 

iii)  How can these representations be useful to measure the classification results, and 

contribute to optimization parameters for various soft classifiers?  

 

The assessment of the conventional (hard) allocation of image pixels to discrete classes 

has been standardized (to some extent) through the confusion matrix and some derived measures 

(Congalton, 1991; Stehman and Czaplewski, 1998; Congalton and Green, 1999). However, this 

method is appropriate only for hard classifications, where it is assumed that each pixel is 

associated with only one class in both the classified and the reference datasets. In soft 

classifications, where multiple classes are assigned to a single pixel, a comparable standardized 
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assessment procedure has not been established yet. Thus, there is an increasing need for sub-

pixel assessment of classification products as made evident by recent remote sensing research 

(Latifovic and Olthof, 2004; Shabanov et al., 2005; Okeke and Karnieli, 2006; Ozdogan and 

Woodcock, 2006). 

 

For the evaluation of soft classifications in general, various suggestions have been made 

(Gopal and Woodcock, 1994; Foody, 1995; Binaghi et al., 1999; Congalton and Green, 1999; 

Townsend, 2000; Lewis and Brown, 2002; Green and Congalton, 2004; Pontius Jr and Cheuk, 

2006), amongst which, the Fuzzy Error Matrix (Binaghi et al., 1999) is one of the most 

commonly used approach, since it is based on fuzzy set theory and  represents a generalization of 

the traditional confusion matrix. In spite of its sound theoretical basis, fuzzy error matrix is not 

generally adopted as a standard accuracy report for soft classifications. Some of reasons for this 

have been highlighted as counter-intuitive characteristics (Pontius Jr and Cheuk, 2006). 

Specifically, for a cross-comparison to be consistent with the traditional confusion matrix, it is 

desirable that the cross-comparison results in a diagonal matrix when a map is compared to itself, 

and that its marginal totals match the total of membership grades. More importantly, a cross-

comparison should convey readily interpretable information on the confusion among the classes. 

A composite operator for computing a cross-comparison matrix that exhibits some of the 

aforementioned desirable characteristics has been proposed as a tool for sub-pixel comparison of 

maps (Pontius Jr and Cheuk, 2006; Pontius Jr and Connors, 2006). Nevertheless, the 

applicability of composite operators has not been demonstrated beyond the use of traditional 

accuracy indices, and neither the use of off-diagonal cells and its interpretation been 

demonstrated clearly. 

 

To carry out the assessment of an accuracy for soft classified output, a modified error 

matrix i.e. FERM (Fuzzy Error Matrix) has been proposed by the Binaghi et al.(1999) and SCM 

(Sub-pixel confusion-uncertainty matrix) has been proposed by Silvan and Wang (2008). The 

Fuzzy Error Matrix is used to derive the accuracy of soft classifier when the outputs are in form 

of fraction images. FERM is used similar to traditional error matrix but the main difference is 

that FERM uses fractional images to measure accuracy and the values in FERM are real number 

(integers in conventional error matrix). The overlap between classified and reference datasets is 

calculated by using single operators like MIN, LEAST and PROD or composite operators like 
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MIN-MIN and MIN-LEAST and MIN-PROD (Silván and L. Wang, 2008; Pontius and Cheuk, 

2006).  

 

Dehghan and Ghassemian (2006) proposed entropy as a measure to assess the accuracy 

of the classified output by measuring uncertainty in the results. The entropy gives the absolute 

measure of uncertainty. This is called absolute since it does not take any reference data to 

measure the uncertainty. Entropy is an indirect method of assessment of accuracy. Entropy 

method is used for accuracy measure when there are no references data available for accuracy 

measurement. Higher entropy implies higher uncertainty and vice-versa in class identification on 

classified output. The advantage of entropy measure for assessment of accuracy was also proven 

by Kumar and Dadhwal (2010).  

 

In light of the above study, the objectives of this study, is to assess the classification 

accuracy using sub-pixel confusion uncertainty matrices, mean and variance method to verify 

edge preservation for contextual based classification and entropy to identify the uncertainty of 

class distribution (Wen and Xia, 1999).  

 

3.6.1 GENERATION OF TESTING DATA 

 

Assessment of accuracy is based on the comparison of two datasets: classified image and 

reference data. Classified image is the product of classified algorithm whereas reference data 

may be derived from various sources such as existing maps, field survey and any dataset at 

higher spatial resolution than image to be classified or the combination of these sources. In this 

study, image to image assessment of accuracy method has been adopted. Thus, to assess the 

accuracy of soft classification, soft reference data may have to be generated. The simplest way to 

generate soft reference data is to use fine resolution image of the same area for which coarse 

resolution image needs to be classified. Each pixel of fine resolution image is allocated to a 

single class through the assistance of reference data. Therefore, each pixel in this image is 

assumed to be pure denoting one and only one class. A pixel of coarse resolution image will 

contain certain number of pure pixels of fine resolution image. After registering the two images 

and determining the number of pure pixels belonging to each class, class proportions within a 
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coarse resolution pixel may be assigned. These actual class proportions are named as soft 

reference data.  

 

3.6.2 METHODS ADOPTED FOR ASSESSMENT OF ACCURACY 

Assessment of accuracy of classified output is necessary to obtain the quality of the results. In 

this work, where an image to image based accuracy assessment technique has been used, the 

accuracy of classification of a coarser resolution images has been evaluated with the classified 

output of a finer resolution image. In this section, accuracy assessment techniques for the sub-

pixel classified outputs used in this study have been described. The basic approach of assessment 

of accuracy can be illustrated as shown in Fig. 3.4.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.4 General structure of assessment of accuracy 

 

Experiments: 

a) To assess the suitability of fuzzy set theory based algorithm (FCM, PCM, 

NC, NCWE, FCMWE, FDM, PDM, NDM, NDEM and FDEM).  

 

b) Exploring methods for accuracy assessment for soft classification output 

without ground reference data sets using FERM,SCM, Mean and Variance 

approach and Entropy 
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3.6.2.1 FUZZY ERROR MATRIX 

 
The concept of Fuzzy Error Matrix (FERM) has been put forth to assess the accuracy of soft 

classification of satellite data (Binaghi et al., 1999). The layout of FERM is similar to the 

traditional error matrix used for assessing the accuracy of hard classification. For soft 

classification, where multiple classes are assigned to a single pixel, a comparable standardized 

procedure is required. In case of soft classification, the elements of fuzzy error matrix can be any 

non-negative real numbers instead of non-negative integer numbers. The elements of fuzzy error 

matrix represent class proportions corresponding to reference data (i.e. soft reference data) and 

classified output (i.e. soft classified image) respectively.  

 

 Let Rn and Cm be the sets of  reference and classification data assigned to class n and m, 

respectively, where the value of n and m are bounded by one and the number of classes c. It may 

be noted that Rn and Cm are fuzzy sets and {Rn} and {Cm} are from two fuzzy partitions of the 

testing sample data set X, where x denotes a testing sample in X. The member ship functions of 

Rn and Cm is given by Eq 3.70. 

 

: 0,1 : 0,1 ...Eq (3.70)and
R C

n n

 

 where [0,1] denotes the interval of real numbers from 0 to 1 inclusive.  

 

Here µRn(x) and µCm(x) is the class membership (or class proportion) of the testing sample 

x in Rn and Cm respectively. Since, in the context of fuzzy classification, these membership 

functions also represent the proportion of a class in the testing sample, the orthogonality or sum-

normalization is often required, which for the fuzzy reference data may be represented as in Eq 

3.71 

 

(x) 1 ...Eq (3.71)
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The procedure used to construct the fuzzy error matrix M employs fuzzy MIN operator to 

determine the elements M(m,n) in which the degree of membership in the fuzzy intersection 

Cm∩Rn is computed as given in Eq 3.72 

 

(m,n) min( , ) ...Eq (3.72)

m m

M C R
m n C R

x X

 

 

The layout of a typical FERM is shown in Table 3.2 

 

Table 3.2 Structure of fuzzy error matrix 

Soft 

Classification 

                                        Soft Reference data Total grades 

Class 1 Class 2 ……. Class c 

Class 1 M(1,1) M(1,2) ……… M(1,c) C1 

Class 2 M(2,1) M(2,2) ……… M(2,c) C2 

…… . . . . . 

. . . . 

Class c M(c,1) M(c,1) …… M(c,1) Cc 

Total Grades R1 R2 ……. Rc  

Definition of terms: M(m,n) is the member of FERM in the m
th

 class in the soft classified output 

and nth class of the soft reference data, Cm is the sum of class proportions of class m in the 

classified output and Rn is the sum of class proportions of class n from the reference data. 

 

From FERM, Overall Accuracy (OA) may be computed using Eq 3.73. 

 

(i, j)
1

...Eq (3.73)

1

c
M

j
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c
R

j
j

 

 

Similarly, User and Producer Accuracy of any class j, UAj and PAj  respectively, may be 

computed, as given in Eq 3.74 

(j, j) (j, j)
and ...Eq (3.74)j j

j j
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The Average user (AAu)  and Average producer  (AAp) accuracy  may then be computed from Eq 

3.75 

1 1
and ...Eq (3.75)

j j

u p

c c
UA PA

j j
AA AA

c c
 

 Thus, FERM can be used to derive a number of accuracy measures similar to the one 

obtained from traditional error matrix for hard classification. Therefore, FERM based measures 

appear more appropriate for the assessment of accuracy of soft classification than using distance 

measures or correlation coefficients. 

 

3.6.2.2 SUB-PIXEL CONFUSION-UNCERTAINTY MATRIX 

  

The applicability of generating accuracy indices such as Overall Accuracy, User and Producer 

accuracy, Kappa and conditional Kappa gives different types of accuracy indication coefficients 

(Binaghi et al., 1999; Shabanov et al., 2005; Okeke and Karnieli, 2006). Indeed, derived indices 

do not account for the off-diagonal cells of the matrix; rather, they are based only on the diagonal 

cells and the total grades from the reference and assessed datasets (Binaghi et al., 1999).  

 

Recently, a composite operator has been proposed for computing a cross comparison 

matrix that exhibits some of the aforementioned desirable characteristics showed applicability of 

a composite operator for assessment of a multi-resolution raster maps and compared it with other 

alternatives, including the traditional hardening pixels, the minimum operator and the product 

operator (Binaghi et al., 1999; Lewis and Brown, 2001; Pontius and Cheuk, 2006).  

 

This composite operator was also suggested as a viable tool for soft comparison of maps 

(Pontius and Connors, 2006). Although several desirable properties are found in the composite 

operator, its utility has only been demonstrated on the use of traditional accuracy indices such as 

Overall accuracy, User accuracy, Producer accuracy and Kappa coefficient (Kuzera and Pontius, 

2004; Pontius and Cheuk, 2006; Pontius and Connors, 2006).  

 

Silván-Cárdenas and Wang (2008), has reviewed the assessment of accuracy for soft 

classification methods while identifying the major drawbacks and desirable properties based on 

cross-comparison matrices and provides the theoretical understanding for soft class distribution 
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uncertainty. Based on Sub-pixel confusion uncertainty matrix (SCM), many assessment indices 

such as Overall accuracy, User accuracy, Producer accuracy and Kappa coefficient can be 

calculated to provide a detailed assessment of accuracy for soft classification. 

The following symbols are used to describe the sub-pixel confusion-uncertainty matrix: 

nk

number of pixels in the referenceand assessed datasets.

number of classes,

pixel index, where, 1,....., .

, class index, where, , 1,...., .

gradeof membershipof pixel n to class k assigned by theassessed dataset,

granl

N

K

n n N

k l k l K

s

r de of membership of pixel  to class  assigned by the referencedataset,

total grade of class  from the assessed dataset,  =

total grade of class  from the reference dataset,  =

k k nkn

l k nln

n l

s k s s

r l r r

s nk

nk

' overestimation error of class  at pixel , ' max (s ,0),

' underestimation error of class  at pixel , ' max ( s ),

agreement-disagreement between membership grades from assessed

nk nk nl

nl nl nl

nkl

k n s r

r l n r r

p class  

and reference class  at pixel ; it is called agreement when    and

disagreement (or confusion) when   ,

overall agreement-disagreement between assessed class  and referenceclass ,kl k

k

l n k l

k l

p k l p

marginal row sum of for class ,

marginalcolumn sum of for class ,

totalsum of , ,

l nkln

k kl k kll

l kl l klk

kl klk l

p

p p k p p

p p l p p

p p p p

where 

0 1, 0 1and 1, ...Eq (3.76)r s r s nk knk nk nk nk
 

 

The agreement-disagreement at any pixel n, (Pnkl) is computed using a comparison 

operator in the form C (snk,rnl). The notations 
C

nkl
p and 

C

klP  is used to specify the comparison 

operator, C, employed for overall agreement-disagreement.       

  

In a search of a generalized confusion matrix for soft classification, it is assumed that the 

matrix should fulfill the following two criterions: 
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i) Diagonalization. The matrix should be diagonal, if and only if, the classified data 

matches perfectly with the reference data. 

ii) Marginal sums. Marginal sums should match with the total grades from the reference 

and classified data. 

 

The first desirable characteristic is necessary for any assessment matrix to be useful in 

identifying a perfect matching case, such that it does not constrain the matrix characteristic under 

slight deviation from perfect match. Therefore, many alternatives can be envisaged that lead to a 

unique diagonal matrix for a perfect matching case, rather than different matrices when non-

perfect match occurs. The second desirable characteristic is (although it may not be necessary) 

for the matrix to be useful in deriving accuracy indices as given in Eq 3.73, 3.74 and 3.75.  

 

For hard classifications, accuracy indices are customarily written in terms of row and column 

totals, provided that these marginal sums correspond to class proportions in the classified and 

reference datasets respectively (i.e. , ++, and Pl l k kP r P s N ). In case of soft 

classification, marginal sums do not match with the class proportions, are often ignored, and that 

class proportions are used instead, for the computation of accuracy indices (Binaghi et al., 1999;  

Shabanov et al., 2005; Okeke and Karnieli, 2006). 

 

 First, a meaningful agreement measure does not consider whether the classified pixel 

membership is above or below the reference pixel membership, i.e., it does not depend on the 

over or under estimation errors. In contrast, presence and amount of discrepancy are important 

for defining a disagreement measure. An over estimation of reference pixel membership by a 

classified pixel membership leads to error of commission and is represented by the off-diagonal 

cells along the row of the class. Similarly, an under estimation of the reference value by the 

classified value leads to error of omission. These errors of omission are represented by  the off-

diagonal cells along the column of the class. Second, agreement and disagreement are, in a way, 

complimentary to each other, yet are non-negative measures. This is also stated by the 

constrained marginal sums characteristic. Consequently, when the agreement for a given class 

achieve its maximum (as in the case of a perfect match), the overall disagreement (i.e. sum of 

off-diagonal cells) for that class must be minimum (i.e. zero). Conversely, if the overall 

disagreement is maximum, then agreement is minimum. 
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 It is required that the agreement-disagreement measure to conform to Eq. 3.77, where A 

and D denote Agreement and Disagreement operators respectively, and 
'

nks  and 
'

nlr  denote the 

over and underestimation errors at pixel n. 

 

( , )
( , ) ...Eq(3.77)

( , )

s' min(s , r ) ...Eq(3.78)
nk nk nk

r' min(s , r ) ...Eq(3.79)
nl nl nl

A s r if k l
nk nl

C s r
nk nl D s r if k l

nk nl

s
nk

s
nl

 

 

In case of soft classification, pixel-class relationship definition implies that: 

i) The pixel-class relationship is defined through the sub-pixel fraction of class            

coverage, and  

ii) The agreement-disagreement is quantified as the proportion of area overlap 

            among the classes at sub-pixel level. 

 

Different operators have been developed under distinct pixel ontologies, listed in Table 

3.3. 

Table 3.3:Four basic operators 

Operator 

ID 

Operator of the form
a
 

C ( nlnk rs , ) 

Traditional 

interpretation 

Soft interpretation 

MIN min ( nlnk rs , ) Fuzzy set 

intersection 

Maximum overlap 

SI 

nlnk

nlnk

rs

rs
1  

Similarity index Normalized maximum 

PROD 
nlnk rs  Joint probability Expected overlap 

LEAST )0,1max( nlnk rs  Minimum overlap Minimum overlap 

a
 snk and rnk denote classified and reference grades of class K at pixel n. 

 

 

The Minimum operator (MIN) is the classic fuzzy set intersection operator. This operator 

has been suggested as the natural choice for producing cross-comparison matrices for fuzzy 
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classifications (Binaghi et al., 1999). In the traditional ontology of fuzzy classifications, the 

pixel-class relationship describes the admission of the possibility given by a so-called 

membership function that the pixel is a member of a class. This pixel-class relationship 

definition is useful for handling the imprecision of meaning of concepts that are characteristic of 

much of the human reasoning (Gopal and Woodcock, 1994). In the sub-pixel fraction ontology, 

the MIN operator measures the maximum sub-pixel overlap among the classes. Therefore, if 

membership values are linearly related to sub-pixel land cover areas (Shabanov et al., 2005), the 

fuzzy set intersection operator corresponds to the maximum sub-pixel overlap between the 

classes. However, the MIN matrix can over estimate the actual sub-pixel agreement-

disagreement and, consequently, the marginal sums can be greater than the sub-pixel fractions. 

Also, even in the case of a perfect match, non-null degrees of mismatch are obtained for the off-

diagonal cells. These characteristics generally limit the matrix‟s utility for drawing a conclusion 

about the confusion among the classes.  

 

A variant of the MIN operator is sometimes used as a Similarity Index (SI) for comparing 

soft classifications (Townsend, 2000). This variant results after normalizing the MIN operator by 

the sum of the grade values shown in (Table 3.3). The SI operator is also meaningful for sub-

pixel comparison, as it corresponds to a normalized maximum sub-pixel overlap. Nevertheless, it 

does not satisfy the homogeneity property, as it is invariant under scaling of the grade values. A 

cross-comparison matrix based on the SI operator does not satisfy the diagonalization and 

marginal sums characteristics outlined above (Chen et al., 2010). 

 

The Product operator (PROD) arises from a pure probabilistic view of the pixel-class 

relationship. In the traditional probabilistic ontology, the pixel-class relationship represents the 

probability that a pixel completely belongs to a class, and the PROD operator gives the joint 

probability that the reference and classified pixels belong to two given classes, provided that the 

pixels have been independently classified. In sub-pixel fraction ontology, PROD operator 

measures the expected class overlap by chance between the reference and assessed sub-pixels 

partitions. More specifically, consider a randomly drawn point from the space spanned by pixel 

n. Since all the points within the pixel have the same probability to come out, then the joint 

probability that the point belongs to class k in the classified map and to class l in the reference 

map is given by the product (snk × rnl) provided that the land-cover fractions snk and rnl have been 
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generated by an independent processes. A cross-comparison matrix based on the PROD operator 

has marginal sums that agree with the per-class areas. However, non-null disagreement values 

can result from the perfect matching case. In fact, it does not satisfy the upper-bound and 

homogeneity properties. The use of this operator for the assessment of soft classifications has 

been demonstrated by (Lewis and Brown, 2001), and its counter intuitive characteristics have 

been illustrated by Pontius and Cheuk (2006). 

 

The LEAST operator was recently introduced in the discussion of sub-pixel comparison 

of maps (Pontius and Connors, 2006). The expression for LEAST operator is given in Table 3.3. 

This operator measures the minimum possible sub-pixel overlap between two classes. Even 

though this operator is meaningful for sub-pixel accuracy assessment, it may be of little use for 

other contexts, as it has even more counter intuitive characteristics than the PROD operator. 

Specifically, this operator fails to fulfill all but the commutativity and nullity properties.  

 

None of the basic operators above satisfy the diagonalization characteristic discussed 

above. Indeed, in order for an operator to exhibit the diagonalization characteristic, it must 

conform to Eq 3.77. This type of operator is referred to as Composite operator, the only operator 

from Table 3.3 that satisfies all basic properties i.e. commutativity, positivity, nullity, upper 

bound and homogeneity for an agreement measure is the MIN operator. The uniqueness of MIN 

operator as an agreement measure is also mentioned in Eq 3.78 and 3.79, where over and 

underestimation errors are given in terms of the MIN operator. In this study, only three 

composite operators that use MIN operator as agreement measure are considered. They are 

referred to as MIN-PROD, MIN-MIN and MIN-LEAST (Silvan and Wang, 2008). These are 

defined in Table 3.4. 

Table 3.4:List of Composite operators 

Operator 

ID 

Agreement
a
 Disagreement

b
 (k l) Sub-pixel 

confusion 

MIN-

PROD 
min( nlrnks , ) 

i nir

nlrnks

'

''

 
Constrained 

expected 

MIN-

MIN 
min( nlrnks , ) min(

'' , nlnk rs ) Constrained 

maximum 

MIN- 

LEAST 
min( nlrnks , ) min( )0,

'''
nii rnlrnks  Constrained 

minimum 
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a
 snk and rnk denote the assessed and reference grades for class K at pixel n. 

b 
s‟nk and r‟nk denote the over and under estimation errors of class i at pixel n. 

 

The MIN-PROD composite operator was proposed by Pontius and Cheuk (2006). It uses 

minimum operator for diagonal cells and a normalized product operator for off-diagonal cells, 

thus combining the fuzzy set view with the probabilistic view as shown in Table 3.4. This 

operator satisfies the basic properties i.e. commutativity, positivity, nullity, upper bound and 

homogeneity. In addition, the MIN-PROD matrix satisfies the diagonalization and marginal sum 

characteristics. The interpretation of composite operator in context of sub-pixel agreement-

disagreement is aligned with an assumption of maximum overlap between corresponding 

categories (diagonal cells), followed by allocation of residual sub-pixel fractions onto other 

categories (off-diagonal cells). The disagreement measure corresponds to the expected overlap 

by chance constrained to  unmatched sub-pixel fraction. Specifically, disagreement between two 

membership values, snk and rnl, corresponds to joint probability that a randomly drawn point 

within the space spanned by unmatched fraction, ni ni1 min(s , r )
i

 of pixel n, belongs to classes 

k and l in the residual class fractions snk − min(snk, rnk) and rnl − min(snl, rnl) of classified and 

reference pixels, respectively. 

  

The MIN-MIN composite operator uses minimum operator for both agreement and 

disagreement. However, it differs from MIN operator such that it assigns agreement in the first 

step and then, in the second step, it computes the disagreement based on the over and 

underestimation errors shown in Table 3.4. The MIN-MIN composite operator satisfies all the 

properties of agreement and disagreement. In addition, it leads to a cross-comparison matrix that 

satisfies the diagonalization property. However, it does not warrant the marginal sum 

characteristic. Marginal totals of a MIN-MIN matrix will, generally, overestimate the class 

proportions from the reference and classified datasets because MIN operator used for computing 

the off-diagonals cells, accounts for the maximum possible overlapping area among the residual 

fractions at sub-pixel level (Chen et al., 2010). Thus, the disagreement measure from MIN-MIN 

operator provides an upper bound for possible sub-pixel overlap constrained to unmatched sub-

pixel fraction. 
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The MIN-LEAST composite operator uses MIN operator for the diagonal cells and a re-

normalized LEAST operator for off-diagonal cells. Table 3.4 shows the expressions for 

agreement and disagreement for this composite operator. While this agreement measure satisfies 

all the properties i.e. commutativity, positivity, nullity, upper bound and homogeneity, the 

disagreement measure does not satisfy the required positivity property i.e. Non-null over and 

under-estimation errors may lead to null disagreement values. The MIN-LEAST operator 

produces a diagonal matrix for a perfect matching case. However, sub-pixel areas from reference 

and assessed datasets are generally underestimated by marginal totals. This is because the 

disagreement measure corresponds to minimum possible sub-pixel overlap constrained to 

unmatched sub-pixel fraction. Specifically, the re-normalized LEAST operator determines the 

excess of the sum of two residual class fractions, snk −min(snk, rnk) and rnl − min(snl, rnl), with 

respect to the unmatched pixel fraction, 
ni ni1 min(s , r )

i
. 

 

The preceding review of cross-comparison matrices for assessing sub-pixel 

classifications has shown that:  

 

a) A composite operator is necessary to warrant the diagonalization characteristic, and  

b) The MIN operator is the most appropriate candidate for agreement measure.  

 

It is worth noting that the use of a MIN operator for allocating sub-pixel proportions 

along the diagonal cells accounts only for the agreement at pixel level, i.e., the possible spatial 

distribution of classes within the pixel is not taken into account, but only the sub-pixel area 

proportions are matched. In contrast, the sub-pixel disagreement can take into account the 

possible spatial distribution of classes within the pixel. Nevertheless, there is no unique way to 

exactly allocate the remaining sub-pixel proportion into the off-diagonal cells. Specifically, the 

sub-pixel area allocation problem remains underspecified, as there are more unknowns (K
2 

− K 

off-diagonals elements) than equations (2K constraints from column and row totals). One 

possibility is to use the statistical center of possible confusions, as given by MIN-PROD 

composite operator. However, sub-pixel distribution uncertainty cannot be accounted in this 

manner (Silvan and Wang, 2008).  
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Alternatively to resolve the distribution uncertainty problem associated with mixed pixel, 

the confusion interval [ ,kl kl

MIN LEAST MIN MINP P ], formed by MIN-LEAST and MIN-MIN 

operator, to account soft distribution uncertainty. These intervals express the possible confusions 

amongst classes. Practically, it is convenient to express each confusion interval in the form of 

,
kl

U
kl

P where Pkl and Ukl are interval center and interval half-width, respectively. These are 

computed as indicated by Eq 3.80 and 3.81, respectively. 

 

...Eq(3.80)
2

kl kl

MIN MIN MIN LEAST
P P

P
kl

 

 

...Eq (3.81)
2

MIN MIN MIN LEAST
P P
kl klU

kl
 

 
This notation is preferred, as it provides a center value and allows for explicit 

documentation of its associated uncertainty. This is necessary for further error propagation 

analysis. By extension to our definitions, row marginal sum, column marginal sum, and total sum 

from uncertainty values are defined as mentioned in Eq 3.82 

, , , Eq (3.82)U U U U U Ul k k lk kl l kl kl
. 

 

Eq 3.80 defines an operator that satisfies all the basic properties of agreement and 

disagreement measures. This operator leads to a matrix that exhibits the diagonalization 

characteristic. However, it does not warrant the marginal sum characteristic. A typical way to 

circumvent this inconvenience has been the use of area proportions from the reference and 

classified datasets in place marginal totals (Binaghi et al., 1999). In this way, accuracy indices 

such as Overall accuracy, User accuracy, Producer accuracy, Expected proportion of agreement, 

and Kappa coefficient, are readily generalized, where row and column totals are simply replaced 

by the corresponding area proportions. Unfortunately, the derived accuracy indices cannot reflect 

the uncertainty of confusion as they do not depend on the off-diagonal cells. Another possibility, 

which is pursued here, is to consider column and row totals as intervals. These intervals can be 

used to derive intervals of accuracy indices that reflect the uncertain nature of class soft 

distribution (Silván-Cárdenas and Wang, 2008). Table 3.5 and 3.6 shows the general structure of 
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Sub-pixel confusion-uncertainty matrix (SCM) with derive intervals of accuracy indices that 

reflect the uncertain nature of class soft distribution.  

 

Table 3.5: General structure of the SCM 

Class Reference    Row total 

 Class1 Class2 … Class K  

Class 1 P11 P12  U12 … P1K  

U1K 

P1+  U1+ 

Class 2 P21  U21 P22 … P2K  

U2K 

P2+  U2+ 

. 

. 

. 

. 

. 

. 

. 

. 

. 

… …  

Class K PK1 PK2  UK2 … PKK PK+  UK+ 

Column total P+1  U+1 P+2  U+2 … P+K  

U+K 

P++  U++ 

Table 3.6:  Derived sub-pixel accuracy-uncertainty indices 

Sub-pixel Accuracy 

Index 

Center Uncertainty 

Overall accuracy, AOs 
22

UP

k kkPP
 

22
UP

k kkPU
 

k-th User Accuracy, UAs 

(k) 22
UP

kPkkP
 

22
UP

kUkkP
 

k-th Producer Accuracy, 

UAs (k) 22

kUkP

kPkkP
 

22

kUkP

kUkkP
 

Kappa Coefficient, Ks 
22

)1(

)0*()1)(0(

eUeP

eUeUUePePP
 

22
)1(

0)1()1(*

eUeP

UePeUeP
 

    *=sign of (1 ) (1 )0 0P U P Ue e  

 

Row and column totals of the SCM are determined as sum of center values (Pkl) plus-

minus sum of uncertainty values (Ukl). The observed proportion of agreement (Po ± Uo) 

corresponds to overall accuracy (OA), whereas expected proportion of agreement (Pe ± Ue) is 

given by Eq 3.83 and 3.84 respectively. The uncertainties from both, observed and expected 

proportions of agreement are propagated onto Kappa coefficient, which results in an interval of 

kappa coefficients specified through a center value and its associated uncertainty, as given by 

Table 3.6 
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2 2( )( ) 2 ( )
...Eq (3.83)

22 2( )

P P U U P U U P P UUP k k k k k k k kP
e

k UP

 

2 22 ( ) ( )( )
...Eq (3.84)

22 2( )

P U P P U U U P P UUPk k k k k k k kU
e

k UP

 

 

On the basis of this study, the following conclusion may be drawn: 

 

i) This study, has shown that problem of sub-pixel area allocation can be resolved 

using SCM, wherein,  membership values correspond to land cover fractions and 

the agreement and disagreement are defined in terms of the amount of sub-pixel 

overlap amongst reference and assessed pixels. In this approach, it is necessary to 

constrain the agreement measure at the pixel level.     

ii) MIN-PROD composite operator appears to be meaningful for assessing sub-pixel 

classifications. However, it is shown that this operator provides one of the 

(possibly) infinite number of solutions to sub-pixel area allocation problem. 

iii) Two new composite operators MIN-LEAST and MIN-MIN has been introduced 

to provide minimum and maximum possible sub-pixel class overlap constrained 

to unmatched sub-pixel fraction. The intervals defined by these operators are 

arranged within a matrix, in the form of a center value plus-minus its uncertainty, 

termed the Sub-pixel Confusion-uncertainty Matrix (SCM). It was shown that all 

the confusion intervals are tight i.e., no confusion uncertainty exists. Therefore, 

uncertainty-free matrices are sufficient to describe a wide variety of land cover 

characteristics.  

 

3.6.2.3 ENTROPY METHOD 

 
Classification accuracy is generally measured by an error matrix. However, in this study, 

generation of reference data for LISS-IV image was not possible because of the unavailability of 

further higher resolution image for the study area as well as it is not possible to generate fraction 

reference output from ground with large number of samples. In such case, entropy is used as an 

absolute measure of uncertainty (Dehghan and Ghassemian, 2006). Entropy calculates the 
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uncertainty from the classified data without using any external data, so it is an indirect method to 

measure accuracy. The entropy of a classified fraction output can be calculated by Eq 3.85.  

 

For a better classified output, the entropy for a known class will be low and for unknown 

class, it will be high in a fraction image. For example, if we take fraction image of crop, the 

entropy value at crop will be low, whereas entropy value other than crop location will be high. 

Thus, low uncertainty implies more accurate classified output and vice-versa.  The mathematical 

formula for entropy is given in Eq 3.85. 

 

 

where,  is the total number of classes and   is the estimated membership 

function of class  for pixel . 

 

For high uncertainty, the value of entropy in Eq 3.85 is high and inverse. Entropy is 

defined based on actual output of classifier so it can give the pure uncertainty of classification 

results (Dehghan and Ghassemian, 2006). In this study, entropy has also been used in the 

classification process while combining with other measures to optimize the regularization 

parameters for fuzzy and contextual based classifiers using MRF. 

 

3.6.2.4 MEAN AND VARIANCE METHOD TO VERIFY EDGE PRESERVATION 

One of the main aim of this study, is to develop a Smoothening and Discontinuity Adaptive MRF 

based contextual classifier. Therefore, it is important to verify that any edge within a classified 

output is correct. An edge represents boundaries between two objects which may be 

characterized as a step function or slope between two regions (Wen and Xia, 1999).  

 

As per Wen and Xia (1999), if for some specific threshold c, , then, there is 

no significant difference between the grey levels on the two sides of the edge, whereas if  

 then, there is a significant difference between the true averages, where  and  

are the mean value of the pixels on each sides of the edges.  To verify whether or not an edge is 

significant, an ideal way is to analyze separately the distributions of grey levels of the two 

regions on either side of the edge, where the difference between the average values within the 
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two regions indicates the steepness of the edge. To determine the value of c, edge point is 

examined first.  

An edge point is retained, if 

 

where, Xi  and Yi represents the grey level of i
th
 pixel on the two sides of the edge 

respectively.  

S is the standard deviation of the grey levels in the region the point belongs to.  

 can be obtained from the standard distribution tables.  

In practice the values of  depending upon 

different requirement. Both  low and high thresholds for an edge can be identified by selecting 

two different  values. 

In this study, the developed contextual classifier generates a fraction image for every 

class. The membership value of a unit in a fraction is high if the pixel exists at a location of a 

known class and for the unknown class, it is low. In the fraction image, amongst the membership 

values, variability will be less if the area is homogeneous. Consequently, the mean of the 

membership value will be high and the variance will be low in case of a homogeneous area for a 

known class location in a fraction image. This concept has been used here to verify the edge 

preservation.  

 

The edge preservation method is shown in Fig. 3.5, a homogeneous area of a specific 

class i.e. crop has been selected which has a high mean value and a low variance. After selecting 

a homogeneous area, two sets of pixels were selected at either side of the edge. Mean and 

variance are calculated for these two set of pixels in each iteration of experimentation. The mean 

difference of these two set of pixels should be high and variance would be low, if the edge is to 

be preserved (Fig 3.5). 
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. 

     Mean of μ (M1)                              Crop              High membership value (μ)  

            Variance, V1 

                                                                                                             

                                                                                           Edge 

                                                      Non Crop       Low membership value (μ) 

    Mean of μ (M2) 

              Variance, V2  

                                                                         If edge is preserved,      M1-M2 =high 

                                                                                                                  V1, V2=low 

Fig.3.5: Method to verify edge preservation 

 

In this study, soft assessment approach of accuracy has been incorporated using IRS-P6 

satellite data, it is possible to acquire spectrally same and spatial different data sets of same area 

with nearly same acquisition time. Due to the uniqueness of availability of these data sets, soft 

fraction images generated from coarser resolution data set (e.g. AWIFS, IRS-P6) can be 

evaluated from fraction images generated from finer resolution data sets (e.g. LISS-III/LISS-IV, 

IRS-P6) as reference data set acquired at same time.  

 

3.7  SUMMARY 

 

Identification of land cover information accurately from remote sensing is crucial for mapping, 

assessment, monitoring and management of various resources like agriculture, forestry, geology, 

water, ocean etc. Since the spatial pattern of land cover information can be smaller than the 

resolution of sensor, a sub-pixel classification offers a flexible way to infer sub-pixel land cover 

information. However, accuracy assessment of these representations has been recognized to be 

far more difficult than traditional crisp classifications. For sub-pixel classifications, where 

multiple classes are assigned to a single pixel, a comparable standardized assessment procedure 

FERM, SCM, Entropy and Mean and Variance method for edge preservation has been discussed, 

to minimize the sub-pixel distribution uncertainty. 
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The primary objective of this chapter is to provide an understanding of the mathematical 

formulation of each classifier and accuracy assessment approach used in this study. The 

implementation of these classification methods along with assessment of accuracy, for soft 

classification of remote sensing data is highlighted. The knowledge gained in this chapter shall 

form the basis of developing classification and testing module of the software developed in this 

research. The next chapter provides the details of the software used, study area and data used. 

 

 

 

 





 
 

CHAPTER-4 

    STUDY AREA AND DATA USED  

 

4.1 INTRODUCTION 

The aim of this chapter is to introduce the datasets used in this study to carry out various 

experiments using soft classification techniques on remote sensing imagery. To study the 

different aspects of the objectives defined in Chapter 1, FUZCEN package has been developed to 

classify the image.  The implementation of soft classification methods through the software has 

been done using remote sensing data acquired from IRS satellite. 

 

4.2 STUDY AREA 

 

The study area selected for this study is located between the latitude and longitudes ranges of 

(28°53´57.12´´N to 28°56´31.22´´N) and (79°34´22.92´´E to 79°36´35.27´´E) respectively 

shown in (Figs. 4.1 and 4.2). Sitarganj Tehsil which is located near Pant Nagar, Uttarakhand 

state, India. The reason for selecting this area is:- 

 

i) Diversity in terms of land use classes, such as vegetation types, soil and water. 

ii) Same date multi-spatial resolution data for this region is available. 

 

Uttarakhand is situated between 28
o
 43' – 31

o
 27' N latitudes and 77

o
 34' – 81

o
 02' E 

longitudes.  In the vicinity of Kumon, Sitarganj lies in the district of Udham Singh Nagar, and 

gained a separate status in October 1995. Sitarganj is basically an agricultural and industrial 

place. The fertile land lends itself to different forms of agriculture giving rise to agriculture 

related activities and industries making this land a green place which has resulted into prosperity 

all around. Pantnagar University is a leading institution in the fields of agriculture and 

technology.  
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 Fig. 4.1: Location map of study area 
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The population of the Sitarganj primarily depends on agriculture for livelihood about 

70% of the population is engaged in agriculture. The climate of the place is quite harsh 

particularly in winter where the temperature goes occasionally below freezing point. For this 

study, Sitarganj has been selected as a study area because field work data as well as satellite 

images of Resourcesat-1 acquired on October 2007 was available.  

 

The study area presents different land cover classes like barren land, sal forest (natural 

forest), eucalyptus plantation (manmade forest), agricultural land with sugarcane and paddy as 

major crops. It also has two reservoirs namely, Bhagul and Dhora reservoir (Fig 4.2) along with 

barren and moist soil areas.  Further the study area presents two types of edges or boundaries 

amongst the land cover classes.  

i) The sharp and distinct edges among the agricultures fields and , 

ii) The boundaries which changes gradually from one class to another such as in 

water class water changes gradually to grass land. 

 

Fig. 4.2: Location of study area (source: Google Earth accessed on 11
th
 Jan 2013)             

In this study, to assess the accuracy of fraction images, the overall accuracy method 

suggested by Silván-Cárdenas and Wang (2008) has been used. For this purpose reference 

fraction images are required of same acquisition time as of classified fraction images. 

Sitarganj 
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ResourceSat-1 (IRS-P6), satellite is unique in providing multi-spectral data at different spatial 

resolution, while preserving the spectral information. In this research work, AWIFS, LISS-III 

and LISS-IV data sets from ResourceSat-1 (IRS-P6) satellite have been used as classified or 

reference fraction images generation. The satellite image and field photograph of the study area 

is shown in Fig. 4.3.  

 

     

               LISS-IV                                        LISS-III                                      AWIFS 

Fig. 4.3: Location of study area (Satellite image) 

 

4.2.1 DATA USED 

 

In this study, AWiFS (Advanced Wide Field Sensor), LISS-III (Linear Imaging Self Scanner) 

and LISS-IV images of same date from the Resourcesat-1 (Indian Remote sensing Satellite-P6) 

have been used. LISS-III and AWiFS images have been used for classification, whereas the finer 

resolution of LISS-IV image has been used for the generation of reference data. Table 4.1 

describes the basic properties of an image. 

 

The IRS-P6 (Resourcesat-1) satellite was launched by ISRO in October 2003. It is the 

10
th

 mission of Indian Remote Sensing (IRS) satellite series. The on-board sensors on this 

satellite are LISS-IV (Linear Imaging Self Scanner), LISS-III and AWiFS. Table 4.2 describes 

these sensors characteristics in details. 
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Table 4.1: Images used for this study 

Satellite  Sensors  Image Size  
Date of 

Acquisition 
Path and Row  

Resourcesat-1 

(IRS P-6) 

LISS-IV 949×745 

October 15, 

2007 
144-40 

LISS-III 238×187 

AWiFS 80× 63 

 

Table 4.2: Sensors specification of Resourcesat-1 (source: www.isro.org, on 8
th 

Jan 2013) 

 

4.3  INITIAL STATISTICS 

In this study, supervised classification approaches have been used, where reference data for 

training and testing is required. Separate sample data sets have been used for training as well as 

for testing stage. For collecting the reference data as training data, help from existing 

topographic map, literature, exiting land use and land cover maps, as well as GPS surveyed data. 

The statistical information associated with each pixel value for each class in different bands has 

been shown in Tables 4.3 - 4.11. The size of training data used for supervised sub-pixel 

classification approach is approximately equal to 10n (Jensen, 1996), were n is dimension (i.e. 

Specifications Resourcesat-1 

LISS-IV                                  LISS-III                       AWiFS 

Spatial 

resolution (m) 
5.8 23.5 56 

Swath (KM) 
23.9(MX Mode) 

70.3(PAN Mode) 
141 740 

Spectral 

Bands 

(microns) 

0.52-0.59 

0.62-0.68 

0.77-0.86 

0.52-0.59 

0.62-0.68 

0.77-0.86 

1.55-1.70 

0.52-0.59 

0.62-0.68 

0.77-0.86 

1.55-1.70 

Quantization 

(bits) 
7 7 10 
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number of bands) of data used. Since, the collection of training data requires lots of effort in 

terms of time and cost, so in this study, all the classification algorithms have been evaluated 

using small training data set, in order to assess which classification algorithm gives higher 

accuracy with small training data sets.  

 

The accuracy assessments of fraction images generated as output have been carried out 

using Fuzzy Error Matrix (FERM), Sub-pixel Confusion-uncertainty matrix (SCM) and entropy. 

In FERM and SCM, fuzzy reference data as testing data was required. This testing data have 

been collected from fine spatial multispectral image, and compared to input image used for 

classification. A total of 120 testing pixels for each class have been randomly selected, from 

corresponding outputs and their reference images respectively, such that it fulfills the condition 

of sample size of 75 to 100 pixels per class as recommended by Congalton (1991) for accuracy 

assessment purpose. Sample size for training and test were calculated at a confidence level of 

99% and a desired precision of ± 5% using equation suggested by (Toratora, 1976, Pathak and 

Dixit, 2004). Figs. 4.4-4.6 show the histogram of each band for AWiFS, LISS-III and LISS-IV 

datasets.  

Table 4.3: Statistical information of AWiFS data 

S. No. Statistics Minimum Maximum Mean Median Mode Std. dev. 

1 Band 1 0 131 94.59 98 92 18.43 

2 Band 2 0 133 68.80 70 61 16.79 

3 Band 3 0 275 181.44 198.73 201.95 55.32 

4 Band 4 0 370 172.77 183.55 0 59.68 

 

Table 4.4: Statistical information of LISS-III data 

S. No. Statistics Minimum Maximum Mean Median Mode Std. dev. 

1 Band 1 0 124 80.13 82 76 15.67 

2 Band 2 0 89 41.88 42 36 10.36 

3 Band 3 0 122 77.56 84 86 23.32 

4 Band 4 0 132 57.26 60 57 20.56 
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Table 4.5: Statistical information of LISS-IV data 

S. No. Statistics Minimum Maximum Mean Median Mode Std. dev. 

1 Band 1 0 182 101.12 103 107 18.75 

2 Band 2 0 183 81.73 82 74 18.43 

3 Band 3 0 136 77.15 83 84 21.37 

 

Table 4.6: Correlation and Co-variance matrix of AWiFS image 

AWiFS 

image 

Correlation matrix Co-variance matrix 

B1 B2 B3 B4 B1 B2 B3 B4 

B1 1    339.69    

B2 0.92 1   286.10 282.19   

B3 0.67 0.59 1  692.50 557.19 3060.44  

B4 0.74 0.83 0.81 1 820.72 841.27 2691.36 3561.65 

 

Table 4.7: Correlation and Co-variance matrix of LISS-III image 

LISS-III 

image 

Correlation matrix Co-variance matrix 

B1 B2 B3 B4 B1 B2 B3 B4 

B1 1    245.83    

B2 0.93 1   151.22 107.48   

B3 0.65 0.54 1  239.84 131.84 544.19  

B4 0.76 0.83 0.77 1 245.20 177.18 371.26 423.05 

 

Table 4.8: Correlation and Co-variance matrix of LISS-IV image 

LISS-IV 

image 

Correlation matrix Co-variance matrix 

B1 B2 B3 B1 B2 B3 

B1 1   351.54   

B2 0.93 1  323.49 339.78  

B3 0.66 0.56 1 268.02 224.18 456.99 
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Table 4.9: Mean value of pure training data for AWiFS image 

S. No. Class Name Band 1 Band 2 Band 3 Band 4 

1 Agriculture 98 64 243.33 172.33 

2 Sal forest 92.05 60.11 240.76 161.11 

3 Eucalyptus 

plantation 

92 61.5 198.91 147.83 

4 Barren land 125 130 232 345 

5 Moist land 105.25 89.5 145.25 221.25 

6 Water body 85.41 54.66 59.41 46.41 

  

Table 4.10: Mean value of pure training data for LISS-III image 

S. No. Class Name Band 1 Band 2 Band 3 Band 4 

1 Agriculture 83 39.77 102.45 55.40 

2 Sal forest 76.27 36.11 103.83 54.77 

3 Eucalyptus 

plantation 

77.78 39.15 84.15 47.31 

4 Barren land 113.22 82.27 101.05 125.05 

5 Moist land 91.88 54.88 56 71.88 

6 Water body 70.76 34 27.03 16 

 

Table 4.11: Mean value of pure training data for LISS-IV image 

S. No. Class Name Band 1 Band 2 Band 3 

1 Agriculture 105.06 81.06 100.16 

2 Sal forest 99.64 73.47 98.05 

3 Eucalyptus plantation 98.87 77.16 81.61 

4 Barren land 136.08 146.02 96.77 

5 Moist land 115.10 106.89 60.81 

6 Water body 92.8 70.52 35.37 
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Fig 4.4 Histogram of AWiFS image 

 

Preparation of appropriate reference data is a key for the evaluation of hybrid soft 

classifiers. Actual class proportions in each pixel of LISS-IV and LISS-III images specified in 

(Fig. 4.3) has acted as a soft reference data for AWiFS image and LISS-IV image is used an 

reference image for LISS-III image to identify a particular class in mixed pixels at various stages 

of supervised classification.  
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Fig 4.5 Histogram of LISS-III image 

 

   
 

Fig 4.6 Histogram of LISS-IV image 

  



Chapter: 4 Study Area and Data Used 

123 
 

4.4 PREPROCESSING OF DATA 

Prior to any application it is important to perform geometric correction for all the images. 

Coarser resolution images should be co-registered with the fine resolution images. In this study, 

an image to image accuracy assessment method has been carried out. Also for that reason it is 

important to co-register the image to compare the coarse spatial resolution images with the fine 

spatial resolution images.  

For geometric correction of the LISS-IV image, the toposheet, numbered    from the 

Survey of India (SOI) has been used. The LISS-IV image has been geo-registered in UTM 

projection with WGS84 North spheroid and datum, zone 44. By using nearest neighbor 

resampling method the LISS-IV image was resampled at a 5m spatial resolution. Resampling is 

important for an accuracy assessment as finer resolution image has been used as a reference 

image for classified coarser resolution images. Resampling is required for geometric 

transformation, and it is like convolving the input image with a uniform weighing function. All 

the three images (LISS-IV, LISS-III and AWiFS) were resampled at 5m, 20m, and 60m spatial 

resolution to form a ratio of 1:4:12, respectively. In doing so, correspondence between LISS-III 

and AWiFS pixels were maintained with particular number of LISS-IV pixels i.e. 16 and 144 

pixels respectively. Twenty GCP’s were well distributed and 0.33 RMSE value is associated 

with pixel. Geo-registration of LISS-III image was done with respect to the geometrically 

corrected LISS-IV image taking similar projection, spheroid and datum as that of LISS-IV 

image. The LISS-III image was resampled at 20 m spatial resolution. 

 

Geo-registration of AWiFS image was done with respect to the geometrically corrected 

LISS-III image. The projection, spheroid and datum were same as that of LISS-III and LISS-IV 

images. The resampling of AWiFS image was done at 60 m spatial resolution.  

4.5    GENERATION OF REFERENCE DATASET 

 

In this study, the LISS-III and LISS-IV images have been used as reference data for AWiFS 

image. The reference dataset has been generated from finer resolution image instead of using 

field data because of the following listed reasons. 
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i) It is difficult to locate within pixel classes on the ground exactly. 

ii) Reference data generation from field survey is a type of classification and may contain 

errors (Okeke and Karnieli, 2006). 

iii)  Correct identification of classes on the ground may be difficult at the sub-pixel level 

(Okeke and Karnieli, 2006). 

iv) As the main issue is land-cover, field data may not provide additional information as 

compared to high resolution satellite images. 

 

To evaluate the classified dataset, it is also necessary to classify the reference dataset. 

There are two methods available to generate soft reference data set from finer resolution 

image.  Use sub-pixel classifier to generate soft reference data from fine resolution LISS-IV 

image and medium resolution LISS-III image. In doing so there may be possibility of  error 

while resampling the dataset. 

 

If the classifier for the reference data set and classified dataset are different, two cases 

may arise. First, the performance of the classifier used for image classification may be better 

than reference classifier. Second the performance of classified dataset is better in terms of 

accuracy than the reference dataset. In this study, the same classifier has been used for both 

the image classification and reference data generation. This removes the disadvantage of 

using the different classifiers and error occurred only due to difference in resolution of the 

images. 

4.6 SUMMARY 

In this chapter, a description of study area and data used to conduct various experiments has been 

provided. The investigations shall be based on remote sensing data from IRS P6, AWiFS, LISS-

III and LISS-IV sensors. A complete methodology is provided in the next chapter. 

 

 

 



 
 

CHAPTER 5 

 

METHODOLOGY AND DETAILS OF SOFTWARE PACKAGE 

DEVELOPED 

 

 “Thought and theory must precede all salutary action; yet action is nobler in itself that either 

thought or theory”- William Wordsworth.  

 

5.1  INTRODUCTION 

 

The aim of this chapter is to provide an overview of methodology for a study planned for soft 

classifications of remote sensing data along with details of the software package developed for 

carrying out soft classification with various options. The classification algorithms are based upon 

Fuzzy Set Theory based algorithms, like Fuzzy c-Means (FCM), Possibilistic c-Means (PCM) 

and Noise Clustering (NC). Further, it has the capability to incorporate entropy and contextual 

information for the hybridization of classifiers. Thus, entropy, contextual and entropy with 

contextual based hybrid approach has been implemented. The software package developed 

consists of fuzzy, entropy and contextual based soft classification approaches and has been 

named as FUZzy soft classification incorporating Contextual, Entropy and Noise (FUZCEN).   

 

In some of the commercially available digital image processing software, such as, 

Environment for Visualizing Images (ENVI), Earth Resource Data Analysis System (ERDAS), 

Earth Resource Mapping software (ER Mapper) and IDRISI, provide for a few soft classifiers 

but no corresponding accuracy measures for soft classified output for their evaluation. In general, 

none of them have incorporated entropy and contextual based hybridization and SCM based 

approach to assess the accuracy of an classified image. Further, none of the commercial available 

software packages provide option for entropy and contextual based algorithm using Markov 

Random Field (MRF) theory for multi-spectral remote sensing data at sub-pixel classification. 

Thus, it was necessary to develop a package having the sub-pixel classification algorithms used 

in this study, for different experiments.   
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5.2  GENERAL METHODOLOGY 

 

The flow chart shown in Fig 5.1 outlines the methodology adopted for carrying the various 

studies using different types of soft classifiers. The software so developed also follows the same 

sequence of operations in order to achieve the task. First of all, the initial statistics of input image 

have been computed and based on this information; the pre-processing of the input image is 

carried out. In general, atmospheric corrections are provided to eliminate the effects of haze. 

Since different types of satellite data having varying resolution may be incorporated, hence geo-

referencing of these satellites data is must. Thereafter, the training sites are identified and the 

training data statistics are generated for each class of interest. 

 

 Depending on the type of soft classifier to be used, the objective functions are defined. 

Each objective function has a set of parameters and these have to be optimized before the 

classification can be carried out. Classification is performed using supervised classification using 

either Fuzzy, contextual, entropy and noise based classification approaches. The output data is 

then subjected to assessment of accuracy, in order to identify the efficacy of the algorithms. 

 

The overall methodological flowchart is shown in (Fig. 5.2). Various aspects of this 

flowchart are now described individually. 

 

5.2.1  GEO-REFERENCING OF SATELLITE IMAGES 

 

Since, a variety of data sets from different remote sensing sensors having varying spatial 

resolution have been used, thus it was  necessary to geo-reference these data sets so that common 

training as well as testing pixels can be used. Hence, GPS observations pertaining to each sample 

for each class has been collected using a geodetic single frequency GPS in differential mode. 20 

Ground Control Points (GCP) have been used for geo-referencing the data sets and 

transformation parameters calculated. A root mean square error (RMSE) of 0.33 (in pixel units) 

has been adopted as the threshold value for geo-referencing. Resampling of the data sets during 

geo-referencing has been carried out after generation of fraction of images, using Nearest 

Neigbourhood, in order to avoid the alteration of the pixel values. 
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Fig 5.1: Flow chart showing the generalized step of methodology broadly  

Step 1:  Pre-processing of the images (Geometric 

Corrections) 

Step 2: Formulate objective function 
i) FCM (Eq 3.1) 

ii) PCM (Eq 3.5) 

iii) NC (Eq 3.12) 
iv) NCWE (Eq 3.19) 

v) FCMWE (Eq 3.23) 

vi) FCM-S, FDM (H1,H2,H3,H4) (Eq 3.45-3.49) 

vii) PCM-S, PDM (H1,H2,H3,H4) (Eq 3.50-3.54) 

viii) NC-S, NDM (H1,H2,H3,H4) (Eq 3.55-3.59) 

ix) NCWE-S, NDEM (H1,H2,H3,H4) (Eq 3.60-3.64) 

x) FCMWE-S, FDEM (H1,H2,H3,H4) (Eq 3.65-3.69) 

i)  

 

Step 3: Parameter estimation  
i) Weighting exponent „m‟ 

ii) resolution parameter „δ‟ 

iii) regularizing parameter „ν‟ 

iv) Smoothness strength „λ‟ 

v) Weight for neighbours „ β’ 

vi) Interaction range parameter „γ’ 

Step 4: Supervised Image classification 

Step 5: Accuracy Assessment  
i) FERM, SCM, Fuzzy Kappa Coefficient 

ii) Entropy Method 

iii) Mean and Variance Method  for edge preservation 

Satellite Data (AWiFS, LISS-III and LISS-IV). 

Generating Initial Statistics  

Univariate Statistics (Maximum, Minimum, Mean, Median, Mode, Std. 

Deviation, and Histogram) 

Multi-variate Statistics (Co-variance and Corelation Matrix) ) 
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Fig 5.2: General methodology adopted for this study 

 

 

               Remote Sensing Multi-Spectral Data 

Resoursesat-1, IRS-P6 Data 

(AWIFS Data\LISS- III Data\LISS-IV Data) 

Georeferencing of Data 

Creation of Training Data 

Sub-Pixel Classification 

Experiments:  

i) Fuzzy c-Mean, Probabilistic c-Mean and noise clustering based algorithm for sub-pixel classification. 

ii) Fuzzy c-Mean with entropy and noise clustering with entropy based hybridize algorithm for sub-pixel 

classification. 

iii) Fuzzy c-Mean, Probabilistic c-Mean and noise clustering based algorithm with contextual for sub-pixel 

classification. 

iv) To investigate the effect of contextual based fuzzy classification approaches with or without entropy.  

v) To investigate the effect of contextual in noise clustering classification approaches.  

vi) Comparative study on assessment of accuracy for fuzzy classification approach. 

vii) To develop software to incorporate the classification approaches as given above.  

Supervised Approach 

Accuracy Assessment 

Testing Data 

GPS Data for Image 

Registration 
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5.2.2 PREPARATION OF REFERENCE DATA 

 

The sub-pixel classification algorithms evaluated in this study operate in supervised mode. 

Further, these algorithms have been evaluated using small reference data sets of 10n size; where 

n is dimensionality of data sets. First of all, the positional information on ground for each class 

has been collected using Trimble Juno SB, mobile GIS/GPS. This information has been overlaid 

on different multi-spectral data sets and pure pixels for training and testing have been collected. 

Sample size for training and test were computed at a confidence level of 99% and a desired 

precision of ± 5% as suggested by Toratora (1978). 

 

5.2.3 CLASSIFICATION OF SATELLITE DATA 

 

In this study, supervised classification has been carried out to generate sub-pixel classification 

output. In all, a total of ten classification algorithms have been tested as mentioned in Fig. 5.2., 

and the description of tested algorithms are outlined in the following section. 

 

5.2.3.1 EVALUATION OF FUZZY SET THEORY BASED CLASSIFIERS   

 

In this study, fuzzy set theory based sub-pixel classifiers have been tested using multi-spectral 

remote sensing data. Although, a number of fuzzy set theory based classifiers are available, 

however in this study, only three classifiers have been taken on to account i.e. Fuzzy c-Means 

(FCM), Possibilistic c-Means (PCM) and Noise Clustering (NC) classifiers. FCM, PCM and NC 

are essentially unsupervised classifiers, however in this study; these classifiers have been 

implemented in supervised mode. All the algorithms have been evaluated using Euclidian 

weighting norm for sub-pixel classification and assessment of accuracy has been carried out 

using Fuzzy Error Matrix (FERM), Sub-pixel confusion uncertainty matrix (SCM), Entropy and 

Mean and Variance technique. The classification has been carried out using FUZCEN software 

as described in Section 5.3.  

 

Classification module of FUZCEN software has been used to test the performance these 

fuzzy set based classifiers, wherein two parameters namely weighting exponent (m) for FCM and 

PCM classifiers and spatial resolution parameter (δ) for NC classifier have been estimated. The 

comparative analysis of FCM, PCM and NC classifier has also been performed on the basis of 
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the classification results and accuracy.  The membership values of FCM, PCM and NC can be 

computed using objective functions defined by Eqs 3.1, 3.5 and 3.12 respectively. 

 

5.2.3.2 EVALUATION OF FUZZY AND ENTROPY BASED CLASSIFIERS  

 

Classification is ordering of information classes in to groups/clusters on the basis of their 

relationships. Soft or fuzzy methods of classification provide for each pixel a measure of the 

degree of similarity for every class (Foody, 1996, Maselli et al., 1996).  The hybridization of 

entropy with fuzzy nature classifier has been conducted to achieve second and third objective of 

this study. However, it has been observed that the method proposed by Dunn (1974) and Bezdek 

(1984) are purely fuzzy in nature, while the entropy based method is more similar to statistical 

model.  

 

In this study, FCM and NC classifiers has been hybridized with entropy wherein   

weighting exponent (m) and regularizing parameter (ν) has been optimized for FCM with 

entropy classifier. For NC with entropy classifier, spatial resolution parameter (δ) and 

regularizing parameter (ν) has been optimized. The comparative assessment of FCM with 

entropy and NC with entropy has also been done.  The membership values of NC with entropy 

and FCM with entropy can be computed using objective functions defined by Eqs 3.19 and 3.23 

respectively. 

 

5.2.3.3 EVALUATION OF CONTEXTUAL AND ENTROPY BASED              

CLASSIFIERS  

 

The coding of Contextual based classifier is based on the mathematical formulation given in 

Section 3.4.10 for FCM with contextual, Section 3.4.11 for PCM with contextual, Section 3.4.12 

for NC with contextual, Section 3.4.13 for NCWE with contextual and Section 3.4.14 for 

FCMWE with contextual classifiers of Chapter 3. In this approach, the contextual information of 

an image is used to resolve the problem associated with uncertain boundaries as well as removal 

of noise in data. Markov Random Field characterizes the spatial contextual information in terms 

of smoothness prior and Discontinuity Adaptive prior, which helps to improves the classification 

accuracy and preserves the edges at boundaries and generates smooth output. In this study, the 

contextual information has been added in FCM, PCM, NC, NCWE and FCMWE classifiers.  
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One of the objectives of this study is to identify the usefulness of contextual information 

in fuzzy set theory based and entropy based classifiers. Investigations have been carried out to 

study the effect of including contextual and entropy in fuzzy and entropy based classifiers on the 

performance of classifiers.  

 

The mathematical formulation of FCM with contextual based upon smoothness prior 

model is defined by Eq 3.45 for FCM-S wherein weighting exponent (m), smoothness strength 

(λ) and weight for neighbours (β) parameters have been optimized. The objective functions 

incorporating Discontinuity Adaptive (DA) prior model with FCM classifier is defined in Eqs 

3.46 to 3.49 for FDM-(H1), FDM-(H2), FDM-(H3) and FDM-(H4) respectively.  In DA model, 

the first objective is the selection of a suitable model amongst H1, H2, H3 and H4 and in the next 

step, identification of optimized parameters is carried out. In FCM-DA-MRF model, the 

associated parameters to be optimized are weighting exponent (m), smoothness strength (λ) and 

interaction range parameter (γ). 

 

The mathematical formulation of PCM with contextual based upon smoothness prior 

model is defined by Eq 3.50 for PCM-S, wherein weighting exponent (m), smoothness strength 

(λ) and weight for neighbours (β) parameters have been optimized. The objective functions 

incorporating Discontinuity Adaptive (DA) prior model with PCM classifier is defined by 

Eqs3.51 to 3.54 for PDM-(H1), PDM-(H2), PDM-(H3) and PDM-(H4) respectively.  In DA 

model, the first objective is the selection of the suitable model amongst H1, H2, H3 and H4 for 

PCM with contextual classifier using DA model and in the next step identification of optimized 

parameters is carried out. In PCM-DA-MRF model, the associated parameters to be optimized 

are weighting exponent (m), smoothness strength (λ) and interaction range parameter (γ). 

 

The mathematical formulation of NC with contextual based upon smoothness prior model 

is defined by Eq 3.55 for NC-S, wherein spatial resolution parameter (δ), smoothness strength (λ) 

and weight for neighbours (β) parameters have been optimized. The objective functions 

incorporating Discontinuity Adaptive (DA) prior model with NC classifier has been defined in 

Eq 3.56 to Eq 3.59 for NDM-(H1), NDM-(H2), NDM-(H3) and NDM-(H4) respectively.  In DA 

model, the first objective is the selection of the suitable model amongst H1, H2, H3 and H4 for 

NC with contextual classifier using DA model and in next step is the identification of suitable 
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optimized parameters. In NC-DA-MRF model, the associated parameters to be optimized are 

spatial resolution parameter (δ), smoothness strength (λ) and interaction range parameter (γ). 

 

In this study, hybridization of classification has been done up to third level, wherein at 

initial stage entropy has been added to the base classifier like NC and in FCM. At lateral stage, 

the contextual information of an image is also added to investigate the joint effect of entropy and 

contextual.  The mathematical formulation of NC with entropy with contextual based upon 

smoothness prior model is defined by Eq 3.60 for NCWE-S wherein spatial resolution parameter 

(δ), regularizing parameter (ν) smoothness strength (λ) and weight for neighbours (β) parameters 

have been optimized. The objective functions incorporating Discontinuity Adaptive (DA) prior 

model with NCWE classifier has been defined by Eqs 3.61- 3.64 for NDEM-(H1), NDEM-(H2), 

NDEM-(H3) and NDEM-(H4) respectively.  In DA model, the first objective is the selection of 

the suitable model amongst H1, H2, H3 and H4 for NCWE with contextual classifier using DA 

model and in next step is the identification of suitable optimized parameters. In NCWE-DA-

MRF model, the associated parameters to be optimized are spatial resolution parameter (δ), 

regularizing parameter (ν) smoothness strength (λ) and interaction range parameter (γ). 

 

The mathematical formulation of FCM with entropy with contextual based upon 

smoothness prior model is defined by Eq 3.65 for FCMWE-S, wherein weighting exponent or 

Fuzzifier (m), regularizing parameter (ν) smoothness strength (λ) and weight for neighbours (β) 

parameters have been optimized. The objective functions incorporating Discontinuity Adaptive 

(DA) prior model with FCMWE classifier has been defined by Eqs 3.66 -  3.69 for FDEM-(H1), 

FDEM-(H2), FDEM-(H3) and FDEM-(H4) respectively.  In DA model, the first objective is the 

selection of the suitable model amongst H1, H2, H3 and H4 for FCMWE with contextual 

classifier using DA model and in next step is the identification of suitable optimized parameters. 

In FCMWE-DA-MRF model, the associated parameters to be optimized are Fuzzifier (m), 

regularizing parameter (ν) smoothness strength (λ) and interaction range parameter (γ). 

 

5. 3 COMPARATIVE EVALUATION OF CLASSIFIERS  

 

In this study, three categories of classifiers, namely, fuzzy set based i.e. (FCM, PCM and NC), 

fuzzy and entropy based i.e. (FCMWE and NCWE) and in third category contextual and entropy 
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based classifier which includes FCM with contextual, PCM with contextual, NC with contextual, 

NCWE with contextual and FCM with entropy based classifiers have been analyzed. A 

comparison between these three approaches of sub-pixel classification has been carried out. The 

procedure for solving a problem using mathematical framework called formulation of objective 

function and the comparative assessment of all these mathematical formulation defined in 

Section 3.2, 3.3 and in Section 3.4, has been described wherein LISS-IV image has been used as 

a reference image for LISS-III and AWiFS images. The land cover feature which has been taken 

on to the account is agricultural land, barren land, moist land, sal forest, eucalyptus plantation 

and water body.  

 

The comparative assessment of classifiers has been done wherein; evaluation of 

uncertainty has been taken in to account. Uncertainty in the class allocation of a pixel is 

pronounced in coarse resolution images due to the occurrence of mixed pixels in areas containing 

mixture of land use land cover classes. So, this uncertainty in the classification can be judged 

using Shanon‟s entropy. The comparative model of classifier is depicted in Fig. 5.3. In this flow 

chart, the classification output of these three category classifiers have been compared with the 

reference image of high resolution data set.  

 

5. 4 ASSESSMENT OF ACCURACY 

 

Assessment of accuracy is a vital and integral part of digital classification. In fact, no 

classification is considered to be complete without assessment of accuracy. The purpose of 

assessment of accuracy is to provide knowledge to the analyst and the user of the classified map 

regarding the accuracy with which the classes on the ground are identified correctly in the image. 

In digital image processing, accuracy is a measure of agreement between standard information at 

a given location to the information at the same location on the classified map. For sub-pixel 

classification, the assessment of accuracy is carried out using FERM (Section 3.6.2.1), SCM 

(Section 3.6.2.2). Entropy method has been used as an absolute indicator for uncertainty analysis 

(Section 3.6.2.3) and Mean and Variance method used to verify edge preservation (Section 

3.6.2.4). Initially, classification experimentation has been carried out and thereafter, accuracy 

measures as specified above have been taken to evaluate and compare the performance of 

various classification methods.  
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In hard classification, each pixel is a full member of one specific class. However, in soft 

classification, each pixel has partial membership pertaining to multiple classes simultaneously. 

FERM has been widely used technique for image to image assessment of accuracy for soft 

classification. However, in few cases, it has been observed that the FERM indices are not able to 

resolve the class overlap problem in remote sensing imagery. Thus, SCM has also been applied 

to assess the accuracy of all three categories of soft classifiers. As per Pontius and Cheuk (2006), 

the characteristic of class membership of a pixel can be defined by three types of class 

membership in soft classification i.e. contemporary, fuzzy and multiple resolutions. For soft 

classification, the class membership of a pixel equals to the proportion of the area of that class 

within a pixel, and that the sum of all the class memberships is equal to one. The indices for 

these soft classification used in this study, has been computed using SCM, as SCM indices are 

built totally on the area-basis. The general structure of image to image accuracy assessment is 

shown in Fig. 5.4. 

 

5.5 THE NEED OF FUZCEN 

 
In present arena of digital image processing sofware, various kinds of readymade tools are 

available to perform digital image analysis. Since last two decades, a large number of image 

processing software has been developed by various commercial companies offering a suite of 

modules related to data input, visualization, image enhancement, transformation, classification 

and assessment of accuracy. Some of the leading image processing software‟s are ERDAS 

IMAGINE, IDRISI, ENVI, ER MAPPER and eCognition. Similarly, some individual based soft 

classification have been developed such as Soft Classification Methods and Accuracy 

Assessment Package (SCMAP) developed by (Aziz et al., 2004) and Sub-pixel Multispectral 

Image Classifier (SMIC) developed by Kumar and Ghosh (2007), facilitates the image 

classification based upon statistical learning algorithms and assessment of accuracy using FERM 

only. However, these tools are not able to fulfil the objectives defined for this study. The need of 

FUZCEN: FUZzy Soft Classifier incorporating Contextual, Entropy and Noise   has emerged, in 

order to incorporate the contextual information, entropy and noise in the process of satellite   

image classification.  
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Aziz et al. (2004) incorporated the Neural Network based classifier in his study, where in 

Kumar and Ghosh (2007) has focused primarily on Support Vector Machine (SVM) and 

statistical based learning algorithms. None of these have provided the hybridized model of 

classification to incorporate context, entropy, and noise. Further, this tool provides an automated 

image to image accuracy assessment approach using FERM and SCM.    

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.3: Comparative analysis of classifiers 
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Fig 5.4: Flowchart for image to image assessment of accuracy. 
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5.6  PROGRAMMING ENVIRONMENT  

 

The coding of FUZCEN: Fuzzy soft classifier incorporating Contextual, Entropy and Noise 

package has been done in Java environment. Java can be used to create two types of programs: 

applications and applets. The output of a Java compiler is not executable code; rather it is a byte-

code. Java run-time system is an interpreter for the byte-code. It is simply a highly efficient 

means of encoding a program for interpretation. It is much easier to allow Java programs to run 

in a wide variety of environments. Once the run-time package exists for a given system, the byte-

code version of any Java program can run on it. Therefore, using byte-code to represent 

programs is the easiest way to create truly portable programs. Java shares many similarities with 

C++ as it relates to classes, but there are also several differences. By default, members of a class 

are accessible by other members of their class, derived classes, and by other members of their 

package. Therefore, class members are “more public” than they are in C++, however, the private 

access specifier applies only to the variable or method that it immediately precedes.  

 

All class objects are instantiated in Java using the new operator. Therefore, all class 

objects are dynamically allocated. When there are no references to an object, then the object is 

considered inactive. Due to the JAVA environment, FUZCEN package is platform independent. 

It has also been found that memory management and exceptional conditions are quite difficult in 

conventional programming environment like C or C++. So, there can be two main reasons for 

program failure: 

 

i) Memory management issues. 

ii) Problem to resolve runtime errors. 

 

Memory management can be a tedious task in traditional programming environments. For 

example, in C / C++, the programmer must manually allocate and free all dynamic memory. This 

sometimes leads to problems, because programmers will either forget to free memory that has 

been previously allocated or, worse, try to free some memory that another part of the code which 

is still in use. Java virtually eliminates these problems by managing memory allocation and de-

allocation. In fact, de-allocation is completely automatic, because Java provides garbage 

collection for unused objects. Exceptional conditions in traditional environments often arise in 
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situations such as division by zero or “file not found”, and they must be managed with clumsy 

and hard-to-read constructs. Java helps in this area by providing object oriented exception 

handling. In a well-written Java program, all run-time errors can be managed by the program 

itself.       

 

5.7  DIFFERENT MODULES OF THE PACKAGE 

 
The FUZCEN software package has five basic modules mentioned as follows, with main 

package shown in Fig. 5.5; whereas one plug-in for assessment of accuracy developed by Kumar 

and Ghosh (2007) , has also been used separately for assessing the accuracy of the various soft 

classification approaches used in this study. 

 

i) File Module 

ii) Display Module 

iii) Signature Files Module 

iv) Classifiers Module 

v) Help Module 

 

5.7.1  DATA INPUT  MODULE OR FILE MODULE 

 

This module provides various options related to reading, display and saving of file operations. 

One of the unique aspects incorporated regarding reading of a file is that any number of bands in 

a file can be read simultaneously. Thus, high dimensionality data sets can be read and displayed 

on the screen. This system reads the input multi-spectral image in a generic file (Band 

Interleaved by Line) BIL format and extracts the rows/columns information from corresponding 

header file. As different remote sensing satellites have multi-spectral data in different bands as 

well as different rows/columns, the system dynamically allocates memory to its variables. The 

GUI of the main window of the package with input data file module is shown in Fig. 5.6. This 

module has three options, i.e., OPEN for opening a file, SAVE for saving file information and 

EXIT provides the way to leave the program.  
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Fig 5.5: The front window of FUZCEN package. 
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5.7.2  DISPLAY MODULE 

 

This module has three operations, namely, FCC for generation of false colour composite, 

ENHANCEMENT for linear enhancement, ZOOM IN AND ZOOM OUT for displaying 

image at different zoom factor. The FCC option allows the user to create a False Colour 

Composite, while Zoom in and Zoom out allows the user to enlarge or reduce the image view 

respectively. Both Zoom operations can also be performed with right mouse button, or 

alternately from the dropdown menu box. The enhancement function allows the user to carry out 

a simple linear enhancement in order to have a good contrast of the image, while collecting 

reference data information. As the mouse is moved over the displayed image, the row and 

column of that pixel is displayed. Fig 5.7 shows the GUI of DISPLAY module. 

 

 

 

Fig 5.6: The main window of the package with file module. 
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Fig 5.7: GUI of display module. 

 

5.7.3  SIGNATURE FILES MODULE 

 

This module allows the user to create of reference data, both pure and mixed in nature. The 

reference data can then be used for any of the ten sub-pixel classifiers as provided in FUZCEN 

package. The signature option, allows the user to collect pure reference pixels so that it can be 

used as an input by any of the sub-pixel classifiers provided in this package. Fig 5.8 shows the 

GUI for various options available for collecting pure signature data.  

 

 

Fig 5.8:  Sample training statistics for pure signatures 
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The ADD button allows the user to collect the training data for each class, one by one, by 

moving the mouse over the desired area or region. In this manner, more areas can be defined for 

the same class.  After all desired training sites for a class has been identified, the same is saved 

into a file by pressing the SAVE SIG button. This process is repeated for the other classes. Now 

the training data statistics can be computed by pressing the CAL STAT button. Fig 5.8 also 

shows the training statistics of various classes.  

 

 Further, amongst a number of A-norms available, three norms, namely, Euclidean, 

Diagonal and Mahalonobis norms, each induced by specific weight matrix have been 

incorporated in D-Matrix, V-C Matrix and D.V.C Matrix respectively. However, in this study 

only D-Matrix with value 1 has been used for the classification of satellite imagery. 

 

5.7.4  CLASSIFIER MODULE 

 

This module is the main module of this software package. It provides the options of classifying 

the input image on the basis of the training data sets described in Section 5.7.3. In this module 

three fuzzy set based soft classifiers namely FCM, PCM and NC, two entropy based hybrid with 

fuzzy and five contextual and entropy based soft hybrid classifiers has been incorporated. There 

is also an option for saving the membership values generated through sub-pixel classifier option 

using any ten combination of classification algorithms incorporated in the FUZCEN package. 

Sub-pixel classification option is shown in Fig. 5.9. As mentioned in Fig. 3.1, following 

classifiers from three different theories have been implemented in this study. 

 

i) Fuzzy set theory based soft classifier 

a) Fuzzy c-Means (FCM) classifier. 

b) Possibilistic c-Means (PCM) classifier. 

c) Noise Clustering (NC) classifier 

ii) Fuzzy Entropy based soft classifier 

a) FCM with entropy classifier. 

b) NC with entropy classifier. 

iii) Contextual and Entropy based soft classifiers. 

a) FCM with contextual classifier 
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b) PCM with contextual classifier 

c) NC with contextual classifier 

d) FCM with entropy with contextual classifier 

e) NC with entropy with contextual classifier 

 

 

Fig 5.9: The main classification window with different classification algorithm 

 

5.7.4.1  FUZZY SET BASED CLASSIFICATION METHOD 

 

The coding of FCM, PCM and NC classifier is based on the mathematical formulations given in 

Section 3.2.1, 3.2.2 and Section 3.2.3 of Chapter 3 respectively.  For the supervised mode of 

FCM, only A-norm and weighting exponent m are required. After getting these parameters, the 

iterative classification process starts until the least square error is minimized or the number of 

iteration is over. In supervised mode, the class membership and cluster centers are directly 

computed from Eq 3.2 and Eq 3.3 for pure training pixels respectively. In this study, FCM 

algorithms have been incorporated in supervised sub-pixel classification mode and training data 

has been incorporated as pure pixels using Euclidean weighted norm as shown in Fig. 5.10. The 

flow diagram of FCM classification algorithm is shown in Fig. 5.11. 
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 Fig 5.10: FCM, PCM and NC classifier using Euclidean weighted norm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.11: Flow chart of FCM classifier in supervised mode 
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 In PCM, it is also required to compute value of the parameter ηj (Eq 3.9). The value of ηj  

is computed from the training data in supervised mode. The sequence of operations to classify 

remote sensing images using PCM is shown in Fig. 5.10 and the flow diagram of PCM 

classification is shown in Fig. 5.12. 

 

 The dialog boxes for running supervised FCM and PCM classifier are shown in Fig 5.10. 

There are three options for selecting the norm i.e. D Matrix for Euclidean, V-C Matrix for 

Diagonal and D.V.C Matrix for Mahalonobis norms. Since, these classifiers are iterative in 

nature, so number of iterations, and weighting exponents and limiting error parameters are 

provided as an input parameter. To execute algorithm in supervised mode, three basic inputs are 

required i.e. number of classes, value of weighting exponent (m) and training data along with the 

input image file type. After receiving all these input parameters, the membership values are 

computed using Eq 3.1 and Eq 3.5 respectively for FCM and PCM classifiers.  

 

 While performing experimentation for FCM and FCM classifier, the value of weighting 

exponent or Fuzzifier (m) has been iterated between 1.0 to 4.0 with an increment of 0.1. The 

output has been recorded in form of fraction image for respective classes. On the basis of 

fraction images, membership values and accuracy indices are computed. The sequence of 

operation starts with the opening of a satellite image along with its signature data, after which the 

A-norm has to be selected; and the non-negative value of „m‟ are assigned in order to carry out 

FCM and PCM classification in supervised mode. 

In a nutshell, the supervised classification approach, where the analyst supervises the 

pixel categorization process by specifying, to the computer algorithm, numerical descriptors of 

the various lands cover types present in the scene. Representative samples are used to compile a 

numerical interpretation key that describes the spectral attributes for each feature type of interest. 

Each pixel in the data set is then compared numerically to each category in the interpretation key 

and labelled with the name of category it resembles. The final result is in the form a fraction 

image which is stored such that each pixel has a class assigned to it.  
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Fig. 5.12: Flow chart of PCM classifier in supervised mode 

 

 

Input Multi-Spectral image 

Pure Pixels in training stage 

Compute PCM Parameters 

For pixel i to N 

Calculate membership values 

Write class proportions to file 

End of image file 

Stop 

Compute nj 



Chapter: 5 Methodology and Details of Software Package Developed 

147 
 

Fig 5.10 shows the dialog box of executing supervised NC classifier. There are three 

options for selecting the norm i.e  A- norm is represented by D Matrix for Euclidean, V-C Matrix 

for Diagonal and D.V.C Matrix for Mahalonobis norms. Since, this classifier is also iterative in 

nature, so a number of iterations and fixed optimized value of weighting exponents, limiting 

error parameters are provided along with the value of spatial resolution parameter (δ) is specified 

in the input text box. To execute algorithm in supervised mode, three basic inputs are required 

i.e. number of classes, value of weighting exponent (m), spatial resolution parameter (δ)  and 

training statistics along with the input image file type. After receiving all these input parameters 

the membership values are computed using Eq 3.12 for NC classifiers.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.13: Flow chart of NC classifier in supervised mode 

START 

Initialize Cluster centre 

Assign each pixel to nearest cluster 

                       Centre  

Calculate means of a new cluster    

                     Centers  

Are 

Termination 

condition 
Satisfied 

Calculate Statistics 

STOP 

Set Cluster centers as a new 

Mean 

No 

Yes 



Fuzzy Hybrid Approaches for Soft Classification of Satellite Images 

 

148 
 

While executing NC classifier, a optimized value of weighting exponent or Fuzzifier (m) 

is provided as a first input parameter, after which the spatial resolution parameter (δ) is iterated 

between 1.0 to 10
6
 with an increment of 10. The output has been recorded in form of fraction 

image for respective classes of interest. On the basis of fraction images, membership values and 

accuracy indices are computed in order to optimize value of spatial resolution parameter (δ). The 

flow diagram of NC classification is shown in Fig. 5.13. 

 

5.7.4.2  FUZZY AND ENTROPY BASED CLASSIFICATION METHOD 

 

After pre-processing and training dataset collection, the AWiFS and LISS-III images are 

separately classified FCM with entropy and NC with entropy classifier. Later on the fraction 

images of both algorithms are validated with respect to soft reference dataset generated from 

finer resolution dataset. For accuracy assessment, different operators has been used as defined by 

Silván-Cárdenas and Wang (2008). All the three datasets AWiFS, LISS-III and LISS-IV are 

geometrically corrected with RMSE <1/3 of a pixel and resampled using nearest neighbour 

resample method at 60m, 20m and 5m spatial resolution, respectively to maintain the 

correspondence of a AWiFS pixel with specific number of LISS-III pixels (here 9 LISS III pixels 

correspond to one AWiFS pixel), while 144 LISS-IV pixels correspond to one AWiFS) with 

respect to sampling during accuracy assessment. Training data set was collected from the AWiFS 

imagery with reference to toposheet of the same area. For each of the six classes, 40 pixels were 

selected as sample according to 10n approach (Jensen, 1996) to train the classifiers. For accuracy 

assessment 100 pixels per class were randomly selected from corresponding classified and 

reference images, as Congalton (1991) recommended that number of samples for accuracy 

assessment should be large enough than that of training samples. The flow chart of FCM with 

entropy and NC with entropy classifiers is shown in Fig. 5.15. 

 

Fig 5.14 shows the dialog box shows for executing supervised NC with entropy and FCM 

with entropy classifier. Since, this classifier is also iterative in nature, so numbers of iterations, 

and an optimized value of resolution parameter (δ), limiting error parameters are provided along 

with the varying value of regularizing parameter (ν) as specified in an input text box. To execute 

algorithm in supervised mode three basic inputs are required i.e. number of classes, value of 

resolution parameter (δ), spatial regularizing parameter (ν) and training statistics along with the 
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input image file type. After receiving all these input parameters, the membership values are 

computed using Eq 3.19 and 3.23 for NC with entropy and FCM with entropy classifiers 

respectively.  

 

 

Fig 5.14: General working of FCM and NC with entropy classifier in FUZCEN package 

 

 

While carrying out classification using FCM with entropy and NC with entropy classifier 

the optimized value of weighting exponent or Fuzzifier (m) is provided thereafter the 

regularizing parameter (ν) is iterated between 1.0 to 10
9
 with an increment of 10. The output has 

been recorded in form of fraction image for respective classes of interest. On the basis of fraction 

images generated, membership values and accuracy indices are computed in order to decide the 

optimized value of regularizing parameter (ν) for FCM with entropy classifier. In case of NC 

with entropy the optimized value of resolution parameter (δ) has been provided as a first input. 
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Fig 5.15:  Flow chart of FCM and NC with entropy classifier  
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            METHOD 

 

To enhance the classification performance, contextual information is added in FCM, PCM, NC, 

NCWE and FCMWE classifier. In contextual and entropy based hybrid classification approach 

the optimized values of weighting exponent (m), spatial resolution parameter (δ) and regularizing 

parameter (ν) are provided as input parameters; after which experiments are conducted to further 

optimize initial (To) and final temperature (Tf), smoothness parameter (λ), weight for neighbours 
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(β) and interaction range parameter (γ) for FCM with contextual, PCM with contextual, NC with 

contextual, NC with entropy with contextual and FCM with entropy with contextual classifier. 

The classification approach using FUZCEN software package is shown in (Fig. 5.16).  

 

 

Fig. 5.16: General working model of contextual classifier in FUZCEN package 

 

To execute contextual based algorithms in supervised mode, three basic inputs are 

required i.e. the optimized values of weighting exponent (m), spatial resolution parameter (δ) and 

regularizing parameter (ν) are being used as an input parameter for FCM/PCM with contextual, 

NC with contextual and FCMWE/NCWE with contextual classifier respectively. In case of 

Smoothness prior, first optimize initial (To) and final temperature (Tf), smoothness parameter (λ), 

weight for neighbours (β) to classify the input image. However, in case of DA prior, first 

optimize initial (To) and final temperature (Tf), smoothness parameter (λ), and interaction range 

parameter (γ) to classify the image using FCM with contextual, PCM with contextual, NC with 

contextual, NC with entropy with contextual and FCM with entropy with contextual classifier. 

The flowchart of contextual approach is shown in Fig. 5.18. 
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Fig 5.17:  Dialog box with contextual classifier of output generation.   

 

To perform execution of various hybrid models with contextual, which in-turn is 

divided into two stream, first one is called Smoothness prior, wherein our objective is to 

optimize the initial and final temperature parameters (T0 and Tf) along with smoothness 

parameter (λ), weight for neighbours (β). Further, the experimentation has been 

performed for the following values of (λ) i.e. 0.1≤ λ≤1.0, with interval of 0.1 and weight 

for neighbours (β) has been tested between 0.5 up to 6.0, i.e. 0.5≤ β≤6.0. The another 

stream of contextual is called discontinuity prior model wherein four DA priors 

(H1,H2,H3,H4) have been tested and smoothness parameter (λ) along with interaction 

range parameter (γ) have been optimized. The range of (γ) is lying between 0 and 1, 

wherein classification experiment has been performed for the following range i.e. 0.1≤ γ 

≤1.0, to identify the optimized value of interaction range parameter (γ). 
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Fig 5.18:   Flow chart of contextual and entropy based hybrid classifiers 
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5.8  SUMMARY 

 

In this chapter, the overall methodologies of the work along with the execution model of various 

classification approaches are incorporated in this study have been provided. All hybrid 

approaches of soft classification has been executed using FUZCEN software package and results 

are obtained in form of class wise fraction images along with the text files which specifies all the 

accuracy indices of FERM and SCM. A complete data analysis and results of all the approaches 

incorporated in this study is provided in next chapter.   

 



 
 

CHAPTER 6 

 

DATA ANALYSIS AND RESULTS 

 

“Building Insight. Breaking Boundaries”-Elseiver 

6.1 INTRODUCTION 

 

In this chapter, a detailed discussion on the results obtained from various studies as outlined in 

Chapter 3 and Chapter 5 are given. The analytical investigations have been carried out on multi-

spectral remote sensing datasets as described in Chapter 4. All the analysis have been carried out 

using FUZCEN: Fuzzy Soft Classification incorporating Contextual, Entropy and Noise package 

as described in Chapter 5. To understand and demonstrate the efficiency and the capability of the 

Fuzzy based, Entropy based and Contextual based classification methods developed in this study, 

it is pertinent to perform the accuracy assessment and review the results. Therefore, as stated in 

Section 3.6of Chapter 3, various methods have been employed for the same. All the results 

obtained from different classifiers have been discussed as outlined below. Section 6.2, 6.3and 6.4 

describes the results obtained from Fuzzy set based classifiers i.e. FCM, PCM and NC 

respectively, while Section 6.5 and 6.6 describes the results of Fuzzy and Entropy based 

classifiers i.e. FCM with entropy, and NC with entropy. Section 6.7, 6.8, 6.9, 6.10 and 6.11 

describes contextual and entropy based classifiers i.e. FCM with contextual, PCM with 

contextual, NC with contextual, FCM with entropy with contextual and NC with entropy with 

contextual classification algorithms respectively. 

 

In this study, assessment of accuracy has been carried for all the classification results 

based upon fuzzy set theory, entropy theory and contextual. Since, there is no commercially 

available tool to assess the accuracy of the sub-pixel classified output. Thus a JAVA based in 

house tool FUZCEN has been used for classification and assessment of accuracy purpose. It 

works on the basis of random sampling approach. As per the Congalton's rule (1991), 75 to 100 

pixels per class have been considered while generating testing data. The fuzzy based accuracy 

measures used in this study namely FERM and SCM also follows the mean aggregation method 
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to bring the reference dataset at the same scale of classified datasets (Binaghi et al., 1999, Silvan 

and Wang, 2008). Once the reference dataset has been brought at the scale of classified images, 

different accuracy measurement techniques such as FERM and SCM have been used. In order to 

measure the uncertainty in the image classification, entropy method has been utilized.  

 

In a nutshell, the following fuzzy based accuracy measures namely FERM, SCM, MIN-

MIN, MIN-PROD, and MIN-LEAST operator has been used to assess the accuracy of fraction 

images derived from different hybrid classification approaches.  

 

6.2 RESULTS OF FUZZY C-MEAN (FCM) CLASSIFIER 

 

In this study, FCM is the first classifier which has been taken for consideration. It has been 

observed that the performance of the FCM classifier depends upon the value of the weighting 

exponent or Fuzzifier (m). To obtain the best result from this classifier, the optimization of m is 

important, since the value of m is directly related to class membership. For a good classification, 

the membership value of a particular class should be high while its corresponding entropy value 

be minimum. In order to determine the optimum value of weighting exponent m the following 

measures have been adopted: 

 

i) Class membership based upon mathematical formulation of FCM. 

ii) Producer‟s accuracy has been computed to determine the class based optimized value 

for classification. 

iii) Image to image assessment of accuracy for soft classification using FERM, SCM, 

MIN-MIN, MIN-LEAST and Entropy techniques.  

 

6.2.1 CLASS MEMBERSHIP OF FCM CLASSIFIER 

 

Fig. 6.1 (a), (b) & (c) shows the variation of weighting exponent m with class 

membership for  different classes such as agriculture, sal  forest, eucalyptus plantation, barren 

land, moist land and water body of IRS-P6 for AWIFS, LISS-III and LISS-IV dataset 
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respectively. For all the three datasets, class membership has been generated for the different 

values of m ranging from 1.1 to 4.0 at an interval of 0.1. The class membership values of a pixel 

denote the class proportions, which in turn may represent the soft classified output for a pixel. It 

has been observed from the Fig. 6.1 (a), (b) &(c) that for m =1.8 to 3.2, the class membership lies 

between 0.80 to 0.99. According to Pal and Bezdek (1995) and Chen and Lee (2001), the value 

of m should be in between 1.3 to 2.5. 

 

The class membership „μ‟ increases till m=2.5, and thereafter the membership value starts 

to decrease or almost becomes constant {Fig. 6.1(a), (b), (c)}. Thus, as per class membership, the 

optimum value of m for FCM lies within the range of 1.8 to 3.2 for AWiFS, LISS-III and LISS-

IV datasets. However, in this study, the optimization of a parameter for the classification would 

be analyzed and verified via entropy method and the classification performance is assessed using 

sub-pixel accuracy indices such as FERM, SCM, MIN-MIN, MIN-LEAST and Fuzzy Kappa 

coefficient. 

 

 

Fig. 6.1(a) Class membership for FCM classifier using AWiFS dataset 
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Fig. 6.1(b) Class membership for FCM classifier using LISS-III dataset 

 

 

Fig. 6.1(c) Class membership for FCM classifier using LISS-IV datasets 
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6.2.2 ENTROPY OF FCM CLASSIFIER 

 

Generally, the accuracy of classified images are measured by accuracy indices. However, in this 

study, generation of reference data for LISS-IV image was not possible due to unavailability of 

higher resolution image for the study area. In such cases, entropy can be used as an absolute 

measure of an uncertainty (Dehghan and Ghassemian, 2006). The entropy of a classified fraction 

images can be computed by using Eq 3.85. For a better classified output, the entropy should be 

low or reaches up-to the level of saturation or starts to decrease at the optimized point. As shown 

in Fig. 6.2 (a), (b) and (c), the computed entropy of FCM classifier for homogenous and 

heterogeneous land cover classes   lies between the range of [0,3]. This indicates that the 

information of uncertainty is not exceeding more than 3%. Measuring the spatial statistics of a 

satellite image using  entropy, for six land cover classes can be obtained by using Eq 3.85 i. e. 

6*(-1/6*log21/6)=2.585 (Stein et al., 2002).  

 

 

 

Fig. 6.2 (a): Entropy for FCM classifier using AWiFS dataset 
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This states that if the computed entropy values of classified image are lying within this 

range; then this indicates a better classification results with minimum uncertainty. It has been 

observed from Fig. 6.3 (a), (b) and (c) that for m=1.8 to 2.9 either the entropy value is low or it 

reaches up-to the level of saturation. This indicates that within this specified range of m the 

uncertainty is in its lower range. However, for initial m values for m=1.1 to 1.6 the entropy value 

is close to zero which implies that classified results are crisp, thereafter it starts to soften. 

 

 

Fig. 6.2 (b): Entropy for FCM classifier using LISS-III dataset 

 

 

Fig. 6.2 (c): Entropy for FCM classifier using LISS-IV dataset 
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6.2.3 PRODUCER’S ACCURACY OF FCM CLASSIFIER 

 

To determine the accuracy of individual classes Producer‟s Accuracy (PA) has been computed 

for FCM classifier {Fig. 6.3 (a) and (b)}.  In this case, AWiFS image have been used for 

classification, while LISS-III and LISS-IV images are used as a reference image to determine the 

Producer Accuracy.  It is observed that for m=2.4 to 2.6, FCM classifier produces highest 

accuracy for all six land cover classes present in the image.   

 

Fig. 6.3(a): Producer‟s accuracy of FCM classifier for AWiFS dataset using LISS-III as 

reference dataset. 

 

 

Fig. 6.3(b): Producer‟s accuracy of FCM classifier for AWiFS dataset using LISS-IV as 

reference dataset. 
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6.2.4 CLASS WISE PARAMETER OPTIMIZATION OF FCM CLASSIFIER 

 

On the basis of highest class membership, lower entropy and highest producers accuracy 

produced by classified imagery, class wise optimized values of weighting exponent m have been 

shown in Table 6.1. It is observed that irrespective of datasets, the optimized value of m for 

agriculture, sal forest, eucalyptus plantation, barren land, moist land and water body is 2.0, 2.1, 

2.3, 2.2, 1.9 and 1.8 respectively.  

 

Table 6.1: Class wise parameter optimization of weighting exponent (m) for FCM on the 

basis of class membership/Entropy and Producer‟s accuracy. 

Class Class membership Entropy  Producer‟s 

accuracy 

Optimized 

Mean 

Value 
AWiFS LISS-

III 

LISS-

IV 

AWiFS LISS-

III 

LISS-

IV 

AWiFS-

LISS-III 

AWiFS-

LISS-

IV 

Agriculture 2.6 2.0 1.6 1.6 1.6 1.6 2.4 2.5 2.0 

Sal Forest 2.6 1.7 1.5 2.4 1.6 2.0 2.4 2.5 2.1 

Eucalyptus 

plantation 

2.6 2.5 2.2 2.3 2.0 1.8 2.4 2.5 2.3 

Barren land 2.6 2.0 2.3 1.5 1.5 2.1 2.4 2.5 2.2 

Moist land 2.5 1.6 1.1 1.2 1.3 2.1 2.4 2.5 1.9 

Water body 2.5 1.6 1.4 2.0 2.1 2.0 1.2 2.0 1.8 

 

6.2.5 GENERALIZED PARAMETER OPTIMIZATION OF FCM  

CLASSIFIER 

 

To resolve the sub-pixel area allocation problem, Sub-pixel Confusion Uncertainty Matrix 

(SCM) has been introduced. The FCM classification algorithm has been used in supervised mode 

along with the Euclidian weighted norm to classify the remote sensing imagery. Results of the 
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Overall Accuracy of FCM classifier using LISS-III as reference data is shown in Fig. 6.4 (a). It is 

found that for m=2.6, all the accuracy measures yield a minimum of 85% accuracy. Further, 

MIN-LEAST operator achieves the threshold criterion of 85% for m=1.8.  

 

 

Fig. 6.4(a): Overall accuracy of FCM classifier for AWiFS dataset using LISS-III as reference 

dataset. 

 

 

Fig. 6.4(b): Overall accuracy of FCM classifier for AWiFS data using LISS-IV as reference 

dataset. 
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The Overall Accuracy of AWiFS using LISS-IV as reference data is shown in Fig. 6.4 

(b). It is observed that for m=3.5, all the accuracy measures yield a minimum of 85% accuracy. 

However, MIN-LEAST operator achieves the threshold criterion of 85% for m=2.1. 

From Fig. 6.4 (a) and (b), the range of weighting exponent (m) varies from 1.8 to 3.5 

corresponding to threshold criterion of 85%. Therefore, in order to determine a single optimized 

value for all class and independent of dataset, Chen et al. (2010), have proposed Fuzzy Kappa 

coefficient. The advantage of using this measure of accuracy is that overall accuracy and Fuzzy 

Kappa coefficient are less affected by distribution of error among classes. The Fuzzy Kappa 

coefficient values have been computed for SCM, MIN-MIN and MIN-LEAST operator.  

The Fuzzy Kappa coefficient value of AWiFS image using LISS-III as reference data is 

shown in Fig. 6.5 (a). It is observed that for m=3.4, Fuzzy Kappa coefficient of SCM, MIN-MIN 

and MIN-LEAST operator yield a desired value 0.85. However, MIN-LEAST operator achieves 

the threshold criterion of 0.85 for m=2.0.  Further, it is observed from Fig. 6.5 (b) that for m=3.4, 

Fuzzy Kappa coefficient for all SCM, MIN-MIN and MIN-LEAST operators yield a desired 

value 0.85  while MIN-LEAST operator achieves this for m = 2.5. 

On the basis of Overall Accuracy and Fuzzy Kappa values, it is observed that it is 

difficult to state a single value for the optimized parameter (m). Thus, to resolve this situation, it 

may be advisable to compare uncertainty values of AWiFS using LISS-III and LISS-IV datasets.  

 

Fig. 6.5(a): Fuzzy Kappa of FCM classifier using AWiFS dataset and LISS-III as reference 

dataset 

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1
.1

1
.2

1
.3

1
.4

1
.5

1
.6

1
.7

1
.8

1
.9 2

2
.1

2
.2

2
.3

2
.4

2
.5

2
.6

2
.7

2
.8

2
.9 3

3
.1

3
.2

3
.3

3
.4

3
.5

3
.6

3
.7

3
.8

3
.9 4

F
u
zz

y 
K

ap
p
a 

C
o
ef

ic
ie

n
t

Weighting exponent m

Fuzzy Kappa Coefficient

Fuzzy Kappa Coefficient(MIN-MIN)

Fuzzy Kappa Coefficient(MIN-LEAST)



Chapter: 6 Data Analysis and Results 

165 
 

 

Fig. 6.5(b): Fuzzy Kappa of FCM classifier using AWiFS dataset and LISS-IV as reference 

dataset 

  

From Fig. 6.6, it is found that classification uncertainty does not exceed beyond 6%, for 

all values of m ranging from 1.1 to 4.0. However, this is minimum for m=2.4. This indicates that 

the uncertainty measures of SCM, MIN-MIN and MIN-LEAST are able to distinguish between 

sub-pixel classifications having distinct error distributions, even though the overall accuracy is 

same.  

 

The uncertainty associated with Overall accuracy signifies that the uncertainty proportion 

lies in the classified imagery. The uncertainty values also indicate the consistency amongst 

classified output. This can be seen in Fig. 6.6, where the value of weighting exponent m reaches 

to 2.1, the SCM uncertainty starts  to decrease and that for optimized value of m =2.4, it reaches 

to its minimum level. This correlates the degree of mathematical correspondence between overall 

accuracy and Fuzzy Kappa coefficient (Chen, 2010).  
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Fig. 6.6: SCM uncertainty of FCM classifier  

 

Table 6.2 shows all the accuracy measures for the optimized value of weighting exponent 

m=2.4, where AWiFS image has been used as the classified image and LISS-IV image has been 

used as reference image. The Fuzzy Overall Accuracy, FERM, SCM, MIN-PROD, MIN-MIN, 

and MIN-LEAST of all classes are 81.45%, 83.54%, 82.41%, 77.87% and 87.87% respectively.  

It is observed that when LISS-III and LISS-IV data is used as reference data to classify AWiFS 

data, the trends of Overall Accuracy is more or less similar {Fig. 6.4(a) and (b)}. This indicates 

that an appropriate classification has been performed. It further strengthens the fact that FERM 

and SCM are suitable measures of assessment of accuracy of soft classification using soft 

reference data. Thus, the optimum value of m may be fixed as 2.4 for classification using FCM 

classifier. Further, when LISS-IV image is used as a reference image, the overall accuracy using 

MIN-LEAST increases by 0.44%, while uncertainty almost reduces by 1%. Thus, the 

classification trend shown by all the measures are of similar nature when LISS-III data is used as 

reference. It is also observed that amongst all measures of accuracy MIN-LEAST operator is 

found to be more suitable to assess the accuracy of FCM classifier.   
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Table 6.2: Accuracy values for optimized value of m=2.4 for FCM classifier of AWiFS data with 

LISS-IV as reference data 

Land-Use Classes Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy User’s accuracy (%) 

Agriculture  79.87 81.82±5.10 80.17 75.84 83.85 

Sal forest 86.71 87.61 ±6.0 87.30 83.35 91.65 

Eucalyptus 

plantation 

90.16 93.03±1.92 92.51 89.56 91.86 

Barren Land 68.56 70.90±17.35 70.49 57.94 92.20 

Moist Land 61.19 63.21±7.72 60.74 51.90 72.46 

Water Body 93.56 94.60±1.03 94.74 94.93 96.77 

Fuzzy Producer’s accuracy (%) 

Agriculture  87.52 88.90±4.90 89.14 83.44 93.11 

Sal forest 87.45 89.42±3.0 89.51 84.07 92.06 

Eucalyptus 

plantation 

77.28 73.25±6.11 71.39 67.95 79.01 

Barren Land 82.03 84.97±10.41 82.14 77.01 92.10 

Moist Land 92.64 93.14±4.31 93.01 91.75 94.20 

Water Body 77.26 83.26±9.60 78.21 74.95 87.61 

Fuzzy Overall 

Accuracy (%) 

81.45 83.54±5.83 82.41 77.87 87.87 

Fuzzy Kappa - 0.79±0.07 0.78 0.72 0.84 

 

Fig. 6.7 shows the classified fraction images of AWiFS datasets for the optimized value 

of m = 2.4, generated by FCM classifier. The derived fraction images matches closely with the 

reference data for all classes. These images also show that the classes like agriculture, sal forest, 

barren land and water bodies have been correctly identified using FCM approach. The visual 

interpretation of classified fraction images have further strengthen the belief that soft 

classification technique is able to resolve the problem of mixed pixel.   
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Fig. 6.7: FCM classification output of AWiFS image 

 

6.3 RESULTS OF POSSIBILISTIC C-MEAN (PCM) CLASSIFIER 

 

The main motivation behind the use of PCM relates to the relaxation of the probabilistic 

constraint of FCM (Eq 3.4). Therefore, one additional term called the regularizing term is added 

to form the objective function of PCM (Eq 3.5). The degree of fuzziness in the FCM and PCM 

classifier is controlled by a parameter m known as the weighting exponent. In past one decade, 

many attempts have been made to fix the value of m for these classifiers. Shalan et al. (2003) 

have suggested a value of 2.0 for m to produce the most accurate fuzzy classification. On the 

other hand, Ibrahim et al. (2005) suggested, that m has a fixed value of 2.3 and 2.2 for FCM and 

PCM respectively. However, all these analyses do not cater to all the dimensions of parameter 

optimization, where the analysis is based upon hard classification and accuracy using FERM 

only. In this study, the assessment of accuracy has been done using FERM, SCM along with 

entropy.  
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6.3.1 CLASS MEMBERSHIP OF PCM CLASSIFIER 

 

Fig. 6.8 (a), (b) and (c) shows the variation of the weighting exponent m with class membership 

of different classes using AWIFS, LISS-III and LISS-IV datasets respectively. For all the three 

datasets, class membership has been generated for the different values of weighting exponent m 

ranging from 1.1 to 4.0 at an interval of 0.1. The class membership values of a pixel denote the 

class proportions, which in turn may represent the soft classified output for a pixel. It has been 

observed from Fig. 6.8 (a), (b) and (c), that for m =1.5 to 2.6, the class membership values lies 

between 0.85 to 0.99 for homogenous classes like agriculture, sal  forest, and eucalyptus 

plantation, whereas, for heterogeneous classes barren land, moist land and water body, the class 

membership lies between 0.75 to 0.99. However, it has been observed that for both categories of 

classes produced highest class membership for m =2.2 to 2.4 with almost stable entropy values 

ranging between 1.0 to 2.0 {Fig. 6.9 (a), (b) and (c)}.  

 

PCM classifier takes care of both i.e., class membership or relative typicalities and 

possibilities or absolute typicalities, for correct interpretation of a classified fraction image. 

Unlike FCM classifier, membership generated by PCM would be interpreted as “degree of 

belongingness” instead of “degree of sharing”. To optimize the value of m, a number of 

iterations have been conducted by varying m from 1.1 to 4.0. The class membership μ is higher 

till m=2.4, and thereafter membership starts to decrease or becomes almost constant {Fig. 6.8(a) 

(b) and (c)}. Thus, as per the analysis of class membership, the optimum value of m for PCM has 

been identified between 2.2 to 2.4. However, the optimization of a parameter for the 

classification would be further analyzed and verified via entropy method and the classification 

performance assessed using Sub-pixel accuracy indices such as Producer‟s Accuracy, FERM, 

SCM, MIN-MIN, MIN-LEAST and Fuzzy Kappa coefficient. 
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Fig. 6.8(a): Class membership for PCM classifier using AWiFS dataset. 

 

 

Fig. 6.8(b): Class membership for PCM classifier using LISS-III dataset. 
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Fig. 6.8(c): Class membership for PCM classifier using LISS-IV dataset. 

 

6.3.2 ENTROPY OF PCM CLASSIFIER 

 

Fig. 6.9 (a), (b) and (c) shows the entropy of PCM classifier for agriculture, sal forest, eucalyptus 

plantation, barren land, moist land and water body. The entropy values for these land cover 

classes lie between a close interval range of [0, 3]. This indicates that if the computed entropy 

values of classified images are lying within this range; then the classification results have been 

obtained with minimum uncertainty. Further, it has been observed that for m=2.2 to 2.4 either the 

entropy value is low or it reaches up-to the level of saturation.  Low entropy or saturated entropy 

it indicates better performance of the classifier.  

 

From Fig.6.9 (a), (b) and (c) for m=2.2 to 2.4, the membership of all classes are high and 

the entropy criterion is not at the lowest level. This phenomenon occurs because the other class 

membership is also high for same pixel position. This indicates that classifier has correctly 

labeled the pixel to a class; simultaneously it also indicates the presence of another class.   
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Fig. 6.9(a): Entropy for PCM classifier using AWiFS dataset 

 

 

Fig. 6.9(b): Entropy for PCM classifier using LISS-III dataset 
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Fig. 6.9(c): Entropy for PCM classifier using LISS-IV dataset 

 

6.3.3 PRODUCER’S ACCURACY OF PCM CLASSIFIER 

 

To assess the accuracy of individual classes, Producer‟s Accuracy has been computed for PCM 

classifier {Fig. 6.10 (a) and (b)}.  To determine Producer‟s Accuracy, AWiFS image has been 

used for classification while LISS-III and LISS-IV images are used as reference image. It has 

been observed that while classifying AWiFS with LISS-III reference dataset, the optimized value 

of m=2.2 is obtained, while the optimized value of m, is 2.4 when LISS-IV dataset are being used 

as a reference.  For these values of m, a threshold criterion of 85% accuracy for MIN-PROD 

operator is also achieved. 

 

0

0.5

1

1.5

2

2.5

3

3.5

1
.1

1
.2

1
.3

1
.4

1
.5

1
.6

1
.7

1
.8

1
.9 2

2
.1

2
.2

2
.3

2
.4

2
.5

2
.6

2
.7

2
.8

2
.9 3

3
.1

3
.2

3
.3

3
.4

3
.5

3
.6

3
.7

3
.8

3
.9 4

E
n

tr
o
p
y

Weighting exponent m

Agriculture

Sal Forest

Eucalyptus Plantation

Barren Land

Moist Land

Water Body



Fuzzy Hybrid Approaches for Soft Classification of Satellite Images 

 

174 
 

 

Fig. 6.10(a): Producer‟s accuracy of PCM classifier for AWiFS dataset using LISS-III as 

reference dataset. 

 

 

Fig. 6.10(b): Producer‟s accuracy of PCM classifier for AWiFS dataset using LISS-IV as 

reference dataset. 
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6.3.4 CLASSWISE PARAMETER OPTIMIZATION OF PCM CLASSIFIER 

 

On the basis of class membership, entropy and Producer‟s Accuracy  of the classified imagery, 

class wise optimized values of weighting exponent (m) has been shown in Table 6.3. This value 

of m has been stated for each class where class membership and Producer‟s Accuracy is high and 

entropy is up to the level of saturation. It has been observed that irrespective of dataset m=2.1 

have been found to be more suitable to classify agriculture. For barren land, moist land and water 

body m=2.2 yield good classification while for sal forest, and eucalyptus plantation m=2.3 gives 

the best result.  

 

Table 6.3: Class wise parameter optimization of weighting exponent (m) for PCM 

classifier 

Class Class membership Entropy  Producer‟s 

accuracy 

Optimized 

Mean Value 

AWiFS LISS-

III 

LISS-

IV 

AWiFS LISS-

III 

LISS-

IV 

AWiFS-

LISS-III 

AWiFS-

LISS-IV 

Agriculture 2.2 2.0 1.7 2.2 2.1 2.2 2.2 2.4 2.1 

Sal Forest 2.2 2.0 2.2 2.3 2.5 2.6 2.2 2.4 2.3 

Eucalyptus 

plantation 

2.2 2.2 2.3 2.4 2.4 2.4 2.2 2.4 2.3 

Barren land 2.2 2.1 2.0 2.6 2.1 2.6 2.2 2.4 2.2 

Moist land 2.2 1.9 1.3 2.5 2.6 2.7 2.2 2.4 2.2 

Water body 1.9 1.7 1.7 2.4 2.7 2.7 2.2 2.4 2.2 
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6.3.5 GENERALIZED PARAMETER OPTIMIZATION OF PCM  

CLASSIFIER 

 

One of the major concerns is to verify the correctness and certainty of the information in a 

classified imagery. The PCM classification algorithm has been used in supervised mode along 

with the Euclidian weighted norm to classify the remote sensing imagery. Results of PCM 

classifier is shown in Fig. 6.11 (a) and (b).  In comparison with FCM, PCM relaxes the unity 

norm of class membership which helps to mitigate the effect of uncertainty. 

 

 Fig. 6.11 (a) and (b) shows that for values of weighting exponent m ranging from 1.1 to 

4.0, the Overall accuracy, FERM, and MIN-MIN are varying between 60% to 92% in both cases, 

where AWiFS dataset is used for classification and LISS-III/LISS-IV dataset is used as a 

reference image. However, SCM and MIN-LEAST operator indicates lower accuracy. The SCM 

accuracy is ranging between 30% to 55% for all classes, where the accuracy of MIN-LEAST is 

ranging between 5% to 15%. The overall accuracy as computed by FERM and MIN-MIN 

operator is consistent with PCM, wherein SCM and MIN-LEAST results of PCM classifier do 

not show similar pattern like in FCM. The MIN-LEAST is a new operator; introduced by Silavn 

(2008), measures the minimum possible sub-pixel overlap between two classes. So, the basic 

reason of its lower accuracy is that, it is not able to minimize the class overlap problems of 

homogenous and heterogeneous groups. It produces a higher accuracy in case of perfect 

matching case only. However, sub-pixel area from the reference and classified datasets are 

generally underestimated by marginal totals. 

 

In the process of identifying the optimized value of weighting exponent m, all these 

accuracy measures has been analyzed for all six classes selected for this study and it is found 

that, for m = 2.2 to 2.8 produces highest accuracy for all classes whenever, AWiFS image has 

been used for classification and LISS-III/LISS-IV image is used as a reference image.  
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Fig. 6.11(a): Overall accuracy of PCM classifier for AWiFS dataset using LISS-III as reference 

dataset 

 

 

 

Fig. 6.11(b): Overall accuracy of PCM classifier for AWiFS dataset using LISS-IV as reference 

dataset 

 

0

10

20

30

40

50

60

70

80

90

100

1
.1

1
.2

1
.3

1
.4

1
.5

1
.6

1
.7

1
.8

1
.9 2

2
.1

2
.2

2
.3

2
.4

2
.5

2
.6

2
.7

2
.8

2
.9 3

3
.1

3
.2

3
.3

3
.4

3
.5

3
.6

3
.7

3
.8

3
.9 4

O
v
er

al
l 
A

cc
u
ra

cy
 (

%
)

Weighting exponent m

FERM

SCM

Overall-Accuracy(MIN-MIN)

Overall-Accuracy(MIN-LEAST)

0

10

20

30

40

50

60

70

80

90

100

1
.1

1
.2

1
.3

1
.4

1
.5

1
.6

1
.7

1
.8

1
.9 2

2
.1

2
.2

2
.3

2
.4

2
.5

2
.6

2
.7

2
.8

2
.9 3

3
.1

3
.2

3
.3

3
.4

3
.5

3
.6

3
.7

3
.8

3
.9 4

O
v
er

al
l 
A

cc
u

ra
cy

 (
%

)

Weighting exponent m

FERM

SCM

Overall-Accuracy(MIN-MIN)

Overall-Accuracy(MIN-LEAST)



Fuzzy Hybrid Approaches for Soft Classification of Satellite Images 

 

178 
 

The Overall Accuracy (FERM and MIN-MIN) and class membership of PCM classifier 

increases till the value of m up to 2.8 and thereafter either it decreases or become stable as shown 

in Fig. 6.8 (a), (b) and (c). At this point entropy values are also becomes stable for certain 

classes, as shown in Fig.6.9 (a), (b) and (c).  Therefore, in order to determine a single optimized 

value for all classes and independent of dataset Fuzzy Kappa coefficient have been used for 

PCM classifier.   

 

 Fig. 6.12 (a) and (b) shows that the value of Fuzzy Kappa coefficient is greater than 0.80 

for SCM approach and is of increasing nature. This signifies that the classification performed 

using PCM classifier is consistent with respect to classified image and reference image. 

However, for MIN-LEAST, it is on the lower side as shown in Fig. {6.12 (a) and (b)}. The 

Overall Accuracy and Fuzzy Kappa coefficient shows similar trends, which indicates 

appropriateness in classification. However, the Fuzzy Kappa values for MIN-LEAST operator do 

not produce very high values, due to intermixing of class at boundary points. It has also been 

observed that MIN-LEAST operator is not suitable to assess the accuracy of PCM.  

 

 

Fig. 6.12(a): Fuzzy Kappa of PCM classifier using AWiFS dataset and LISS-III as reference 
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Fig. 6.12(b): Fuzzy Kappa of PCM classifier using AWiFS dataset and LISS-IV as reference 

 

 

 

Fig. 6.13: SCM uncertainty of PCM classifier  
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From Fig. 6.13, it is observed that classification uncertainty is not exceeding beyond 22% 

for all the values of m ranging from 1.1 to 4.0. However, this produces minimum uncertainty 

value for m =2.2.  From Fig. 6.8 (a), (b) and (c) and Fig. 6.13, it is observed that lower 

uncertainty of an index indicates that the center value is useful for classification. In a nutshell, 

the accuracy-uncertainty index has the capability to identify the distribution of error, even in the 

case when the entire operator has same overall accuracy. In this study, the uncertainty 

acceptability criterion of 5% has been followed and for optimized values of m, it is around less 

than 1% for both category of classification. 

 

Table 6.4 shows all the accuracy measures for the optimized value of weighting exponent 

m=2.2, where AWiFS image has been used as a classified image and LISS-III image has been 

used a reference image. This output reflects that the user‟s accuracy for agriculture, sal forest, 

eucalyptus plantation, moist land, and water body is higher and reaches up to the level of 95%. 

This indicates that the error of omission and error of commission is less. The Fuzzy overall 

accuracy, FERM, SCM, MIN-PROD, MIN-MIN, and MIN-LEAST of all classes are 88.71%, 

48.80%, 93.98%, 90.87% and 6.05% respectively. From Table 6.5, it is observed that composite 

MIN-LEAST operator is not found suitable to assess the accuracy of PCM classifier, because it 

does not follow the unity constraint like FCM. As per the obtained results, the FERM, and MIN-

MIN accuracy measures fulfills the accuracy acceptability criterion of 85% for optimized value 

of m. However, other measures like SCM and MIN-LEAST are not found suitable to assess the 

classification accuracy based upon PCM classifier.  

 

Fig. 6.14 shows the fraction images of AWiFS dataset for optimized weighting exponent 

(m). After examining the fraction images generated by PCM classifier, it is found that water 

body has been identified clearly. On the other hand, sal forest and eucalyptus plantation have a 

significant amount of merging at the boundary of each other. In case of agriculture land, merging 

with sal forest and eucalyptus plantation is observed. This indicates that, in this image has a high 

extent of inter-grade phenomena existing. 

 

For the initial values of weighting exponent m, its class membership is not very high 

(0.55), but with the increase in value of m i.e. at 1.6 the class membership starts to increase. 
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Further, for m= 2.2, all the accuracy measures yield highest values with low uncertainty {see Fig. 

6.8(a), (b) and (c) and Fig. 6.11(a), (b) and (c)}. This result has also been verified using Entropy 

and Producer‟s Accuracy as shown in Fig.  6.9 (a), (b) and (c) and 6.10 (a) and (b).   

 

Table 6.4: accuracy values for optimized value of m=2.2 for PCM classification of AWiFS data 

with LISS-III as a reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  94.59 50.70±1.12 97.17 93.07 8.08 

Sal forest 94.09 50.24±2.32 97.06 92.39 7.55 

Eucalyptus 

plantation 

91.13 49.56±2.81 97.30 91.52 6.96 

Barren Land 93.69 44.81±1.51 95.95 82.56 4.39 

Moist Land 95.40 49.69±3.65 94.93 90.51 6.65 

Water Body 98.29 46.21±1.78 92.21 94.24 2.39 

Fuzzy producer’s accuracy (%) 

Agriculture  89.67 50.73±2.72 90.40 93.51 8.03 

Sal forest 89.30 50.38±2.12 91.65 93.32 7.54 

Eucalyptus 

plantation 

86.65 49.34±2.71 92.54 90.91 6.94 

Barren Land 94.50 49.90±1.37 92.30 91.54 4.51 

Moist Land 87.81 48.09±3.65 94.06 87.86 6.55 

Water Body 82.49 40.53±1.77 91.61 83.06 2.39 

Fuzzy overall 

accuracy (%) 

88.71 48.80±3.47 93.98 90.87 6.05 

Fuzzy Kappa - 0.37±0.07 0.87 0.88 0.12 
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Fig. 6.14: PCM classification output of AWiFS image 

  

 In a nutshell, it is observed that m=2.2, can be used as a generalized optimized value for 

the classification irrespective of dataset. However,   for a particular class m=2.1 may be use to 

classify agriculture. For barren land, moist land and water body m=2.2 yield good classification 

while for sal forest, and eucalyptus plantation m=2.3 gives the best result.  

 

6.4 RESULTS OF NOISE CLUSTERING (NC) CLASSIFIER 

 

The basic aim of NC classifier is to assess the suitability of noise clustering based algorithm for 

sub-pixel classification. Depending upon the type of satellite data used, there is a problem of 

mixed pixel, where more than one information class is present within a pixel. In order to resolve 

such situations, NC classifier has been used to overcome the problem of noisy data points. The 

classifier has been formulated in such a manner so that it can extract a multiple land cover class 

at a time, at sub-pixel level. The performance of NC classifier is dependent upon the optimized 

value of weighting exponent (m) and varying value of resolution parameter (δ). The optimized 

value of weighting exponent m is class dependent, while resolution parameter δ is dependent 

upon the class characteristic, yet both are interdependent to perform the classification using NC 
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classifier. Here, a fixed value of m=2.4 has been used while varying the values of δ.  Resolution 

parameter δ is a fixed parameter (0 ) which controls the distance between the feature 

vectors from the central point of the line of cluster. 

 

6.4.1 CLASS MEMBERSHIP OF NC CLASSIFIER 

 

Fig. 6.15 (a), (b) and (c) shows the variation of the resolution parameter δ with class membership 

of  different classes such as agriculture, sal forest, eucalyptus plantation, barren land, moist land 

and water body for AWIFS, LISS-III and LISS-IV dataset respectively. For all three datasets, 

class membership has been generated for the different values of δ ranging from 1.0 to 10
9
at an 

interval of log 1010. The class membership value of a pixel denotes the class proportions, which 

in turn represents the soft classified output for a pixel. From the Fig. 6.15 (a), (b) and (c), it is 

observed that for δ =10
5
, the class membership (μ) lies between 0.78 to 0.98 for all classes. 

 

 The class membership μ increases till δ=10
5
, and thereafter the membership value starts 

to decrease or almost becomes constant {Fig. 6.15(a), (b) and (c)}. Thus, as per class 

membership, the optimum value of δ for NC classification has been fixed as10
5
. However, the 

optimization of a resolution parameter δ would be analyzed and verified using entropy method 

and the classifier performance is tested by using Sub-pixel accuracy indices such as FERM, 

SCM, MIN-MIN, MIN-LEAST and Fuzzy Kappa coefficient along with their associated 

uncertainty. 
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Fig. 6.15(a): Class membership for NC classifier using AWiFS datasets.  

 

 

Fig. 6.15(b): Class membership for NC classifier using LISS-III datasets.  
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Fig. 6.15(c): Class membership for NC classifier using LISS-IV datasets.  

 

6.4.2 ENTROPY OF NC CLASSIFIER 

 

The assessment of uncertainty in classified results is important and necessary to evaluate the 

classifier performance. For a better classified output, the entropy should be low or it reaches up-

to the level of saturation or starts to decrease after at certain points (Dehghan and Ghassemian, 

2006). As shown in Fig. 6.16 (a), (b) and (c), the computed entropy for AWiFS, LISS-III and 

LISS-IV fraction images of NC classifier for all six land cover classes  lies between the specified 

range of [0,3]. Measuring the spectral uncertainty of a classified satellite image using an entropy, 

of six land cover classes can be computed using Eq 3.85 i. e. 6*(-1/6*log21/6)=2.585 (Stein et 

al., 2002). This states that if the computed entropy value of classified fraction image is lying 

within this range then this indicates a better classification results with minimum uncertainty. 

 

Further, it has been observed from Fig. 6.16 (a), (b) and (c) that at δ=10
5
, the entropy 

values for all classes are low. For this optimized value of δ, the class membership is high i.e. up 

to 94% and the computed entropy is between 0.6 to 1.0. This trend indicates that the uncertainty 

in classified results is low. Entropy has been used as assessment parameter of accuracy for 

various land cover classes i.e. agriculture, sal forest, eucalyptus plantation, barren land, moist 

land and water body. In a nutshell, it can be stated that this study on spatial variation has 
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identified that total uncertainty has not exceeded the referential value (2.585) for six classes. This 

mathematical model of entropy computation is used as an absolute indicator of measuring 

uncertainty without using any ground reference data.   

 

 

Fig. 6.16(a): Entropy for NC classifier using AWiFS dataset 

 

 

Fig. 6.16(b): Entropy for NC classifier using LISS-III dataset 
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Fig. 6.16(c): Entropy for NC classifier using LISS-IV dataset 

 

6.4.3 PRODUCER’S ACCURACY OF NC CLASSIFIER 

 

To determine the accuracy of individual classes, Producer‟s Accuracy (PA) has been computed 

for NC classifier {Fig. 6.17 (a) and (b)}.  AWiFS image has been used for classification while 

LISS-III and LISS-IV images are used as a reference image to determine the Producer Accuracy. 

It is observed that while for δ=10
5
, NC classifier produces highest accuracy for all six land cover 

classes present in the image.   

 

Fig. 6.17(a): Producer‟s accuracy of NC classifier for AWiFS dataset using LISS-III as reference 

dataset. 
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Fig. 6.17(b): Producer‟s accuracy of NC classifier for AWiFS dataset using LISS-IV as reference 

dataset. 

 

6.4.4 CLASS WISE PARAMETER OPTIMIZATION OF NC CLASSIFIER 

 

On the basis of highest class membership, lower entropy and highest producers accuracy 

produced by classified imagery, the class wise optimized values of resolution parameter (δ) have 

been shown in Table 6.5. It is observed that irrespective of datasets, the optimized value of (δ)for 

agriculture, sal forest, eucalyptus plantation, barren land, moist land and water body is 3.2 10
5
, 

0.8 10
5
, 3.1 10

5
,4.1 10

5
,27.8 10

5
, and 3.1 10

5
 respectively.  
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Table 6.5: Class wise parameter optimization of (δ) for NC classifier 

Class Class membership Entropy  Producer‟s 

accuracy 

Optimized 

Mean Value 

AWiFS LISS-

III 

LISS-

IV 

AWiFS LISS-

III 

LISS-

IV 

AWiFS-

LISS-III 

AWiFS-

LISS-IV 

Agriculture 10
6
 10

5
 10

6
 10

5
 10

4
 10

5
 10

5
 10

5
 3.2 10

5
 

Sal Forest 10
5
 10

5 10
5
 10

4
 10

5
 10

5
 10

5 10
5 0.8 10

5
 

Eucalyptus 

plantation 

10
6
 10

5
 10

6
 10

3
 10

5
 10

5
 10

5
 10

5
 

3.1 10
5
 

Barren land 10
5
 10

5
 10

6
 10

4
 10

6
 10

6
 104 10

5
 4.1 10

5
 

Moist land 10
7
 10

6
 10

7
 10

5
 10

4
 10

6
 10

5 10
5 27.8 10

5
 

Water body 10
5
 10

5
 10

5
 10

3
 10

5
 10

6
 10

5
 10

5
 3.1 10

5
 

 

 

6.4.5 GENERALIZED PARAMETER OPTIMIZATION OF NC  

CLASSIFIER 

 

In this study, a comparative assessment of fuzzy based classifiers has been carried out to identify 

the agriculture, sal forest, eucalyptus plantation, barren land, moist land and water body. For a 

good classification, training data should be available for all representative classes present in the 

imagery.  

 

 The NC classifier has been used in supervised mode along with the Euclidean weighted 

norm to classify the remote sensing imagery. A result of NC classifier is shown in Fig. 6.18 (a) 

and (b), wherein AWiFS image has been classified using LISS-III and LISS-IV images as a 

reference.  
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The overall accuracy shown in Fig. 6.18(a) and (b) has been computed for varying values 

of resolution parameter δ which is ranging from 1 to 10
9
along with constant value of weighting 

exponent m=2.4 (optimized), taken from FCM classifier. The overall accuracy, FERM, SCM, 

MIN-MIN and MIN-LEAST are varying between 55% to 95% in both cases, where AWiFS is 

used as a classified image and LISS-III or LISS-IV dataset is used as a reference image. In the 

process of identifying the optimized value of  resolution parameter δ, all these accuracy measures 

has been analyzed for all six classes incorporated for this study. It is found that for δ =10
5
, all 

accuracy measures are higher and achieving the threshold criterion of accuracy measures of 85% 

with lesser uncertainty values.  

 

The value of resolution parameter δ lies between one to infinity. However, in this study, 

the value of δ has been tested from 1to 10
9
. The output of NC soft classification is represented in 

form of the fraction image corresponding to the land cover classes incorporated for this study. 

The output values of known pixels have been plotted against the varying values of δ for all the 

accuracy measures in Fig. 6.18 (a) and (b). 

 

It is observed that the membership values of all six classes are increasing when δ varies 

from 1 to10
5
 and thereafter it increases slowly and then attains a constant value at a fixed point, 

where the membership value is close to 0.954 {Fig. 6.15 (a), (b) and (c)}. Any further increment 

in resolution parameter δ, increases the membership values of non-interest classes which 

increases the noise in the outputs. Thus, the value of resolution parameter δ which corresponds to 

the fixed point yields the best results for AWiFS, LISS-III and LISS-IV datasets. 

 

To further strengthening our belief for the optimization of resolution parameter (δ), Fuzzy 

Kappa coefficient has been chosen as a better alternative to measure the accuracy of any 

classifier when the sample size is limited (Chen et al., 2010). This accuracy index is less affected 

by distribution of error among classes. Fuzzy Kappa signifies the amount of certainty proportion 

lying in the classified imagery. The values of Fuzzy Kappa coefficient  is of increasing nature, 

which indicates that the classification done using NC classifier is consistent with respect to 

classified image and reference image. The overall accuracy and Fuzzy Kappa coefficient shows 

the same trend, and this indicates the consistent classification has been performed.  
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Fig. 6.18(a): Overall accuracy of NC classifier for AWiFS dataset using LISS-III as reference 

dataset 

 

 

Fig. 6.18(b): Overall accuracy of NC classifier for AWiFS dataset using LISS-IV as reference 

dataset 
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The Fuzzy Kappa coefficient value of AWiFS image using LISS-III as reference data is 

shown in Fig. 6.19 (a). It is observed that for δ=10
5
, Fuzzy Kappa coefficient of SCM, MIN-

MIN and MIN-LEAST operator yield a desired value 0.85. However, MIN-MIN operator has 

achieves the threshold criterion of 0.85 for δ=10
5
.  Further, it is observed from Fig. 6.19 (b) that 

for δ=10
5
, Fuzzy Kappa coefficient for all SCM, MIN-MIN and MIN-LEAST operators yield a 

desired value 0.85  while MIN-LEAST operator achieves this for δ=10
4
. 

 

On the basis of Overall Accuracy and Fuzzy Kappa values, it is observed that the 

optimized value of resolution parameter (δ) is 10
5
. However, to further verify this fact; it may be 

advisable to compare uncertainty values of AWiFS using LISS-III and LISS-IV datasets.  

 

 

Fig. 6.19(a): Fuzzy Kappa of NC classifier using AWiFS dataset and LISS-III as reference 

dataset 
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Fig. 6.19 (b): Fuzzy Kappa of NC classifier using AWiFS dataset and LISS-IV as reference 

dataset 

 

Fig. 6.20 shows that classification uncertainty does not exceed by more than 14% for all 

values of δ ranging from 1 to 10
9
. However, minimum uncertainty value is obtained for δ =10

5
. It 

has been observed that lower uncertainty of an index indicates that the center value is useful for 

classification. In a nutshell, the accuracy-uncertainty index from SCM has the capability to 

identify the distribution of error, even though all operators have same overall accuracy. From 

{Figs. 6.15 (a), (b) and (c), 6.16 (a), (b) and (c), and 6.18 (a) and (b)}, it can be observed that for 

the optimized value of resolution parameter δ =10
5, 

uncertainty has been reduced due to noisy 

pixels has been minimized using NC classification approach. 

 

Table 6.6 shows all the accuracy indices for the optimized value of resolution parameter 

δ=10
5
, where AWiFS image has been used as a classified image and LISS-III image has been 

used a reference image. This output reflects that the User‟s and Producer‟s Accuracy for 

agriculture, sal forest, eucalyptus plantation, moist land, and water body is higher than the 

threshold value of 85% for MIN-LEAST, MIN-PROD and SCM. Further, it also indicates that 

the error of omission and error of commission is less in classified imagery (Chen and Zhu, 2010). 

The Fuzzy overall accuracy, FERM, SCM, MIN-PROD, MIN-MIN, and MIN-LEAST of all 

classes are 88.84%, 89.56±6.60%, 90.32%, 82.95% and 96.09% respectively. These accuracy 

measures provide detailed information about the uncertainty which is associated with any 

particular class. The SCM approach of assessment of accuracy also determines the interclass 

confusion ratio with the help of MIN-PROD, MIN-MIN, and MIN-LEAST operator. 
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Fig. 6.20: SCM uncertainty of NC classifier  

 

In comparison with PCM classification output Table 6.4, the observed accuracy indices 

from Table 6.6, are found to be more reliable and accurate.  In this study, it has also been 

observed that MIN-LEAST operator is found more suitable to assess the classification accuracy 

of NC classifier. In general, to make full use of the multiple features of different sensors data, 

selecting a suitable variable for inputting into a classification procedure is important. For setting 
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10
9
. The accuracy of NC classifier increases with an increase in value of δ until δ=10

5
 and 

thereafter, the class membership is either decreases or become stable as shown in {Fig. 6.15(a), 

(b) and (c)}. At this point, the corresponding entropy values are also low for all six classes, 

{Fig.6.16(a), (b) and (c)}. Thus, the optimum value of δ for NC classification has been fixed as 

10
5 

for NC classifier.  
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Table 6.6: Accuracy values optimized value of δ=10
5
 for NC classifier of AWiFS data with 

LISS-IV as  reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  93.04 93.27±3.01 94.90 91.50 97.02 

Sal forest 91.03 91.61±4.30 92.72 88.07 96.12 

Eucalyptus 

plantation 

92.20 92.80±3.05 93.37 89.63 96.02 

Barren Land 85.42 85.57±11.72 87.09 70.17 97.53 

Moist Land 80.77 84.48±9.92 81.94 72.18 92.81 

Water Body 95.64 96.37±2.54 96.11 95.01 98.01 

Fuzzy producer’s accuracy (%) 

Agriculture  90.09 89.73±6.99 91.26 83.02 96.03 

Sal forest 91.84 92.40±5.35 93.60 87.02 97.29 

Eucalyptus 

plantation 

84.91 87.25±7.10 85.63 79.13 93.87 

Barren Land 86.27 89.59±8.37 91.19 79.70 98.76 

Moist Land 93.57 94.19±4.66 94.09 89.78 98.33 

Water Body 84.98 83.81±8.29 87.24 78.06 94.56 

Fuzzy overall 

accuracy (%) 

88.84 89.56±6.60 90.32 82.95 96.09 

Fuzzy Kappa - 0.87±0.08 0.88 0.79 0.95 

 

Fig. 6.21 shows the classified fraction images of AWiFS datasets for the optimized value 

of δ = 10
5
, generated by NC classifier. The derived fraction images matches accurately with the 

reference data for all classes. These images also show that classes like agriculture, sal forest, 

barren land and water bodies have been correctly identified using NC approach. The visual 

interpretations of classified fraction images have further strengthen the belief that NC classifier 

is able to resolve the problem of mixed pixel.   
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Fig. 6.21: NC classification output of AWiFS image 

 

6.5 RESULTS OF NOISE CLUSTERING WITH ENTROPY (NCWE) 

 CLASSIFIER 

 

To analyze the effect of hybridized model of Fuzzy and entropy based supervised classifier 

which includes NC with Entropy (NCWE) and FCM with Entropy (FCMWE), classification. The 

resampling of AWiFS, LISS-III and LISS-IV image has been done at 60m, 20m, and 5m 

resolution. The resampling is important for assessment of accuracy as each finer resolution 

image is used as a reference data set for classified image of a coarser data set. The resampling of 

these datasets has been done in such a way such that the pixel size in all three images formed a 

ratio of 1:4:12, for LISS-IV, LISS-III and AWiFS datasets.   
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The basic objective of this study is to hybridize two fuzzy based methods FCM and NC 

with entropy to identify the join effect of two purely fuzzy models and entropy models which is 

similar to statistical model. The NCWE classifier has been used in this study, to extract the 

multiple land cover class at a time, at sub-pixel level. The performance of this classifier is 

dependent on the constant value of resolution parameter δ and regularizing parameter ν (Eq. 

3.19). To obtain accurate information from the classifier, the optimization of regularizing 

parameter ν is required. 

 

 The optimized constant value of resolution parameter δ and varying value of regularizing 

parameter ν is class dependent but both are mutually dependent to perform the classification 

using NCWE approach. To perform NCWE classification, a fixed value of δ=10
5
has been used 

for all varying values of ν (from 0 to 10
9
).   

 

6.5.1 CLASS MEMBERSHIP OF NCWE CLASSIFIER 

 

Fig. 6.22 (a), (b) and (c) shows the variation of the of the  regularizing parameter (ν) with class 

membership of  different classes such as agriculture, sal forest, eucalyptus plantation, barren 

land, moist land and water body of IRS-P6 for AWIFS, LISS-III and LISS-IV dataset 

respectively. For all three datasets, class membership has been generated for the different values 

of ν ranging from 0 to 10
9
. The class membership values of a pixel denote the class proportions, 

which indicate the soft classified output for a pixel. It has been observed from the Fig. 6.22 (a), 

(b) and (c) that for the initial values of regularizing parameter ν hard classification has been 

performed by the classifier due to the effect of entropy. However, after certain iteration when ν 

reaches up to 1, it starts to soften and for ν =10
2
, class membership lies between 0.85 to 0.99 for 

all classes. Regularizing parameter ν is the fixed parameter, 0  which regularizes the 

fuzzified solution to crisp solution. 

 

The class membership μ increases till ν=10
2
, and thereafter it starts to decrease or 

becomes almost constant {Fig. 6.22(a), (b) and (c)}. Thus, as per the analysis of class 

membership, the optimum value of ν for NCWE classification has been fixed as 10
2
, when  
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AWiFS image has been used as classified image and LISS-III and LISS-IV images has been used 

as a reference image. In this study, the optimization of a regularizing parameter ν for the 

classification would also be analyzed and verified via entropy method. The classification 

performance are also being assessed by using Sub-pixel accuracy indices such as FERM, SCM, 

MIN-MIN, MIN-LEAST and Fuzzy Kappa coefficient along with their associated uncertainty. 

For identifying the class-wise optimized value Producer‟s Accuracy have been computed for all 

six classes. 

 

 

 

Fig. 6.22(a): Class membership for NCWE classifier using AWiFS dataset. 
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Fig. 6.22(b): Class membership for NCWE classifier using LISS-III dataset. 

 

 

 

Fig. 6.22(c): Class membership for NCWE classifier using LISS-IV dataset. 
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6.5.2 ENTROPY OF NCWE CLASSIFIER 

 

Fig. 6.23 (a), (b) and (c) shows that the computed entropy for AWiFS, LISS-III and LISS-IV 

fraction images of NCWE classifier for agriculture, sal forest, eucalyptus plantation, barren land 

and water body land cover classes  lies between the specified range of [0,3]. This indicates that 

the information uncertainty is not exceeding more than 3% (Stein et al., 2002). It has been 

observed from Fig. 6.23 (a), (b) and (c) that for ν=10
2
, the entropy values for all classes are at 

lowest level. For this optimized value of ν, the membership value is high i.e. up to 0.995 and the 

computed entropy is low (0.005). This trend reflects that the uncertainty in classified result is 

low. In a nutshell, this study on spatial variation has identified that the mixture of entropy in 

NCWE classifier initially hardens the output, but when ν reaches towards 1, its starts to soften. 

However, for ν= 10
2
, it produces optimum membership with minimum entropy.   

 

 

 

 

 

Fig. 6.23(a): Entropy for NCWE classifier using AWiFS dataset 
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Fig. 6.23(b): Entropy for NCWE classifier using LISS-III dataset 

 

 

 

Fig. 6.23(c): Entropy for NCWE classifier using LISS-IV dataset 
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6.5.3 PRODUCER’S ACCURACY OF NCWE CLASSIFIER 

 

To ascertain the accuracy of individual classes, Producer‟s Accuracy (PA) has been computed 

for NCWE classifier {Fig. 6.24 (a) and (b)}.  AWiFS image has been used for classification 

while LISS-III and LISS-IV images are used as a reference image to determine the Producer 

Accuracy. It is observed that for ν=10
2
, NCWE classifier produces highest accuracy for all six 

land cover classes present in the image.   

 

Fig. 6.24(a): Producer‟s accuracy of NCWE classifier for AWiFS dataset using LISS-III as 

reference dataset. 

 

 

Fig. 6.24(b): Producer‟s accuracy of NCWE classifier for AWiFS dataset using LISS-IV as 

reference dataset. 
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6.5.4 CLASS WISE PARAMETER OPTIMIZATION OF NCWE  

CLASSIFIER 

 

On the basis of highest class membership, lower entropy and highest Producers Accuracy 

produced by classified imagery, the class wise optimized values of regularizing parameter (ν) 

have been shown in Table 6.7. It is observed that irrespective of datasets, the optimized value of 

(ν)for agriculture and barren land is 2.12 10
2
. While, for sal forest, eucalyptus plantation, moist 

land and water body it is 10
2
.  

 

Table 6.7: Class wise parameter optimization of (ν) for NCWE classifier 

Class Class membership Entropy  Producer‟s 

accuracy 

Optimized 

Mean 

Value 

AWiFS 
LISS-

III 

LISS-

IV 
AWiFS 

LISS-

III 

LISS-

IV 

AWiFS-

LISS-III 

AWiFS-

LISS-

IV 

Agriculture 10
3 
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 2.12 10

2
 

Sal Forest 10
2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 

Eucalyptus 

plantation 

10
2
 10

2 10
2
 10

2
 10

2
 10

2 
10

2 10
2 10

2
 

Barren land 10
3
 10

2 10
2
 10

2
 10

2
 10

2
 102 10

2 2.12 10
2
 

Moist land 10
2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2 10
2 10

2
 

Water body 10
2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2 10
2
 

 

6.5.5 GENERALIZED PARAMETER OPTIMIZATION OF NCWE  

CLASSIFIER 

 

In this study, a noise and entropy based hybridized classifiers has been used to identify the 

agriculture, sal forest, eucalyptus plantation, barren land, moist land and water body. For a good 

classification, training data should be available for all representative classes present in the 
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imagery. The NCWE classifier is capable of performing soft classification when the user has 

supplied the information for specified land cover classes.  

  

The performance of NCWE classifier can be assessed by various accuracy indices like 

FERM, SCM, MIN-MIN, and MIN-LEAST is shown in Fig. 6.25 (a) and (b). To obtain the 

result mentioned in Fig. 6.25 (a) and (b), the optimized value of resolution parameter δ=10
5
 has 

been taken as a constant and the regularizing parameter ν is ranging from 0 to 10
9
, while Overall 

accuracy, FERM, SCM, MIN-MIN and MIN-LEAST are varying between 25% to 95% in both 

cases, when AWiFS datasets are used as a classified image and LISS-III or LISS-IV dataset has 

been used as a reference image. In the process of identifying the optimized value of regularizing 

parameter (ν), FERM, SCM and other accuracy indices have been analyzed for all six classes. It 

is found that for ν =10
2
, all the accuracy indices have high value i.e. up to (95%) and less 

uncertainty value (0.005).  

 

Fig. 6.25(a): Overall accuracy of NCWE classifier for AWiFS dataset using LISS-III as 

reference dataset 
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Fig. 6.25(b): Overall accuracy of NCWE classifier for AWiFS dataset using LISS-IV as 

reference dataset 

 

The computed Fuzzy Kappa coefficient for NCWE classifier is shown in Fig. 6.26 (a) and 

(b) which shows that the value of Fuzzy Kappa coefficient lies between 0.38 to 1.0 for SCM, 

MIN-MIN and MIN-LEAST accuracy indices. The value of Fuzzy Kappa coefficient signifies 

that for initial values of ν, it is almost one. This indicates that the inclusion of statistical approach 

via entropy in fuzzy based classification approach (NC) perform hard classification for initial  

values of ν till it reaches to 0.5, and thereafter it starts to soften. This trend indicates that the 

classification done using NCWE classifier is appropriate and consistent with respect to accuracy 

measures.  

 

Fig. 6.26(a): Fuzzy Kappa of NCWE classifier using AWiFS dataset and LISS-III as reference 

dataset 
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Fig. 6.26(b): Fuzzy Kappa of NCWE classifier using AWiFS dataset and LISS-III as reference 

dataset 

 

Fig. 6.27 shows the classification uncertainty is not more than 8% for all values of ν 

ranging from 0 to 10
9
. However, this accuracy index produces minimum value for the optimized 

values of ν =10
2
.The uncertainty index of SCM has the capability to identify the error 

distributions among classes and it is shown in Fig. 6.27 that for v=10
2
 the distribution of error in 

classification is minimum in both cases where AWiFS dataset has been assessed using LISS-III 

and LISS-IV dataset.  

 

The estimation of an uncertainty of classification results is important and necessary to 

evaluate the performance of a classifier. In this study, the evaluation of performance of NCWE 

classifier has been addressed. For estimating the uncertainty in a classified imagery, various soft 

accuracy indices such as fuzzy overall accuracy, fuzzy kappa coefficient with varying spatial 

resolution of classification and reference sub-pixel outputs have been considered. The 

uncertainty criteria have been estimated from SCM based on actual and desired outputs of 

classifier. Therefore, these criteria are dependent on the error of the results and sensitive to error 

variations. This fact has also been verified using entropy-based criterion on actual outputs of 

classifier and hence it is sensitive to uncertain variations. 
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Fig. 6.27: SCM uncertainty of NCWE classifier  

 

Table 6.8 shows all the accuracy indices for the optimized value of regularizing 

parameter ν=10
2
, where AWiFS image has been used as a classified image and LISS-IV image 

has been used a reference image. The Fuzzy overall accuracy, FERM, SCM, MIN-PROD, MIN-

MIN, and MIN-LEAST of all classes are 90.20%, 90.80±4.89%, 90.48%, 85.40% and 95.24% 

respectively. Thus, the optimum value of ν for NCWE classification has been fixed as 

10
2
toclassify coarser resolution imagery.  

 

Fig. 6.27 shows the fraction images of AWiFS datasets for NCWE classification. After 

examining the fraction images generated by NCWE classifier, it has been observed that 

intergrades phenomena within pixel have been resolved in AWiFS. The inclusion of entropy and 

regularizes the classifier to remove pixel uncertainty. However, one of the major drawbacks of 

this classifier is, it tends towards hard classification for the initial values of regularizing 

parameter ν. After a certain value of ν when it reaches to 0.5, the classification starts to soften 

and after the analysis of each fraction images generated by NCWE classifier, it can be concluded 

that for ν=10
2
, the class membership and overall accuracy is higher.  
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Table 6.8: Accuracy assessment report of NCWE classification for AWiFS image of 

Resourcesat-1 with LISS-IV as a reference image for optimized value of ν=10
2
 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  89.96 91.19±6.44 90.75 83.68 97.94 

Sal forest 94.66 94.71±4.53 94.43 88.58 99.21 

Eucalyptus 

plantation 

94.18 94.66±3.69 94.34 90.92 97.85 

Barren Land 65.00 73.47±4.53 79.25 69.06 81.06 

Moist Land 80.99 82.79±6.98 80.88 76.85 87.43 

Water Body 85.72 87.71±1.46 87.45 85.39 89.03 

Fuzzy producer’s accuracy (%) 

Agriculture  97.48 97.42±1.48 97.33 96.38 98.59 

Sal forest 94.43 94.85±3.36 94.77 91.99 97.69 

Eucalyptus 

plantation 

90.98 91.72±3.49 91.66 88.96 94.66 

Barren Land 53.16 69.50±13.41 60.35 50.15 81.69 

Moist Land 86.99 87.60±5.99 88.76 80.90 93.28 

Water Body 75.61 77.77±11.97 72.65 61.21 90.17 

Fuzzy overall 

accuracy (%) 

90.20 90.80±4.89 90.48 85.40 95.24 

Fuzzy Kappa - 0.88±0.06 0.87 0.81 0.94 
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Fig. 6.28: NCWE classification output of AWiFS image 

 

6.6  RESULTS OF FUZZY C-MEAN WITH ENTROPY (FCMWE)  

       CLASSIFIER 

 

In this study, Fuzzy C-means (FCM) has been used as a base soft classifier and entropy has been 

added to investigate the effect of this hybridized model known as FCMWE. The basic objective 

of this study is to identify the optimized value of regularizing parameter ν for FCMWE classifier 

which generates classified output with minimum uncertainty. The performance of this classifier 

is dependent on the constant value of weighting exponent m=1 and regularizing parameter ν. To 

obtain accurate information from this classifier, the optimization of regularizing parameter ν is 

required. To perform the FCMWE classification, fixed value of m=1 has been used for all 

varying values of ν (from 0 to 10
9
).   
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6.6.1 CLASS MEMBERSHIP OF FCMWE CLASSIFIER 

 

Fig. 6.29 (a), (b) and (c) shows the variation of the of the  regularizing parameter ν with class 

membership of  different classes such as agriculture, sal forest, eucalyptus plantation, barren 

land, moist land and water body for AWIFS, LISS-III and LISS-IV dataset respectively. For all 

three datasets, class membership has been generated for the different values of ν ranging from 0 

to 10
9
. It has been observed from Fig. 6.29 (a), (b) and (c) that for initial values of ν, this 

classifier performs hard classification and the effect of entropy is higher. However, when ν 

reaches to 1, the classifier starts to soften. For ν =10
2
and 10

3
, the class membership is higher and 

lies between 0.85 to 0.99 for all the six classes. Regularizing parameter ν is the fixed parameter, 

0  which regularizes the fuzzified solution to crisp solution. 

The class membership μ increases till ν=10, 10
2
 and 10

3
, and thereafter it starts to 

decrease or becomes almost constant {Fig. 6.29 (a), (b) and (c)}. Thus, as per the analysis of 

class membership, the optimum value of ν for FCMWE classifier has been fixed as 10
2
. 

However, this optimization would be further verified by entropy and other accuracy measure 

such as FERM, SCM and Fuzzy Kappa coefficient.  

 

 

Fig. 6.29 (a): Class membership for FCMWE classifier using AWiFS datasets. 
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Fig. 6.29 (b): Class membership for FCMWE classifier using AWiFS datasets. 

 

 

Fig. 6.29 (c): Class membership for FCMWE classifier using AWiFS datasets. 

 

6.6.2 ENTROPYOF FCMWE CLASSIFIER 

 

The entropy of FCMWE classifier of classified fraction images can be computed by using Eq 

3.85. Fig. 6.30 (a), (b) and (c) shows the computed entropy for AWiFS, LISS-III and LISS-IV 

fraction images of FCMWE classifier. It has been observed from Fig. 6.30 (a), (b) and (c) that 

for ν=10
2
 and 10

3
 the entropy values for all classes are low. For this optimized value of ν, the 

membership is high i.e. up to 0.995 and the computed entropy is low (0.005). This trend reflects 
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that the uncertainty in results is low. In a nutshell, it can be concluded that whenever entropy has 

been used as an indirect accuracy measure and this shows the classification consistency with 

respect to a particular class.  

 

 

 

Fig. 6.30(a): Entropy for FCMWE classifier using AWiFS dataset 

 

 

Fig. 6.30(b): Entropy for FCMWE classifier using LISS-III dataset 
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Fig. 6.30(c): Entropy for FCMWE classifier using LISS-IV dataset 

 

6.6.3 PRODUCER’S ACCURACY OF FCMWE CLASSIFIER 

 

To find out the accuracy of an individual class, Producer‟s Accuracy has been computed for 

FCMWE classifier {Fig. 6.31 (a) and (b)}.  To compute Producer‟s Accuracy, AWiFS image has 

been used for classification, while LISS-III and LISS-IV images have been used as reference 

image. It has been observed that while classifying AWiFS with LISS-III and LISS-IV dataset, 

the optimized value of regularizing parameter ν=10
3
 for agriculture, sal forest and eucalyptus 

plantation. However, for barren land, moist land and water body ν=10
2
 produce highest accuracy 

values.     

 

Fig. 6.31(a): Producer‟s accuracy of FCMWE classifier for AWiFS dataset using LISS-III as 

reference dataset. 
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Fig. 6.31(b): Producer‟s accuracy of FCMWE classifier for AWiFS dataset using LISS-IV as 

reference dataset. 

 

6.6.4 CLASS WISE PARAMETER OPTIMIZATION OF FCMWE 

 CLASSIFIER 

 

On the basis of class membership, entropy and producer‟s accuracy produced by classified 

imagery. The class wise optimized values of regularizing parameter ν have been shown in Table 

6.9. This value of ν has been recorded for each class where class membership and Producer‟s 

accuracy is high and entropy is low. It has been recognized from the obtained results that 

irrespective of datasets ν= 6.6 10
2 

found more suitable to classify agriculture and eucalyptus 

plantation. However, for barren land, moist land and water body, ν =10
2 

is found to be more 

suitable for the classification using FCMWE classification approach. For sal forest ν= 7.7 10
2 

is found to be more appropriate for classification. To perform classification a constant value of 

weighting exponent m =1 has been used. 
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Table 6.9: Class wise parameter optimization of (ν) for FCMWE classifier 

Class Class membership Entropy  Producer‟s 

accuracy 

Optimized 

Mean 

Value 
AWiFS LISS-

III 

LISS-

IV 

AWiFS LISS-

III 

LISS-

IV 

AWiFS-

LISS-III 

AWiFS-

LISS-

IV 

Agriculture 10
3 
 10

3 10
3
 10

2
 10

2
 10

2
 10

3
 10

3
 6.6 10

2
 

Sal Forest 10
3 
 10

3
 10

3
 10

3
 10

2
 10

2
 10

3
 10

3
 7.7 10

2
 

Eucalyptus 

plantation 

10
3 
 10

3
 10

3
 10

2
 10

2
 10

2
 10

3
 10

3
 6.6 10

2
 

Barren land 10
2
 10

2
 10

2
 10

2
 10

2
 10

2
 102 10

2
 10

2
 

Moist land 10
2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 

Water body 10
2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2
 10

2 10
2 

 

6.6.5 GENERALIZED PARAMETER OPTIMIZATION OF FCMWE 

 CLASSIFIER 

 

The FCMWE classification algorithm has been used in supervised mode along with the 

Euclidian weighted norm to classify the remote sensing imagery. A result of FCMWE classifier 

in form of various accuracy indices like FERM, SCM, MIN-MIN, and MIN-LEAST is shown in 

Fig. 6.32 (a), (b) and (c).  

To obtain the result mentioned in Fig. 6.32(a), (b) and (c), a constant value of weighting 

exponent m=1 has been taken for regularizing parameter ν ranges from 0 to 10
9
. The Overall 

accuracy, FERM, SCM, MIN-MIN and MIN-LEAST are varying between 10% to 99% in both 

cases, where, AWiFS dataset is used for classification and LISS-III or LISS-IV dataset is used as 

a reference image. In the process of identifying the optimized value of  regularizing parameter 

(ν), all these accuracy indices has been analyzed for all six classes incorporated in this study and 

it is found that  for ν =10
2
, all the accuracy indices are higher i.e. up to (92%) except FERM, and 

has lesser uncertainty value (0.005).  
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The FERM based measures are not suitable for initial ν values to assess the accuracy of 

FCMWE hybrid soft classifier. This phenomenon occurs because when class proportions are 

hardened to their corresponding class allocation with the inclusion of entropy, FERM accuracy 

drops marginally. This is due to the fact that hardening has resulted in over estimation of some 

classes and under estimation of others. Another important observation is that after ν =10
5
, the 

classifier totally starts to behave like hard statistical classifier where the effect of entropy is 

dominant and fuzzied effect reduces. It is observed that the role of regularizing parameter is vital 

for both classifiers. However, for FCMWE, after a certain point (ν=10
5
), it over estimates the 

class proportions. 

 

Fig. 6.32(a): Overall accuracy of FCMWE classifier of AWiFS dataset using LISS-III as 

reference dataset 

 

 

 

Fig. 6.32(b): Overall accuracy of FCMWE classifier of AWiFS dataset using LISS-IV as 

reference dataset 
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Fig. 6.33 (a) and (b) shows that the values of Fuzzy Kappa coefficient is greater than 0.40 

and is of increasing nature, which indicates that the classification using FCMWE classifier is 

consistent with respect to classified image and reference image. Further, it is observed that for 

almost all cases using the optimized value of ν = 10
2
, the value of Fuzzy Kappa is higher for all 

classes. The Fuzzy Kappa values have been computed for SCM, MIN-MIN and MIN-LEAST 

operator. The consistency in Overall accuracy and Fuzzy Kappa is found that after ν = 10
5
, the 

effect of regularizing parameter becomes dominant. 

 

 

Fig. 6.33(a): Fuzzy Kappa of FCMWE classifier using AWiFS dataset and LISS-III as reference 

dataset 

 

 

Fig. 6.33(b): Fuzzy Kappa of FCMWE classifier using AWiFS dataset and LISS-IV as reference 

dataset 
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Fig. 6.34 shows the classification uncertainty which is not more than 9% for all values of 

ν ranging from 0 to 10
9
. However, this accuracy index produces minimum uncertainty value for 

the optimized values of ν =10
2
. It is observed that when FCMWE classifier starts to soften, some 

unidentified land cover classes produce high membership. This indicates that low uncertainty has 

not been achieved for all values of ν. In a nutshell, the accuracy-uncertainty index from SCM has 

the capability to identify the error distributions among classes. This shows that a noisy point has 

a substantial impact on the FCMWE classification but virtually no effect on the robustness of the 

classifiers performance.  The consistency between SCM uncertainty and Fuzzy Kappa coefficient 

depicts similar trend which signifies the smoothness in classified result.  

 

Fig. 6.34: SCM uncertainty of FCMWE classifier  

 

Table 6.10 shows all the accuracy indices for the optimized value of regularizing 

parameter ν=10
2
, where AWiFS image has been used as a classified image and LISS-IV image 

has been used a reference image. The Fuzzy overall accuracy, FERM, SCM, MIN-PROD, MIN-

MIN, and MIN-LEAST of all classes are 89.73%, 90.46±5.18%, 90.92%, 84.96% and 95.26% 

respectively. Thus, the optimum value of ν for FCMWE classification has been fixed as 

10
2
toclassify coarser resolution imagery. 
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Table 6.10: Accuracy values for optimized value of ν =10
2
 for FCMWE classifier of AWiFS data 

with LISS-IV as reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  90.11 90.91±6.63 91.52 83.68 97.54 

Sal forest 94.51 94.41±4.71 94.84 88.19 98.78 

Eucalyptus 

plantation 

94.23 94.20±3.88 94.36 90.84 97.89 

Barren Land 70.80 70.32±8.12 80.20 62.12 77.36 

Moist Land 79.93 81.25±7.46 81.41 75.85 89.55 

Water Body 82.75 86.29±1.22 88.02 85.98 88.19 

Fuzzy producer’s accuracy (%) 

Agriculture  97.15 97.60±1.42 97.40 96.17 98.82 

Sal forest 94.38 94.58±3.33 94.47 91.96 97.97 

Eucalyptus 

plantation 

91.01 91.91±3.51 92.45 86.71 94.81 

Barren Land 58.46 57.58±17.59 53.09 48.72 75.33 

Moist Land 87.14 87.61±7.20 88.58 79.64 93.83 

Water Body 70.13 73.60±12.57 78.40 66.87 89.00 

Fuzzy overall 

accuracy (%) 

89.73 90.46±5.18 90.92 84.96 95.26 

Fuzzy Kappa - 0.87±0.06 0.88 0.81 0.94 

 

In this study, the performance evaluation of FCMWE classifier has been addressed. In 

first part of the classification procedure of FCMWE, it has been tried to add entropy-based 

regularizing function with FCM and optimize the regularizing parameter (ν) in (Eq 3.23) with 

respect to fuzzy overall accuracy and fuzzy kappa coefficient. From these outputs, it has been 

observed that as regularizing parameter increases, fuzzy overall accuracy as well as fuzzy kappa 

coefficient also increases. However, it has also observed that uncertainty in fuzzy overall 

accuracy as well as in fuzzy kappa coefficient also increases. However, uncertainty starts 

decreasing when ν reaches to 1 and it produces minimum value for ν= 10
2
. So, it is important to 

decide what should be the appropriate regularizing parameter value to be used in entropy-based 
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fuzzy classifier. For this value of regularizing parameter (ν), entropy remains minimum and 

fuzzy overall accuracy as well as fuzzy kappa coefficient is higher. So, from the above 

mentioned discussion, it becomes easy to interpret that the optimum value of regularizing 

parameter for AWIFS LISS-III and LISS-IV can be set as 10
2
 for FCMWE classifier.  

 

Fig. 6.35 shows the fraction images of AWiFS datasets for FCMWE classification. After 

examining the fraction images generated by FCMWE classifier, it has been observed that an 

intergrades phenomenon within pixel is more dominant in AWiFS imagery. It is shown in 

fraction images that regularizing parameter ν regularizes the output to remove inter-grade 

phenomena by using FCMWE classifier which removes uncertainty among classes. In FCMWE 

classifier the effect of regularizing parameter (ν) is dominant because of unity value of weighting 

exponent. This trend can be seen from fraction images {Fig. 6.35} where actual class produces 

high membership and all remaining classes are reflecting very low membership i.e. almost zero. 

 

 
Agriculture 

 
Sal Forest 

 
Eucalyptus 

 

 
Barren Land 

 
Moist Land 

 
Water Body 

 
                                                                           0             µ              1                                                                                           

Fig. 6.35: FCMWE classification output of AWiFS image 
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6.7 RESULTS OF CONTEXTUAL FUZZY AND ENTROPY BASED  

       CLASSIFIER 

 

This study, elaborates the parameter optimization related with contextual based hybrid 

classification approaches specified in Section 3.4.10, 3.4.11, 3.4.12, 3.4.13 and 3.4.14. The 

associated parameters are described in Table 3.1. The parameters required to be estimated in 

Sections 6.7 -6.11 is as follows: 

i) Weighting exponent or Fuzzifier, m is the membership weighing exponent, 

 , controls the degree of fuzziness in classification. In this study, the optimized 

value of weighting exponent (m) is taken as 2.4 from FCM classifier.  

ii) Resolution parameter, δ is the fixed parameter, 0  which controls the distance 

between the feature vectors from the central point of line cluster. In this study, the 

optimized value of δ is taken as10
5
.  

iii) Regularizing parameter ν is the fixed parameter, 0  which regularizes the 

fuzzified solution to crisp solution. In this study, the optimized value of ν is taken 

as10
2
.  

iv) Initial temperature : According to Geman and Geman (1984) initial temperature  

should be 3 or 4 for the most image analysis application. Thus, in this study, to find 

out the optimize value of , entropy value of the classified output has been 

calculated. During the optimization process, other parameters were kept fixed and it is 

found that the value of   4 does not provide any improvement. Hence, for this 

study  has been selected for all experiments. 

v) Smoothness strength (λ) is a smoothness parameter that controls the balance between 

spectral and spatial information. This parameter is required in both models i.e. SA 

and DA, of all contextual based hybrid classifiers. To optimize this parameter, the 

class membership, various accuracy indices, and entropy has been computed and edge 

preservation has been verified parallely. It is important to verify edge preservation in 

this study in order to solve the problem related with inter class boundary. 
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vi) Weight for neighbor (β) is the weight given to the neighboring pixel in a window in 

SA model (Section 3.4.10-3.4.14). It is similar to optimization of λ, the entropy and 

edge preservation has to be checked in order to determine the optimized value for β.  

vii) Interaction range parameter (γ) is required in DA models. It determines the rate at 

which AIF reaches zero and controls the interaction between two pixels (Li, 1995). 

Estimation of   has been done by calculating entropy values as well as by verifying 

edge preservation.   

 

All the experimentation of contextual based classifiers has been carried out by using 

FUZCEN software. The results of these hybrid soft classifiers have now been analyzed and 

discussed in the following sections. 

 

6.7.1 RESULTS OF FCM WITH CONTEXTUAL CLASSIFIER 

 

To perform supervised classification for FCM with contextual of AWiFS, LISS-III and LISS-IV 

datasets, a total 50 training pixels have been selected for each land cover class. This soft 

classification approach uses only the Euclidean norm, since from literature it is found that 

Euclidean weighted norm performs better in comparison to Mahalanobis and Diagonal norm 

considered (Kumar and Ghosh, 2007). The hybrid classification approach of FCM with 

contextual has been perform in two categories i.e. FCM with Smoothness prior (FCM-S) and 

four categories of FCM with Discontinuity Adaptive prior (FDM-H1, FDM-H2, FDM-H3, FDM-

H4). The following sections describe the findings of the FCM with contextual classifiers in both 

the categories.   

 

6.7.1.1 RESULTS OF FCM WITH SMOOTHNESS PRIOR 

 

To incorporate the spatial contextual information along with spectral information, the hybridized 

model has been devised to resolve the problem of mixed pixel. The contextual information has 

been added in FCM classifier to generate smoothness effect. Two basic variables associated are 

smoothness parameter (λ) and weight for neighbours (β).  The performance of this classifier is 
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dependent on the constant value of weighting exponent m and smoothness parameter λ along 

with weight for neighbours parameter β (Eq. 3.45).  The optimized constant value of weighting 

exponent m and varying value of smoothness parameter λ along with weight for neighbours 

parameter β has been tested. For FCM-S classification, both the parameters are mutually 

dependent upon each other for incorporating spatial contextual information. To perform the 

FCM-S classification, a fixed value of m=2.4 has been taken for all varying values of λ from 0.1 

to 1.0 with the interval 0.1 and β is varied from 0.5 to 5.0 at an interval of 0.5.   

 

Fig. 6.36 (a), (b) and (c) shows the variation of the of the varying value of smoothness 

parameter (λ) and weight for neighbours parameter (β)with class membership of  different 

classes such as agriculture, sal forest, eucalyptus plantation, barren land, moist land and water 

body for AWIFS, LISS-III and LISS-IV dataset respectively. For all three datasets, class 

membership has been generated for the different values of λ and β. The class membership values 

of a pixel denote the class proportions, which in turn may represent the soft classified output for 

a pixel.  

 

Fig. 6.36 (a): Class membership for FCM-S classifier using AWiFS dataset. 

 

It has been observed from the Fig. 6.36 (a), (b) and (c),  the optimized value of λ=0.7 and 

β =3.5 produces highest membership. The class membership lies between 0.75 to 0.95 for all six 

classes. On the basis of highest class membership produced by classified imagery, the class wise 
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optimized values of λ and β have been identified. For agriculture, barren land, and water body 

λ=0.7 and β=3.5, found suitable for the classification using FCM-S classifier. However, for sal 

forest, λ=0.7 and β=5.0, eucalyptus plantation λ=0.6 and β=3.0 and moist land λ=0.5 and β=2.5 

is found to be more appropriate for classification.   

 

 

Fig. 6.36 (b): Class membership for FCM-S classifier using LISS-III dataset. 

 

 

Fig. 6.36 (c): Class membership for FCM-S classifier using LISS-IV dataset. 
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Fig. 6.37 (a), (b) and (c) shows the computed entropy for AWiFS, LISS-III and LISS-IV 

fraction images of FCM-S classifier. The range of entropy visualizes the uncertainty in 

classification. Fig. 6.37 (a), (b) and (c) shows that for λ=0.7 and β= 3.5 entropy values are 

minimum for agriculture, sal forest, eucalyptus plantation, barren land, moist land and water 

body. This trend shows that uncertainty in classified results is low. This mathematical model of 

entropy computation is used as an absolute indicator of measuring uncertainty without using any 

ground reference data.  This output of entropy is computed on classified output to visualize the 

pure uncertainty and it is found that for optimized values it is low for all three images. 

 

 

 

Fig. 6.37 (a): Entropy for FCM-S classifier using AWiFS dataset 
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Fig. 6.37 (b): Entropy for FCM-S classifier using AWiFS dataset 

  

 

Fig. 6.37 (c): Entropy for FCM-S classifier using AWiFS dataset 

  

In generally, the error occurs close to the boundary edges, thus preserving the edge, may 

increase the classification accuracy (Melgani and Serpico, 2003). On the basis of class 

membership {Fig. 6.36(a), (b) and (c)} and entropy {Fig. 6.37(a), (b) and (c)}, the optimized 
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value of λ and β can be fixed as λ=0.7 and β=3.5. However, the edge preservation has also been 

verified. 

 

 In this study, the membership value of a unit in a fraction image indicates belongingness 

of class proportions. If the pixel exists at a location of a known class, then it is high or else for an 

unknown class it is low. In the classified imagery, the variability among membership values is 

less for homogenous area. Subsequently, the mean of the membership value will be high and the 

variance will be low (Wen and Xia, 1999). Tables 6.11 and 6.12 shows difference in mean and 

variance for AWiFS (classified)-LISS-III (referenced) and AWiFS (classified) - LISS – IV 

(referenced) datasets for different λ and β values. It has been observed that for the optimized 

values of λ =0.7 and β=3.5, the difference of mean is high (208.666) and variance is low (66.166, 

3.366).  The verification of edge preservation is very important to measure the effect contextual 

based hybridized approach and is calculated at the either sides of the edge.  In Tables 6.11 and 

6.12, the calculated mean and variance of the grey level is presented for all six lands cover 

classes i.e. Agriculture, Sal forest, Eucalyptus plantation, Barren land, and Moist land and Water 

body. Thus, it can be concluded that for value of λ=0.7 and β=3.5, the edge between classes have 

been preserved. 

 

Table 6.11: Verification of edge preservation for FCM-S classification of AWiFS image for 

optimized value of „λ‟=0.7 and „β‟=3.5 

Values of  (λ and β) Difference in mean Variance 

0.2,1.0 1.33 0.166, 0.566 

0.3,1.5 176.66 7822.167, 6.966 

0.4,2.0 209.666 66.166, 7.666 

0.5,2.5 208.5 66.166, 3.866 

0.6,3.0 208.5 66.166, 3.866 

0.7,3.5 208.666 66.166, 3.366 

0.8,4.0 208.666 66.166, 3.366 

0.9,4.5 208.5 66.166, 3.866 
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Table 6.12: Verification of edge preservation for FCM-S classification of LISS-III image for 

optimized value of „λ‟=0.7 and „β‟=3.5 

Values of  (λ and β) Difference in mean Variance 

0.2,1.0 -0.2 0.3,0.2 

0.3,1.5 241.4 27.5, 3.8 

0.4,2.0 243.8 27.5, 2.2 

0.5,2.5 243.8 27.5, 2.2 

0.6,3.0 243.8 27.5, 2.2 

0.7,3.5 245.4 27.5, 1.2 

0.8,4.0 243.8 27.5, 2.2 

0.9,4.5 -0.2 0.3,0.2 

 

 

To perform FCM-S classification, the optimized value of weighting exponent m=2.4 has 

been taken as a constant. The smoothness parameter „λ‟ and weight for neighbours „β‟ have been 

computed by varying between 0.1 to 1.0 and 0.5 to 5.0 respectively. The Overall accuracy, 

FERM, SCM, MIN-MIN and MIN-LEAST are varying between 65% to 98% in both cases, 

where AWiFS dataset is used as a classified image and LISS-III or LISS-IV dataset is used as a 

reference. In the process of identifying the optimized value of smoothness parameter λ and 

weight for neighbours β, all accuracy indices (FERM, SCM, MIN-MIN and MIN-LEAST) has 

been analyzed for all six classes selected for this study. It is found that for λ=0.7 and β=3.5, class 

membership is higher and having lesser uncertainty {Fig. 6.37(a), (b) and (c)}.  

 

Table 6.13 shows the accuracy indices for optimized value of smoothness parameter λ 

and weight for neighbours β of AWiFS (classified) and LISS-IV (referenced) combinations. The 

value of smoothness parameter λ is greater than zero and it is tested from 0.1 to 1. Another 

parameter weight for neighbours β is also greater than zero. However, in this study, the value of 

β is varying from 0.5 to 6.0. The output membership values and entropy of known pixels have 

been plotted against the varying values of λ and β for AWiFS, LISS-III and LISS-IV datasets as 

shown in {Figs. 6.36 (a), (b) and (c) and Figs. 6.37 (a), (b) and (c)} respectively.  
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It is observed that the membership values of all six classes increases when λ and βare 

increasing till 0.3 and 1.5 respectively. Thereafter, it increases slowly and then attains a constant 

value at a fixed point, where the membership value is close to 0.934.Any further increment in λ 

and β increases the membership values of noninterest classes which increases the noise in the 

outputs. Thus, thevalue of λ and β, which corresponds to the fixed point, yields the best results 

for AWiFS, LISS-III and LISS-IV datasets.  All the accuracy indices for optimized values of 

smoothness parameter λ and weight for neighbours β are presented in Tables 6.13. 

 

Table 6.13: Accuracy values for optimized value of λ=0.7 and β=3.5 for FCM-S classifier of 

AWiFS data using LISS-IV as reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  96.29 98.57±1.28 98.79 97.28 99.85 

Sal forest 50.40 80.98±14.01 80.93 66.96 95.00 

Eucalyptus 

plantation 

65.92 87.62±6.82 87.82 80.79 94.44 

Barren Land 62.73 90.91±6.46 91.54 84.44 97.38 

Moist Land 41.98 82.03±15.01 81.80 67.01 97.05 

Water Body 96.29 98.57±1.28 98.79 97.28 99.85 

Fuzzy producer’s accuracy (%) 

Agriculture  86.54 88.61±6.75 89.53 81.85 95.37 

Sal forest 89.63 90.36±6.56 91.07 83.79 96.93 

Eucalyptus 

plantation 

89.84 90.76±8.52 91.72 82.24 99.29 

Barren Land 79.38 81.76±13.97 80.90 67.79 95.73 

Moist Land 86.54 88.61±6.75 89.53 81.85 95.37 

Water Body 94.37 95.71±1.80 95.85 93.91 97.51 

Fuzzy overall 

accuracy (%) 

87.02 88.43±8.47 88.97 79.99 96.87 

Fuzzy Kappa  0.85±0.10 0.86 0.74 0.96 
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Fig. 6.38 shows the fraction images of AWiFS datasets for FCM-S classification. After 

examining the fraction images generated by FCM-S classifier, it is observed that the value of λ 

and β changes across the spatial resolution of image. It has also been observed that for optimized 

values of λ and β, coarser resolution dataset has low variability in the image and vice-versa. In 

this study, for AWiFS imagery (60m), LISS-III (20m) and LISS-IV (5m) spatial resolution, the 

optimized λ and β values are 0.7 and 3.5. It is also found in Figs. 6.38, that incorporation of 

contextual information in FCM the classifier is spectrally and spatially consistent {Fig 6.36(a), 

(b) and (c)} and uncertainty has been minimized. The FCM classifier considers only the spectral 

properties for classification, but after hybridizing this with contextual information, it also 

considers the spatial properties of the image which increases the overall classification accuracy 

of an image.    

 

 

 

 
Agriculture 

 

 
Sal Forest 

 

 
Eucalyptus 

 
Barren Land 

 
Moist Land 

 
Water Body 

 
                                                                           0             µ              1                                                                                           

Fig. 6.38: FCM-S classification output of AWiFS image 
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6.7.1.2 RESULTS OF FCM WITH DISCONTINUITY ADAPTIVE PRIOR 

 

To incorporate the spatial contextual information with FCM, smoothness prior and four DA-

MRF described in Section 3.4.7.2 has been widely used in Electrical Engineering (Li, 2009). So, 

to incorporate the spatial contextual information along with spectral information, the hybridized 

model of DA approach has been devised to resolve the problem of mixed pixel. The objective 

function of FCM with Discontinuity Adaptive prior is defined in (Eq 3.46-3.49) and known as 

FDM-(H1), FDM-(H2), FDM-(H3), and FDM-(H4). The smoothness parameter (λ) controls the 

balance between spectral and spatial information. Another parameter which is added with the 

objective function of FCM with Discontinuity Adaptive prior classifier is the Adoptive Potential 

Function (AIF) or Interaction Range Parameter (γ). This determines the rate of decay at that 

point where AIF reaches to zero and also controls the interaction between two pixels (Moser and 

Serpico, 2010). The basic objective of this study is to optimize the parameters λ and γ to get 

better classification.  Another aspect of this study, is to identify the optimize DA-model, yields 

the best image classification.  

 

The performance of this classifier is dependent on the constant value of weighting 

exponent (m) and smoothness parameter (λ) along with Interaction Range Parameter (γ).The 

optimized value of weighting exponent m and varying value of smoothness parameter λ along 

with interaction range parameter γ has been tested. These parameters are mutually dependent on 

each other in FDM-(H1), FDM-(H2), FDM-(H3), and FDM-(H4) classification approaches. To 

carry out the classification, a fixed value of m=2.4 has been used while varying the values of λ 

and γ between 0.1 to 1.0 at an interval of 0.1. For an appropriate classification, the membership 

value of a particular class shall be very high and that its corresponding entropy value should be 

minimum.  

 

Fig. 6.39 (a), (b), (c),(d) shows the variation of the varying value of λ and γ with class 

membership of  different classes such as agriculture, sal forest, eucalyptus plantation, barren 

land, moist land and water body for AWIFS dataset of FDM-(H1), FDM-(H2), FDM-(H3), 

FDM-(H4) classifier. For all three datasets, class memberships have been generated for the 

different values of λ and γ. The class membership values of a pixel denote the class proportions, 
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which represents the soft classified output for a pixel. It has been observed that the optimized 

value of λ and γ is 0.8. The optimized value of λ and γ is finalized on the basis of membership 

values, which is higher for all classes and lying between 0.80 to 0.996 for FDM-(H1), FDM-

(H2), FDM-(H3), FDM-(H4) classifier. 

 

Fig. 6.39 (a): Class membership for FDM-(H1) using AWiFS dataset. 

 

 

Fig. 6.39 (b): Class membership for FDM-(H2) using AWiFS dataset. 
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Fig. 6.39 (c): Class membership for FDM-(H3)using AWiFS dataset. 

 

Fig. 6.39 (d): Class membership for FDM-(H4) using AWiFS dataset. 

0.70

0.75

0.80

0.85

0.90

0.95

1.00

λ
=

0
.1

 &
 γ

=
0

.1

λ
=

0
.2

 &
 γ

=
0

.2

λ
=

0
.3

 &
 γ

=
0

.3

λ
=

0
.4

 &
 γ

=
0

.4

λ
=

0
.5

 &
 γ

=
0

.5

λ
=

0
.6

 &
 γ

=
0

.6

λ
=

0
.7

 &
 γ

=
0

.7

λ
=

0
.8

 &
 γ

=
0

.8

λ
=

0
.9

 &
 γ

=
0

.9

λ
=

1
.0

 &
 γ

=
1

.0

M
em

b
er

sh
ip

 V
al

u
e 

'μ
'

Value of Smoothness strength ' λ' and interaction range ' γ'

Agriculture

Sal Forest

Eucalyptus Plantation 

Barren Land

Moist Land

Water Body

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

λ
=

0
.1

 &
 γ

=
0

.1

λ
=

0
.2

 &
 γ

=
0

.2

λ
=

0
.3

 &
 γ

=
0

.3

λ
=

0
.4

 &
 γ

=
0

.4

λ
=

0
.5

 &
 γ

=
0

.5

λ
=

0
.6

 &
 γ

=
0

.6

λ
=

0
.7

 &
 γ

=
0

.7

λ
=

0
.8

 &
 γ

=
0

.8

λ
=

0
.9

 &
 γ

=
0

.9

λ
=

1
.0

 &
 γ

=
1

.0

M
em

b
er

sh
ip

 V
al

u
e 

'μ
'

Value of Smoothness strength ' λ' and interaction range ' γ'

Agriculture

Sal Forest

Eucalyptus Plantation 

Barren Land

Moist Land

Water Body



Fuzzy Hybrid Approaches for Soft Classification of Satellite Images 

 

234 
 

Table 6.14 shows FERM, SCM and MIN-LEAST accuracy measures for the optimized 

value of λ =0.8 and γ=0.8. The accuracy values are presented for all four DA prior models.  From 

Table 6.5, it has been observed that FDM-(H3) model produces the highest accuracy. The 

assessment of accuracy shows that FDM-(H3) model produces higher values for FERM, SCM 

and MIN-LEAST operator. The MIN-LEAST approach of assessment of accuracy determines 

the interclass confusion ratio and a high value indicates minimal interclass confusion (Chen, 

2010). The entropy value has been computed for optimized λ and γ for all four DA models and it 

is found to be 0.07, 0.08, 0.03, and 0.85 for FDM-(H1, H2, H3, and H4) models respectively. 

This reflects that FDM-(H3) has lowest entropy (0.3) when compared to other models. The basic 

advantage of hybridization DA model with FCM classifier is that classes are well classified and 

edges were not over smoothed (Fig. 6.40).  

 

Table 6.14: Comparative assessment of accuracy values for FDM (H1, H2, H3, and H4) 

classifier of AWiFS data using LISS-III and LISS-IV as reference data 

 

The classification performance of FDM-(H3) has been compared with FCM and FCM-S 

and it has been observed that it reduces the problem of over smoothing of FCM-S and reduces 

the uncertainty up to 4% to 6% for agriculture, sal forest, eucalyptus plantation and 7% to 9% for 

barren land, moist land and water body classes {Tables 6.2 and 6.13}. 

 

         Images 

Indices 

AWiFS-LISS-III AWiFS-LISS-IV 

FDM-Classifier H-1 H-2 H-3 H-4 H-1 H-2 H-3 H-4 

FERM(%) 83.86 83.76 87.85 85.29 84.13 85.01 88.00 79.23 

SCM(%) 84.98 89.24 90.12 89.12 80.37 84.24 86.12 81.12 

MIN-

LEAST(%) 

87.97 93.63 98.14 98.14 88.65 93.05 95.34 91.14 
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 For checking and verifying the edge preservation for classified output at its optimized 

point, mean and variance method has been used. The edges have been checked, on per- pixel 

basis for all the classified output of AWiFS image (See Table 6.15). As per the output in form of 

class membership {Fig. 6.39 (a), (b), (c) and (d)} and Table 6.5, it has been observed that the 

FDM-(H3) is effective for inspection of preservation of edges. It has been observed that, for the 

optimized value of λ=0.8 and γ=0.8, the edges have been preserved more correctly with high 

mean difference and low variance than smoothness prior (Table 6.12). It may be concluded that, 

while using contextual based classifier, the verification of edge preservation is important to avoid 

the problem of over smoothing on the classified imagery.  

 

Table 6.15: Verification of edge preservation for FDM-(H3) classification of AWiFS image for 

optimized value of „λ‟=0.8 and „γ‟=0.8 

Values of  (λ and γ) Difference in mean Variance 

0.1,0.1 242.3 23.5, 3.7 

0.2,0.2 232.3 43.5, 2.01 

0.3,0.3 247.2 37.5, 0.2 

0.4,0.4 247.2 37.5, 0.2 

0.5,0.5 247.2 37.5, 0.2 

0.6,0.6 247.2 37.5, 0.2 

0.7,0.7 247.2 37.5, 0.2 

0.8,0.8 247.2 37.5, 0.2 

0.9,0.9 247.2 37.5, 0.2 

 

Fig. 6.40 shows the classified fraction image for optimized values of λ and γ of AWiFS 

dataset for FDM-(H3) classification. This model performs better than other models as smoothing 

strength (λ) increases monotonically as scale parameter „η‟>0 increases within the 

neighbourhood window. As shown in Fig. 6.40, FDM-(H3) model controls over smoothing for 

homogenous category of classes, by applying zero smoothing principle when „η‟ is almost zero. 

This aspect of zero smoothing and over smoothing has also been verified by Li (2009), where 

smoothness prior model allows boundless smoothening when η→∞.   
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On the basis of highest class membership, the class wise optimized value of λ and γ has 

been identified. For agriculture, and barren land, λ=0.7 and γ=0.7 has been found suitable for the 

classification using FDM-(H3) classifier. However, for sal forest and moist land, λ=0.8 and 

γ=0.8, eucalyptus plantation (λ=0.6 and γ =0.6) and water body (λ=0.5 and γ =0.5) is found to be 

appropriate for classification irrespective of datasets.   
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                                                                           0             µ              1                                                                                           

Fig. 6.40: FDM-(H3) classification output of AWiFS image 

 

 Fig. 6.40 shows the classified fraction images of AWiFS dataset for the optimized value 

of λ and γ. To incorporate the spatial contextual information with FCM, smoothness prior and 

four DA-MRF models have been tested. From Table 6.14, it has been observed that DA models 

increases Overall accuracy (SCM) up to 10% when compared to FCM-S and FCM. In FDM 

classifier, the interactions amongst the pixels are constant everywhere in the classified imagery 

and avoid the problem of over smoothing at edges. Thus, adding the contextual information 

using DA-MRF models reduces the problem of over smoothing at edges while preserving it at 

boundary points (Fig. 6.40) and produces more consistent classified fraction imagery. 
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6.8 RESULTS OF PCM WITH CONTEXTUAL CLASSIFIER 

 

To perform supervised classification for PCM with contextual information of AWiFS, LISS-III 

and LISS-IV datasets, a total of 50 training pixels have been selected for each land cover class. 

The hybrid classification approach of PCM with contextual has been carried out in two 

categories i.e. PCM with Smoothness prior (PCM-S) and four categories of PCM with 

Discontinuity Adaptive prior (PDM-H1, PDM-H2, PDM-H3, PDM-H4). The following sections, 

describes the results of the PCM with contextual classifiers in both the categories.   

 

6.8.1 RESULTS OF PCM WITH SMOOTHNESS PRIOR (PCM-S) 

 

To incorporate the spatial contextual information along with spectral information, the hybridized 

model has been devised to resolve the problem of mixed pixel. The contextual information has 

been added in PCM classifier to generate smoothness effect and it is defined as PCM-S (Eq 

3.50). Two basic variables are associated with the defined objective function are smoothness 

parameter (λ) and weight for neighbours (β).  The smoothness parameter controls the balance 

between spectral and spatial information, while β analyzes the weight to be given to a 

neighbouring pixel in a window. The basic objective of this study is to optimize these parameters 

to get better classification.   

 

The performance of this classifier is dependent on the constant value of weighting 

exponent m and smoothness parameter λ along with weight for neighbours parameter β(Eq. 

3.50).  The optimized constant value of weighting exponent m and varying value of smoothness 

parameter λ along with weight for neighbours parameter β has been tested. To perform the PCM-

S classification, a fixed value of m=2.4 has been used for all varying values of λ and β.   

 

Fig. 6.41 shows the variation of smoothness parameter (λ) and weight for neighbours 

parameter (β) with class membership for different classes such as agriculture, sal forest, 

eucalyptus plantation, barren land, moist land and water body for AWIFS, datasets. It has been 

observed from Fig. 6.41, that for λ=0.6 and β =3.0, all classes produces highest membership. For 
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λ=0.6 and β=3.0, the class membership lies between 0.85 to 0.99 for all six classes selected for 

this study. It has been further verified via entropy and observed that the value of optimized 

parameter is not deviating (Fig. 6.42). 

 

 

Fig. 6.41: Class membership for PCM-S classifier using AWiFS datasets  

 

The prime objective of image classification using PCM-S classifier is to establish a 

relationship between spectral and spatial information with adequate land cover type. The 

correctness of the classification results are evaluated using class membership and accuracy 

indices criterion.  However, this criterion is not sufficient to measure the quality of certainty of 

the classification results. For the visualization and evaluation of uncertainty in the classified 

imagery, the entropy criterion is proposed. This can be express by a single number to show the 

distribution and extent of uncertainty in the classified results.    

 

Fig. 6.42 shows the computed entropy for AWiFS fraction images of PCM-S classifier 

for agriculture, sal forest, eucalyptus plantation, barren land, moist land, and water body land 
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cover classes. The entropy values are lying between the specified range of [0.8, 2.5]. If the 

entropy value of classified fraction imagery is less; this indicates better classification with 

minimum uncertainty. It has been observed from Fig. 6.42, that at λ= 0.6 and β=3.0 for AWiFS 

dataset, the entropy values for all classes are lowest. For these optimized values of λ and β, the 

membership is high i.e. up to 98% and the computed entropy is lying between 0.8 to 1.9. This 

trend indicates that the uncertainty in classified results is low at optimized point for smoothness 

parameter λ= 0.6 and weight for neighbours parameter β=3.0. This mathematical model of 

entropy computation is used as an absolute indicator of measuring uncertainty without using any 

ground reference data.  

 

 

Fig. 6.42: Entropy for PCM-S classifier using AWiFS dataset. 

 

 To verify the preservation of edges, a homogenous area of a class has been selected such 

that it should have high mean and low variance. After the identification of homogenous class, 

two set of pixels have been selected, where each set lie on either side of the edge. Table 6.16 

shows that the difference of the mean between two pixels is high and variance within each pixel 

set is low. This phenomenon describes the low variability within the classified fraction imagery. 
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The error usually occurs around the edges and by preserving the edges it increases the 

classification accuracy (Tso and Oslen, 2005). 

 

Table 6.16: Verification of edge preservation for PCM-S classifier of AWiFS image for 

optimized value of λ=0.6 and β=3.0. 

Class Difference in mean Variance 

Agriculture  98.63 117.29, 292.41 

Sal forest 107.23 83.33, 228.01 

Eucalyptus plantation 110.91 272.25,56.25 

Barren Land 105.18 256.32,75.34 

Moist Land 157 114.5,0.5 

Water Body 171.80 1604.66,388.54 

  

To perform PCM-S classification, the optimized value of weighting exponent m=2.4 has 

been taken and λ and β are varying between 0.1 to 1.0 and 0.5 to 6.0 respectively. Table 6.17 

shows that Overall accuracy, FERM, SCM, MIN-MIN and MIN-LEAST are varying between 

66% to 96% when, AWiFS dataset is used for classification image and LISS-III or LISS-IV 

dataset is used as a reference. In the process of identifying the optimized value of λ and β, all 

accuracy indices (FERM, SCM, MIN-MIN and MIN-LEAST) has been analyzed for all six 

classes selected for the study and it is found that for λ=0.6 and β=3.0, all the accuracy measures 

are higher and have lesser uncertainty (Fig. 6.42).  

 

Tables 6.17 shows the accuracy indices for optimized value of smoothness parameter (λ) 

and weight for neighbours (β) of AWiFS (classified)-LISS-IV (referenced) combination. One 

important aspect as observed from Tables 6.4 and 6.17 is that PCM-S classification performs 

better than ordinary PCM classification, with 25% improvement in SCM accuracy.    
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Table 6.17: Accuracy values for optimized value of λ=0.6 and β=3.0 for PCM-S classifier of 

AWiFS data using LISS-IV as reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  92.33 88.18±1.07 87.34 86.76 86.34 

Sal forest 91.61 82.65±2.06 82.87 71.39 85.92 

Eucalyptus 

plantation 

88.66 68.59±3.38 79.82 67.20 89.97 

Barren Land 97.08 80.2±5.06 67.64 65.13 85.27 

Moist Land 94.47 85.07±3.98 95.41 81.21 88.93 

Water Body 96.52 85.33±2.64 91.25 72.66 88.56 

Fuzzy producer’s accuracy (%) 

Agriculture  89.22 87.01±3.51 89.69 85.48 88.58 

Sal forest 91.69 91.08±6.47 91.76 81.60 87.55 

Eucalyptus 

plantation 

86.30 85.26±1.42 87.96 71.85 78.66 

Barren Land 85.77 92.41±7.17 93.23 84.03 79.58 

Moist Land 87.23 78.51±14.25 75.56 65.36 92.77 

Water Body 66.10 93.61±4.24 92.88 89.36 97.85 

Fuzzy overall 

accuracy (%) 

86.20 84.40±4.60 86.28 76.83 87.49 

Fuzzy Kappa - 0.83±0.12 0.83 0.70 0.95 

 

 

Fig. 6.43 shows the fraction images of AWiFS datasets for PCM-S classification. After 

examining the fraction images generated by PCM-S classifier, it is found that the value of λ and 

β changes across the spatial resolution of image. The inclusion of contextual information in PCM 

resolves the inter-grade homogeneity problem, while PCM is unable to distinguish between 

homogenous classes. It is also found that by incorporating contextual information in PCM, the 

output is spectrally and spatially consistent and that overlapping of classes has been resolved 

effectively (Fig. 6.43).  
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Fig. 6.43: PCM-S classification output of AWiFS image 

 

6.8.2 RESULTS OF PCM WITH DISCONTINUITY ADAPTIVE PRIOR 

 

The basic objective of this study is to develop PCM based hybridized sub-pixel classifier for 

classifying moderate and coarser spatial resolution multi-spectral data set using PCM-MRF 

model. In ordinary PCM based classifier, no spatial context of an image was incorporated, so to 

incorporate the spatial contextual information with PCM, smoothness prior and four DA-MRF 

described in Section 3.4.11 has been developed. The PCM with contextual classifier incorporates 

spatial context using DA model and performs sub-pixel classification in supervised mode. 

Another aspect of this method is to verify the preservation of edge at boundary points.  

 

 The objective function of PCM with Discontinuity Adaptive Prior is defined by (Eq 3.51-

3.54) and has been designated as PDM-(H1), PDM-(H2),PDM-(H3),PDM-(H4) classifier. As 
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mentioned in Section 3.4.11, the smoothness parameter (λ) controls the balance between spectral 

and spatial information. Another parameter which is added with the objective function of PCM 

with Discontinuity Adaptive (DA) prior classifier is the Adaptive Potential Function (AIF) or 

Interaction Range Parameter (γ). This determines the rate of decay at that point where AIF 

reaches to zero and also controls the interaction between two pixels (Moser and Serpico, 2010). 

The basic objective of this study is to optimize these parameters λ and γ to get better 

classification.  Another aspect of this study, is to identify the optimize DA-model, which yield 

best classification and also preserves the edges.  

 

The performance of this classifier is dependent on the constant value of weighting 

exponent (m) and smoothness parameter (λ) along with interaction range parameter (γ) (Eq. 3.51-

3.54).  The optimized constant value of weighting exponent (m) and varying value of (λ) and (γ) 

has been tested.  Both parameters are mutually dependent to perform the classification using 

PDM-(H1), PDM-(H2), PDM-(H3), and PDM-(H4) classifiers. To perform the classification, 

fixed value of m=2.4 has been used while varying the values of λ and γ between 0.1 to 1.0 at an 

interval of 0.1.   

 

Fig. 6.44 (a), (b), (c) and (d) shows the variation of the class membership for varying 

value of λ and γ for different classes such as agriculture, sal forest, eucalyptus plantation, barren 

land, moist land and water body of  AWIFS dataset of PDM-(H1), PDM-(H2), PDM-(H3), and 

PDM-(H4) classifier. For all three datasets, class membership has been generated for the 

different values of λ and γ. It has been observed from the Fig. 6.44 (a), (b), (c) and (d), that the 

optimized value of λ and γ is 0.5. The optimized value of λ and γ is finalized on the basis of 

membership values, for all classes and lying between 0.80 to 0.996 for PDM-(H1), PDM-(H2), 

PDM-(H3), and PDM-(H4) classifier. 
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Fig. 6.44(a): Class membership for PDM-(H1) classifier using AWiFS dataset. 

 

 

Fig. 6.44(b): Class membership for PDM-(H2) classifier using AWiFS dataset.     
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Fig. 6.44(c): Class membership for PDM-(H3) classifier using AWiFS dataset.    

 

Fig. 6.44(d): Class membership for PDM-(H4) classifier using AWiFS dataset.     
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Table 6.18 shows the accuracy values for the optimized value of λ =0.5 and γ=0.5, where 

AWiFS image has been used as a classified image and LISS-III or LISS-IV image has been used 

a reference image. The accuracy values are presented for all four DA models.  From Table 6.18, 

it has been observed that PDM-(H4) model produces higher accuracy in all cases. All approaches 

of assessment accuracy shows that PDM-(H4) model produces higher values for FERM, SCM 

and MIN-LEAST operator. The MIN-LEAST approaches for assessment of accuracy also 

determines the interclass confusion ratio. The lower values of MIN-LEAST operator states 

higher interclass confusion (Chen, 2010). The entropy values have also been computed for 

optimized λ and γ for all four DA models and it is found to be 2.31, 2.85, 2.23, and 1.85 for 

PDM-(H1, H2, H3, and H4) models respectively. This also indicates that PDM-(H4) has lower 

entropy (1.85) when compared to other models. The basic advantage of hybridization DA model 

with PCM classifier is that classes are well classified and edges were not over smoothened (Fig. 

6.45).  

 

The classification performance of PDM-(H4) has been compared with PCM and PCM-S 

and it has been found that it reduces the problem of over smoothing of PCM-S and reduces the 

uncertainty up to 1.5% to 3% for agriculture, sal forest, eucalyptus plantation and 0.5% to 6% for 

barren land, moist land and water body classes (Tables 6.5, 6.18 and 6.19). Further, it has been 

observed that FERM and SCM are more robust to assess the accuracy of PCM with contextual 

classifier. However, it is found that MIN-LEAST is not suitable to assess the accuracy of PCM 

based hybrid sub-pixel classifier, as it does not follow the hyper-line constraint. PCM-S 

classification approach follows constant interaction among the pixels within the image space, 

which sometimes leads to over smoothening and thus it is not able to preserve the edges as 

efficiently as DA models. 
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Table 6.18: Comparative accuracy values for optimized value of λ=0.5 and γ=0.5 for 

PDM (H1, H2, H3 and H4) classifier of AWiFS data using LISS-III and LISS-IV as reference 

data. 

 

 

 

 

 

To verify the preservation of edges, a homogenous area of a class has been selected by 

verifying that it should have high mean and low variance. After the identification of homogenous 

class, two set of pixels have selected lying on the either side of the edge. Table 6.19 shows that 

the difference of the mean between two pixels is high and that variance within each pixel set is 

low. This phenomenon describes the low variability within the dataset.  It may be conclude that, 

while using contextual based classifier avoids the problem of over smoothing on the classified 

imagery.  

 

Table 6.19: Verification of edge preservation for PDM-(H4) classification of AWiFS image for 

optimized value of „λ‟=0.5 and „γ‟=0.5 

Class Difference in mean Variance 

Eucalyptus plantation 171.84 142.25, 179.56 

Barren Land 139.7 256.32,75.34 

Water Body 152.05 129.96, 214.92 

 

 

Fig. 6.45 shows the classified fraction image for optimized values of λ and γ of AWiFS 

dataset using PDM-(H4) classifier. This classifier performs best in comparison to other DA 

models. It is observed that first three DA-MRF models with PCM (Eq 3.51-3.53) behave 

         Images 

Indices 

AWiFS-LISS-III AWiFS-LISS-IV 

PDM-

Classifier 

H-1 H-2 H-3 H-4 H-1 H-2 H-3 H-4 

FERM(%) 89.24 89.34 88.95 89.46 61.25 92.35 90.17 90.90 

SCM(%) 82.38 79.04 80.12 84.43 80.37 81.23 76.14 84.50 

MIN-LEAST 

(%) 

57.76 63.61 58.14 68.32 58.61 63.05 65.34 71.21 
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similarly to PCM-S. However, in case of PDM-(H4) model, the bandwidth or scale parameter 

does not follow this criterion (η
2
«1) (Li, 1990). As observed from Fig. 6.45, PDM-(H4) model 

controls over smoothing for all category of classes effectively. On the basis of highest class 

membership, the class wise optimized value of λ and γ has also been identified and it is found to 

same as that of generalized optimized value i.e. λ= 0.5 and  γ=0.5 for all classes. 

 

 

  
Agriculture 

 

 
Sal Forest 

 

 
Eucalyptus 

 
Barren Land  

Moist Land 
 

Water Body 
 

Fig. 6.45: PDM-(H4) classification output of AWiFS image 

 

Fig. 6.45 shows the classified fraction images of AWiFS dataset for the optimized value 

of λ and γ. To incorporate the spatial contextual information with PCM, smoothness prior and 

four DA-MRF models have been tested. From Tables 6.18, it has been observed that DA models 

increases overall accuracy up to 8% when compared to PCM-S (Table 6.17). In PCM and PCM-

S classifier, the interactions among the pixels are constant everywhere in the classified imagery. 

This leads to over smoothing at edges in PCM-S classifier. However, in PDM classification 

approach, the smoothing strength λ is proportional to η. Thus, adding the contextual information 

using DA-MRF models reduces the problem of over smoothing at edges, while preserving it at 

boundary points (Figs. 6.45) and produces more accurate results. Although, it is a fact that 

hybridization of contextual with PCM incorporate some level of uncertainty because, the 

computed entropy values for optimized λ =0.5 and γ =0.5 for all four DA models are not at 

minimal level and is found to 2.31, 2.85, 2.23, and 1.85 for PDM-(H1, H2, H3, and H4) models 
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respectively. Thus, inclusion of contextual information in PCM classifier has not efficiently 

utilized the spatial information of an image. 

 

6.9 RESULTS OF NC WITH CONTEXTUAL CLASSIFIER 

 

The idea of using this hybrid approach of soft classification i.e. Noise Clustering (NC) with 

contextual is a new approach which helps significantly to eliminate noise pixels while 

incorporating spatial contextual information. The hybrid classification approach of NC with 

contextual information has been performed in two categories i.e. NC with Smoothness prior 

(NC-S) and four categories of NC with Discontinuity Adaptive (DA) prior i.e. (NDM-H1,NDM-

H2,NDM-H3, NDM-H4). The following sections, describes the results of the NC with contextual 

classifiers.  

6.9.1 RESULTS OF NC WITH SMOOTHNESS PRIOR 

 

The contextual information has been added in NC classifier to generate smoothness effect and it 

has been designated as NC-S. The inclusion of Standard Regularizes in NC assumes a constant 

interaction among the pixels in image space. Two basic variables are associated with the defined 

objective function are smoothness parameter (λ) and weight for neighbours (β).  The function of 

these parameters has been indicated in Section 6.7. The basic objective of this study is to 

optimize these parameters to acquire better classified fraction imagery.   

 

The performance of this classifier is dependent on the constant value of resolution 

parameter δ and smoothness parameter λ along with weight for neighbours parameter β. The 

optimized constant value of δ and varying value of λ along with β has been tested. Both 

parameters are mutually dependent to perform the classification using NC-S approach. To 

perform the NC-S classification, the fixed optimized value of δ=10
5
 has been used for all varying 

values of λ from 0.1 to 1.0 at an interval of 0.1 and β is varied from 0.5 to 5.0 at an interval of 

0.5.   
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Fig. 6.46 shows the variation of varying value of smoothness parameter (λ) and weight 

for neighbours parameter (β) with class membership of different classes such as agriculture, sal 

forest, eucalyptus plantation, barren land, moist land and water body of AWIFS, dataset. For 

AWiFS dataset, class membership has been generated for the different values of λ and β. The 

class membership values of a pixel denote the class proportions, which in turn may represent the 

soft classified output for a pixel. It has been observed from the Fig. 6.46 that for λ=0.7 and β 

=3.5, class membership lies between 0.90 to 0.99 for all six classes selected for this study.  

 

 

Fig. 6.46: Class membership for NC-S classifier using AWiFS dataset. 

 

Fig. 6.47 shows the computed entropy for AWiFS fraction images of NC-S classifier for 

agriculture, sal forest, eucalyptus plantation, barren land, moist land, and water body land cover 

classes. The entropy values are lying between the specified range of [0.005, 0.65]. If the entropy 

values of classified fraction imagery are less; this indicates better classification results with 
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minimum uncertainty. It has been observed from Fig. 6.47 that at λ= 0.7 and β=3.5 for AWiFS 

dataset, the entropy values for all classes are at the lowest level. For these optimized values of λ 

and β, the membership is high i.e. up to 99% and the computed entropy is lying between 0.005 to 

0.65. This trend indicates that the uncertainty in classified results is lowest at optimized point for 

smoothness parameter λ= 0.7 and weight for neighbours parameter β=3.5. This mathematical 

model of entropy computation is used as an absolute indicator of measuring uncertainty without 

using any ground reference data.  

 

 

Fig. 6.47: Entropy for NC-S classifier using AWiFS dataset. 

 

To perform NC-S classification, the optimized value of resolution parameter δ=10
5
, has 

been taken and λ and β are varying between 0.1 to 1.0 and 0.5 to 6.0 respectively. Table 6.20 

shows that the Overall accuracy, FERM, SCM, MIN-MIN and MIN-LEAST are varying 

between 83% to 95% where, AWiFS dataset has been used for classification image and LISS-III 

or LISS-IV dataset is used as a reference image. In the process of identifying the optimized value 

of λ and β, all accuracy indices (FERM, SCM, MIN-MIN and MIN-LEAST) has been analyzed 

for all six classes selected for the study and it is found that for λ=0.7 and β=3.5, all the accuracy 

measures are highest and having lowest uncertainty{Fig. 6.47}.  
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Tables 6.20 shows the accuracy indices for optimized value of smoothness parameter (λ) 

and weight for neighbours (β) of AWiFS (classified)-LISS-IV (referenced) combination. One 

important aspect that can be seen from Tables 6.6 and 6.20 is that NC-S classifier performs 

slightly better than ordinary NC classifier, where entropy values are on the lower side (0.005) 

when compare to NC classifier (Fig. 6.16(a), (b) and (c)).    

 

Table 6.20: Accuracy values for optimized value of λ=0.7 and β=3.5 for NC-S classifier of 

AWiFS data using LISS-IV as reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  69.03 83.20±8.53 82.26 74.67 91.73 

Sal forest 78.95 89.33±8.19 88.83 81.14 97.52 

Eucalyptus 

plantation 

86.73 94.98±3.05 94.80 91.93 98.03 

Barren Land 73.46 83.96±12.73 81.89 71.22 96.70 

Moist Land 67.88 78.52±8.92 77.28 69.60 87.45 

Water Body 95.88 98.50±1.31 98.14 97.19 99.81 

Fuzzy producer’s accuracy (%) 

Agriculture  95.03 95.53±2.63 95.38 92.89 98.17 

Sal forest 92.69 93.31±3.34 93.06 89.96 96.66 

Eucalyptus 

plantation 

80.93 83.36±8.07 81.72 75.28 91.43 

Barren Land 91.33 81.78±14.45 81.01 67.33 96.23 

Moist Land 91.81 92.38±5.27 91.98 87.10 97.66 

Water Body 66.10 91.52±7.16 92.41 84.36 98.68 

Fuzzy overall 

accuracy (%) 

88.19 89.33±6.24 88.82 83.09 95.57 

Fuzzy Kappa - 0.86±0.07 0.85 0.78 0.94 

 

Table 6.21 presents the values of mean and variance which has been computed to verify 

the edge preservation. To verify the preservation of edges of AWiFS image to land cover classes 

i.e. barren land and water body has been selected and mean and variance has been computed at 
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the two sides of the edge. The mean difference is high and variance is low in NC-S classifier. 

Table 6.21 shows that the difference of the mean between two pixels is high and variance within 

each pixel set is low. This phenomenon describes the low variability within the image set.  

 

Table 6.21: Verification of edge preservation for NC-S classifier of AWiFS image for optimized 

value of λ=0.7 and β=3.5 

Class Difference in mean Variance 

Barren Land 216.5 4.5,2.0 

Water Body 231.5 8,4.5 

 

 

 Fig 6.48 shows the results in form of fraction image generated using NC-S classifier. It is 

observed that results have not improved by including spatial context with NC using standard 

regularizer. As discussed in Section 3.4.12, standard regularizer tends to over smoothing and 

hence, in spite of adding contextual information in NC classifier using smoothening prior, the 

results do not improved when compared to NC and NCWE (Tables 6.6 and 6.8). The fraction 

images generated by NC-S classifier are spectrally and specially consistent and uncertainty is 

lesser than NC and NCWE classifier (Figs. 6. 16(a), 6.23(a) and 6.47). However, it does not 

show any improvement in terms of accuracy measures such as FERM and SCM.      

 

6.9.2 RESULTS OF NC WITH DISCONTINUITY ADAPTIVE PRIOR 

 
To incorporate the spatial contextual information with NC, smoothness prior and four DA-MRF 

described in Section 3.4.12 has been hybridized to resolve the problem of mixed pixel. The 

objective function of NC with Discontinuity Adaptive prior is defined in (Eq 3.56-3.59) and 

designated as NDM-(H1), NDM-(H2), NDM-(H3), NDM-(H4).The smoothness parameter (λ) 

controls the balance between spectral and spatial information. Another parameter which is added 

with the objective function of FCM with Discontinuity Adaptive prior classifier is the Adaptive 

Potential Function (AIF) or Interaction Range Parameter (γ). This determines the rate of decay at 

that point where AIF reaches to zero and also controls the interaction between two pixels (Moser 

and Serpico, 2010). The basic objective of this study is to optimize these parameters λ and γ to 
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get better classification.  Another aspect of this study, is to identify the optimize DA-model, 

which suites for the satellite image classification.  
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Fig. 6.48: NC-S classification output of AWiFS image 

 

The performance of this classifier is dependent on the constant value of resolution 

parameter (δ) and smoothness parameter (λ) along with Interaction Range Parameter (γ). The 

optimized value of δ and varying value of λ and γ has been tested. These parameters are mutually 

dependent on each other in NDM-(H1), NDM-(H2), NDM-(H3), and NDM-(H4) classification 

approaches. To carry out the classification, a fixed value of δ=10
5
, has been used while varying 

the values of λ and γ between 0.1 to 1.0 at an interval of 0.1. For an appropriate classification, 

the membership value of a particular class should be very high and that its corresponding entropy 

value should be minimum.  



Chapter: 6 Data Analysis and Results 

255 
 

 

Fig. 6.49 (a), (b), (c),(d) shows the variation of the of the varying value of λ and γ with 

class membership of  different classes such as agriculture, sal forest, eucalyptus plantation, 

barren land, moist land and water body for AWIFS dataset of NDM-(H1), NDM-(H2), NDM-

(H3), NDM-(H4) classifier. For all three datasets, class membership has been generated for 

different values of λ and γ. It has been observed that the optimized value of λ and γ is 0.4. The 

optimized value of λ and γ is finalized on the basis of membership values, which is highest for 

all classes and is lying between 0.92 to 0.99 for NDM-(H1), NDM-(H2), NDM-(H3), NDM-(H4) 

classifier. 

 

 

Fig. 6.49 (a): Class membership for NDM-(H1) classifier using AWiFS dataset.  
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Fig. 6.49 (b): Class membership for NDM-(H2) classifier using AWiFS dataset.  

 

 

Fig. 6.49 (c): Class membership for NDM-(H3) classifier using AWiFS dataset.  
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Fig. 6.49 (d): Class membership for NDM-(H4) classifier using AWiFS dataset.  

 

To perform NDM classification with all four DA-MRF models, the optimized value of 

resolution parameter δ=10
5
 has been taken and λ and γ are varying between 0.1 to 1.0 at an 

interval of 0.1. Table 6.22 shows all the accuracy values for the optimized value of λ =0.4 and 

γ=0.4, where AWiFS image has been used as a classified image and LISS-III or LISS-IV image 

has been used reference image. Table 6.22 shows the accuracy values for all four DA models.   It 

has been observed that NDM-(H4) model produces highest accuracy for all cases. All approaches 

of assessment accuracy shows that NDM-(H4) model produces higher values for FERM, SCM 

and MIN-LEAST operator. The entropy values have also been computed for optimized λ and γ 

for all four DA models and it is found to be 1.08, 0.52, 1.23, and 0.005 for NDM-(H1, H2, H3, 

and H4) models respectively. This also reflects that NDM-(H4) has lower entropy (0.005) when 

compared to other models. The basic advantage of hybridization DA model with NC classifier is 

that classes are well classified and edges were not over smoothed (Fig. 6.50).  

 

The classification performance of NDM-(H4) has been compared with NC, NCWE and 

NC-S. It has been observed that it reduces the problem of over smoothing of NC-S and increases 

the SCM accuracy approximately by 8% (Tables 6.6, 6.8, 6.20 and 6.22). Further, it has also 
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been observed that FERM, SCM and MIN-LEAST are more robust to assess the accuracy of 

PCM with contextual classifier. NC-S (standard regularizes) classification approach follows 

constant interaction among the pixels in image space, which sometimes lead to over smoothening 

and not able to preserves the edges efficiently as DA models do. Tables 6.22 shows the accuracy 

indices for optimized value of Smoothness parameter (λ) and Interaction Range Parameter (γ) of 

AWiFS (classified)-LISS-III/LISS-IV (referenced) combination. One important aspect that can 

be seen from Tables 6.6, 6.20 and 6.22 is NDM-(H4) classifier performs best in comparison to 

ordinary NC, NCWE and NC-S classifier. All the accuracy measures are highest and entropy 

values are lower (0.005) when compare to NC, NCWE and NC-S classifier (Figs. 6.16(a), (b) 

and (c), 6.46).    

 

Table 6.22: Comparative accuracy values for optimized value of λ=0.4 and γ=0.4 

NDM (H1, H2, H3, H4) classifier of AWiFS data using LISS-III and LISS-IV as reference data. 

 

To verify the edge preservation for AWiFS image two land cover classes i.e. barren land 

and water body have been selected and mean and variance were computed on both sides of the 

edges as shown in Table 6.23. The difference of the mean value is high and variance is low in 

NDM-(H4) classifier in comparison to NC-S (Table 6.21), it implies that NDM-(H4) preserves 

the edges. 

 

 

 

         Images 

Indices 

AWiFS-LISS-III AWiFS-LISS-IV 

NDM-

Classifier 

H-1 H-2 H-3 H-4 H-1 H-2 H-3 H-4 

FERM(%) 85.87 85.88 85.51 85.56 41.88 94.25 89.27 99.83 

SCM(%) 87.29 87.30 86.88 87.95 58.92 93.65 89.18 99.79 

MIN-

LEAST(%) 

82.89 86.86 91.26 91.29 72.10 99.48 98.26 98.05 
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Table 6.23: Verification of edge preservation for NDM-(H4) classification of AWiFS image for 

optimized value of λ=0.4 and γ=0.4 

Class Difference in mean Variance 

Barren Land 298.5 3.3,2 

Water Body 264.5 8,4.5 

 

The smoothness parameter (λ) and Interaction Range Parameter (γ) has been optimized 

and Fig. 6.50 shows the classified fraction images of AWiFS dataset. To incorporate the spatial 

contextual information with NC, smoothness prior and four DA-MRF models have been tested. 

From Tables 6.22, it has been observed that DA models increases Overall accuracy by 9% when 

compared to NC-S. In NC and NC-S classifier (Eq 3.12 and Eq 3.55), the interactions among the 

pixels are constant everywhere in the classified imagery. This leads to over smoothing at edges 

in NC-S classifier. However, in NDM classification approach, the smoothing strength λ is 

proportional to η (Eq 3.56-3.59). Thus, adding the contextual information using DA-MRF 

models reduces the problem of over smoothing at edges while preserving it at boundary points 

(Figs. 6.50) and thus produces better results. It has been observed that hybridization of 

contextual with NC classifier, minimizes uncertainty since, the computed entropy values for 

optimized λ =0.4 and γ =0.4 for all four DA models are at minimal level NDM-(H4) models. 

Thus, it can be concluded that incorporation of contextual information with NC classifier 

produces spectrally and spatially consistent and robust results.  

 

6.10 RESULTS OF FCMWE WITH CONTEXTUAL CLASSIFIER 

 

The idea of using Fuzzy c-Mean with Entropy, a hybrid approach of soft classification i.e. 

FCMWE with contextual information is a new approach which helps significantly to reduce 

uncertainty among pixels while incorporating spatial contextual information. The hybrid 

classification approach of FCMWE with contextual information has been performed in two 

categories i.e. FCMWE with Smoothness prior (FCMWE-S) and four categories of FCMWE 

with Discontinuity Adaptive (DA) prior i.e. (FDEM-H1, FDEM -H2, FDEM -H3, FDEM -H4). 

The following sections, describes the results of the FCMWE with contextual classifiers. It is 
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believed that inclusion of entropy and contextual information in FCM classifier gives better 

impact to classify various land cover classes. 
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Fig. 6.50: NDM-(H4) classification output of AWiFS image 

 

6.10.1 RESULTS OF FCMWE WITH SMOOTHNESS PRIOR 

 

To incorporate spatial contextual information, spectral information along with entropy as a 

regularizer, a hybridized model has been devised to resolve the problem of mixed pixel. The 

contextual information has been added in FCMWE classifier to generate smoothness effect and it 

is defined as FCMWE-S (Eq 3.65). Two basic variables are associated with the defined objective 

function are smoothness parameter (λ) and weight for neighbours (β).  The smoothness 

parameter controls the balance between spectral and spatial information, while β analyzes the 

weight to be given to a neighboring pixel in a window. The basic objective of this study is to 

optimize these parameters to get better classification output with minimum uncertainty.   

 

The performance of this classifier is dependent on the constant value of Regularizing 

parameter (ν) and smoothness parameter (λ) along with weight for neighbor‟s parameter β(Eq. 

3.65).  The optimized constant value of Regularizing parameter (ν) and varying value of 
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smoothness parameter (λ) along with weight for neighbors parameter β has been tested. To 

perform FCMWE-S classification, a fixed value of ν =10
2
 has been used by varying the values of 

λ ranges between 0.1 to 1.0 at an interval of 0.1, while β has been varied from 0.5 to 5.0 at an 

interval of 0.5.   

 

Fig. 6.51 shows the variation of smoothness parameter (λ) and weight for neighbour‟s 

parameter (β) with class membership for different classes such as agriculture, sal forest, 

eucalyptus plantation, barren land, moist land and water body for AWIFS datasets. The class 

membership values of a pixel denote the class proportion, and indicate the soft classified output 

for a pixel. It has been observed from Fig. 6.51, that for λ=0.4 and β =2.0, agriculture, barren 

land, moist land and water body produces highest membership. However, for λ=0.5 and β =2.5, 

λ=0.6 and β =3.0, sal forest and eucalyptus plantation produces highest membership respectively. 

For the above values of λ and β values, the class membership lies between 0.95 to 0.99 for all six 

classes selected for this study. It has been further verified via entropy and observed that the value 

of optimized parameter is not deviating (Fig. 6.52). 

 

 

Fig. 6.51: Class membership for FCMWE-S classifier using AWiFS datasets  
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The prime objective of image classification using FCMWE-S classifier is to establish a 

relationship between the spectral and spatial information with adequate land cover type. The 

correctness of the classification results are evaluated using class membership and accuracy 

indices criterion.  However, this criterion is not sufficient to measure the quality of certainty of 

the classification results. For the visualization and evaluation of uncertainty in the classified 

imagery, the entropy criterion is proposed. This can be express by a single number to show the 

distribution and extent of uncertainty in the classified results.    

 

Fig. 6.52 shows the computed entropy for AWiFS fraction images of FCMWE-S 

classifier for agriculture, sal forest, eucalyptus plantation, barren land, moist land, and water 

body land cover classes. The entropy values are lying between the specified range of [0.005, 

0.35]. If the entropy value of classified fraction imagery is less; this indicates better classification 

with minimum uncertainty. It has been observed from Fig. 6.52, that at λ= 0.4 and β=2.0 for 

AWiFS dataset, the entropy values for agriculture, barren land, moist land and water body 

classes are lowest. However, for sal forest and eucalyptus plantation the optimized value of 

λ=0.5 and β=2.5, λ=0.6 and β=3.0 respectively. For these optimized values of λ and β, the 

membership is high i.e. up to 99% and the computed entropy is 0.005. This trend indicates that 

the uncertainty in classified results is lowest at optimized point for smoothness parameter (λ) and 

weight for neighbor parameter (β). This mathematical model of entropy computation is used as 

an absolute indicator of measuring uncertainty without using any ground reference data.  
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Fig. 6.52: Entropy for FCMWE-S classifier using AWiFS dataset. 

 

To verify the preservation of edges, a homogenous area of a class has been selected such 

that it should have high mean and low variance. After the identification of homogenous class, 

two set of pixels have been selected, where each set lie on either side of the edge. Table 6.24 

shows that the difference of mean between two pixels is high and variance within each pixel set 

is low. This phenomenon describes the low variability within the classified fraction imagery. The 

error usually occurs around the edges and by preserving the edges it increases the classification 

accuracy (Tso and Oslen, 2005). However, inclusion of entropy and contextual information with 

FCM reduces the uncertainty in classification but it is not able to remove the problem of class 

overlapping. 

 

Table 6.24: Verification of edge preservation for FCMWE-S classifier of AWiFS image for 

optimized value of λ=0.4 and β=2.0. 

Class Difference in mean Variance 

Barren Land 242 8, 0.5 

Water Body 224.5 264.5, 2 
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To perform FCMWE-S classification, the optimized value of Regularizing parameter ν 

=10
2
has been taken and λ and β are varying between 0.1 to 1.0 and 0.5 to 6.0 respectively. Table 

6.26 shows that Overall accuracy, FERM, SCM, MIN-MIN and MIN-LEAST are varying 

between 86% to 98% when, AWiFS dataset is used for classification image and LISS-III or 

LISS-IV dataset is used as a reference. In the process of identifying the optimized value of λ and 

β, all accuracy indices (FERM, SCM, MIN-MIN and MIN-LEAST) has been analyzed for all six 

classes selected for the study and it is found that for λ=0.4 and β=2.0, all the accuracy measures 

are higher and have lesser uncertainty (Fig. 6.52).  

 

Table 6.25: Accuracy values for optimized value of λ=0.4 and β=2.0 for FCMWE-S classifier of 

AWiFS data using LISS-IV as reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  61.68 84.27±3.16 84.36 71.10 97.44 

Sal forest 56.34 85.55±3.39 85.21 72.16 98.94 

Eucalyptus 

plantation 

67.60 92.04±2.30 92.30 85.73 98.35 

Barren Land 77.25 91.09±3.05 91.03 86.03 96.15 

Water Body 95.26 97.61±2.02 98.02 95.58 99.64 

Fuzzy producer’s accuracy (%) 

Agriculture  78.96 88.09±4.40 87.65 78.68 97.49 

Sal forest 91.89 94.33±2.87 94.62 91.46 97.21 

Eucalyptus 

plantation 

79.15 85.98±1.20 85.39 74.77 97.19 

Barren Land 86.31 90.81±8.66 91.48 82.14 99.48 

Water Body 91.81 94.10±4.97 95.36 89.13 99.07 

Fuzzy overall 

accuracy (%) 

85.29 90.31±3.81 90.65 82.50 98.12 

Fuzzy Kappa  0.87 0.88 0.78 0.97 

 

Tables 6.25 shows the accuracy indices for optimized value of smoothness parameter (λ) 

and weight for neighbors (β) of AWiFS (classified) with LISS-IV as (referenced) combination. 
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One important aspect as observed from Tables 6.2, 6.10, 6.13 and 6.25 is that FCMWE-S 

classification performs better than ordinary FCM, FCMWE and FCM-S classification, with 2% 

improvement in SCM accuracy and uncertainty confusion ratio decreased by 5%.    

 

Fig. 6.53 shows the fraction images of AWiFS datasets for FCMWE-S classification. 

After examining the fraction images generated by FCMWE-S classifier, it is found that the value 

of λ and β changes across the spatial resolution of image. The inclusion of contextual 

information in FCMWE resolves the inter-grade homogeneity problem, while FCM, FCMWE 

and FCM-S are unable to distinguish between homogenous classes. It is also found that by 

incorporating contextual information and entropy together in FCMWE classifier, the output is 

spectrally and spatially consistent but due to entropy factor class overlapping of classes has not 

been resolved effectively (Fig. 6.53).  
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                                                                           0             µ              1                                                                                           

Fig. 6.53: FCMWE-S classification output of AWiFS image 
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6.10.2 RESULTS OF FCMWE WITH DISCONTINUITY ADAPTIVE  

PRIOR 

 
The basic objective of this study is to develop FCMWE based hybridized sub-pixel classifier for 

classifying moderate and coarser spatial resolution multi-spectral data set using FCMWE-MRF 

model. In ordinary FCMWE based classifier, no spatial context of an image was incorporated, so 

to incorporate the spatial contextual information with FCMWE, smoothness prior and four DA-

MRF, as described in Section 3.4.14, has been developed. The FCMWE with contextual 

classifier incorporates spatial context using DA model and performs sub-pixel classification in 

supervised mode. Another aspect of this method is to verify the preservation of edge at boundary 

points and investigate the joint effect of entropy and contextual in FCM classifier.  

 

The objective function of FCMWE with Discontinuity Adaptive Prior is defined by Eqs 

3.66-3.69 and has been designated as FDEM-(H1), FDEM - (H2), FDEM - (H3), FDEM - (H4) 

classifier. As mentioned in Section 3.4.14, the smoothness parameter (λ) controls the balance 

between spectral and spatial information. Another parameter which is added with the objective 

function of FCMWE with Discontinuity Adaptive (DA) prior classifier is the Adaptive Potential 

Function (AIF) or Interaction Range Parameter (γ). This determines the rate of decay at that 

point where AIF reaches to zero and also controls the interaction between two pixels (Moser and 

Serpico, 2010). The basic objective of this study is to optimize these parameters λ and γ to get 

better classification.  Another aspect of this study, is to identify the optimize DA-model, which 

yield best classification and also preserves the edges.  

 

The performance of this classifier is dependent on the constant value of Regularizing 

parameter (ν) and smoothness parameter (λ) along with interaction range parameter (γ) (Eq. 

3.66-3.69).  The optimized constant value of Regularizing parameter (ν) and varying value of 

(λ) and (γ) has been tested.  Both parameters are mutually dependent to perform classification 

using FDEM-(H1), FDEM-(H2), FDEM-(H3), and FDEM-(H4) classifiers. To perform the 

classification, fixed value of ν=10
2
has been used while varying the values of λ and γ between 0.1 

to 1.0 at an interval of 0.1.   
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Fig. 6.54 (a), (b), (c) and (d) shows the variation of the class membership for varying 

value of λ and γ for different classes such as agriculture, sal forest, eucalyptus plantation, barren 

land, moist land and water body of  AWIFS dataset of FDEM -(H1), FDEM -(H2), FDEM -(H3), 

and FDEM -(H4) classifier. For all three datasets, class membership has been generated for the 

different values of λ and γ. It has been observed from the Fig. 6.54 (a), (b), (c) and (d), that the 

optimized value of λ and γ is 0.7. The optimized value of λ and γ is finalized on the basis of 

membership values, for all classes and lying between 0.90 to 0.996 for FDEM-(H1), FDEM-

(H2), FDEM -(H3), FDEM -(H4) classifier. The membership trends indicates that for λ=0.7 and 

γ=0.7 all classes produces highest membership values and thereafter either it starts to decrease or 

it reaches up to the level of saturation.  

 

 

Fig. 6.54(a): Class membership for FDEM-(H1) classifier using AWiFS dataset. 
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Fig. 6.54(b): Class membership for FDEM-(H2) classifier using AWiFS dataset. 

 

 

Fig. 6.54(c): Class membership for FDEM-(H3) classifier using AWiFS dataset. 
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Fig. 6.54(d): Class membership for FDEM-(H4) classifier using AWiFS dataset. 

 

Table 6.26 shows the accuracy values for the optimized value of λ =0.7 and γ=0.7, where 

AWiFS image has been used as a classified image and LISS-III or LISS-IV image has been used 

a reference image. The accuracy values are presented for all four DA models.  From Table 6.26, 

it has been observed that FDEM-(H1) model produces higher accuracy in all cases. All 

approaches of assessment accuracy shows that FDEM-(H1) model produces higher values for 

FERM, SCM and MIN-LEAST operator. The entropy values have also been computed for 

optimized λ and γ for all four DA models and it is found to be 0.45, 0.85, 0.94, and 2.34 for 

FDEM-(H1, H2, H3, and H4) models respectively. This also indicates that FDEM-(H1) has 

lower entropy (0.45) when compared to other models. The basic advantage of hybridization DA 

model with FCMWE classifier is that classes are well classified and edges were not over 

smoothened (Fig. 6.55).  

 

The classification performance of FDEM-(H1) has been compared with FCM, FCMWE 

FCM-S, FDM-(H3) and FCMWE-S and it has been found that the inclusion of contextual 
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information and entropy together does not improving the performance of classification (Tables 

6.2, 6.10, 6.13, 6.14, 6.25). Although FDEM-(H1) is able to classify all six land cover classes 

precisely using λ =0.7and γ=0.7. However, in view of classification performance FDM-(H3) 

model performs better than FDEM-(H1) model. This indicates that inclusion of entropy along 

with contextual information is not able to remove uncertainty completely; instead it increases the 

problem of class overlapping. From Table 6.26, all accuracy measures are not higher when 

compared with other hybrid classifiers using FCM, thus edge preservation has not been checked 

for FDEM-(H1) classifier.   

 

Fig. 6.55 shows the classified fraction image for optimized values of λ and γ of AWiFS 

dataset using FDEM-(H1) classifier. This classifier performs best in comparison to other DA 

models. It is observed that last three DA-MRF models with FCMWE (Eq 3.67-3.69) behave 

similarly to FCM-S and FCMWE-S. However, in case of FDEM-(H1) model, the bandwidth or 

scale parameter does not follow this criterion (η
2
«1) (Li, 1990). As observed from Fig. 6.55, 

FDEM-(H1) model controls the over smoothing for all categories of classes effectively however, 

due to entropy factor, it hardens the output and is not able to resolve inter-grade class phenomena 

precisely. On the basis of highest class membership, the class wise optimized value of λ and γ 

has also been identified and it is found to same as that of generalized optimized value i.e. λ= 0.7 

and  γ=0.7 for all classes. 

 

 

Table 6.26: Comparative accuracy values for optimized value of λ=0.7 and γ=0.7 for FDEM (H1, 

H2, H3, H4) classifier of AWiFS data using LISS-III and LISS-IV as reference data. 

         Images 

Indices 

AWiFS-LISS-III AWiFS-LISS-IV 

FDEM-

Classifier 

H-1 H-2 H-3 H-4 H-1 H-2 H-3 H-4 

FERM(%) 87.85 85.88 85.51 85.56 91.88 84.26 82.27 79.84 

SCM(%) 82.29 81.30 81.00 77.95 85.92 83.65 79.18 79.79 

MIN-

LEAST(%) 

82.89 76.86 81.26 83.29 82.10 79.48 78.26 78.05 
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Fig. 6.55 shows the classified fraction images of AWiFS dataset for the optimized value 

of λ and γ. To incorporate spatial contextual information with FCMWE, smoothness prior and 

four DA-MRF models have been tested. From Tables 6.26, it has been observed that DA models 

are not able to increase overall accuracy when compared to FCMWE-S. In FCM, FCMWE, 

FCM-S, FDM-(H3) and FCMWE-S classifier (Eqs 3.1, 3.23, 3.45, 3.48 and Eq 3.65), the 

interactions among pixels are constant everywhere in the classified imagery. This leads to over 

smoothing at edges when classification using these classifier is carried out. However, in FDEM- 

(H1) classifier, the smoothing strength λ is proportional to η (Eq 3.66-3.69). Thus, adding 

contextual information using DA-MRF models reduces the problem of over smoothing at edges 

but is not able to preserve the edges at boundary points (Figs. 6.55) and also does not produce 

more accurate results. Although, it is a fact that hybridization of contextual with FDEM reduces 

some level of uncertainty because, the computed entropy values for optimized λ =0.7 and γ =0.7 

for all four DA models are at minimal level and is found to 0.45, 0.85, 0.94, and 2.34 for FDEM-

(H1, H2, H3, and H4) models respectively. Thus, inclusion of contextual information in 

FCMWE classifier is not able to utilize efficiently the spatial information of an image. 
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Fig. 6.55: FDEM-(H1) classification output of AWiFS image 
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6.11 RESULTS OF NCWE WITH CONTEXTUAL CLASSIFIER 

 

The idea of using Noise Clustering with Entropy (NCWE), a hybrid approach of soft 

classification i.e. NCWE with contextual information is a new approach which helps 

significantly to reduce noise pixels while incorporating spatial contextual information. The 

hybrid classification approach of NCWE with contextual information has been performed in two 

categories i.e. NCWE with Smoothness prior (NCWE-S) and four categories of NCWE with 

Discontinuity Adaptive (DA) prior i.e. (NDEM-H1, NDEM -H2, NDEM -H3, NDEM -H4). The 

following sections, describes the results of the NCWE with contextual classifiers. It is believed 

that inclusion of entropy and contextual information in NC classifier is ably separate the noise 

pixels and reduces the uncertainty while classifying various land cover classes.  

6.11.1 RESULTS OF NCWE WITH SMOOTHNESS PRIOR 

 

To incorporate spatial contextual information, spectral information along with entropy as a 

regularizer, a hybridized model has been devised to resolve the problem of mixed pixel. The 

contextual information has been added in NCWE classifier to generate smoothness effect and it 

is defined as NCWE-S (Eq 3.60). Two basic variables are associated with the defined objective 

function are smoothness parameter (λ) and weight for neighbours (β).  The smoothness 

parameter controls the balance between spectral and spatial information, while β analyzes the 

weight to be given to a neighbouring pixel in a window. The basic objective of this study is to 

optimize these parameters to get better classification output with minimum uncertainty.   

 

The performance of this classifier is dependent on the constant value of Regularizing 

parameter (ν) and smoothness parameter (λ) along with weight for neighbours parameter β(Eq. 

3.60).  The optimized constant value of Regularizing parameter (ν) and varying value of 

smoothness parameter (λ) along with weight for neighbours parameter (β) has been tested. To 

perform the NCWE-S classification, a fixed value of ν =10
2
 has been used for all varying values 

of λ ranges from 0.1 to 1.0 at an interval of 0.1, while β ranges from 0.5 to 5.0 at an interval of 

0.5.   
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Fig. 6.56 shows the variation of smoothness parameter (λ) and weight for neighbours 

parameter (β) with class membership for different classes such as agriculture, sal forest, 

eucalyptus plantation, barren land, moist land and water body for AWIFS, datasets. The class 

membership values of a pixel denote the class proportion, which in turn indicates the soft 

classified output for a pixel. It has been observed from Fig. 6.56, that for λ=0.6 and β =3.0, all 

six classes such as agriculture, sal forest, eucalyptus plantation, barren land, moist land and water 

body produce the highest membership. For the above mentioned values of λ and β, the class 

membership lies between 0.95 to 0.99 for all six classes selected for this study. It has been 

further verified via entropy and observed that the value of optimized parameter does not deviate 

(Fig. 6.56).   

 

 

Fig. 6.56: Class membership for NCWE-S classifier using AWiFS dataset. 

 

Fig. 6.57 shows the computed entropy for AWiFS fraction images of NCWE-S classifier 

for agriculture, sal forest, eucalyptus plantation, barren land, moist land, and water body land 
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cover classes. The entropy values are lying between the specified range of [0.005, 2.45]. If the 

entropy value of classified fraction imagery is less; it indicates better classification with 

minimum uncertainty. It has been observed from Fig. 6.57, that at λ= 0.6 and β=3.0 for AWiFS 

dataset, the entropy values for all six classes are lowest. For these optimized values of λ and β 

the membership is high i.e. up to 99% and the computed entropy is less than 0.05. This trend 

indicates that the uncertainty in classified results is lowest at optimized point for smoothness 

parameter (λ) and weight for neighbours parameter (β). This mathematical model of entropy 

computation is used as an absolute indicator of measuring uncertainty without using any ground 

reference data.  

 

 

Fig. 6.57: Entropy for NCWE-S classifier using AWiFS dataset. 
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To verify the preservation of edges, a homogenous area of a class has been selected such 

that it should have high mean and low variance. After the identification of homogenous class, 

two set of pixels have been selected, where each set lie on either side of the edge. Table 6.27 

shows that the difference of the mean between two pixels is high and variance within each pixel 

set is low. This phenomenon describes the low variability within the classified fraction imagery. 

The error usually occurs around the edges and by preserving the edges it increases the 

classification accuracy (Tso and Oslen, 2005). However, the inclusion of entropy and contextual 

information with NC reduces the uncertainty in classification and ably removes the noise pixel 

from classified imagery. Further, this also removes the class overlapping problem as previously 

it exists with FCMWE-S in Section 6.10.1. 

 

Table 6.27: Verification of edge preservation for NCWE-S classifier of AWiFS image for 

optimized value of λ=0.6 and β=3.0. 

Class Difference in mean Variance 

Barren Land 229.5 4.5, 2.0 

Water Body 239.5 8 ,4.5 

 

To perform NCWE-S classification, the optimized value of Regularizing parameter ν 

=10
2
has been taken and λ and β are varying between 0.1 to 1.0 and 0.5 to 6.0 respectively. Table 

6.28 shows that Overall accuracy, FERM, SCM, MIN-MIN and MIN-LEAST are varying 

between 83% to 95% when, AWiFS dataset is used for classification image and LISS-III or 

LISS-IV dataset is used as a reference. In the process of identifying the optimized value of λ and 

β, all accuracy indices (FERM, SCM, MIN-MIN and MIN-LEAST) has been analyzed for all six 

classes selected for the study and it is found that for λ=0.6 and β=3.0, all the accuracy measures 

are higher and have least uncertainty (Fig. 6.57).  

 

Tables 6.28 shows the accuracy indices for optimized value of smoothness parameter (λ) 

and weight for neighbours (β) of AWiFS (classified)-LISS-IV (referenced) combination. One 

important aspect as observed from Tables 6.6, 6.8, 6.20 and 6.28 is that NCWE-S classification 

does not performs better than ordinary NC, NCWE and NC-S classification. However, 

uncertainty confusion ratio decreased marginally by 0.39% when compared to NC-S classifier.    
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Table 6.28: Accuracy values for optimized value of λ=0.6 and β=3.0 for NCWE-S classifier of 

AWiFS data using LISS-IV as reference data. 

Land-Use 

Classes 

Accuracy assessment methods 

FERM SCM MIN-PROD MIN-MIN MIN-LEAST 

Fuzzy user’s accuracy (%) 

Agriculture  73.01 82.91±9.01 82.14 73.90 91.92 

Sal forest 81.96 88.88±8.23 88.36 80.65 97.12 

Eucalyptus 

plantation 

89.86 94.34±2.84 94.31 91.49 97.19 

Barren Land 77.60 85.85±12.92 84.77 72.92 98.77 

Moist Land 73.05 82.06±10.32 80.58 71.73 92.38 

Water Body 94.09 96.61±1.81 96.68 94.80 98.42 

Fuzzy producer’s accuracy (%) 

Agriculture  90.13 93.65±3.53 93.92 90.12 97.18 

Sal forest 86.74 90.28±4.33 90.21 85.95 94.62 

Eucalyptus 

plantation 

75.54 83.72±9.54 81.33 74.17 93.26 

Barren Land 73.18 81.79±11.55 82.29 70.23 93.34 

Moist Land 88.96 92.82±6.07 93.52 86.75 98.90 

Water Body 91.34 93.81±5.44 95.77 88.36 99.26 

Fuzzy overall 

accuracy (%) 

83.90 89.13±6.63 88.77 82.50 95.77 

Fuzzy Kappa  0.86±0.08 0.85 0.77 0.94 

 

Fig. 6.58 shows the fraction images of AWiFS datasets for NCWE-S classification. After 

examining the fraction images generated by NCWE-S classifier, it is found that the value of λ 

and β changes across the spatial resolution of image. The inclusion of contextual information in 

NCWE resolves the inter-grade homogeneity problem and removes the noise from classified 

imagery, while NC, NCWE and NC-S are unable to distinguish between homogenous classes 

precisely. It is also found that by incorporating contextual information and entropy together in 

NCWE classifier, the output is spectrally and spatially consistent but due to entropy factor class 

overlapping of classes has not been resolved effectively (Fig. 6.58).  
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Fig. 6.58: NCWE-S classification output of AWiFS image 

 

6.11.2 RESULTS OF NCWE WITH DISCONTINUITY ADAPTIVE PRIOR 

 

The basic objective of this study is to develop NCWE based hybridized sub-pixel classifier for 

classifying moderate and coarser spatial resolution multi-spectral data set using NCWE-MRF 

model. In ordinary NCWE based classifier, no spatial context of an image was incorporated, thus 

to incorporate the spatial contextual information with NCWE, smoothness prior and four DA-

MRF described in Section 3.4.13 has been developed. The NCWE with contextual classifier 

incorporates spatial context using DA model and performs sub-pixel classification in supervised 

mode. Another aspect of this method is to verify the preservation of edge at boundary points and 

investigate the joint effect of entropy and contextual in NC classifier.  

 

 The objective function of NCWE with Discontinuity Adaptive Prior is defined by Eqs 

3.61-3.64 and has been designated as NDEM-(H1), NDEM - (H2), NDEM - (H3), NDEM - (H4) 

classifier. As mentioned in Section 3.4.13, the smoothness parameter (λ) controls the balance 

between spectral and spatial information. Another parameter which is added with the objective 

function of NCWE with Discontinuity Adaptive (DA) prior classifier is the Adaptive Potential 
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Function (AIF) or Interaction Range Parameter (γ). This determines the rate of decay at that 

point where AIF reaches to zero and also controls the interaction between two pixels (Moser and 

Serpico, 2010). The basic objective of this study is to optimize these parameters λ and γ to get 

better classification.  Another aspect of this study, is to identify the optimize DA-model, which 

yield best classification and also preserves the edges.  

 

The performance of this classifier is dependent on the constant value of Regularizing 

parameter (ν) and smoothness parameter (λ) along with interaction range parameter (γ) (Eq. 

3.61-3.64).  The optimized constant value of Regularizing parameter (ν) and varying value of 

(λ) and (γ) has been tested.  Both parameters are mutually dependent to perform the classification 

using NDEM-(H1), NDEM-(H2), NDEM-(H3), and NDEM-(H4) classifiers. To perform the 

classification, fixed value of ν=10
2
has been used while varying the values of λ and γ between 0.1 

to 1.0 at an interval of 0.1.   

 

Fig. 6.59 (a), (b), (c) and (d) shows the variation of the class membership for varying 

value of λ and γ for different classes such as agriculture, sal forest, eucalyptus plantation, barren 

land, moist land and water body of  AWIFS dataset of NDEM -(H1), NDEM -(H2), NDEM -

(H3), and NDEM -(H4) classifier. For all three datasets, class membership has been generated 

for different values of λ and γ. It has been observed from Fig. 6.59 (a), (b), (c) and (d), that the 

optimized value of λ and γ is 0.5. The optimized value of λ and γ is finalized on the basis of 

membership values, for all classes and lying between 0.92 to 0.996 for NDEM-(H1), NDEM-

(H2), NDEM - (H3), NDEM - (H4) classifier. The membership trends indicates that for λ=0.5 

and γ=0.5 all classes produces highest membership values and thereafter either it starts to 

decrease or it reaches up to the level of saturation. The basic difference between NC with 

entropy with contextual and FCM with entropy with contextual is that NC with entropy with 

contextual classifier starts producing very high membership for early values of λ and γ (Fig. 

6.59). 
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Fig. 6.59(a): Class membership for NDEM-(H1) classifier using AWiFS dataset.   

 

 

Fig. 6.59(b): Class membership for NDEM-(H2) classifier using AWiFS dataset.   
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Fig. 6.59(c): Class membership for NDEM-(H3) classifier using AWiFS dataset.   

 

 

Fig. 6.59(d): Class membership for NDEM-(H4) classifier using AWiFS dataset.   
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Table 6.29 shows the accuracy values for the optimized value of λ =0.5 and γ=0.5, where 

AWiFS image has been used as a classified image and LISS-III or LISS-IV image has been used 

a reference image. The accuracy values are presented for all four DA models.  From Table 6.29, 

it has been observed that NDEM-(H2) model produces higher accuracy in all cases. All 

approaches of assessment accuracy shows that NDEM-(H2) model produces higher values for 

FERM, SCM and MIN-LEAST operator. The entropy values have also been computed for 

optimized λ and γ for all four DA models and it is found to be 0.32, 0.01, 0.43, and 0.74 for 

NDEM-(H1, H2, H3, and H4) models respectively. This also indicates that NDEM-(H2) has 

lower entropy (0.01) when compared to other models. The basic advantage of hybridization DA 

model with NCWE classifier is that classes are well classified and edges were not over 

smoothened (Fig. 6.60).  

 

The classification performance of NDEM-(H2) has been compared with NC, NCWE NC-

S, NDM-(H4) and NCWE-S and it has been found that it inclusion of contextual information and 

entropy together is not improving the classification performance (Tables 6.6, 6.8, 6.20, 6.22, and 

6.29). Although NDEM-(H2) is able to classify all six land cover classes precisely using λ =0.5 

and γ=0.5. However, in view of classification performance NDM-(H4) model performs better 

than NDEM-(H2) model. This indicates that inclusion of entropy along with contextual 

information is not able to remove uncertainty completely; instead it increases the problem of 

class overlapping. From Table 6.29, it is observed that all the accuracy measures are not higher 

when compared with other hybrid classifiers using NC.   
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Table 6.29: Comparative accuracy values for optimized value of λ=0.5 and γ=0.5 for NDEM 

(H1, H2, H3, H4) classifier of AWiFS data using LISS-III and LISS-IV as a reference data. 

 

To verify the preservation of edges, a homogenous area of a class has been selected such 

that it should have high mean and low variance. After the identification of homogenous class, 

two set of pixels have been selected, where each set lie on either side of the edge. Table 6.30 

shows that the difference of the mean between two pixels is high and variance within each pixel 

set is low. This phenomenon describes the low variability within the classified fraction imagery. 

The error usually occurs around the edges and by preserving the edges it increases the 

classification accuracy (Tso and Oslen, 2005). However, the inclusion of entropy and contextual 

information with NC reduces the uncertainty in classification and ably removes the noise pixel 

from classified imagery. Further, this also removes the class overlapping problem as previously 

it exists with NCWE-S in Section 6.11.1. From Table 6.27 and Table 6.30 it has been observed 

that NDEM-(H2) classifier has high mean difference when compared with NCWE-S classifier. 

This indicates that NDEM-(H2) preserves the edges at boundary points and removes the problem 

of over smoothening.  

Table 6.30: Verification of edge preservation for NDEM-(H2) classifier of AWiFS image for 

optimized value of λ=0.5 and γ=0.5. 

Class Difference in mean Variance 

Barren Land 247.5 8.0,4.5 

Water Body 239 0.7,0.5 

 

         Images 

Indices 

AWiFS-LISS-III AWiFS-LISS-IV 

NDEM-

Classifier 

H-1 H-2 H-3 H-4 H-1 H-2 H-3 H-4 

FERM(%) 82.94 86.74 85.51 86.40 76.79 86.69 88.63 89.74 

SCM(%) 88.62 90.45 89.40 83.95 81.32 81.85 89.43 79.46 

MIN-

LEAST(%) 

91.69 93.30 93.26 93.26 91.10 92.38 88.36 88.15 
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Fig. 6.60 shows the classified fraction image for optimized values of λ and γ of AWiFS 

dataset using NDEM-(H2) classifier. This classifier performs best in comparison to other DA 

models. It is observed that other DA-MRF models with NCWE behave similar to NC-S and 

NCWE-S. However, in case of NDEM-(H2) model, the bandwidth or scale parameter does not 

follow this criterion (η
2
«1) (Li, 1990). As observed from Fig. 6.60, NDEM-(H2) model controls 

over smoothing for all categories of classes effectively but due to entropy factor it hardens the 

output and not able to resolve inter-grade class phenomena precisely. On the basis of highest 

class membership, the class wise optimized value of λ and γ has also been identified and it is 

found to same as that of generalized optimized value i.e. λ= 0.5 and  γ=0.5 for all classes. 

However, for few classes like barren land, moist land and water body it produces highest 

membership for the initial values of λ and γ.  
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Fig. 6.60: NDEM-(H2) classification output of AWiFS image 

 

Fig. 6.60 shows the classified fraction images of AWiFS dataset for the optimized value 

of λ and γ. To incorporate the spatial contextual information with NCWE, smoothness prior and 

four DA-MRF models have been tested. From Tables 6.30, it has been observed that DA models 

are not able to increase overall accuracy when compared to NDM-(H4) classifier, the interactions 

among the pixels are constant everywhere in the classified imagery. Thus, adding the contextual 
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information using DA-MRF models along with entropy reduces the problem of over smoothing 

at edges but not able to preserve the edges at boundary points (Figs. 6.60). Although, it is a fact 

that hybridization of contextual with NCWE reduces some level of uncertainty because, the 

computed entropy values for optimized λ =0.5 and γ =0.5 for all four DA models are at minimal 

level and is found to be 0.32, 0.01, 0.43, and 0.74 for NDEM-(H1, H2, H3, and H4) models 

respectively. Thus, inclusion of contextual information in NCWE classifier is not efficiently 

utilizes the spatial information of an image. 

 

6.12 COMPARATIVE ANALYSIS OF CLASSIFIERS 

 

Assessment of accuracy plays a vital role in the implementation of soft classification. The 

comparative assessment of a classifier has been presented using Sub-pixel Confusion uncertainty 

Matrix (SCM). The SCM approach is chosen because it is based on the sub-pixel class distribution 

uncertainty. The third aspect of this study is to evaluate the performance of classifiers on the basis 

of computed accuracy measures. Fig. 6.61 shows the comparative assessment of classifier based 

upon Overall accuracy. On the basis of Fig. 6.61, NDM (H4) classifiers produce highest accuracy 

(99.79%) with minimum entropy (0.005). This classifier also preserves the edges at boundaries 

produces homogenous representation of a classified image shown in Fig. 6.50. This shows that the 

combination of noise clustering classifier with contextual classifier using DA model produces 

lesser uncertainty as compare to other classifiers. The achieved results have been discussed in 

Section 6.1 to 6.11.  

  

  In this study, three categories of classifiers have been tested. The first category base 

classifier FCM, PCM and NC have been tested and found that NC performs best with 89.56 % 

Overall accuracy. In second category classifier where entropy has been added in FCM and NC 

classifier and new classifier has been created i.e. FCMWE and FCMWE and found that 

classification performance is almost similar. However, NCWE shows slightly better accuracy i.e. 

(0.34%) when compared with FCMWE. In third category of classifier where contextual 

information and entropy has been added in base classifier and twenty five combinations have been 

tested. Amongst all these combinations NDM-(H4) model found to be more robust and consistent 

for the classification of medium and coarser resolution dataset. This trend also indicates that 
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inclusion of spatial contextual information without entropy regularizer controls the problem of 

over smoothing and preserves the edges at boundary points.  

 

  The computation of uncertainty is independent of the reference dataset and it is an 

absolute measure of uncertainty of the classified imagery. Thus, NDM-(H4) model is less affected 

by uncertainty because of less entropy value and hence it can be used to generate spectrally and 

spatially consistent thematic maps which preserve the edges.  

 

 

 

Fig. 6.61: Comparative Analysis of Classifiers  

 

6.13 SUMMARY 

In this chapter, the results of the classifications produces from various soft classifiers have been 

provided, analyzed and discussed. A number of experiments are being conducted using 

Resourcesat-1 data. Full use of FUZCEN software was made in executing these experiments. 

These results can be summarized in the following. 

i) Through the use of entropy, the uncertainty or class mixture in the classified imagery 

was quantified. 
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ii) Overall accuracy (FERM, SCM, MIN-MIN and MIN-LEAST) and Fuzzy Kappa 

coefficient shows similar trend for the assessment of accuracy of soft classification. 

There was no significant difference between the values of these measures for 

classification produced from AWiFS data while using LISS-III and LISS-IV as a 

reference data. 

iii) Accuracy measures based upon FERM, SCM, MIN-MIN, and MIN-LEAST can be 

used for the assessment of image to image accuracy of soft classification. However, 

entropy could be used as an absolute indicator without using any reference data. 

iv) After several experimental trials, class based and generalized optimized parameters 

have been drawn for FCM, PCM,NC, NCWE,FCMWE, FCM-S, FDM-(H3), PCM-S, 

PDM-(H4), NC-S, NDM-(H4), FCMWE-S, FDEM-(H1), NCWE-S and NDEM-(H2) 

classifiers using Euclidean norm. 

v) All the classifiers have been tested using supervised classification approach using 

AWiFS as a classified dataset and LISS-III or LISS-IV as a reference dataset. 

vi) Supervised NDM-(H4) classifier was found to be more appropriate which utilizes the 

contextual information in effective manner and produces robust and consistent 

classified fraction imagery. 

vii) It has also been observed that non-contextual based classifiers were found to be 

inferior to contextual and entropy based classifiers for classification of remote 

sensing data. 

viii) The optimized values of „m‟, „ ‟, „ v ‟,‟λ‟, „β‟ and „γ‟ for different classifiers have 

been obtained. These optimum values of constants („m‟, „ ‟, „ v ‟,‟λ‟, „β‟ and „γ‟) for 

fuzzy-set based, entropy based and contextual based classifiers shall now be used to 

generate appropriate outputs of the classifiers. Identified classes have shown low 

entropy (0.005), which means that uncertainty in the results, is low.  

ix) Amongst the three fuzzy set based supervised classifiers (FCM, PCM and NC), NC 

gives the highest accuracy in identification of various land cover classes.  

x) Amongst the two fuzzy and entropy based supervised classifiers (FCMWE, and 

NCWE), NCWE performs slightly better in identification of various land cover 

classes.  
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xi) Amongst twenty five hybrid combinations of  fuzzy, entropy and contextual based 

classifiers, NDM-(H4) gives highest accuracy (99.79%) with lowest entropy (0.005) 

for δ=10
5
, λ=0.4 and γ=0.4, to classify various land cover classes with minimum 

uncertainty. 

xii) In a nutshell it has been observed that contextual based hybridized approach of 

classification performs best when compared to entropy based and fuzzy –set based 

classifiers. Further, this indicates that while classifying the satellite imagery, spectral 

as well as spatial information content is required to enhance the class of interest. 

 

 

 

 

 

 

 

 

 





 

 
 

CHAPTER 7  

SUMMARY, CONCLUSIONS AND FURTHER RESEARCH 

 

7.1   INTRODUCTION 

 

The conventional hard and soft classification methods may produce erroneous classification of 

images containing mixed pixels thereby resulting in erroneous area estimation of land use land 

cover classes. The fuzzy, entropy and contextual based hybrid soft classification methods may be 

preferred to retrieve appropriate classified imagery. Moreover, the utilization of hybrid soft 

classification approaches has enormous potential in Indian conditions where by land cover 

classes are of mixed nature. The major findings of this study were targeted to advance the work 

on classification of images contaminated with mixed pixels, which is critical to the current needs 

of the society.  This study also provides the basis for modeling contextual information in image 

classification and presented a comprehensive study on the use of hybridized soft classifications 

for solving the mixed pixel problem..  

 

7.2   CONCLUSIONS 

 

From the analysis of the studies carried out in Chapter 6, following general conclusions can be 

drawn: 

(i) To resolve the sub-pixel area allocation problem, class membership, Sub-pixel 

Confusion Uncertainty Matrix (SCM), FERM, MIN-MIN, MIN-LESAT and ENTROPY 

methods has been introduced to assess the accuracy of fuzzy, entropy and contextual 

based hybrid soft classifiers. All the classification algorithms of this study have been 

tested in supervised mode using Euclidian weighted norm to classify the remote sensing 

imagery. 

(ii) In this study, entropy has been used to measure the accuracy in terms of uncertainty 

without using any kind of ground reference data. Entropy is an absolute indicator of an 

uncertainty. 

(iii)  Class wise setting of optimum values of parameters for fuzzy set based, entropy based 

and contextual based classifiers are crucial for their successful implementation. The class 
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wise optimized values for all classifiers are shown in Table 7.1. The following 

parameters have been optimized i.e. weighting exponent (m), resolution parameter (δ), 

regularizing parameter (ν), smoothness parameter (λ), weight for neighbours (β) and 

interaction range parameter (γ).   

 

Table 7.1: Class wise parameter optimization 
Classifier Parameters Agriculture Sal forest Eucalyptus 

plantation 

Barren 

land 

Moist land Water body 

FCM m 2.0 2.1 2.3 2.2 1.9 1.8 

PCM m 2.1 2.3 2.3 2.2 2.2 2.2 

NC m  and δ 
2.4 and 

3.2 105 

2.4 and 

0.8 105 

2.4 and 

3.1 105 

2.4 and 

4.1 105 

2.4 and 

27.8 105 

2.4 and 

3.1 105 

NCWE δ and ν 
105 and 

2.12 102 

105 and 

102 
105 and 102 

105 and 

2.1 102 
105 and 102 105 and 102 

FCMWE m and ν 
1 and 

6.6 102 

1 and 7.7 

102 

1 and 

6.6 102 
1 and 10

2
 1 and 10

2
 1 and 10

2
 

FCM-S λ and β 0.7 and 3.5 
0.7 and 

3.5 
0.7 and 3.5 

0.7 and 

3.5 
0.7 and 3.5 0.7 and 3.5 

PCM-S λ and β 0.6 and 3.0 
0.6 and 

3.0 
0.6 and 3.0 

0.6 and 

3.0 
0.6 and 3.0 0.6 and 3.0 

NC-S λ and β 0.7 and 3.5 
0.7 and 

3.5 
0.7 and 3.5 

0.7 and 

3.5 
0.7 and 3.5 0.7 and 3.5 

FCMWE-S λ and β 0.4 and 2.0 
0.5 and 

2.5 
0.6 and 3.0 

0.4 and 
2.0 

0.4 and 2.0 0.4 and 2.0 

NCWE-S λ and β 0.6 and 3.0 
0.6 and 

3.0 
0.6 and 3.0 

0.6 and 

3.0 
0.6 and 3.0 0.6 and 3.0 

FDM(H3) λ and γ 0.7 and 0.7 
0.8 and 

0.8 
0.6 and 0.6 

0.7 and 

0.7 
0.8 and 0.8 0.5 and 0.5 

PDM(H4) λ and γ 0.5 and 0.5 
0.5 and 

0.5 
0.5 and 0.5 

0.5 and 

0.5 
0.5 and 0.5 0.5 and 0.5 

NDM(H4) λ and γ 0.4 and 0.4 
0.4 and 

0.4 
0.4 and 0.4 

0.3 and 

0.3 
0.4 and 0.4 0.4 and 0.4 

FDEM(H1) λ and γ 0.7 and 0.7 
0.7 and 

0.7 
0.7 and 0.7 

0.7 and 

0.7 
0.7 and 0.7 0.7 and 0.7 

NDEM(H2) λ and γ 0.5 and 0.5 
0.5 and 

0.5 
0.5 and 0.5 

0.5 and 

0.5 
0.5 and 0.5 0.5 and 0.5 

 

 

(iv) Another aspect of this study is to identify the generalized optimized value for any land 

cover class which is found suitable to classify any satellite imagery using fuzzy set based, 

entropy based and contextual based classifier. Table 7.2 shows the generalized optimized 

values for all dataset combinations wherein AWiFS classified dataset has been assessed 

using LISS-III and LISS-IV classified dataset as a reference. The basic objective is to 

propose a dataset independent optimized value of all the classifiers incorporated in this 

study. 
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Table 7.2: Classifier’s generalized optimized values 
 

Classifier Associated parameters Optimized Value 

FCM m 2.4 

PCM m 2.2 

NC m  and δ 2.4 and 10
5
 

NCWE δ and ν 10
5 
and 10

2
 

FCMWE m and ν 1 and 10
2
 

FCM-S  m, λ and β 2.4, 0.7 and 3.5 

PCM-S m, λ and β 2.4, 0.6 and 3.0 

NC-S δ, λ and β 10
5 

, 0.7 and 3.5 

FCMWE-S ν, λ and β 10
2 

,0.4 and 2.0 

NCWE-S ν, λ and β 10
2 

,0.6 and 3.0 

FDM(H3) m, λ and γ 2.4, 0.8 and 0.8 

PDM(H4) m, λ and γ 2.4, 0.5 and 0.5 

NDM(H4) δ, λ and γ 10
5 

, 0.4 and 0.4 

FDEM(H1) ν, λ and γ 10
2 

,0.7 and 0.7 

NDEM(H2) ν, λ and γ 10
2 

,0.5 and 0.5 

 

 

 

(v) On the basis of Table 7.1 and 7.2, appropriate optimized parameter have been identified and 

Table 7.3 shows the accuracy values for optimized parameters of fuzzy set based, entropy based 

and contextual based classifiers. 

(vi) The parameters weighting exponent (m) for FCM and PCM, resolution parameter (δ) for NC and 

regularizing parameter (ν) for FCMWE and NCWE has been optimized, with respect to different 

land cover classes of AWiFS, LISS-III and LISS-IV dataset of the study. 

(vii) For smoothness adaptive prior model, the smoothness strength (λ) and weight for neighbours (β) 

has been optimized. However, in DA model smoothness strength (λ) and interaction range 

parameter (γ) has been optimized for all contextual based classifiers. 
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Table 7.3: Accuracy values for generalized optimized parameter of a classifier for 

AWiFS data using LISS-IV as reference data 

Classifiers Optimized 

parameters 

Accuracy measures AWiFS 

Entropy FERM (%) SCM (%) MIN-

LEAST (%) 

Fuzzy Kappa 

coefficient of 

SCM 

FCM m=2.4 81.45 83.54 87.87 0.79 2.0 

PCM m=2.2 88.71 48.80 6.05 0.37 2.3 

NC m=2.4 and 

δ=10
5
 

88.84 89.56 96.09 0.87 0.92 

NCWE δ=10
5 

and 

ν=10
2
 

90.20 90.80 95.24 0.88 0.005 

FCMWE m=1 and 

ν=10
2
 

89.73 90.46 95.25 0.87 0.005 

FCM-S m=2.4, 

λ=0.7 and 

β=3.5 

87.02 88.43 96.87 0.85 1.35 

PCM-S m=2.4, 

λ=0.6 and 

β=3.0 

86.20 84.40 87.49 0.83 1.9 

NC-S δ=10
5 
, 

λ=0.7 and 

β=3.5 

88.19 89.33 95.57 0.86 0.7 

FCMWE-S ν=10
2 
, 

λ=0.4 and 

β=2.0 

85.29 90.31 98.12 0.87 0.35 

NCWE-S ν=10
2 

,λ=0.6 and 

β=3.0 

83.90 89.13 95.77 0.86 0.53 

FDM(H3) m=2.4, 

,λ=0.8 and 

γ=0.8 

87.85 90.12 98.14 0.89 0.3 

PDM(H4) m=2.4, 

λ=0.5 and 

γ=0.5 

90.46 84.50 71.21 0.83 1.85 

NDM(H4) δ=10
5 
, 

λ=0.4 and 

γ=0.4 

99.83 99.79 98.05 0.93 0.005 

FDEM(H1) ν=10
2 

,λ=0.7 and 

γ=0.7 

91.88 85.92 82.10 0.81 0.45 

NDEM(H2) ν=10
2 

,λ=0.5 and 

γ=0.5 

86.69 81.85 92.38 0.81 0.01 
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(viii) The joint effect of two purely fuzzy models (FCM and NC) and entropy models which is 

similar to statistical model have been investigated. The Noise Clustering with Entropy 

(NCWE) and FCM with entropy classifiers are able to extract the multiple land cover 

class at a time, at sub-pixel level. The performance of both classifiers is dependent on the 

constant value of resolution parameter (δ), weighting exponent (m) and regularizing 

parameter (ν).  

(ix) It has been observed that MIN-LEAST operator is not able to assess the accuracy of PCM 

classifier. This phenomenon occurs because it is not able to measure the minimum sub-

pixel overlap between two classes.  

(x) To incorporate the spatial contextual information along with spectral information, the 

hybridized model has been devised to resolve the problem of mixed pixel. The contextual 

information has been added in FCM, PCM, NC, NCWE and FCMWE classifier to 

generate smoothness effect, preserving the edges at boundary points and reducing the 

classification uncertainty. 

(xi) The hybrid classification approach with contextual information has been performed in 

two categories i.e. Smoothness prior and four categories of Discontinuity Adaptive prior. 

The basic advantage of hybridization DA model with FCM, PCM, NC, NCWE and 

FCMWE classifier that it undertakes classification with less uncertainty and prevents 

overshooting of edges.  

(xii) The classification performance of FDM-(H3) has been compared with FCM and FCM-S. 

It has been observed that it reduces the problem of over smoothing of FCM-S and 

reduces uncertainty by 4% to 6% for agriculture, sal forest, eucalyptus plantation and 7% 

to 9% for barren land, moist land and water body classes. 

(xiii) It has been observed that PDM-(H4) model produces higher accuracy in all cases. The 

classification performance of PDM-(H4) has been compared with PCM and PCM-S and 

it has been found that it reduces the problem of over smoothing of PCM-S and reduces 

the uncertainty by 1.5% to 3% for agriculture, sal forest, eucalyptus plantation and 0.5% 

to 6% for barren land, moist land and water body classes. 

(xiv) It has been observed that NDM-(H4) model produces highest accuracy for all cases. The 

basic advantage of hybridization DA model with NC classifier is that all classes are well 

classified and edges are not over smoothed. 
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(xv) The classification performance of NDM-(H4) has been compared with NC, NCWE and 

NC-S. It has been observed that it reduces the problem of over smoothing of NC-S and 

increases the SCM accuracy approximately by 8%. NC-S (standard regularizes) 

classification approach follows constant interaction among the pixels in image space, 

which sometimes lead to over smoothening and thus it is not able to preserves the edges 

efficiently as DA models do. 

(xvi) The idea of using Fuzzy c-Mean with Entropy and Noise Clustering with Entropy besed 

hybrid approach of soft classification i.e. FCMWE and NCWE with contextual 

information is a new approach which helps significantly to reduce uncertainty among 

pixels while incorporating spatial contextual information and entropy together.  

(xvii) It has been observed that inclusion of entropy as a regularizer along with contextual 

information reduces the uncertainty in terms of entropy. However, it does not make much 

impact on accuracy values.  

(xviii) On the basis of SCM accuracy, the comparative performance analysis has been done for 

all the classifiers, and it is found that NDM (H4) classifier produces highest accuracy 

(99.79%) with minimum entropy (0.005). It also preserves edges and produces 

homogenous representation of a classified image. This reflects that the combination of 

noise clustering classifier with contextual information using DA model produces lesser 

uncertainty when compared to other classifiers. Thus, NDM-(H4) model is less affected 

by uncertainty because of less entropy value and hence it can be used to generate 

spectrally and spatially consistent thematic maps which preserve the edges. At this point 

the fifth objective of the study which was related to the performance comparison amongst 

classifier has been achieved.    

(xix) By optimizing parameters for fuzzy set based algorithms for different land cover classes, 

the first and second objective of the study has been achieved. After hybridizing the FCM, 

PCM and NC classifier with contextual second and fourth objective of the study has been 

achieved. Further, hybridizing the FCM and NC classifier with entropy and contextual 

third and fourth objective of the study has been achieved. 

(xx) It has been observed that hybrid approach of soft classification based upon contextual is 

effective for the land cover identification.  
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(xxi) It has been observed that Noise Clustering with contextual classifier produces higher 

accuracy amongst all classifiers. This indicates that stochastic modeling with fuzzy based 

modeling is suitable for soft classification. 

(xxii) The edge perseverations have been verified using mean and variance approach suggested 

by Wen and Xia (1999).  

 

7.3   MAJOR CONTRIBUTION 

 

The outcome of this study has resulted in to the following major contributions, 

(i) Development of an indigenous, user-friendly, interactive and comprehensive software 

tool (FUZCEN) exclusively designed for hybrid soft classification and its assessment of 

accuracy, is a novelty since there appears to be no such software currently available for 

image classification. 

(ii) The advantage of entropy and contextual based classifier in dealing with noise and 

uncertainty in the dataset has been validated, which is novel in the sense that no such 

study has been reported earlier in the remote sensing literature.  

(iii) The use of FERM, SCM, MIN-MIN, MIN-LEAST and entropy based accuracy measures 

for the assessment of accuracy of hybrid soft classifications have been advocated.  

(iv) The inclusion of entropy in FCM and NC classifier significantly removes the 

classification uncertainty. 

(v) The use of spatial information has been attempted through contextual classifier, which is 

unique. Further research may required in understanding the characteristics of these 

classifiers so that it is acceptable at the operational level.  

 

7.4   FURTHER RESEARCH 

 

This study has focused its attention on the use of satellite data in identifying various land cover 

classes with adequate boundaries using fuzzy-set based, entropy based and contextual based 

classifiers. However, there are some areas which require further investigations. Based on this 

work further research scope can be identified as follows: 

(i) All the classifiers based upon entropy and contextual needs to be further examined 

using unsupervised approach. 
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(ii) For energy minimization instead of Simulated Annealing other method like 

Maximizing of the Posterior Marginal’s (MPM) may be adopted. 

(iii) DA-MRF models may also be tested for other classification techniques such as 

Decision tree classifier, Support Vector Machine (SVM) and Linear Mixture 

Modeling (LMM) etc. 

(iv) To assess the classification uncertainty other than entropy criterion like Mean 

Relative Error (MRE) and Root Mean Square Error (RMSE) approach may be used. 

(v) While adding the regularizing parameter (ν) sometimes barren land and moist land 

has not been discriminated properly in NCWE classifier, so it is further recommended 

to test this algorithm using unsupervised approach. 

(vi) In contextual based classifier λ, β and γ needs to be optimized separately using 

unsupervised approach. 

(vii) There is no doubt that hybrid approach of sub-pixel classifications can result in 

accurate and meaningful land use land cover classification. Contextual based 

classifiers have exploited the spatial distribution of classes within a pixel. However, 

MRF model may be attempted to account for this spatial information in super-

resolution land cover mapping. 

(viii) This research has clearly advocated the use of FERM, SCM, MIN-LEAST, MIN-

MIN and entropy based measures for assessment of accuracy of remote sensing 

classifications. Generally, FERM and SCM is created using sample of testing data, 

the statistical confidence limits of the measures need to be devised before these can 

be accepted as accuracy standards.  

(ix) The contextual based hybrid soft classifier needs to be tested for large, complex and 

heterogeneous regions, so that edge perseveration can be checked accurately. 

(x)  The use of soft reference data for the assessment of accuracy is still an active area of 

research in Geomatics Engineering and needs more exploration. 
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