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Abstract 

Strong Ground Motion (SGM) record at a particular site during an occurrence of earthquake is 

a result of complex – non linear combination of many factors. For design of engineering 

structures for a specified region the information about the characteristics of strong ground 

motion is of paramount importance. Peak Ground Acceleration (PGA) is most frequently used 

parameter to characterize such ground motions. Ground Motion Prediction Equations 

(GMPE’s) are commonly used for estimating these loading conditions by using strong ground 

motion data from previous recorded earthquakes. A very little agreement has been reached in 

the past 30 years of ground motion estimation relation studies and the scatter could not be 

reduced to requisite level. This is more because the relations not only depends upon data 

selection, characterization of source, path or site or the regression technique employed but also 

on the purpose for which equation is intended to be used. So the process of determining the 

regression relation much depends upon the appropriate judgment of scholar.  The duration of 

strong ground motion is another parameter of paramount importance during an earthquake 

occurrence. In last few decades numerous definition of duration has been purposed by number 

of authors. Most popular is the time interval in which significant contribution to the integral of 

the square of acceleration (∫a2dt) referred to as the accelerograms intensity takes place. Further, 

local site conditions also play a very critical role to understand damage assessment during an 

earthquake, since site effect also amplify or de-amplify the ground motion at recording site due 

to complex phenomena in various layers of soil in top 30 m of recording site. The uncertainties 

due to both physical as well as computational aspects in GMPE’s to predict SGM, its duration 

and the local site effects lead to significant residuals/errors and therefore, expose inability to 

predict the observed values. The inherent uncertainties and limitations of mathematical models 

make inroads for newer methods to predict SGM. It is in this context an endeavor has been 

made to search for methodologies for prediction of SGM, duration and local site effects in the 

present study.  

The main objective was to develop ANN's (i.e. Artificial Neural Networks) to predict PGA, 

duration of SGM and local site condition from the observed SGM at a given site using different 

combination of inputs i.e. magnitude, hypo-central distance, average shear wave velocity, focal 

mechanism, average primary velocity, average soil density, average Standard Penetration Test 

(SPT). Artificial Neural Networks (ANNs) are efficient computing models which have shown 

their strengths in solving many complex problems in numerous fields. They have the versatility 
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to approximate a wide range of complex functional relationships between sets of input and 

output data. The purpose of this study is to predict strong ground motion parameters using 

ANN that are of primary significance in earthquake engineering. In this study, sets of 

Multilayer Perceptron (MLP) neural network model are trained to predict the PGA, duration of 

strong motion, and site characteristics. The ANN model is intended to be developed for Indian 

region but due to lack of strong motion data, the database used in the study is taken from 

Kyoshin Net (K-NET) database of Japan. Later, developed ANN model is indigenised its use in 

Indian context. NeuroIntelligence (Neural Network Simulator) software has been used to model 

ANN and the standard back-propagation supervised training scheme is used to train all 

networks. 

The strong motion data set consists of records from Japanese earthquakes of magnitude more 

than 4.5 and hypo-central distance less than 200 km for various sites which are classified on the 

basis of average shear wave velocity calculated using FEMA (356, 2000). In this study, 

averaged horizontal components of time histories have been used. Basic information such as 

earthquake magnitude, hypo-central distance, and focal mechanisms, average values of 

Standard Penetration Test (SPT) blow count, primary wave velocity, shear wave velocity, and 

density of soil have been used as seven input variables to train the neural network. Since at 

most locations in world, only average shear wave velocity is used for site characterization, 

therefore, an attempt has also been made to train the neural network with magnitude, hypo-

central distance, focal mechanism and average shear wave velocity as four input variables and  

magnitude, hypo-central distance and average shear wave velocity as three input variables 

using Japanese records.  

For ANN model developed with seven inputs to predict PGA for all site class, the correlation 

coefficient ‘R’ has been observed to be almost ~0.8 for all the cases showing a good correlation 

between observed and predicted data. However, it may be noted that values of ‘R’ are becomes 

minimum i.e., less than 0.8 in case of 4 inputs showing that either the reported focal 

mechanisms do not match with the actual physical process or this parameter is least correlated 

showing its relatively lesser influence on the predicted value. The testing scatter plot of 

predicted PGA to target PGA for all site classes with 7 inputs reveal that the prediction is good 

for PGA up to 40 cm/s2. A similar trend is observed with 4 and 3 inputs cases for all the three 

classes. Based on the observation a conclusion of good prediction in lower range of PGA 

values can easily be drawn. 
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In case of ANN model developed with seven inputs to predict duration for all site class, the 

values of ‘R’ is almost  more than 0.8 for all the cases showing a good correlation between 

observed and predicted data except for two cases with 4 inputs and 3 inputs for Class A. The 

scatter diagram reveals that the duration between 10 to 50 seconds can be predicted faithfully 

from this approach. The duration definition and its formulae used by various workers generally 

show much more scatter than the one seen in the prediction diagrams using ANN. 

ANN model has been developed with eighteen inputs to predict average shear wave velocity for 

class site A which shows a good agreement with value of  ‘R’ about ~0.9 with tested dataset. 

The inputs include magnitude, hypo-central distance, PGA and normalized response spectral 

ordinates ranging from 0.01 sec to 4 sec. This trained network with eighteen inputs has been 

tested for few significant earthquakes where average shear wave velocity recorded at stations 

were taken from NGA Flat File version 7.3. ANN model made a successful attempt to predict 

 V�S30 for those sites having  V�s30  between 750 - 1100 m/sec. Finally trained model was use to 

predict  V�S30 for those Indian Himalayan sites where at least 4 past earthquake records are 

available and classified as Class A site. The prediction of  V�S30  is first order estimation and 

need to be validated in future by borehole data at these sites. An alternate methodology for 

prediction of Strong Ground Motion has been developed in the present study. The method can 

be used to predict strong ground motion in terms of PGA and duration for its use in earthquake 

engineering. Further, the site characteristics can also be estimated using the recorded ground 

motion which is otherwise not worked out for the sites. The present thesis has concluded the 

successful use of ANN in earthquake engineering. 
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Chapter 1 

INTRODUCTION 

1.1 PREAMBLE 

The occurrence of large earthquakes in most part of the Indian continent and the subsequent 

heavy loss of life and damage to the property make it imperative to actively seek reasons and 

remedial measures. One of the most active zones of the world, namely Himalayan tectonic 

zone, being a collision plate boundary, is manifested with very high level of seismicity with 

great earthquakes visiting the region very often in geological time scale. The ongoing 

northwards drift of Indian plate makes the Himalaya geo-dynamically active. Here, the seismic 

activity concentrated along these major thrusts is characterized with relatively larger 

magnitudes occurring with longer return periods which fall beyond the known catalogue. Thus, 

one of the major challenges is to predict strong ground motion in this very fast developing 

region. Structural engineers have long been interested in the response of civil structures to 

ground motions resulting from an earthquake. The response of structures under earthquake 

ground motions can be calculated either using a response spectrum or an acceleration time 

history. For design purposes, seismic codes provide a design spectrum, i.e. a smooth response 

spectrum that takes into account every possible earthquake likely to occur in a given zone with 

a certain probability of occurrence. The response spectrum contains all information on ground 

motion amplitudes and frequencies and hence can be directly used to design the structure for 

earthquake loads. 

The strong ground motion is described using many parameters including Peak values of 

acceleration, velocity and/or displacement, the spectral ground motion and various parameters 

related to its amplitude and frequency. Peak Ground Acceleration (PGA) has been generally 

considered as a parameter representing the severity of shaking at a site and has been widely 

used to scale earthquake design spectra and acceleration time histories. Further, among many 

other parameters, duration of strong motion has also been considered as having pronounced 

effect on the severity of shaking. The prediction of such parameters has been carried out either 

using empirical formulation (based on the past observed data) or theoretically synthesizing such 

data based on various contemporary earthquake models. However, such endeavours have 
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resulted in large scatter in the predicted data and hence other approaches have made inroads in 

such studies.  

Artificial Neural Networks (ANNs) have proved to be efficient tools and have been 

successfully applied for the solution of complex problems in many fields. They have the 

versatility to approximate a wide range of complex functional relationship between sets of 

input and output data. 

The present study is dedicated to search for newer methods to be used for prediction of strong 

ground motion and an attempt has been made to develop efficient neural network based models 

to predict strong ground motion parameters, which are of significance in earthquake 

engineering applications. Further, the modification of strong ground motion data due to local 

soil conditions is also explored. The ANN approach has also been explored to predict the local 

soil conditions in terms of shear wave velocity to include the effect of local site in strong 

ground prediction at the surface.  

The present chapter introduces the strong ground motion along with very brief introduction of 

the local site effects and ANN. It also contains the objectives of the present study and 

enumerates the chapters following very brief description of their contents.   

1.2 STRONG GROUND MOTION PREDICTION 

Prediction of Strong Ground Motion (SGM) has remained one of the main research focus in the 

past few decades due to lot of damage to human life and its assets being impelled by the 

damaging earthquakes. Knowing the characteristics of ground motions in a specified region is 

vital for the design of engineering structures. Loading conditions appropriate for a particular 

type of structure are expressed in terms of ground motion. Such studies have gained their  

paramount importance not only because of the recent spurt in the seismicity and the need for 

earthquake resistant design of structure for safe societies but also due to complex nature of its 

source, propagation, recording and its use in such endeavours.  

Generally, Peak Ground Acceleration (PGA) is used to describe the SGM albeit spectral 

acceleration is more useful for engineers. The prediction of PGA is made through Ground 

Motion Predictive Equations (GMPE's) developed using regression analysis, which implicitly 

assumes to have considered the linear and nonlinear behaviour of source, path and recording. In 

the regression analyses, the PGA is generally calculated as function of independent variables 

like magnitude, source to site distance (including combined effect), local site conditions, type 
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of faulting and wave propagation (Kramer, 1996; Douglas, 2003). However, these independent 

variables generally present uncertainties in the construction of database for the recording 

station, because they often oversimplify reality.  

In addition to PGA, the duration of strong motion is also an important parameter. A ground 

motion with moderate peak acceleration and a long duration may cause more damage than a 

ground motion with a larger acceleration and a shorter duration (Naeim, 2001). A typical 

earthquake accelerograms is generally composed of rise, strong motion, and decay part. For all 

engineering application, only strong motion portion of an accelerograms is of interest. Strong 

motion duration play an important role in assessing the damage potential of earth ground 

motion. In past several authors proposed various methods for computing the strong motion 

duration of an accelerograms (Trifunac et al., 1982; Boomer et al., 2009; Toflampas et al., 

2009; Shoji et al., 2005;). In literature, there are more than 30 definition of strong motion 

duration (Boomer et al., 1999). Bracketed duration (Bolt, 1969), is defined as the time interval 

between the first and last exceedance of a specified acceleration (usually 0.05 g). The most 

commonly used (Trifunac et al., 1975) is time interval in which significant contribution to the 

integral of the square of acceleration (ʃa2dt) referred to as the accelerograms intensity take 

place. In present study the strong motion duration is defined as the interval between the times at 

which 5 % and 95 % contribution of the total integral is achieved. 

1.3 LOCAL SITE EFFECTS 

Local site conditions have a profound influence upon the strong ground motion characteristics. 

They are markedly found as the primary reason of the structural damage in many previous 

studies, in the earthquakes of 1985 Mexico City, 1989 Loma-Prieta, 1994 Northridge, 1995 

Dinar, 1995 Kobe, and 1999 Chi-Chi earthquake. The local soil conditions of a site may 

substantially alter the subsurface characteristics of earthquake ground motion by (1) amplifying 

the ground motion, (2) elongating its duration, (3) generating differential motions (aggravation) 

(Seed et al., 1976; Chang et al., 1996; Bard, 1997; Sun et al., 2005). The local site effects can 

be estimated using experimental and numerical methods based on the analysis and treatment of 

earthquake records. The literature for these methods is extensive and can be found for a review 

in Aki (1988). Generally, the most accepted soil response that reflects the site effects within the 

methods is the shear wave velocity (VS) define for top 30 m of the subsurface soil under the  
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accelerograph station (Boore et al., 1993, 1994). This parameter has been adopted in many 

structural codes to incorporate the local site conditions with the structural characteristics under 

the design ground motion (BSSC 2003; TSC 2007). The shear-wave velocity profile by in-situ 

seismic geotechnical tests (cross-hole, down-hole, up-hole, the surface wave testing, etc.) and 

detailed site description are not available for majority of accelerograph stations installed all 

over world. The analytical solution for the site description has not been sufficiently studied due 

to highly nonlinear behaviour of soil. 

1.4 ARTIFICIAL NEURAL NETWORK 

To overcome the limitations of the classical methodology, newer methods like Artificial 

Intelligence have been explored for solving highly complex and nonlinear phenomenon. 

Artificial Neural Networks (ANNs) are computational models derived from the biological 

structure of neurons which imitate the operation of human brain. Artificial Neural Networks are 

nonlinear information (signal) processing devices, which are built from interconnected 

elementary processing devices called neurons. ANNs like people learns by data examples 

presented to them in order to capture the fine functional relationship among the data even if 

underlying relationships are unknown or the physical meaning is difficult to explain. It has 

advantaged over the most traditional empirical and statistical model, which require prior 

information about the nature of the relationships among the data. Back Propagation algorithm 

(Hertz et al., 1991; Zurada, 1992; Haykin, 1999) is the most popular Neural Network used 

particularly for prediction applications and data modelling. Back Propagation Network (BPN) 

was first introduced in 1986 (Rumelhart et al., 1986). Back Propagation is a systematic method 

for training multi-layer ANN using extend gradient-descent based delta-learning rule, 

commonly known as Back Propagation (of errors) rule. Back propagation provides a 

computationally efficient method for changing the weights in a feed forward network, with 

differentiable activation function units, to learn a training set of input-output examples. The use 

of ANN has been made in the present context to replace our lack of knowledge with the use of 

Artificial Intelligence. An endeavour has been made to predict the strong ground motion and 

the local site effect using a relevant vast data set. 

1.5 MOTIVATION BEHIND THE RESEARCH 

The uncertainties due to both physical as well as computational aspects in predicting SGM, its  
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duration and the local site effects lead to significant residuals/errors and therefore, reveal 

inability to predict the observed values. The inherent uncertainties and limitations of 

mathematical models make inroads for newer methods to predict SGM. It is in this context an 

endeavour has been made to search for methodologies for prediction of SGM, duration and 

local site effects in the present study. 

1.6 OBJECTIVE OF STUDY 

The main objective of the present research work is to explore an alternate methodology instead 

of GMPE's for prediction of Strong ground Motion which is highly complex and non linear in 

nature. In recent years with advancement in the field of Artificial Intelligence (i.e. ANNs) offer 

new insights to solve the problem in most complex systems utilizing different algorithms and 

models and can be used to remove uncertainties in predictive equations. The objectives are 

enlisted as follows: 

1. To develop alternate methodology for prediction of Strong Ground Motion that is 

highly complex and nonlinear in nature. 

2. To study the feasibility of using Artificial Intelligence to predict Strong Ground Motion. 

3. To develop ANN to integrate methodology to predict SGM, local site conditions and 

duration of SGM from the observed SGM at a given site.  

4. To compile strong ground motion data set for Indian region and collate it with other 

such regions in the world to develop a single data set for analyses to be carried out to 

train ANN for the above said objectives. 

5. To propose ANN for prediction of strong ground motion for Indian region for various 

soil classes for inclusion of local site effects. 

1.7 THESIS OUTLINE 

Chapter 1 contains a general introduction to the thesis. The problem description is also briefly 

discussed. In addition to the brief introduction to SGM, local site effects and ANN, motivation, 

objective and the organization of the thesis are also included in the first chapter. 

Chapter 2 presents a brief review of literature about strong ground motion prediction 

parameters selection criteria, and methodology like GMPE’s and ANN used by numerous 

authors to predict ground motion in term of PGA, Duration and its site effects. 
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Chapter 3 describes a brief background of the most important characteristics of strong ground 

motion that are of engineering significance. The amplitude and the frequency content 

parameters are briefly discussed. At the end of the chapter, the concepts of Arias intensity and 

duration of strong motion are explained. 

Chapter 4 presents a review on Artificial Neural Networks and the network architecture. A 

discussion on the different learning rule and training algorithm is done. The chapter concludes 

with a discussion on the various issues of training the ANN model and parameters used to 

check the generalization capability of model. 

 Chapter 5 deals with the compilation and processing of strong motion data from Indian sites 

and K-NET database of Japan. In addition to provide justification for use of K-NET data set for 

a more than exercise. This chapter also discusses the influence of soil condition on the shape of 

response spectra. The chapter also contains the classification of Japanese earthquake records as 

per FEMA 356, 2000 as well as IS 1893 (Part 1): 2002. 

Chapter 6 belong to study about the development of ANN for generating Peak Ground 

Acceleration and Duration of strong motion for various site classes namely Class A, B, and C 

defined on the basis of average shear wave velocity. This chapter also discusses about the 

prediction capability of ANN in terms of correlation coefficient, mean absolute error and root 

mean squared. Finally chapter has been concluded with results and discussion. 

Chapter 7 contains information about the development of eighteen input based ANN model to 

predict average shear wave velocity of site. This chapter also discusses and presents the 

capability of ANN to learn from trained networks and to predict average shear wave velocity 

for India Himalayan sites which fall in category of class A.   

Chapter 8 finally presents a summary of the outcome of the work conducted in this study and 

conclusion drawn, followed by some suggestions for future work.  
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Chapter 2 

LITERATURE REVIEW 

2.1 INTRODUCTION 

Over 59 per cent of India’s land area is under threat of moderate to severe seismic hazard as per 

the current seismic zone map of the country (IS 1893: 2002). Specifically, entire Himalayan 

belt is considered prone to great earthquakes of magnitude exceeding 8.0; and in a relatively 

short span of about 50 years, four such earthquakes have occurred: 1897 Shillong (M8.7); 1905 

Kangra (M8.0); 1934 Bihar-Nepal (M8.3); and 1950 Assam-Tibet (M8.6). The hazard becomes 

many folded due to a spurt in developmental activities driven by urbanization, economic 

development and the globalization of India’s economy. 

India has a long history of earthquakes with earliest earthquake described in “The 

Mahabharata” the great Indian epic, which occurred about 1500BC in Kurukshetra, Haryana 

(Bilham, 2004). One of the most seismically active belts of the world namely, Himalaya is the 

outcome of convergence of continent-continent boundaries where the Indian plate is under 

thrusting the Eurasian plate. The earthquake activity in Himalaya and other regions of Indian 

plate is therefore related to build up of stress and release of energy from time to time inform of 

small, large and great earthquakes. Therefore the Himalayan belt has considerable potential for 

generating large and great earthquakes. Many studies related to seismic hazard assessment 

of the Indian region have already shown the seismic hazard to be very high (Khatri et al., 

2000; Sharma, 2003; Iynger, 2004; Kumar et al., 2008, 2011; Anbazhagan  et al., 2008a, 

b; Sharma et al., 2009; Mahajan et al, 2010, 2011; Kanagarathinam et al, 2010; Manisha et 

al., 2011) 

Studies concerned with evaluating seismic hazards related to ground shaking require the 

prediction of strong ground motion from earthquakes that pose a potential threat to public, 

either by injury or damage to property. To make such a prediction, one must know certain 

fundamental characteristics of these earthquakes, as they relate to the source of the seismic 

waves, the medium through which the waves propagate, the local geology of the site, and the 

structures located at the site. If a sufficient number of strong-motion recordings from 

earthquakes and sites having the same or similar characteristics as those being evaluated are 
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available, then it is straightforward to select an ensemble of these recordings for evaluating or 

designing structures located at these sites for seismic loads (Fallgren et al., 1974; Guzman and 

Jennings, 1976; Werner, 1976; Bernreuter, 1984; Kimbal, 1983; Heaten et al. 1984;). Estimates 

of strong ground motion using this approach are referred to as site-specific. 

For most applications, site-specific procedures are not feasible because a sufficient number of 

recordings with appropriate characteristics are generally unavailable. This is especially true for 

probabilistic analyses, where a wide range of earthquake sizes and locations are hypothesized, 

or for analyses where near-source estimates of ground motion are required. In such cases, a 

predictive model is needed. Such a model, commonly referred to as an attenuation relation, 

and is expressed as a mathematical function. These equations have a handful of independent 

parameters, such as magnitude and source-to-site distance, and a dependent parameter, such as 

peak ground acceleration, and the coefficients in the equation are usually found by regression 

analysis. Although the equations are often referred to as attenuation relationships, attenuation 

relations or attenuation equations, they predict more than how ground motion varies with 

distance. Hence over the past 30 years ground motion estimation equations have been much 

studied and many versions published.  

A number of reviews of ground motion estimation studies have been made in the past which 

provide a good summary of the methods used, the results obtained and the problems associated 

with such relations. Trifunac and Brady (1975, 1976) provide a brief summary and comparison 

of published relations. Idriss (1978) presents a comprehensive review of published ground 

motion estimation relations up until 1978, including a number which is not easily available. 

Boore and Joyner (1982) provide a review of ground motion estimation studies published in 

1981 and comment on empirical prediction of strong ground motion in general. Campbell 

(1985) contains a full survey of ground motion estimation equations up until 1985. Joyner and 

Boore (1988) give an excellent analysis of ground motion prediction methodology in general, 

and ground motion estimation relations in particular; Ambraseys and Bommer (1995) provide 

an overview of relations which are used for seismic design in Europe although they do not 

provide details about methods used. Joyner and Boore (1996) update this by including more 

recent studies. After these studies were completed, many more equations were derived. 

Campbell (2003a, b, c) are three excellent recent reviews of equations for the estimation of 

strong ground motions and include the coefficients of, and comparisons between, 14 well used 

equations. Douglas (2001, 2002, and 2011) summarizes over 150 studies that derived equations 
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for the estimation of peak ground acceleration. It seeks to compliment the recent reviews by 

Campbell by focusing on the methods used to derive the equations.  

This chapter presents a review on the various characteristics of SGM used in earthquake 

engineering along with the detailed discussions of independent and dependent parameters being 

used in regression models. A brief review to attenuation relationships (also called as Ground 

Motion Prediction Equations lately) has been given in the present chapter. The dataset and the 

methodology for regression have been found to be unable to reduce the inherent variability 

which requires newer methods to be adopted for such endeavours. The following sections also 

provide a prelude to the new methods such as Artificial Neural Networks.   

2.2 STRONG GROUND MOTION PARAMETERS 

The quantification of ground motion requires a good understanding of the ground motion 

parameters that characterize the severity and the damage potential of the earthquake and the 

seismological, geological, and topographic factors that affect them. 

Although, the SGM can be described using many parameters but in the present context focus 

has been made on peak ground acceleration only. Peak ground acceleration (PGA) is still often 

used as a parameter to describe strong ground motion. PGA is simply the amplitude of the 

largest peak acceleration recorded on an accelerogram at a site during a particular earthquake. 

PGA is the simplest strong-motion parameter and hence more than 150 equations (Douglas, 

2001, 2002) have been derived in the past to predict it.  

In statistical terminology, the parameter to be predicted – in this case a strong-motion 

parameter is referred to as a dependent variable. The parameters used to predict the variable are 

referred as independent variable. Some of the details of development of such pediction 

relationships is given below: 

2.2.1 Dependent Variables 

Horizontal peak ground acceleration is the usual choice, because ground motions usually are 

recorded on three orthogonal components, a further needed decision is how to treat these three 

components. The motions in the horizontal plane are of greater engineering significance than 

those in the vertical direction, and therefore most studies have dealt with horizontal motions 

only; three approaches are common: (1) use the larger of either horizontal component; (2) use 

both components; or (3) use the mean of the estimates from both components.  
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2.2.1.1 Combination of Horizontal Components 

Most accelerograms consist of three mutually orthogonal components: two horizontal and one 

vertical. Seven different ways of combining the horizontal components have been investigated, 

these are given below. 

 Arithmetic mean: aM=[max1a1(t)1for t + max1a2(t)1for t]/2. 

1. Both: aB,1= max1a1(t)1for t and aB,2 = max1a2(t)1for t. 

2.  Geometric mean: aG = [max1a1(t)1for t + max1a2(t)1for t].  

3. Note that: log aG= {log [max1a1(t)1for t] + log [max1a2(t)1for t]/2. 

4.  Largest component: aL = max [max1a1(t)1for t, max1a2(t)1for t]. 

5. Random: ar = max1a1( t )1for t or ar = max1a2(t)1for t, chosen randomly. 

6. Resultant: aR = max[max1a1(t)cos𝜃𝜃  + a2(t)sinθ1fort]for θ. Correct calculation of this 

combination requires that the two horizontal components records are perfectly aligned 

with respect to time and that they are exactly mutually perpendicular. This may not 

always be true, especially for digitized accelerograms from mechanically triggered 

analogue instruments. 

7. Vectorial addition: aV= max1a1(t)2
for t + max1a2(t)2

for t : This assumes that the maximum 

ground amplitudes occur simultaneously on the two horizontal components; this is a 

conservative assumption. 

Using either horizontal components or the geometric mean of the two components leads to 

exactly the same regression coefficients when logarithms of the ground motion measurements 

are used. This can be demonstrated by considering the normal equations which are solved to 

give the least squares estimate of the coefficients Douglas (2001). 

2.2.2 Independent Variables 

Ground-motion predictions are almost always a function of the independent variables. Most 

commonly used independent variables are earthquake source, distance to the source and 

geophysical properties of the site.  

2.2.2.1 Source Effect 

The parameter most commonly used to characterize earthquake source in strong-motion 

attenuation relations is earthquake magnitude. Magnitude is the only source parameter routinely  
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reported by seismographic networks. Other source parameters used in the past have included 

source dimensions (Bernreuter, 1981), seismic moment or moment magnitude (Hanks, 1970; 

McGuire and Hanks, 1980; Hanks and McGuire, 1981; Joyner and Boore, 1981, 1982; 

McGuire et al., 1984), and stress drop (Hanks and Johnson, 1976; Hanks, 1979; Bernreuter, 

1981; McGuire et al., 1984). While stress drop is an important source parameter from a 

theoretical point of view, in practice its estimation is associated with a large degree of 

uncertainty.  

Early studies (Esteva, 1970; Donovan, 1973), did not state which magnitude scale they use. 

Many authors use local magnitude (also called Richter magnitude), ML, to derive their ground 

motion estimation relations (McGuire, 1977; Campbell, 1989; Tento et al., 1992; 

Mohammadioun, 1994). This may be because these are the only magnitude estimates available 

for the chosen earthquakes. Mohammadioun (1994) uses ML because it is generally available 

and is uniformly determined but states that it may not be the best choice. Ambraseys (1995) 

does not use ML because there are no ML estimates for many of the earthquakes in his set and 

many estimates of ML are unreliable. Boore (1989) states that ML is difficult to predict for 

design earthquakes because catalogues of historical earthquakes often contain unreliable ML 

estimates.  

Another magnitude scale which is commonly used is surface-wave magnitude, Ms (Dahle et al., 

1990; Ambraseys and Bommer, 1991; Ambraseys, 1995; Ambraseys et al., 1996; Crouse and 

McGuire, 1996; Bommer et al., 1998). Dahle et al. (1990) use Ms because it is reasonably 

unbiased with respect to source dimensions and there is a globally consistent calculation 

method. Theodulidis and Papazachos (1992) mainly use Ms but for the foreign earthquakes in 

their set they use Mw or MJMA which they state to be equivalent between 6.0 and 8.0.  

Japanese Meteorological Agency magnitude, MJMA, has been employed in many Japanese 

ground motion estimation relations (Kawashima et al., 1984; Kamiyama et al., 1992; 

Fukushima et al., 1995) although Kawashima et al. (1984) notes that it may not necessarily be 

the most suitable parameter to represent magnitude but it is the only one which exists for all 

earthquakes in their set of records. Peng et al. (1985) use Chinese surface-wave magnitude but 

also use mb and Ms and find larger residuals. 

Recently most equations have been derived using moment magnitude, Mw, (Boore et al., 1993; 

Lawson and Krawinkler, 1994; Sadigh et al., 1997; Kobayashi et al., 2000) The other major 

advantage of Mw is that it does not saturate for largemagnitudes, and can be calculated for 
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small magnitudes, and hence provides a good measure of the energy released over the entire 

magnitude range. The other main technique for providing a homogeneous magnitude scale for 

all sizes of earthquakes is to use one magnitude scale for small earthquakes, usually ML and 

one scale for larger earthquakes; usually Ms. Campbell (1981) introduced this idea to develop 

magnitude estimates that are generally consistent with Mw. 

Almost all studies include a factor which has an exponential dependence on magnitude, expaM, 

this is because the energy released by an earthquake is exponentially dependent on magnitude 

(Richter, 1958). Trifunac (1976) was the first to include a factor to model magnitude saturation, 

by using a factor that is exponentially dependent on the magnitude squared, i.e. exp bM2, in 

addition to the normal factor expaM. Other authors (Joyner and Boore, 1981; Kawashima et al., 

1984; Crouse et al., 1988; Crouse, 1991) incorporate factors like exp bM2 into their equations 

but find that the coefficient b is not statistically significant or that it does not improve the 

adjusted multiple correlation coefficient so remove the factor. 

The records in earthquake catalogues are mostly presented by one of the magnitude scales such 

as surface, body, duration, local and moment. Ulusay et al. (2004) stated that the best scale 

used in Attenuation relations are the moment magnitude (Mw) due to related with rupture 

parameters. However, Mw scales may not be always available for all catalogues. In this case, 

the other scales of events are converted into the moment magnitude by correlations. But, this 

indirect way of obtaining the magnitude data may cause significant variations on the PGA 

estimations. 

Another earthquake source parameter found to be related to strong ground motion is focal 

mechanism. Campbell (1983, 1984c), in his empirical analysis of near-source ground motion, 

found that reverse and reverse-oblique mechanisms are associated with ground motions 

approximately 30-40 percent larger than strike-slip mechanisms. Young (1980a) attributes such 

differences to regional variations in stress drop. Other source effects found to influence strong 

ground motion are source radiation pattern, source directivity, and geometry of the fault plane 

(Berrill, 1975; Arnold and Vanmarcke, 1977; Bureau, 1978; Boatwright and Boore, 1982; 

Anderson and luco, 1983; Singh, 1983), Focal depth (McGarr, 1984). The latter effect is 

especially significant for sites located near the fault. 
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2.2.2.2 Path Effect 

Propagation parameters characterize the effects of wave scattering, geometrical attenuation, and 

inelastic attenuation of ground motion as it travels from the source to the site. The independent 

variable universally used to characterize these parameters is distance.  

The use of distance measures which contain information on the depth of the source, i.e. hypo-

central distance, rupture distance, seismogenic distance, centroid distance, energy centre 

distance, equivalent hypo-central distance or surface projection distance with focal depth (as 

used by Ambraseys and Bommer, 1991; Sigbjornsson and Baldvinsson, 1992; Ambraseys, 

1995) forces deeper earthquakes to predict smaller ground motions than shallower shocks. This 

is actually a path effect. 

The source distance to a particular site directly affects the PGA. This distance is variously 

measured such as the epi-central and hypo-central distances, the distance to the zone of highest 

energy release, the closest distance to the zone of rupture and the closest distance to the surface 

projection of the fault rupture (Kramer, 1996; Abrahamson and Shedlock, 1997). However, 

each of them can be considered as a source of uncertainty due to unclear effects of earthquake 

source mechanism. In addition, the lack of a standard usage of the distance in attenuation 

relations makes difficulties and leaves a doubt in the PGA reliability. Therefore, the most 

acceptable distance should be utilized particularly by understanding the source mechanism 

well. 

The distance travelled from the source to the site, d, is the parameter used in all ground motion 

estimation relations to characterise the path, although many different definitions of this distance 

are used. 

Definitions of Source to Site Distance  

Joyner and Boore (1981) state that the correct distance to use in ground motion estimation 

relations is the distance from the origin of the actual wave, which produced the measurement of 

ground motion (for example PGA or SA), to the station but this is difficult to determine for past 

earthquakes and impossible to predict for future earthquakes. To overcome this difficulty, 10 

different measures have been proposed to characterise the distance to the earthquake source: 

1. Epi-central distance, de: distance to the epicentre of the earthquake, i.e. the distance to 

the horizontal projection of the rupture’s starting point. This is the easiest distance 
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measure to use because the epicentre is the location information given for all 

earthquakes. 

2. Hypo-central distance, dh: distance to the hypocenter of the earthquake, i.e. the distance 

to the rupture’s starting point. Like epicentres, hypocentres are reported for most 

earthquakes but accurate measures of focal depth are often difficult to obtain unless 

there is a good distribution of stations with distance from the source (Gubbins, 1990). 

Most damaging earthquakes occur within a shallow region of the crust (about the top 30 

km) and hence de and dh become equal at intermediate and large distances. 

3. Rupture centroid distance, dc: distance to the centroid of the rupture. This distance 

measure requires an estimate of the dimensions of the rupture plane so that the centroid 

can be defined; it can be difficult to define this plane. However, because it is measured 

to point source uncertainties in defining the exact location of the rupture plane will have 

less of an effect on rupture centroid distances than for line or surface measures. 

4. Centre-of-energy-release distance, dE: distance to a point on the fault rupture where 

energy considered being concentrated (Crouse et al., 1988; Crouse, 1991). This distance 

is similar to rupture centroid distance. 

5. Surface projection distance (also called Joyner– Boore or fault distance), df: distance to 

the surface projection of the rupture plane of the fault (Joyner and Boore, 1981); for a 

point within the projection df=0. Surface projection distances can have large 

uncertainties (up to 20 km for certain earthquakes and stations) because there are no 

published studies on the rupture plane or because there are several and no obvious way 

of deciding which is best. The errors in surface projection distances could be larger for 

earthquakes occurring during a sequence of similar sized shocks when aftershocks and 

geodetic data are likely to be difficult to use. The current practice of quoting surface 

projection distances to one decimal place should not be taken as meaning that the 

distances are accurately known to 0.1 km. 

6. Surface projection distance with focal depth, df,h: distance to the projection of the 

rupture on a plane at the focal depth. The horizontal distance part of surface projection 

distance with focal depth is obviously associated with the same uncertainty as surface 

projection distance and errors in focal depths have already been discussed. 
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7. Rupture distance (also called source or fault distance), dr: distance to rupture surface. 

For future earthquakes, rupture distance can be estimated using mapped faults although 

it requires that the dip and depth of the faults are known. 

8. Seismogenic distance, ds: distance to seismogenic rupture surface, assumes that the 

near-surface rupture in sediments is non-seismogenic (Campbell, 1997). Campbell 

(1997) believes that seismogenic distance can be ‘reliably and easily determined for 

most significant earthquakes’ but, in fact, it has the same difficulties in its determination 

as rupture distance, which can be large, plus the requirement of defining depth to the 

seismogenic layer. 

 Elliptical distance D or average site to rupture end distance, ASRED: mean of the 

distances to the extremities of the fault surface rupture (Bureau, 1978; Zhou et al., 

1989), if no surface rupture occurred then the projection of the top of the rupture should 

be used. 

 

 

Figure 2.1: Source-to-site distance measures for ground-motion attenuation    
models (after Abrahamson and Shedlock, 1997). 
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9. Equivalent hypo-central distance, EHD: distance from a virtual point source that 

provides the same energy to the site as does a finite-size fault (Ohno et al., 1993). 

Defined by:  

1
𝐸𝐸𝐸𝐸𝐸𝐸2 =  

 ∑ 𝑀𝑀0,𝑖𝑖
2 𝑋𝑋𝑖𝑖−2𝑛𝑛

𝑖𝑖=1

∑ 𝑀𝑀0,𝑖𝑖
2𝑛𝑛

𝑖𝑖=1
 

(2.1) 

Where n is the number of segments on the rupture plane, M0,i is the seismic moment 

density on the ith segment and Xi is the distance between ith segment and site. It includes 

the effects of fault size, fault geometry and inhomogeneous slip distribution (Ohno et 

al., 1993). Ohno et al. (1996), Kawano et al. (2000) and Si and Midorikawa (2000) use 

EHD to derive their ground motion estimation equations. 

10. In many applications, the fault can be identified but the hypocenter or sources of 

particularly energetic radiation cannot. In these cases, a measure based on the closest 

distance to the fault seems reasonable.  

2.2.2.3 Site Parameters 

Traditionally, site parameters have been related to simple geologic descriptions of the recording 

stations. More sophisticated classification of the site has been based on wave-propagation 

velocity (Joyner and Fumal, 1984) and depth of deposits (Trifunac and Lee, 1978a, 1979; 

Campbell, 1984). The diversity of site classifications used in the past attests to the complex and 

poorly understood relationship between strong ground motion and site characteristics. 

Campbell (1983, 1984b), found that factors such as fault mechanism, site topography, soil 

depth, instrument embedment, and structure size, if not properly accounted for in the 

development of strong motion attenuation relations, can significantly influence the 

quantification of site effects. 

The significant influence of topography was first documented for the 1971 San Fernando 

earthquake by Boore et al (1973).The most commonly used technique to incorporate site effects 

into a ground motion estimation relation is to use multiplicative factors between ground motion 

at one type of site and that at another. 

Trifunac (1976) introduces this method; he uses three site categories and the multiplicative 

factor between basement rock and intermediate type rock is forced to be half the multiplicative 

factor between solid hard basement rock and alluvium sites thus limiting the generality of the 
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method. The number of multiplicative factors used is usually one less than the number of site 

categories used, thus allowing different scalings amongst the site categories (e.g. Boore et al., 

1993; Lawson and Krawinkler, 1994; Ambraseys et al., 1996; Sabetta and Pugliese, 1996; 

Chapman, 1999). Lee (1995) classifies stations into three geological site classes and two local 

soil classes, although the difference between geological and local scales is not clear, so there 

are six categories in total but only three factors. 

Some studies have insufficient data to derive adequate site category multiplicative factors so 

they adopt multiplicative factors from previous studies (e.g. Atkinson, 1997; Spudich et al., 

1999). If the site categories used in the two studies are similar enough then this is a valid 

procedure because true site coefficients should only depend on local site conditions at the 

stations. Ambraseys and Bommer (1991) attribute the apparent small dependence of horizontal 

PGA on site classification to the lack of available information which compelled them to use a 

simple binary system. As more site information on strong-motion stations has become 

available, the number of site classes used has grown, so that there are three or more categories 

of increasing stiffness (roughly increasing shear-wave velocity) (e.g. Trifunac, 1976; 

Kawashima et al., 1986; Fukushima and Tanaka, 1990; Lawson and Krawinkler, 1994; 

Campbell, 1997; Chapman, 1999; Kobayashi et al., 2000). 

A single parameter which is a rough combination of shear-wave velocity and depth to bedrock 

is the natural period of the site, T, which for a single layer equals 4H/Vs. The need to include a 

term reflecting explicitly local amplification dependent on natural period of the soil is noted by 

Benito et al (1992). Also the natural period of the site is less available for strong-motion 

recording sites than is shear-wave velocity and hence it is easier to use shear-wave velocity 

than natural period of the site. 

The most site specific procedure is to use individual coefficients for each station. This idea was 

introduced by Kamiyama and Yanagisawa (1986) (although Kobayashi and Midorikawa, 1982 

developed a method which is similar) and has since been adopted in many Japanese studies 

(Kamiyama et al., 1992; Fukushima et al., 1995; Molas and Yamazaki, 1995; Shabestari and 

Yamazaki, 1998; Kawano et al., 2000; Shabestari and Yamazaki, 2000). 

Some studies define the boundaries of the categories in terms of shear-wave velocity (e.g. 

Boore et al., 1993; Ambraseys et al., 1996) but in fact there are no shear-wave velocity 

measurements for many of the stations they use, so a rough classification is made. Due to the 

difficulty of finding site information, Theodulidis and Papazachos (1992) examined the 
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PGV/PGA ratio for some of their Alaskan sites to decide whether they were rock or soil, which 

is based on empirical formulae which find differences in this ratio due to the local site 

conditions 

One of the shortcomings of existing attenuation relations can be attributed to both the lack of a 

standard definition of site categories and the lack of detailed geotechnical explorations for the 

site conditions of recording stations (Somerville and Graves, 2003). This leads to different site 

classifications for the same station in the prediction of PGA. Others such as Gülkan and Kalkan 

(2002) and Ulusay et al. (2004) were composed of the site condition parameter; these authors 

noticed that their equations need to be improved by the actual shear wave velocity and the 

detailed site description of underlying recording stations. 

New data and analysis have provided the basis for more reliable empirical estimates of ground 

motion in future earthquakes. Theoretical methods have been developed for estimation of 

ground motion parameters and simulation of ground motion time series. We then consider the 

choice of parameters for characterizing strong ground motion and the factors affecting ground-

motion amplitudes. 

2.3 ATTENUATION RELATIONSHIPS 

Some of the attenuation models developed in the recent years by considering the various 

independent parameters for the prediction of PGA. The main aim of the present work is not to 

develop such relationships but to find the size of variability for their use in ground motion 

prediction. The general form of the attenuation relation may be considered as 

log (a) = f l (M) + f2(r, E) + f3(r, M, E) + f4(F) + ε 

where a is the peak ground acceleration (horizontal or vertical); fl(M) is a function of 

earthquake magnitude; f2(r, E) is a function of earthquake-to-recording site distance and the 

tectonic environment; f3(r, M, E) is a non separable function of magnitude, distance, and 

tectonic environment; f4(F) is a function of fault type; and ε is a random variable representing 

uncertainty in log(a). The models considered in the past are either fl(M), f2(r, E), and f4 (F) 

(Joyner and Boore, 1981) used this model or f1(M), f3(r, M, E), and f4(F) (Campbell,1981) used 

this model. The first model assumes that the distance and magnitude have separable influence 

on peak ground acceleration, and the second model considered it to be non separable. 

Abrahamson and Litehiser (1989) used the hybrid model of Campbell and Joyner and Boore.  
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The forms of the functions fl(M), f2(r, E), f3(r, M, E), and f4(F) are discussed by Campbell 

(1985). Many such relationships have been compiled from time to time viz., Seismological 

Research Letters 1989 and Earthquake Spectra 2008. Further, the variability has been well 

proven by Douglas (2011) while considering such relationships from parameters and region 

wise.  

In the above section, entire discussion have been done about the importance of strong ground 

motion in earthquakes, strong ground motion parameters and the various independent 

parameters that are considered in the estimation of PGA. Overview of general functional form 

of the Attenuation relationships used by different researchers is presented. 

2.4 STUDY BASED ON ANN AROUND THE WORLD 

Over the years, many researchers used artificial neural networks (ANNs) to estimate PGA and 

to evaluate ground motions spectra. Some of the important milestones are briefly discussed 

below. 

Yamazaki et al., (1994) developed neural network with supervised learning algorithm to predict 

structures damage. The network used input parameters such as peak ground acceleration, peak 

ground displacement, spectrum intensity and observed output parameter as three levels of 

damage extent (negligible, moderate, severe). The authors used training data consist of 79 real 

earthquake records taken from Japan, USA, and Mexico. The network resulted into good 

estimation of structure damage due to strong earthquake motions. 

Rogers (1994) laid down guidelines to train ANN model with optimal design. This model was 

used to simulate a structural analysis program in less time. Considering stress constraints, the 

author presented optimum shape of beam with minimum weight. The study on selection of 

training pairs shows best approximation of the design space by hypercube method. The author 

introduced a good approach to take sum of nodes in the input and output layers for selection of 

number of nodes in hidden layers. 

 Wang and Teng (1997) identified and automatically picked local and regional S phase from set 

of three-component seismic data using multilayer perceptron (MLP) neural network. The ANN 

S-phase picker used input parameters such as the ratio between short-term average and long-

term average, the ratio between horizontal power and total power, autoregressive model 

coefficients, and the short-axis incidence angle of polarization ellipsoid. The network resulted 

into good accuracy of phase identification by 86%, out of which 74% identification is in less 
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than 0.1 sec onset time error. The network presented good estimation of onset time and 

automatic identification of phase.  

Dai and Mac Beth (1995) applied a back-propagation artificial neural network (ANN) to collect 

and find P and S seismic arrivals from local earthquakes data. Giacinto et al. (1997) presented 

an estimate of earthquake risks for real geological structures using artificial neural networks. 

Dai and Mac Beth (1997a) identified arrival of P and S waves from three components 

recordings of local earthquake data using back-propagation neural network (BPNN). The 

BPNN used input as onset time of arrivals and trained by nine groups of degree of polarization 

(DOP) segments to identify P wave’s arrival by 82.3% and S waves’ arrival by 62.6%. 

However, BPNN trained by five groups identify P wave’s arrival by 76.6 % and S waves’ 

arrival by 60.5%. This network limits to improve its performance. 

Dai and Mac Beth (1997b) applied BPNN on local earthquake data that identifies arrival of P 

and S waves from single component (1-C) recording. The authors used normalized segment (40 

samples of amplitude) as input pattern and obtained output values between 0 and 1. The output 

values represented either background noise or seismic arrivals existence. Although this network 

can identify seismic arrivals from vertical, horizontal components and other stations but ray 

paths strong effect and source position varies its performance for all the three components. On 

comparison with 3-C recording this approach showed more flexibility but less performance. 

Ghaboussi and Lin (1998) presented artificial neural networks (ANNs) to design artificial 

earthquake accelerograms from pseudo-velocity response spectrum. The first replicator neural 

network (RNN) was trained to compress real and imaginary parts of Fourier transforms of a 

sample of 30 recorded earthquake accelerograms. The association of ordinates of pseudo-

spectral velocity (PSV) spectrum with the compressed parts of Fourier spectrum was done by 

second multi-layer neural network. This method built similar accelerograms as of training set 

from either design spectra or pseudo-velocity response spectrum. 

Lin and Ghaboussi (2001) produced multiple earthquake spectrum accelerograms from design 

or response spectra with stochastic neural networks (SNN). The authors combined earlier 

replicator neural network (RNN) with new stochastic neural network that effectively enhances 

characteristics extraction and compression of the earthquake accelerogram. A set of 100 

recorded earthquake accelerograms was applied to train the network with single design 

spectrum that resulted in producing real looking and compatible accelerograms. 
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Pandya et al., (2002) estimated site-specific response spectra using artificial neural network 

(ANN). The pseudo-velocity response spectrum was estimated with feed-forward back 

propagation ANN. The training of the network was done with seventy-five distinct spectral 

ordinates due to two horizontal components of earthquakes. These spectral ordinates were 

further divided into fifteen sets at five different time periods. The networks with different 

configuration were trained parallel for alluvium and rock. The pseudo-velocity spectral 

ordinates at five different time periods were obtained by the network and then converted to 

pseudo-acceleration. The results were plotted to compare the actual and predicted response 

spectra. 

Lin et al., (2002) introduced neural networks to estimate PGA and bridge damages after major 

earthquakes in Taiwan. The network for PGA estimation used input parameters such as 

magnitude, depth and epicentre coordinates of eight major earthquakes, while bridge damage 

estimation used Chi-Chi earthquake data. The 7-8-8-2 network for bridge damage estimation 

was trained with sixty-four sets of data. Finally, the combined two networks trained by twenty 

sets of bridge damage conditions resulted in accurate estimation of bridge damages by major 

earthquakes. 

Lee and Han (2002) introduced a new approach to develop artificial earthquake accelerograms 

and response spectra using five neural network models. The ANN models utilized input 

parameters such as magnitude, epi-central distance, site conditions and focal depth. The ANN-I 

model developed the Fourier amplitude spectrum. The nonlinear power spectral density (PSD) 

and intensity function parameters were computed after training ANN-II and ANN-III models 

respectively. The ANN-IV model developed the acceleration response spectrum with input 

parameters. While, the ANN model V is the inverse version of model IV, developed synthetic 

ground motion accelerograms compatible with a design response spectrum. 

Kerh and Chu (2002) predicted PGA by applying three feed-forward back-propagation neural 

network models for Taiwan’s Kaohsiung Mass Rapid Transit line sections. For training these 

models input layer used different combinations of input parameters such as epi-central distance, 

focal depth, and earthquake magnitude. The validation check of estimated results was done by 

using Nakamura transformation techniques on microtremor measurement. The results were also 

compared with output of nonlinear regression analysis such as Kanai, Joyner and Boore, and 

Campbell forms. However, it was concluded that neural networks model provides reliable 

estimation of PGA values. 
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Garcia et al., (2003) presented artificial neural networks (ANNs) to estimate the (earthquake) 

ground surface response of the clayey soil of the Mexico City. In comparison to empirical 

relative transfer function based method, this network showed better results especially for the 

Tehuacan seismic event. The authors iteratively used the ANN network with different input 

functions such as Dot Product (DP) and L1 distance, learning rules such as back propagation 

(BP), general regression (GR), quick propagation (QP), conjugate gradients (CG) and 

Levenberg-Marquard (LV), transfer functions such as sigmoid, hyperbolic secant (sech) and 

hyperbolic tangent (tanh).The accurate ground response for Mexico City was estimated by GR-

L1 combination for intraslab earthquakes that occurred at mid distances. 

Tehranizadeh and Safi (2004) proposed artificial neural networks (ANNs) that developed 

design spectra for different site conditions in Iran. These networks classified Iran’s 2000 

ground motion records based on acceleration and displacement response spectra. The models 

used competitive and back propagation networks with supervised and unsupervised learning 

algorithms. The authors compared design spectra based on classification of spectra response 

with existing code spectra and experimental results. The results obtained by ANNs determine 

ranges of shear wave velocity and soil characteristics. The ANNs design spectra was more 

efficient, robust, and require less time and computational efforts. // developed seismic design 

spectra for Iran utilizing ANN. The authors classified more than 2000 ground motion records 

based on their characteristics such as linear acceleration and displacement response spectra. 

The classification problems were solved with competitive and back propagation neural 

networks with use of both unsupervised and supervised learning algorithms. 

Kerh and Ting (2005) applied back-propagation neural network on seismic data obtained from 

30 checking stations in Taiwan, to predict peak ground acceleration (PGA) at 10 train stations 

along high-speed rail line. This network used epi-central distance, focal depth and strong 

motions magnitude from 8 to 39 data sets as input parameters and peak ground horizontal 

acceleration as output parameter. The results predicted by neural network were compared with 

microtremor measurements. It was observed that prediction by neural network provides better 

results than existing building code values. 

Baziar and Ghorbani (2005) estimated the horizontal ground displacement with a neural 

network model. This model estimated displacement in ground slope and free face conditions 

due to liquefaction-induced lateral spreading. Alves (2006) estimated earthquake forecasting 

using neural networks. Barrile et al., (2006) applied radial basis function neural network to 
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estimate seismic sequences of aftershocks after a great earthquake. Liu et al., (2006) presented 

an estimate of peak ground velocity (PGV) using neural network for West American region. 

According to the priority on variations in PGV the authors applied input parameters in input 

layer as earthquake magnitude, epi-central distance, and soil condition.  

Chen and Stewart (2006) proposed multi-window algorithm that automatic detect and pick 

arrival times of impulsive P-phases of local seismic events with low signal-to noise (SNR) ratio 

for a single trace. This algorithm is more efficient and reliable for real-time seismic detection 

and hypocentre location with SNR higher than 3. It requires less than 1 sample to pick P-phase 

in low SNR environments. Further, Lin et al. (2006) also utilized neural network to generate 

artificial earthquake accelerograms from response spectra for Taiwan area (Taipei basin).  

Gullu and Ercelebi (2007) presented an estimate of peak ground acceleration (PGA) values on 

three sample sets of Turkish strong motion data using Fletcher-Reeves conjugate gradient back-

propagation based ANN model. The authors used magnitude, source-to-site distance and site 

conditions as the input parameters and PGA as the output parameter. This network results in 

high correlation coefficients (R2) between the predicted and the observed PGA values. The 

ANN model showed better correlation values on comparison with values obtained by the 

regression method. However, this ANN model limits its generalization capability for optimal 

configuration by the testing method. 

Garcia et al. (2007) developed artificial neural networks (ANNs) for Mexican subduction zone 

earthquakes that predict horizontal (PHA) and vertical (PVA) peak ground accelerations at rock 

sites. The networks used magnitude, epi-central distance and focal depth as input parameters. 

The ANNs features such as flexibility, adaptability, prediction capability, etc. resulted in 

obtaining better PGA responses than other traditional regression techniques. These networks 

predicted good PGA responses for Japan and North America. 

Kerh et al. (2007) checked appropriateness of building code values with back propagation 

neural network (BPNN) estimations of 209 seismic data records for Taiwan’s current 

conditions. The epi-central distance, focal depth and strong motions magnitude were used as 

input-parameters and peak ground acceleration (PGA) as output parameter in neural network 

design. The PGA estimated by the network showed good results in comparison to building code 

values. It also recognized potential hazardous areas and presented curve fitting model that show 

relationship between horizontal PGA and the focal distance as 𝑃𝑃𝑃𝑃𝑃𝑃 = (8.96)
𝐸𝐸𝐷𝐷

. 
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Shahin et al. (2008) presented benefits of ANNs over other mathematical models that solved 

complex problems in geotechnical engineering. The data driven approach of ANN makes the 

model training, updating, structure and parameters finding easy. In spite of these benefits, 

ANNs lack in knowledge extraction, extrapolation and uncertainty  

Amiri and Bagheri (2008) built artificial earthquake accelerograms from target spectrum using 

wavelet analysis and radial basis neural network. The learning feature of network did inverse 

mapping to build earthquake accelerograms from response spectrum. The neural network was 

trained by several levels (representing range of frequencies) obtained by splitting earthquake 

accelerograms using discrete wavelet transform. The trained network was capable to relate 

response spectrum with wavelet coefficients and therefore built artificial earthquake 

accelerograms from pseudo-velocity response spectrum. 

Gunaydin and Gunaydin (2008) estimated peak ground acceleration from 95 three-component 

records observed in North-western Turkey for 15 ground motions. The authors utilized feed-

forward back-propagation (FFBP), radial basis function (RBF), and generalized regression 

neural networks (GRNNs) with inputs such as moment magnitude of earthquake, hypo-central 

distance, focal depth, and site conditions in vertical(U-D), east-west(E-W), and north-south (N-

S) directions. The predicted PGA values showed superiority of FFBP over other networks for 

three directions. 

Khameneh and Scherer (2008) proposed two layers feed forward neural networks D-ANN and 

S-ANN to predict duration of seismic wave phase and strong ground motion signal for first 

approaching signals. The authors used 10 earthquake data records and applied Fast Fourier 

Transform (FFT) on data such as shear wave velocity greater than 750m/s, magnitude ranges 

from 6 to 7.5 and hypo-central distance from 14 to 34km. The predicted signals are retrieved by 

applying reverse Fast Fourier Transform (R-FFT). This method develops relationship between 

first beginning signals and earthquake wave’s full content. 

Derras et al., (2010) applied artificial neural networks (ANN) approach that economically 

generated free surface acceleration response spectrum for chosen site. The network used inputs 

such as spectrum value and period and output as acceleration spectrum response. The results 

estimated by network were compared with KIK-NET accelerograph networks seismic data. It 

was observed that network behaviour resembles to the real case. 

Kamatchi et al. (2010) presented site-specific response spectra and generation of strong 

bedrock level ground motions for Delhi city in India using feed forward back propagation 
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neural network. The authors utilized earthquake data records that originated in the Himalayan 

belts central seismic gap. The network used input parameters such as moment magnitude, shear 

wave velocity, vibration period, soil stratum depth above the bedrock, damping ratio and output 

parameter as spectral acceleration. The results obtained by trained neural network are validated 

on Delhi’s two buildings. It was observed that root mean square percentage error for predicted 

spectral acceleration values is acceptable and hence shows applicability of this methodology on 

other regions with all information available. 

Gullu (2012) presented genetic expression programming (GEP) a new tool to estimate PGA on 

Turkish earthquake data where moment magnitude ranges from 4.5 to 7.4 and epicenter 

distance (source-to-site) up to 100 km. The suitable candidate ground motion model was 

selected by applying likelihood estimation (LH) measure and comparing predictions of GEP 

with one obtained by regression methods. The attenuation characteristics, strong ground motion 

data records of Turkey and attenuation equations for Turkey were used to check the validity of 

GEP with LH and regression methods. It was observed that the PGA models by GEP and 

regression such as class A and B passes validation and designated as good qualifications while 

class C fails in validation and ranked as lower levels. For seismic hazards studies of predicting 

the PGAs, class A and B are the appropriate models of GEP approach with LH method. This 

approach provides additional assistance in prediction of PGA over conventional regression 

methods. 

Gullu (2013) estimated shear wave velocity in California’s 60-accelerograph station sites by 

applying artificial intelligence (AI) method. This method consists of artificial neural network 

(ANN) and genetic expression programming (GEP) models. These models utilized input 

variables such as magnitude, site-to-source distance, different site period’s spectral 

accelerations, peak ground acceleration and predicted shear wave velocity. The AI models 

provide good estimation of shear wave velocity based on error and correlation criteria for 

highly nonlinear problems. 

The work done by various groups and authors for the use of ANN in earthquake engineering 

has amply proven its usefulness to predict unknown parameters.  None the less, it may not be 

considered as lack of present day knowledge in terms of physical processes but may be thought 

of as extra tool to predict such parameters in very complex scenarios. 

 

 



26 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



27 

 

Chapter 3 

STRONG GROUND MOTION CHARACTERISTICS 

3.1 INTRODUCTION 

During an earthquake occurrence ground vibrate from faint tremor to wild motions 

necessitating high dynamic range for recording instruments as well as a wide perspective in 

understating the physical phenomenon and seeking remedial measures. The ground motion that 

cause severe damage to loss of human life and its habitat is referred as Strong Ground Motion 

(SGM). Earthquake engineers have keen interest to study these strong ground motions and it 

characteristics. Peak Ground Acceleration (PGA) is popularly used as a parameter to describe 

SGM. Ground motion during an earthquake is measured by strong motion instruments, that 

record the ground acceleration and recorded motion is referred as accelerograms. To 

completely describe the ground motion at a recording site, three orthogonal components of 

ground acceleration, and three rotational components are required. Usually, most of 

accelerograms consist of three mutually orthogonal components: two horizontal and one 

vertical and neglect the rotational part. 

It is of paramount interest to look into the characteristics of strong ground motion before their 

prediction and use the same for earthquake engineering purpose. The following sections 

describe the important characteristics of strong ground motion which will be later useful in 

selecting methodology for the prediction of SGM.  

3.2 STRONG GROUND MOTION PARAMETERS 

For an earthquake engineering applications, the characteristics of ground motion during an 

earthquake are of prime significance are classified as follow: 

1. The amplitude (i.e. Peak ground motion) 

2. Frequency content, and 

3. Duration of strong motion. 

Peak ground motion used to describe amplitude of vibration, frequency content to describe 

response characteristics of medium and duration describes time taken by fault rupture to release 
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energy. To describe these characteristics, number of strong ground motion parameters has been 

described in literature; these parameters provide information about one or more of these 

characteristics. For practical purpose a single strong ground motion parameter study is not 

enough to describe strong ground motion completely (Jenning, 1985; Joyner and Boore, 1988). 

3.2.1 Amplitude Parameters 

Time history is the most common way to describe the ground motion, as it defines its amplitude 

as function of time. Ground acceleration, velocity and displacement time histories are the most 

common time domain parameters of strong ground motion. Acceleration time history show 

high frequency content of motion, whereas velocity time history shows intermediate and 

displacement time history emphasis on low frequency content of ground motion.  One of these 

parameters is measured directly with the use of instrumentation; while other can be computed 

indirectly by using mathematical process i.e. integration or differentiation. Historically, the 

peak ground motion has been considered as a parameter representing severity of shaking at a 

site.  

3.2.1.1 Peak Acceleration 

Peak Ground Acceleration (PGA), most easily obtained and widely used parameter to describe 

ground motion. Peak Horizontal Acceleration (PHA) mostly used to measure the amplitude of a 

particular ground motion, since its occurs in most recording in the S wave portion with 

predominant frequencies between 3 and 8 Hz, and  is defined as the absolute maximum 

amplitude of recorded acceleration. Some time it also called as Zero Period Acceleration 

(ZPA). Most of time it is measured as vector sum of two orthogonal components, to get 

maximum resultant PHA. Whereas Peak Vertical Acceleration (PVA) may occur in the P wave 

portion with predominant frequencies between 5 and 20 Hz. PVA is generally assumed to be 

two third of PHA for engineering purposes (Newmark and Hall,1982). However, in general 

peak vertical acceleration, is considered as poor parameter for characterizing ground motion, 

since it is related to single isolated peak within record and does nor correlate well with the 

damage potential of the shaking. PHA is more preferable to describe ground motion as compare 

to PVA due to its natural relationship to inertial forces that are introduced in very stiff structure 

during ground motion. Therefore; PHA is widely used to scale earthquake design spectra and 

acceleration time histories.  
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3.2.1.2 Peak Velocity 

Peak Ground Velocity (PGV) associate with longer period motion and can be related with 

energy release, because kinetic energy is directly proportional to square of velocity. Peak 

Horizontal Velocity (PHV), is parameter used to characterize the ground motion at intermediate 

frequencies. It is better indicator of potential damage to structure or facilities (i.e. bridges, tall 

or flexible buildings etc.) that are sensitive to loading in intermediate frequency range. 

3.2.1.3 Peak Displacement 

Peak Ground Displacement (PGD) relates the lower frequency components of an earthquake 

motions and it is obtained by double integration of acceleration time history. According to 

(Campbell, 1985 and Joyner and Boore, 1988) peak displacement is difficult to measure with 

great accuracy due to long period noise as well as due to signal processing error in filtering and 

integration of accelerograms. Therefore, its use is limited as compare to PGA, PVA to 

characterize the ground motion. Fig. 3.1 (a), 3.1 (b), and 3.1 (c) depicts the acceleration, 

velocity and displacement time histories respectively along with their peak values for the 180 

degrees component of the Northridge Earthquake of January 17, 1994 recorded at the Moorpark 

Station. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1(a):  Acceleration time history recorded at Moorpark station.            
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3.2.2 Frequency Content Parameters 

During an earthquake, the dynamic response of structures (i.e. buildings, bridges etc) is very 

sensitive to the frequency at which they are loaded. Therefore, complete knowledge about the 

frequencies which is carried by ground motion during an earthquake occurrence has been 

 

Figure 3.1(b):  Velocity time history recorded at Moorpark station.            

 

Figure 3.1(c):  Displacement time history recorded at Moorpark station.            
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Acceleration

critical for research purposes. The frequency content describes how the amplitude of a ground 

motion is distributed its energy among different frequencies. Ground motion frequency 

contents can be easily computed by transforming the ground motion from time domain to 

frequency domain through Fourier transformation. In the frequency domain, the Fourier 

amplitude, phase spectrum and power spectrum are used in the quantification of strong ground 

motion. Another very important description of frequency content of earthquake time history is 

response spectra, which provides peak response values of single degree of freedom system 

structures having different natural periods and damping. 

3.2.2.1 Fourier Amplitude and Phase Spectra 

A plot of Fourier amplitude versus frequency is known as Frequency Amplitude Spectrum 

(FAS). It describes how the amplitude of ground motion is distributed w.r.t frequencies. A plot 

of Fourier phase angle gives the Fourier Phase Spectrum (FPS) (Kramer, 1996). For sinusoidal 

like time history, FAS is very narrow, implies the motion has dominant frequency, where as for 

earthquake like time history FAS is broader since it’s contain wide range of frequencies due to 

jagged and irregular nature of time history. Phase angles control the times at which the peak of 

motion occur, the FPS influences the variation of ground motion with time. In contrast to FAS, 

FPS does not display characteristics shape. Fig. 3.2 shows normalized Fourier amplitude 

spectra for acceleration for the 180 degrees component of the Northridge earthquake of January 

17, 1994 recorded at Moorpark station. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2: Normalized Fourier amplitude spectrum of acceleration at 
Moorpark station (180 Degrees component). 
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The characteristics shape of actual earthquake motion is clearly visible when FAS is smoothed 

and plot on logarithmic scale. Corner frequency (fc) and cut off frequency (fmax) are two 

attributes of smoothed and well shape spectra. Brune (1970), showed that fc is inversely 

proportional to the cube root of seismic moment (mo) and thus large earthquake produce greater 

low frequencies motions as compared to smaller earthquakes, where as fmax assumed to be 

constant for particular geographic region is used as parameter to characterize both near site 

effect (Hank, 1982) and  source effect (Papageorgiou and Aki, 1983). 

3.2.2.2. Power Spectra 

Power Spectral Density (PSD) function is useful not only as a measure of frequency content of 

ground motion, but also in estimating its statistical properties and help in generating artificial 

time histories matching a given response spectrum through using Random Vibration Theory 

(RVT) concept (Vanmarcke, 1976; Yang, 1986; Clough and Penzien, 2003;). 

3.2.2.3 Response Spectra 

Response Spectra (RS) is the most fundamental engineering tool to characterize ground motion 

in earthquake engineering and forms the strong basis for most design and analysis of structures. 

The concept of response spectrum introduced by Biot (1941) and later popularized by Housner 

(1941) and is defined as the maximum response of a Single Degree of Freedom (SDOF) system 

to a particular ground motion as a function of natural frequency and damping of the SDOF 

system. RS is an indirect way of reflecting strong ground motion characteristics, since they are 

filtered by response of SDOF systems. For design purposes, engineers have to incorporate 

natural period or natural frequency in the design of a structure using seismic codes, which are 

developed using response spectrum analysis. Earthquake parameters such as epi-central 

distance, magnitude, duration, and local soil conditions at the recording station and source 

characteristics influence the shape and amplitude of response spectra. As illustrated in Fig. 3.3, 

the ordinates of a response spectrum are given by the maximum absolute value of the 

displacement  𝑥𝑥(𝑡𝑡), velocity �̇�𝑥(𝑡𝑡) or acceleration �̈�𝑥𝑇𝑇(𝑡𝑡) of a single-degree-of-freedom oscillator 

with specified natural period and damping. These are called spectral displacement (SD), spectral 

velocity (Sv) and spectral acceleration (Sa) respectively. The equation of motion of SDOF 

system undergoing base excitation is given as 

�̈�𝑥 + 2𝜔𝜔𝑛𝑛𝜉𝜉�̇�𝑥 +  𝜔𝜔𝑛𝑛2𝑥𝑥 =  −�̈�𝑢𝑔𝑔  

(3.1) 
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Where,  𝜔𝜔𝑛𝑛(𝑈𝑈𝑛𝑛𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑁𝑁𝑈𝑈𝑡𝑡𝑢𝑢𝑁𝑁𝑈𝑈𝑁𝑁 𝐹𝐹𝑁𝑁𝑈𝑈𝐹𝐹𝑢𝑢𝑈𝑈𝑛𝑛𝐹𝐹𝐹𝐹) = �𝑘𝑘
𝑈𝑈

, 𝜉𝜉(𝐷𝐷𝑈𝑈𝑈𝑈𝑈𝑈𝐷𝐷𝑛𝑛𝑔𝑔 𝑁𝑁𝑈𝑈𝑡𝑡𝐷𝐷𝑟𝑟) = 𝐹𝐹
2√𝑘𝑘𝑈𝑈

 and 

�̈�𝑥𝑇𝑇(𝑡𝑡) =  �̈�𝑥 + �̈�𝑢𝑔𝑔  . The solution of Eqn. 3.1 is given as 

𝑥𝑥(𝑡𝑡) =
−1

𝜔𝜔𝑛𝑛�1 − 𝜉𝜉2
��̈�𝑢𝑔𝑔

𝑡𝑡

0

(𝜏𝜏)𝑈𝑈−𝜔𝜔𝑛𝑛𝜉𝜉(𝑡𝑡−𝜏𝜏) 𝑠𝑠𝐷𝐷𝑛𝑛 𝜔𝜔𝑛𝑛 �1 − 𝜉𝜉2(𝑡𝑡 − 𝜏𝜏)𝑈𝑈𝜏𝜏 

(3.2) 

The maximum value of integral of RHS of Eqn 3.2 is called as Pseudo Spectral Velocity (PSV). 

Therefore for small value of damping, 𝑃𝑃𝑃𝑃𝑃𝑃 = 𝜔𝜔𝑛𝑛 ∗ 𝑃𝑃𝐷𝐷. Pseudo Spectral Acceleration (PSA) is 

defined as 𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝜔𝜔𝑛𝑛  and therefore Eqn. 3.3 describes relationship between 𝑃𝑃𝐷𝐷, PSV and PSA. 

𝑃𝑃𝑃𝑃𝑃𝑃 =  �
2𝜋𝜋
𝑇𝑇𝑛𝑛
�𝑃𝑃𝑃𝑃𝑃𝑃 =  �

2𝜋𝜋
𝑇𝑇𝑛𝑛
�

2

𝑃𝑃𝐷𝐷  

(3.3) 

Where Tn is the undamped natural period of a SDOF system. It has been common practice in 

the past to estimate a design response spectrum from PGA or from, a combination of PGA, 

PGV, and PGD (Newmark and Hall, 1982). Fig. 3.4 shows the acceleration response spectra of 

the 180 Degrees component of Northridge earthquake of January 17, 1994 recorded at 

Moorpark station for 5 % damping.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3:  Response spectra are determined from the earthquake motion 
of a SDOF oscillator. The ordinates of the response spectrum are 
determined by the maximum absolute value of the response quantity of 
interest as a function of the natural period and damping of the oscillator.  
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3.2.3 Duration 

When an earthquake occur, destructiveness capability of an earthquake lies in its duration 

which is a function of source parameter: fault size, rupture velocity; path effect: source to site 

distance; site effect: soft soil, basin effect and directivity. The duration of a SGM is related to 

time taken by rupture along the fault to release its accumulated strain energy. Larger fault size, 

result in large duration of SGM with increase in magnitude. The duration of strong ground 

motion can have a significant influence on damage to structures. For engineering purposes only 

strong motion portion of the accelerograms is of prime interest. A number of definitions exist in 

the literature for the duration of the strongest part of shaking (Bommer and Martinez-Pereira, 

2000). Perhaps the most widely used definitions of strong ground motion duration are the (1) 

Bracketed duration and (2) Significant duration. 

3.2.3.1 Bracketed Duration 

The Bracketed duration (Bolt, 1969) is defined as the time interval between the first and last 

exceedance of a specified acceleration (usually 0.05g). A disadvantage of this definition is the 

subjectivity in choice of threshold acceleration value i.e. ao (it can be absolute or relative e.g. 

5% of PGA). 

 

Figure 3.4: Acceleration response spectra at Moorpark station for 5 % 
damping. 
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3.2.3.2 Significant Duration 

Another definition of duration (Trifunac and Brady, 1975) is the time interval in which 

significant contribution to the integral of the square of acceleration (∫a2dt) referred to as the 

accelerogram intensity takes place. 

3.2.3.3 Husid Plot 

The accelerogram intensity known as the Arias intensity (Arias, 1970) is defined as the sum of 

energies dissipated (per unit weight), stored in the undamped oscillators uniformly distributed 

with respect to their frequencies at the end of earthquake 

𝐼𝐼 =  
𝜋𝜋

2𝑔𝑔
� 𝑈𝑈2(𝑡𝑡)𝑈𝑈𝑡𝑡
𝑡𝑡𝑟𝑟

0
 

(3.4) 

Where, a(t) refers to the ground acceleration time history, to represents the total duration of 

earthquake and g is the acceleration due to gravity. The significant duration is then defined as 

the interval over which some portion of the total integral is accumulated, which is generally 5% 

to 95% as shown in Fig. 3.5. The Arias intensity is one of the replacements for PGA as a 

measure of severity of ground shaking. The Arias intensity is also used for calculating the 

earthquake destructiveness potential factor defined by Araya and Saragoni (1984). Fig. 3.5 for 

the Northridge earthquake of January 17, 1994 recorded at Moorpark station (180 Degrees 

component) on a plot of the built-up of the Arias intensity, known as a Husid Plot (Husid, 

1969). 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Strong motion duration of  Northridge earthquake recorded at 
Moorpark station. 
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3.3 EFFECTS OF LOCAL SITE CONDITION ON SGM 

Site effects are generally referred as variations of ground motion in space, amplitude, frequency 

content and duration. It has been found in large number of literature that earthquake damage is 

generally larger over soft sediments than on firm bedrock outcrops (Bessasson and Kaynia, 

2002; Yoseph and Ramana, 2008; Boominathan et al., 2008; Boominathan, 2010). This is of 

prime significance because most of urban settlements have occurred along river valleys over 

such young, soft surface deposits (Kaynia, 2006; Maheshwari et al., 2012; and Maheshwari et 

al., 2013). Around the world, large number of densely populated cities as examples: Los 

Angeles, San Francisco, San Salvador, Kobe, Osaka and Tokyo, Kathmandu, Lisbon, 

Thessaloniki, Izmit,  Mexico City and many more, lies in earthquake prone areas. 

Soft soils may have dramatic consequences for the inhabitants of those cities. This provides 

opportunities to engineering seismologist to perform numerous macro-seismic observations 

around these cities during the last century (Guttierez and Singh, 1992; Lindholm et al., 1995; 

Lindholm, 1998; Ortizi et al., 2000; Mahajan and Virdi, 2001; Wirth et al., 2003; and Mundepi 

et al., 2010). These observations demonstrated very clearly local intensity increase as large as 

2, in extreme cases even 3 degrees on the MM or MSK/EMS scale due to damaging effects 

associated with such soft deposits. 

Trapping of seismic waves due to the impedance contrast between soft sediments and the 

underlying bedrock is the fundamental phenomenon responsible for the amplification of motion 

over soft sediments. This trapping affects only body waves travelling up and down in the 

surface layers, when the structure is horizontally layered (which will be referred to in the 

following as 1-D structures), but in case of the surface sediments form a 2-D or 3-D structure, 

due to lateral heterogeneities present such as thickness variations, this trapping also affects the 

surface waves which develop on these heterogeneities, and thus reverberate back and forth. 

The phenomena of interference arises between these trapped waves leads to resonance patterns. 

Geometrical and mechanical characteristics of the structure are closely related to shape and the 

frequency of resonance pattern. In case of 1-D media (vertical resonance of body waves), these 

resonance patterns are very simple, they become more complex in the case of 2-D and a fortiori 

3-D structures. Therefore, surface geology and geotechnical characteristics of soil deposit at 

recording site are the salient features that have very profound influence on the nature of strong 

ground motion, either they amplify or de-amplify the amplitude at all frequencies, which is 

dependent on physical properties of soil (i.e. Shear modulus (μ), damping ratio, shear wave 
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velocity (Vs), primary wave velocity (Vp), soil internal damping). The surface geology 

generally accounted by its categorization as hard rock, rock, stiff soil, alluvium soil etc or by 

measuring average shears wave velocity in uppermost 30 m of recording site, which can be 

determined directly by bore holes measurement, using Multichannel Analysis of Surface Waves 

(MASW) method or inferred from empirical relations between shear modulus (μ) and Standard 

Penetration Test (SPT) blow count, N. To understand physics and spatial variation of ground 

motion at each particular site, site characteristic in term of shear wave velocity must be known, 

since average shear wave velocity is most common way to introduce site effect in GMPE’s. 

3.4 SUMMARY 

This chapter documents the various issues involved in the interpretation of strong motion data 

for engineering applications. The chapter starts with the basic definition of strong ground 

motion and discusses important characteristics of a strong ground motion from earthquake 

engineering point of view. The chapter concludes with a discussion on role of site effect on 

strong ground motion. 
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Chapter 4 

ARTIFICIAL NEURAL NETWORK 

4.1 INTRODUCTION 

An Artificial Neural Network (ANN), one of subfield of Artificial Intelligence (AI), works on 

the principle of human brain and nervous system. More specifically, it is an imitator of 

biological neural system that tries to simulate its learning process. ANN consist of 

interconnected group of artificial neurons that process and transmit information using various 

mathematical and computational models as done by biological neurons in the nervous system. 

Firstly, concept of mimicking the functionality of biological neurons was introduced by 

McCulloh and Pitts (1943). Later on work of various authors (Hebb, 1949; Minsky, 1954; 

Neumann's, 1956, 1958; Rosenblatt, 1958; Hopfield, 1982, 1985; Grossberg, 1976, 1988a, 

1988b, 1988c; Widrow, 1960, 1985) made the framework of ANN to be very powerful 

computational tool. From last few decades many authors have described the structure and 

operation of ANN (Zurada, 1992; Haykin, 1999; Fausett, 1994) but there is no universal 

accepted definition of an ANN. According to Zurada (1992), ANN is physical cellular systems 

which can acquire, store, and utilize experimental knowledge. ANN is massively parallel-

distributed information processing system whose performance characteristics resemble to 

biological neural network of the human brain (Haykin, 1999). ANN is information processing 

systems which have been developed as generalization of mathematical models of human 

cognition or neurobiology (Fausett, 1994). In recent years ANN have become very popular 

computational tool and find applications in large number of scientific fields such as pattern 

recognition, signal processing, medicines, speech recognition, machine learning, market and 

stock forecasting, weather forecasting, earthquake forecasting, geo-technical engineering, 

image processing, earthquake engineering etc (Masters, 1993; Welstead, 1994, Alves, 2006 ). 

ANN are highly adaptive in nature and have ability to capture the subtle relationships amongst 

inputs and outputs for data exemplars presented to them, even if underlying physical relations 

between inputs and output is not known, in comparison to most statistical and empirical models 

where physical relation between inputs and outputs must be known, which makes its use a 

strong case in earthquake engineering. ANN serves as excellent tool for modelling of data that 
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are known to be complex and often non linear, due to its ability to learn from experience and 

generalize from examples presented to it. Large numbers of literature can be found (e.g. 

Zurada, 1992; Haykin, 1999; Fausett, 1994; Mehortra et al., 1996; Gurney, 2005; Galushkin, 

2007) to acquire complete information about theoretical background of Neural Network and its 

applications. Therefore a review of Neural Network (NN) presented in this chapter is limited to 

only those aspects that are pertaining to this study. 

4.2 THE BIOLOGICAL MODEL (REAL NEURONS) 

Human beings are successful in performing more cognitive, perceptual (e.g. recognition of 

face, voice) and control activities (e.g. movement of body parts and its functions) due to 

massive parallelism, the highly parallel computing structure and imprecise information 

processing capability of its brain. 

A human brain consists of more than 10 billion interconnected computing element called 

neurons. Each biological neuron or a nerve cell is the fundamental to the construction of the 

biological neural network that uses biochemical reaction to receive process and transmit the 

information. A typical structure of biological neuron is shown in Fig. 4.1 that consists of 

synapses, dendrites, axon and soma (or the cell body). 

 

Figure 4.1: A typical structure of biological neuron (Fausett, 1994). 
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Dendrites are treelike network of nerve fibres connected to the soma or cell body, which sum 

up all the incoming signals. Dendrites receives information from other neurons through axon 

which is single long fibre that serve as transmission line and each end part of an axon branches 

into strands and sub-strands that are further connected to other neurons through synaptic 

terminal (synaptic gap) or synapses. Synaptic is a junction that allows signal or information 

transmission between the axon and dendrites. During the transmission of information or signals 

from one neuron to another, a biochemical process occur at each synapses, in which specific 

transmitter substances are released by sending end of the junction which has effect either to 

raise or lower the electrical potential inside the body of receiving cell. When particular 

threshold potential is achieved, a pulse is sent down to the axon and the cell is fired. 

A biological neuron is fundamental to the construction of any neural network that receives 

input from other sources, summed up them in some way and finally performs some non-linear 

operation on the result and then output the final result. Fig. 4.2 shows the association of 

biological network with artificial network. 

 

 

 

 

 

 

 

 

 

 

4.3 THE MATHEMATICAL MODEL 

Artificial neuron, or simply neuron known as 'Processing Element' (PE), 'node' or 'unit' are the 

building blocks of ANN, which are fully or partially connected with other neurons. A typical 

 

Figure 4.2: Association of biological network with artificial network 
(Sivanandam et al. 2006). 
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model of artificial neuron, which is fundamental to the designing of ANN, is shown in Fig 4. 3. 

Three basic elemental components of neuron model are:  

1. Input and Synaptic weights 

2.  Adder 

3.  Activation function  or transfer function 

Synaptic weight, an adjustable numerical value represents connection between an input and a 

neuron. Weights can have positive, zero or negative values representing excitatory, no 

connection or inhibitory connections (Haykin, 1999). All weighted inputs are linearly summed 

up by adder. The convergence property of a neural network can be improved by adding or 

subtracting threshold or bias unit that scale all weighted inputs to effective range. In output 

state, activation function (e.g. logistic sigmoid, hyperbolic tangent) generates output of the 

neuron for applied weights and biased inputs. Output can attain a value between 0 and 1, or -1 

and 1 depending upon which type of activation function is used. For node j, the whole process 

is illustrated in Fig.4.3 is summarized using Eqns.4.1 and 4.2. 

 

 

 

 

 

 

 

 

 

𝐼𝐼𝑗𝑗 =  𝜃𝜃𝑗𝑗 + �𝑤𝑤𝑗𝑗𝑗𝑗 𝑥𝑥𝑗𝑗

𝑛𝑛

𝑗𝑗=1

 

(4.1) 

𝒚𝒚𝒋𝒋 = 𝒇𝒇�𝑰𝑰𝒋𝒋 � 

(4.2) 

 

Figure 4.3: Schematic representation of functional structure of a processing 
element (Haykin, 1999). 
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Where, Ij = the activation level of node j; wji = the connection weight between nodes j and i; xi 

= the input from node i; i = 0, 1... n; θ𝐣𝐣 = the bias or threshold for node j; yj = the output of node 

j; and f (.) = activation function or transfer function. 

4.4 ACTIVATION FUNCTIONS 

The role of activation function is used to transform the activation level of a unit (neuron) into 

an output signal. In NN each neuron has scalar-to-scalar function (i.e. activation function) that 

transforms activation level of processing unit for given input or sets of inputs to an output 

signal known as unit’s activation function. Activation function also called as squashing 

function, has bounded amplitude range of the output. These functions are used to solve both 

linear and non-linear problems. Most commonly used activation functions (Fausett, 1994) are: 

4.4.1 Linear Function 

As its name suggest, it satisfies the concept of superposition. It’s mathematically expressed as 

Eqn. 4.3 and shown by Fig. 4.4, where β is the slope of linear function. 

𝒚𝒚 = 𝒇𝒇(𝒙𝒙) = 𝜷𝜷𝒙𝒙 ;   𝒇𝒇𝒇𝒇𝒇𝒇 𝒂𝒂𝒂𝒂𝒂𝒂 𝒙𝒙 

(4.3) 

 

 

 

 

 

 

 

 

Special case: 

With β =1,  y = f(x ) = x is called Identity function. 

The output y of identity function is same as it input x or simply, just passed the activation level 

directly as output. The output of linear function is simply a scalar multiplication of input with 

 

Figure 4.4: Linear function. 
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some constant. Its output range is [-∞, ∞]. This function is generally used at last step of a 

Multilayer Neural Network (MLNN). 

4.4.2 Step Function 

It is also known as Threshold (Hard limiter) or Heaviside function. It is of two types. 

1. Binary 

2. Bipolar 

It’s mathematically expressed as Eqn. 4.4 and shown by Fig. 4.5 and 4.6. 

Binary Form 

𝑦𝑦 = 𝑓𝑓(𝑥𝑥) = �   1;       𝑗𝑗𝑓𝑓 𝑓𝑓( 𝑥𝑥) ≥ 0
  0;       𝑗𝑗𝑓𝑓  𝑓𝑓( 𝑥𝑥) < 0

� 

(4.4) 

Bipolar Form 

𝑦𝑦 = 𝑓𝑓(𝑥𝑥) = �   1;       𝑗𝑗𝑓𝑓 𝑓𝑓( 𝑥𝑥) ≥ 0
 −1;       𝑗𝑗𝑓𝑓  𝑓𝑓( 𝑥𝑥) < 0

� 

(4.5) 

 

 

 

 

 

 

 

 

 

Its 

output range is [0, 1] (i.e. binary signal) and [-1, 1] (i.e. bipolar signal). It is commonly used in 

single layer network. Since it is non-differentiable function, so can’t be used with Back 

Propagation (BP) algorithm in multilayer network. 

  

Figure 4.5: Binary step function. Figure 4.6: Bipolar step function. 
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4.4.3 Piecewise Linear Function 

It is also known as saturating linear activation function. Depending on saturation limits of the 

output it can acquire either binary or bipolar range. It’s mathematically expressed as Eqn. 4.5 

and shown by Fig. 4.7.This activation function output results in -1 for negative weighted inputs 

sum, proportional to input for range [-1, 1] and 1 for positive weighted inputs sum. 

𝑦𝑦 = 𝑓𝑓(𝑥𝑥) =  �
−1;              𝑗𝑗𝑓𝑓   𝑥𝑥 < −1
𝑥𝑥 ;       𝑗𝑗𝑓𝑓 − 1 ≥ 𝑥𝑥 ≥ 1

1;                     𝑗𝑗𝑓𝑓   𝑥𝑥 ≥ 1
� 

(4.5) 

4.4.4 Sigmoid Function 

Sigmoid function is nonlinear well behaved, differentiable and strictly increasing function, 

whose graph is S-Shaped, curves. It is extensively used to construct the Back Propagation 

Network (BPN) and Radial Basis Function Network (RBFN). Hyperbolic and Logistic 

functions are most commonly used. 

4.4.4.1 Logistic Function  

It is known as Binary Sigmoid function. It output range is [0, 1]. It’s mathematically expressed 

as Eqn. 4.6, where, 𝝈𝝈 is steepness parameter. By varying it, different shape of function which is 

continuous and differentiable can be obtained as shown in Fig.4.8. 

𝒇𝒇(𝒙𝒙) =  
𝟏𝟏

 𝟏𝟏 + 𝒆𝒆−𝝈𝝈𝒙𝒙
 

(4.6) 

 

Figure 4.7: Piecewise linear function. 
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4.4.4.2 Hyperbolic Tangent Function 

It is also known as Bipolar Sigmoid function. It has similar property as Logistic Sigmoid 

function. It’s mathematically expressed as Eqn. 4.7 and shown by Fig.4.9. Its output range is [-

1, 1].  

𝑓𝑓(𝑥𝑥) = 𝑡𝑡𝑡𝑡𝑛𝑛ℎ(𝜎𝜎𝑥𝑥) =
𝑠𝑠𝑗𝑗𝑛𝑛ℎ(𝜎𝜎𝑥𝑥)
𝑐𝑐𝑐𝑐𝑠𝑠ℎ(𝜎𝜎𝑥𝑥) =

𝑒𝑒𝜎𝜎𝑥𝑥 − 𝑒𝑒−𝜎𝜎𝑥𝑥

𝑒𝑒𝜎𝜎𝑥𝑥 + 𝑒𝑒−𝜎𝜎𝑥𝑥
 

(4.7) 

Logistic and Hyperbolic are easily differentiable that makes them to use as first choice in BPN, 

because they dramatically reduce the computation burden for training due to well defined 

relation between the value of function at a point and it derivate value at that point. For hidden 

units in Multilayer Neural Network (MLNN), a non-linear activation function is used to 

introduce non-linearity that increases its computational power to solve more complex problems. 

Any non-linear activation function can be used for this job, but for back propagation learning 

the activation function must be well behaved, differentiable and must be bounded. Thus, 

sigmoid functions are the most common choice.  

For the output units, based on distribution of the target value, activation function must be 

chosen. For continuous bounded target value, sigmoid functions are excellent choice with 

condition that targets to be scaled in the range of the output activation function. But for non-

bounded target value, better choice is unbounded activation function, most often identity 

function. Exponential activation is best choice in case of positive targets value with no upper 

bound limit (Sarles, 1997). 

 

  

Figure 4.8: Binary logistic function 
with varying slope. 

Figure 4.9: Hyperbolic tangent 
function with varying slope. 
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4.5 NEURAL NETWORK TOPOLOGIES  

Neural Network topologies represent way of organizing neuron in different layers and its 

connection with other neurons.  However, connection among neurons can be partial or full 

depending on input at neurons, topology used for the connections and algorithm applied in the 

network. Network topologies can be categorized as: 

1. Feed forward  

2. Feedback or Recurrent 

4.5.1 Feed-Forward Networks 

The first and simplest fully connected artificial neural network is feed-forward neural network. 

The term ‘feed-forward’ signify that the network connections between units, data and 

calculations travel in one direction i.e. forward direction from input to output. This way of 

processing data can be extended over multilayer of units, but this network has no directed 

cycles or loops or feedback. In this network, output values depend on input values, synaptic 

weights and thresholds. It is also known as top-down or bottom-up. Feed-forward network 

finds application in pattern recognition, data mining, etc. They are further classifies as single 

layer and multilayer feed forward network. 

Single layer network: The network consists of only one feed forward layer of weighted inputs 

connected to the output units. 

Multi-layer network

4.5.2 Feed-Back Networks 

: The network consists of one or more feed forward layers of weighted 

inputs connected to the output units. On comparison to single layer network, it is more capable 

in solving complex problems. 

The most powerful and complicated artificial neural network is feed-backward neural network. 

In this network, connection between units has directed cycles or loops and data can flow in 

both forward and backward direction. It is nonlinear dynamic network since their state changes 

continuously and also changes when input varies, until equilibrium point is reached. It is also 

known as interactive or recurrent network. Feed-backward network finds application in 

handwriting recognition, associative memories, etc. 
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Here our main emphasis is on Multi-Layer Feed Forward Neural Network (MLFFNN), since 

this network is the main focus of this thesis work. MLFFNN also known as Multi-Layer 

Perceptron (MLP) has been used in many applications such as Pattern recognition, speech 

synthesis, stock market prediction etc. Generalization and fault tolerance features of MLP 

emphasize its use in this study. Multilayer perceptron architecture is composed of input layer, 

one or more hidden layer and output layer. The input signal processing occurs on layer-by-layer 

basis. Input signal is transformed by synaptic weights to next layer in forward direction. The 

output of each layer is transmitted to the input of neurons in the next layer through weighted 

links. Hidden layer execute complex computation by extracting progressively more meaningful 

features from the input layer by scaling and normalization of input data, simply it is known as 

pre-processing of input data. Data pre-processing attempts to fasten learning process in ANN. 

One hidden layer MLP with I inputs, H hidden and O outputs (MLP (I-H-O)) is show in Fig. 

4.10. 

 

 

 

4.6. TRAINING OF ARTIFICIAL NEURAL NETWORK 

The functioning of ANN is generally defined by the combination of its topology and the 

synaptic weights of its neurons connections within the network. The topology of ANN is 

generally held fixed in term of numbers of layers, numbers of neurons per layer and it’s 

synaptic weights , in order to capture subtle relationship between the inputs and desired outputs 

is called learning or training. Trained network shows its ability to vary its input/output 

corresponding to variation in the surrounding. Actually, value of connection weights possesses 

 

Figure 4.10: Multi-layer perceptron (MLP) with one hidden layer (I-H-O). 
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knowledge, altering the knowledge through learning process causes change in value of weights. 

Hence, neural networks can be classified as fixed or adaptive networks, depending on whether 

weights are fixed or changeable respectively. The various learning algorithm shown in Fig. 

4.11, have been used to train ANN can be categorized as:  

1. Supervised learning 

2. Unsupervised learning 

3. Reinforcement learning 

 

 

4.6.1 Supervised Learning 

Supervised learning also called associative learning, in which both inputs and desired outputs 

(target values) are given. Most popularly known Back-Propagation algorithm using gradient 

descent based delta learning rule is supervised learning method used for modifying the 

connection weights. The network processes inputs and results obtained are compared with 

desired outputs and measured differences (i.e. error vector) are propagated back from output 

layer to input layer via hidden layer for adjusting the weights. This process of modifying 

weights is repeated again and again till error measured is minimized, which is one of the prime 

objectives of BPN (Fig 4.12). So, in this type of learning external teacher is present for 

providing continuous feedback to results obtained. Examples of supervised learning are pattern 

recognition, regression, speech and gesture recognition, etc. 

 

Figure 4.11: Classifications of learning algorithms. 
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4.6.2 Unsupervised Learning 

Unsupervised or adaptive learning also known as self-organization provides only input data, 

with no desired outputs or external teacher. In this learning, network itself identify patterns and 

classify them by correlating salient features in the input data. Unsupervised learning can be 

categorized based on rules applied as Hebbian learning and Competitive learning. Examples of 

unsupervised learning are clustering, estimation of statistical distributions, compression, 

filtering, etc. 

4.6.3 Reinforcement Learning 

Reinforcement learning (RL) is trial and error learning where network perform action with the 

environment and from its response, generates data. Like supervised learning, external teacher is 

present but network is not provided with right answer. However, only correctness of the output 

answer is indicated in form of either success (1) or failure (0). RL network adapt itself to 

actions whose response is good and figure out as reward. This learning tries to maximize 

amount of rewards and correspondingly modify its parameters so that network is able to learn 

 

Figure 4.12: Supervised learning algorithm of ANN. 
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input-output mapping. This process of modifying parameters continues and fixes when 

equilibrium point is reached. Thus, it can solve a specific problem if provided with an adequate 

amount of information. 

4.7 BACK PROPAGATION ALGORITHM  

The main objective of all training algorithms is to adjust the weights so that network performs 

well. A wide range of algorithms have been found in literature for this purpose. Here, the study 

is limited to the gradient descent algorithm with an addition of momentum factor (i.e. Back 

Propagation). Back Propagation algorithm is most commonly used systematic method for 

training of multi-layer neural network (MLNN) for data modelling and prediction applications 

(Hertz et al., 1991). It is based on a supervised learning technique using extend gradient descent 

based delta learning rule to adjust the weights in feed forward networks with differentiable 

transfer functions in order to minimize the error in its predictions on the training set of input-

output examples. This training procedure is commonly known as Back propagation of error or 

in short back propagation. Typically Feed Forward Back Propagation Network (FFBPN) have 

three layers: an input layer having xn neurons, hidden layers having hm neurons and output 

layer having yl neurons (Fig. 4.13), where wij and wjk are named assign to input to hidden, and 

hidden to output weights, and b1 ,b2 are the hidden layer and output layer bias respectively. 

FFBPN learning process consists of four phases.  

 

 

 

 

 

 

 

 
 

Figure 4.13: Structural diagram of Feed Forward Back Propagation Network.  
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Initially all its weights and biases are allotted with small random numbers, generally between -

0.5 and 0.5 or between -1 and 1. In the second phase input signal flows in only one direction 

from input ith node through hidden jth node to output kth node that calculates activation function 

of the total weighted input. In third phase the network determines the Global Error (E) or Mean 

Squared Error (MSE) between computed activation output yk and desired output dk by the Eqn. 

4.8, where N represents the numbers of data points considered for training. The weights and 

biases of the network in forward direction remain same. However, in the final phase the 

weights and biases are iteratively updated using Eqn. 4.9, so that E can be minimized. 

𝐸𝐸 𝑐𝑐𝑜𝑜 𝑀𝑀𝑀𝑀𝐸𝐸 =  
1

2𝑁𝑁
�(𝑦𝑦𝑘𝑘 − 𝑑𝑑𝑘𝑘)2

𝑘𝑘

 

(4.8) 

∆𝑤𝑤𝑗𝑗𝑘𝑘 (𝑛𝑛) =  𝜂𝜂 �
𝜕𝜕𝐸𝐸
𝜕𝜕𝑤𝑤𝑗𝑗𝑘𝑘

� + 𝛼𝛼∆𝑤𝑤𝑗𝑗𝑘𝑘 (𝑛𝑛 − 1) 

(4.9) 

            Gradient       Momentum 
                                                                                   Descent           Part 
                                                                                    Part 

 

Where  ∆𝑤𝑤𝑗𝑗𝑘𝑘  (𝑛𝑛) and ∆𝑤𝑤𝑗𝑗𝑘𝑘  (𝑛𝑛 − 1)  are weights updation between nth and (n-1)th epoch 

respectively between jth and kth nodes, this whole process is known as learning process, its 

consist of two parts namely gradient descent and momentum part, where  η is the learning rate 

and α is the momentum rate. Learning rate, η play critical role, its assign the upper limit to the 

amount by which weights can be changed, hence prevent the network to get trapped in local 

minimum instead of global minimum, so its value must be choose carefully. 

Momentum rate provide an advantage over the gradient descent learning in the sense that a 

momentum term, help  in upgrading of weight in a direction that based on the combination of 

current gradient and the previous gradient, hence speed up training and prevention of 

oscillation in the weights, in order to stabilize the convergence. Typically values of α ranges 

from 0.5 to 0.9. Momentum learning is a robust method to speed up learning, and it is used as 

default search rule for all networks in this study. The derivation of the back propagation 

algorithm can be found in numerous literatures (Zurada, 1992; Bishop, 1995; Haykin, 1999; 

Fausett, 1994, Adeli, 2001; Anderson, 2003). 
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4.8 MODELING ISSUES IN ARTIFICIAL NEURAL NETWORK 

For better performance of ANN model it must be developed in systematic manner. Typical 

design of ANN models follows a number of systematic steps as follows 

1. Data Preparation 

2. Pre-processing of Data 

3. Designing of ANN architecture 

4. Selection of training algorithm 

5. Testing of trained ANN model 

4.8.1 Data Preparation 

4.8.1.1 Forming Inputs and Outputs 

By forming inputs and outputs, simply mean the selection of those input variables and that have 

the significant effect on output variable. Selections of input variables is always critical to the 

performance of ANN, a large number of input variables to ANN model result in large size of 

network, decrease processing speed and reducing the network efficiency (Lachtermacher and 

Fuller, 1994). So only those input variables which have maximum influence on our output have 

been choosen. 

4.8.1.2 Division of Data 

ANN has a limitation that it cannot be extrapolated beyond the range of data used for 

calibration or training (Flood and Kartam, 1994; Minns and Hall, 1996; Tokar and Johnson, 

1999). An interesting feature of ANN is generalization, which means that trained neural 

network is able to process new data set with minimum error as it performed on data set during 

training phase. For good generalization, Cross Validation (Stone, 1974) approach is most 

efficient way, which is simply division of entire dataset into multiple data sets, most commonly 

as training, validation and testing dataset. Training set is a part of our dataset, used to adjust 

the connections and weights during training, where as validation set is used by the network 

during training to tune the network topology or network parameters other than weights and it 

help to guard against overtraining of network. By overtraining of network mean network start 

memorizing the data point used for calibration purpose, instead of finding some trend in it. The 

performance of validation set will begin to degrade when network is starting to over train  
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on the training data set. Testing set is a part of our dataset which is not exposed to network 

during training phase and considered as new data entered by user for neural network 

application, to check the overall performance of trained network. The primary concerns during 

division of data set, should be to ensure that: (a) the training set contains enough data, and 

suitable data distribution to adequately demonstrate the properties which is essential for 

network to learn, (b) there is no unwarranted similarity between data in different data sets. 

Shahin et al., (2001, 2004) found that training set constitutes 70 %, validation and testing set 

each constitutes 15 % of entire data set show better performance with ANN model. 

4.8.2 Pre-processing of Data 

After completing the division of entire available dataset into multiple sets i.e. training, cross 

validation and testing set, it is important to pre process the data in a suitable form before it is 

fed to an ANN. Neural Networks work only with numeric data and numeric values should be 

scaled before feeding them to the network input because artificial neurons have a limited range 

of operating value. Therefore, data should be modified before it is fed to a Neural Network 

which is known as Data Pre-processing. The objective of pre-processing is to reduce 

dimensionality of the input data set and simplify the patterns to ease recognition in order to 

avoid a huge amount of computation and improve the network’s generalization ability. Data 

pre-processing ensures that all variables get equal importance during the training phase of 

network (Maier and Dandy 2000). Typically, in pre-processing the whole input parameters are 

converted in the scaling range of -1 to 1 and output parameters are converted in the scaling 

range of 0 to 1. 

4.8.3 Designing of ANN Architecture 

Most critical and tedious task in ANN model development is appropriate selection of numbers 

of layers and numbers of neurons in each layer. There is no thumb rule for determination of 

optimal ANN architectures. MLP with single hidden layer using sigmoid activation function is 

sufficient to solve many complex problems (Hecht-Nielsen, 1989). ANN with more than one 

hidden layer provides more flexibility to model complex function in many practical situations 

(Flood et al., 1994; Sarle, 1994). Local feature of inputs is extracted using 1st hidden layer 

whereas 2nd hidden layer is useful in extracting the global feature of training inputs (Chester, 

1990). However, the probability of getting trapped in local minima is increased using two 

hidden layers concept and it also slows the training speed dramatically (Masters, 1993). For 
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practical purpose any feed forward network with single hidden layer should be the first choice, 

until unless a single hidden layer with sufficiently large numbers of hidden nodes does not 

perform well, and then make shift to second hidden layer with fewer numbers of nodes. 

There is no precise way of selecting optimum numbers of neurons in each hidden layer. Lesser 

number of nodes results in under fitting, whereas large number of nodes results in over fitting. 

The numbers of input and output units, presence of noise in the targets, the complexity of the 

error function, the network topology, and the training algorithm all play critical role in selection 

of hidden nodes. Several authors worked for finding optimum numbers of neurons in hidden 

layers. Salchenberger et al. (1992) suggested that for single hidden layer the number of neuron 

should be 75% of the numbers of inputs nodes. Whereas Berke and Hajela (1991) suggested 

that the number of neurons in single hidden layer should be average sum of input and output 

nodes. Hecht-Nielsen (1987), suggested that upper limit on the numbers of neurons in single 

hidden layer should be 2I+1, where I is numbers of inputs. Nawari et al. (1999) described 

geometric pyramid rule for selection of neurons for two hidden layers network, the number of 

neurons in each layer should follow a Geometric Progression (GP) with decrease in numbers of 

neurons from input layer towards output layer. Kudrycki (1988) suggested that number of 

neurons should be in 3:1 from first to second hidden layer. 

Inspite of all the above suggestions hit and trial method is the most popular approach to find the 

optimal number of neurons. For practical purpose, forward selection or backward selection can 

be used to determine the hidden layer size. In forward selection process, start with minimum 

number of neurons, like two if it is difficult to guess how small it is; train and test the network; 

record its performance. Repeat this process for some time with slight increase in the number of 

neurons, until the error is acceptably small, or no significant improvement is noted, whichever 

comes first. Backward selection is contrary to forward selection. Here initially start with a large 

number of neurons, and then decreases the number gradually (Masters, 1993 and Ripley, 1996). 

This process is time-consuming, but it works well.      

4.8.4 Selection of Training Algorithm 

4.8.4.1 Model Optimization (Training) 

The main objective of ANN is optimizing the connection weights; this process of optimization 

of connection weights is known as training or learning. There have been a large number of 

algorithms found in literature to perform this job. The most popular algorithm to find optimum 
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connection weights in MLFFNN based on first order gradient descent optimization method is 

back-propagation algorithm (Rumelhart et al. 1986) which is proven very successful in many 

applications. Another method such as simulated annealing and genetic algorithm (Hassoun, 

1995; Masters, 1993; Reed et al. 1999) have been proposed for global optimization, as these 

methods have ability to escape local minima in the error surface, thus, produce optimal 

solutions with slow convergence rate. Major problem with back propagation algorithm is that 

its convergence tends to be extremely slow. Ultimately, it is performance criteria of model in 

use for specific problem, which will decide the appropriate training algorithm. 

4.8.4.2 Stopping Criteria 

During training phase of ANN, the most important task is when the training process should be 

stopped. For this purpose various stopping criteria have been used in literature. Maier et al. 

(2000) suggested a stopping criterion to help us to decide whether model has been optimally or 

sub optimally trained. Training can be stopped; if training error reaches a sufficiently small 

value and no further slight changes in the training error occur for given fixed number of 

training records. But this type of stopping criteria lead to the model stopping prematurely or 

over training. To overcome this problem, cross validation (Stone, 1974) approach is useful and 

considered as most efficient way to ensure that over fitting does not occur (Smith, 1993). Cross 

validation approach requires data to be divided into three subset i.e. training, validation and 

testing set as discussed previously. Bayesian Information Criteria, Akaike’s Information 

Criterion and Final prediction error are some other stopping criteria which can be used. Unlike 

cross validation, these stopping criteria require division of entire data set into two subsets i.e. 

training and validation set. Training set used to construct the model and validation set is used to 

test the validity of model in the deployed environment. 

4.8.5 Testing of Trained ANN Model 

Once training phase of model has been successfully completed, the performance of the trained 

model should be validated. The validation procedure ensure that model has ability to generalize 

within the limits set by training data in a robust manner, rather than memorizing the input -

output relationships of data set used for training purpose. The approach most of time in the 

literature adopted for this purpose is to test the performance of trained ANN’s on an 

independent dataset which is never exposed to the network during training phase. If such 

performance is adequate, the model is considered have good generalization capability. 
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The result of testing network is mostly defined in terms of the coefficient of correlation (R), the 

mean absolute error (MAE) and the root mean squared error (RMSE). The R is a measure of 

relative correlation and goodness of fit between target and predicted outcome, but extreme 

values heavily affect it. The value of |𝑅𝑅| lies between 0 and 1 and on its value, Smith (1986) 

suggested following rules:  |𝑅𝑅| ≥ 0 , strong correlation exists between two set of 

variables;  0.8 > |𝑅𝑅| > 0.2 , correlation exists between two set of variables and |𝑅𝑅|  ≤ 0.2 , 

weak correlation exists between two set of variables. The RMSE is the most popular measures 

of error, which is well suited to iterative algorithms and is a better measure for high value in 

data set, since it gives a relatively high weight to large errors than small errors (Hecht- Nielsen, 

1990). The MAE measure the average magnitude of the errors in a dataset, without considering 

their direction, gives the same weight to all errors, thus has the advantage that it does not 

distinguish between the overcome and underestimation and does not get too much influence by 

higher value (Kalra, 2005; Karunanithi, 1994). Both RMSE and MAE are desirable when the 

evaluated data are smooth or continuous (Twomey and Smith 1997). 

4.9 SUMMARY 

In this chapter a brief description of Artificial Neural Networks pertaining to present thesis 

work is presented. The qualities of ANNs to capture/understand very complex phenomenon and 

train themselves for prediction form the backbone of generating strong ground motion 

parameters in this study. The Multilayer Perceptron neural network model is briefly discussed 

along with back propagation algorithm. The chapter concludes with a discussion on various 

modelling issues, which should be taken care during implementation of back propagation 

algorithm in ANN. 
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Chapter 5 

STRONG GROUND MOTION DATABASE 

5.1 INTRODUCTION 

The prediction of any parameter requires either a good mathematical model to describe fully 

the physics of the phenomenon or a good data set which can be used for prediction. The 

complex phenomenon of earthquake occurrence and relatively lesser data has made in roads to 

the use of such methodologies like ANN. In the present case, ANN methodology has been 

proposed to be used for prediction of PGA, duration and site conditions which require a 

relatively larger data set. The paucity of SGM in Indian context has been described in many 

reports (Singh et al., 1996; Sharma, 1998; Sharma et al., 2006) which leads to initiate a search 

for a good data set to train the ANN. 

The chapter describes the strong motion data acquired for Indian sites. Due to smaller size of 

strong motion data set from India for the type of ANN analyses required in present case, strong 

motion data set from other regions has to be worked out for prediction of strong ground motion 

or the local site conditions. The following sections describe the Indian data set along with the 

strong motion data set from Japan.  

5.2 INDIAN STRONG GROUND MOTION DATABASE 

In India, strong motion seismology started in early 80’s with the deployment of strong ground 

motion instrumentation in the Himalayan region. Therefore strong-motion data available for 

Indian Himalaya is very limited. Department of Science and Technology (DST), Government 

of India, under its vision of Indian National Strong Motion Instrumentation Network sanctioned 

a project to the Department of Earthquake Engineering, Indian Institute of Technology Roorkee 

(IITR), Roorkee, under which three strong-motion arrays in one of the world’s most seismically 

active region of the Indian Himalaya, have been deployed namely, the Kangra array in 

Himachal Pradesh (North West India), the Garhwal array in Uttrakhand (North Central India), 

and Shillong array in Meghalaya and Assam (North East India). The Kangra array consists of 

50; the Shillong array, 45; and the Garhwal array, 40 analog strong-motion accelerographs 

(SMA 1). Dharmsala earthquake (M 5.4), 1986 was the first major strong-motion record 
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recorded by Kangra array. Subsequently, the Uttarkashi, 1991 and Chamoli, 1999 earthquakes 

of magnitudes 6.8 and 6.4 respectively were recorded. 

These arrays produced strong-motion data, which are being used at the national and 

international level by engineers and scientists. These strong-motion instruments performing 

well from last three decades and provided good quality recordings. However, due to the 

unavailability of components/spare parts and to obsolete technology, most of the strong-motion 

accelerographs installed during this program in 1980s are no longer functional. 

Strong motion instrumentation programme in India got major boost in 2004 when DST 

launched a project titled “National Strong Motion Instrumentation Network” in collaboration 

with IITR under its mission mode programme. In February, 2004, under this program about 

300 state-of-the-art digital strong-motion accelerographs were planned out to be  installed in 

north and north-eastern India to record earthquake activities in seismic zones V and IV and in 

some heavily populated cities in seismic zone III. This strong-motion instrumentation network 

of IITR installed 293 strong-motion stations covering the Indian Himalayan range from Jammu 

and Kashmir to Meghalaya. Average station-to-station distance is approximately kept at 

between 40 to 50 km which, ensure triggering of at least two or more accelerographs (trigger 

level of 5 gals) if a magnitude of 5 or larger earthquake occurs anywhere in north and north- 

eastern India. Until today this network has recorded approximately 250 earthquakes occurring 

in this region. All installed strong-motion accelerographs consist of internal AC-63 

GeoSIGtriaxial force-balance accelerometer and GSR-18 GeoSIG-18 bit digitizer with external 

GPS. The recording for all instruments is in trigger mode at a sampling frequency of 200 

samples per seconds. The triggering threshold was initially set at 0.005 g for all the 

instruments, which was subsequently reduced to 0.002 g and in some cases even 0.001g 

depending upon noise level around installation site. All the processed accelerograms of this 

strong motion instrumentation network of IITR available on strong-motion data bank PESMOS 

(URL: http\:www.pesmos.in).  

5.3 JAPAN STRONG MOTION DATABASE 

Kyoshin Net (K-NET) database of Japan provides one of the most extensive enrich features of 

strong ground motion records. Kyoshin Net is a dense strong-motion networking consisting of 

approximately 1,035 observatories deployed all over Japan at free-field sites with average 

station to station distance was about 20 km. All these observatories have same type of strong 
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motion accelerometers i.e. KNET95 type, which are installed on free ground surface in order to 

have a systematic uniform recording condition. KNET95 type, are three components digital 

strong-motion accelerograph having a maximum measurable acceleration of 2000 Gals with a 

wide frequency-band and wide dynamic range. A map of Japan with all the K-NET station 

locations is presented in Fig. 5.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The records obtained from these instruments are acquired at a control centre in Tsukuba by 

telemetry. Soil profile, including P and S-waves velocity structures, at each recording site are 

available and has been obtained by down-hole measurement. The control centre makes three 

 

Figure 5.1: Locations of strong motion stations operated by K-NET in 
Japan (After [http://www.k-net.bosai.go.jp]). 

http://www.k-net.bosai.go.jp/�
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kinds of data files (UNIX, DOS, and ASCII) with a common header including the source 

parameters determined by the Japan Meteorological Agency (JMA) for each event. The control 

centre sends one of the three files on the Internet according to the user's request. Also, the 

control centre maintains a database of strong-motion records and site information which the 

user can access for scientific studies and engineering applications. 

5.3.1 Strong Motion Data Procured 

In present study, a total of 225978 time histories (only horizontal components i.e. EW and NS 

signifying east-west and north-south component of ground motion respectively) from 3571 

earthquakes recorded at different observatories in Japan having magnitude of 4 and above and 

source depth  less than 200 Km have been downloaded from the internet. All K-NET strong 

motion data can be easily downloadable by registration through their Web-site (http://www.k-

net.bosai.go.jp). Fig. 5.2 shows a typical strong-motion data recorded (either EW or NS 

component) format of K-NET. 

 

Figure 5.2: Typical data format of K-NET, Japan recorded at Tahara station 
(After [http://www.k-net.bosai.go.jp]). 

http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�


63 

 

5.3.2 Earthquake Magnitude Scale Used by K-NET 

Magnitude scale used by K-NET in Japan is MJMA, estimated by the Japan Meteorological 

Agency (JMA) and it value is mentioned in line no. 5 of Fig.5.2. Katsumata (1996) found that 

for earthquake magnitude laying in range of 5-7.5, the average difference between MJMA and 

moment magnitude (Mw) is not significant. Fig.5.3 shows the relationship between moment 

magnitude and various other magnitude scales. 

5.3.3 Soil Condition Data at Strong Motion Stations 

Soil profile in term of Standard Penetration Test blow count value, density of soil, including P 

and S wave velocities structure are available for all recording sites, except a few sites where 

these soil data are not available. A typical soil data profile at one of the stations is presented in 

Fig. 5.4. The variation of soil profile along the depth at Tahara station, Japan is shown in Fig. 

5.5. 

 

Figure 5.3: Relationship between moment magnitude and various magnitude 
scales: Mw (moment magnitude); MS (surface-wave magnitude); ML (local 
magnitude); MJMA (Japan Meteorological Agency magnitude); mb (short-period 
body-wave magnitude); mB (long-period body-wave magnitude). (After 
Campbell, 1985). 
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Figure 5.4: Typical Soil profile at Tahara Station, Japan (After [http://www.k-
net.bosai.go.jp]). 

 

Figure 5.5: Variation of soil conditions at Tahara station, Japan (After 
[http://www.k-net.bosai.go.jp]). 

http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
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5.3.4 Processing of Strong Ground Motion Data 

All observatories operated by K-NET have K-NET95 accelerometers depicted in Fig. 5.6 and  

its specification is summarized in Table 5.1. 

 

All the 225978

Table 5.1: Specification of K-NET95 Acceleormeter (After [

 horizontal components of earthquake records were viewed manually by plotting 

the acceleration time history on the screen of the PC, and it was observed that in some of the 

time histories, two or more events had taken place. Fig. 5.7 shows the E-W Component of the 

1999 earthquake of magnitude 5.1 (Origin Time: 1999/02/26 15:18:00) recorded at Honjoh 

station in Japan, where two events were recorded. In such case only first event was considered 

http://www.k-
net.bosai.go.jp]). 

Resolution of Accelerometer 15 mGal 

Maximum Measurable Acceleration 2000 Gal 

Resolution of A/D Converter 18 bit 

Dynamic Range 108 dB 

Sampling Frequency 100 Hz 

Recording Capacity Approx. 150 minutes with 8 mb flash memory 

Communication Port 2 RS-232 C ports 

Trigger Level From 0.1 to 10 Gals 

 

Figure 5.6:  Strong-Motion Accelerograph of K-NET95, (After [http://www.k-
net.bosai.go.jp]). 

http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
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and second event was chopped out by altering it duration time as referred in line no. 12 of 

Fig.5.2. Some of the time histories based on their shape, frequency content appearance and 

duration as expected from magnitude and distance combination does not look like an 

earthquake and have been completely removed. Time histories for which no soil data are 

available are also removed. After removing all such records from database 21805

For processing the strong motion data, various computer programs were developed in 

FORTRAN to carry out various jobs including sorting, compiling, formatting, filtering, and 

other time series analyses. All records which have hypo-central distance more than 200 were 

dropped. As a first step, the raw data available in terms of counts in the data format of K-NET 

(over 18th line, Fig. 5.2) were converted into acceleration using the scale factor given in the 

header of data at line no. 14 of Fig. 5.2 and absolute peak value of acceleration was calculated 

for both components (EW and NS) of each record and finally the geometric mean of their peak 

acceleration was considered, if geometric mean was less than 5 (cm/sec2), then record was also 

dropped.  

8 horizontal 

components were used for further processing. 

As natural frequencies of all accelerographs were very high (about 200 Hz), there was no need 

of instrument response correction. A typical response characteristics curve of a K-NET95 

accelerometer is shown in Fig. 5.8. A baseline correction of all acceleration time histories has 

 

Figure 5.7: Record showing two events recorded at Honjoh station in Japan 
during the 1999 earthquake of magnitude 5.1 (After [http://www.k-
net.bosai.go.jp]). 

http://www.k-net.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
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been performed using the least square line of the time history. Corrections have also been 

applied in frequency domain by filtering high and low frequency components of the 

accelerograms. All accelerograms were band-pass filtered by removing frequencies below 0.1 

Hz and frequencies above 30 Hz. A sixth order Butterworth band pass filter was used for the 

above filtering operation. After complete processing of strong motion database, a total 37046

5.4 CALCULATION OF VARIOUS PARAMETERS 

 

horizontal components were obtained from 218058 horizontal components.  

5.4.1 Hypo-central Distance 

The basic parameter used in the study is hypo-central distance. The shortest distance (i.e. epi-

central distance) over the earth’s surface between the site latitude-longitude and the epi-centre 

latitude-longitude is calculated using the Haversine formula (http://www.movable-

type.co.uk/scripts/latlong.html) as given below: 

 

Figure 5.8: Response characteristic curves of K-NET 95 accelerograph, (After 
[http://www.k-net.bosai.go.jp]). 

http://www.movable-type.co.uk/scripts/latlong.html�
http://www.movable-type.co.uk/scripts/latlong.html�
http://www.k-net.bosai.go.jp/�
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Depi = R × C 

(5.1) 

C = 2 × atan2���a,√1 − a �� 

(5.2) 

a = sin2 �
△ lat

2 � +  cos(lat1) × cos(lat2) ×  sin2 �
△ long

2 � 

(5.3) 

△ lat = lat1 − lat2  and △ long = long1 − long2  

(5.4) 

Where, Depi = Epi-central distance (in km); R = earth’s radius i.e. mean radius = 6,371 km); 

(lat1, long1) and (lat2, long2) are coordinates of any two points on earth surface. The shortest 

possible distance over’s the earth surface is used to compute the hypo-central distance as 

follows: 

Dhpy =  ��Depi �
2 + (FD)2 

(5.5) 

Where, FD = Focal depth in km (as referred in line no. 4 of Fig.5.2.). 

5.4.2 Peak Ground Acceleration  

In present study resultant peak ground acceleration was considered, which had been obtained 

by taking geometric mean of largest peak acceleration obtained for horizontal components i.e. 

east west component (EW) and north south component (NS). 

5.4.3 Arias Intensity 

In present study Arias intensity had been computed using Eqn. 3.4 as discussed in chapter 3, 

and resultant arias intensity had been obtained by taking arithmetic mean of arias intensity 

obtained for horizontal components i.e. east west component (EW) and north south component 

(NS). 
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5.4.4 Duration 

In present study duration had been defined using Husid Plot concept discussed previously in 

chapter 3, and obtained by taking arithmetic mean of duration obtained for horizontal 

components i.e. east west component (EW) and north south component (NS). 

5.4.5 Type of Faulting 

To assign the type of faulting to these earthquakes, the source mechanism of earthquakes 

from http://www.fnet.bosai.go.jp have been taken and then matched these earthquake records 

by comparing their origin-time, latitude-longitude and magnitude with earthquake records 

taken from http://www.fnet.bosai.go.jp and assumed that the earthquake taken 

from http://www.fnet.bosai.go.jp is same as taken from http://www.k-net.bosai.go.jp if their 

origin time match with + 1 in mins, latitude and longitude + 0.3 degree and magnitude + 0.2. 

Once the matching of earthquake records were completed, then classified these records into 

three types of faulting i.e. normal, reverse, strike slip with help of Japan tectonic map and focal 

mechanism parameter like Strike, dip, rake. The numeral value assign to each type of fault i.e. 

1 for Normal fault type, 2 for Reverse fault type and 3 for Strike slip fault type respectively.  

5.4.6 Average Values of Soil Parameters 

In present study, the average values of shear wave velocity, primary wave velocity, Standard 

Penetration Test (SPT) blow count, and the density of soil had been used. The averaging of 

these parameters had been done as per FEMA 356, 2000. These values were calculated as  

V�s ,Vp��� , N�   =  
∑ di

i=n
i=1

∑ di
Vsi

, di
Vpi

, di 
Ni

i=n
i=1

 

(5.6) 

Where, siV = Shear wave velocity of ith layer; piV = Primary wave velocity of ith layer; iN = SPT 

blow count of the ith layer; id = Depth of the ith layer; n  = Number of layers of similar soil 

materials for which data is available. Average density was calculated by taking average of 

density of each layer. From Fig. 5.4 observation, soil profile is available up to 20 m depth, but 

commonly average shear wave velocity for 30 m was used in GMPE’s, so in order to maintain 

http://www.fnet.bosai.go.jp/�
http://www.fnet.bosai.go.jp/�
http://www.fnet.bosai.go.jp/�
http://www.k-net.bosai.go.jp/�
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uniformity with GMPE’s, the value of all parameters mentioned corresponding to last row in 

Fig 5.4 is extended up to 30 m by assuming the same values. 

5.4.7 Spectral ordinate 

The response acceleration spectra for 5% damping were estimated using Eqn. 3.3 for both 

horizontal component at various periods, and then normalized to peak ground acceleration of 

records. Finally total 15 response spectral ordinate at the time period ranging from 0.03 sec to 4 

sec were calculated using geometric mean of both component. Table 5.2 shows the fifteen 

points of normalized response spectrum selected at discrete time periods ranging from 0.03 to 

5.0 seconds. 

 

5.4.7.1 Influence of Soil Condition on Normalized Response Spectra 

A total of 37046

1. Class A: Hard rock or rock with V�s >750 m/s (500 averaged horizontal time histories). 

 averaged horizontal components of earthquake records were obtained from 2 

18058 horizontal components. The 37046 averaged horizontal components of earthquake 

records were divided into four classes based on the average shear wave velocity i.e. (V�s ) 

estimation as follow: 

2. Class B: Very dense soil or soft rock with 750 m/s ≥  V�s >  360m/s (11,377 averaged   

horizontal time histories). 

3. Class C: Stiff soil with 360 m/s  ≥  V�s >  180 m/s (21,326 averaged horizontal time 

histories). 

4. Class D: Any soil profile with  V�s ≤  180  m/s (3,843 averaged horizontal time 

histories). 

Table 5.2: Fifteen Time Periods Selected for Response Spectral Ordinates. 

Time 
Period 
(Sec) 

Response 
Spectral 

Ordinates 

Time Period 
(Sec) 

Response 
Spectral 

Ordinates 

Time Period 
(Sec) 

Response 
Spectral 

Ordinates 

0.03 (Sa/g)1 0.3 (Sa/g)6 1.0 (Sa/g)11 

0.05 (Sa/g)2 0.5 (Sa/g)7 1.25 (Sa/g)12 

0.07 (Sa/g)3 0.55 (Sa/g)8 2.0 (Sa/g)13 

0.1 (Sa/g)4 0.67 (Sa/g)9 3.0 (Sa/g)14 

0.2 (Sa/g)5 0.75 (Sa/g)10 4.0 (Sa/g)15 
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The average and the mean plus one standard deviation (84.1 percentile) normalized 

acceleration spectra for the different class sites are presented in Fig. 5.9 and 5.10 respectively. 

From the Fig 5.9 and 5.10, it is clearly demonstrated that soil conditions affect the spectra to a 

significant degree. The figures show that for period greater than 0.2 sec, the normalized 

spectral ordinates (amplifications) for hard rock and rock are substantially lower than those for 

other soil conditions. Fig. 5.11 shows soil classification (namely A, B, C and D) for each site of 

K-NET location. 

 

 

Figure 5.9: Normalized average acceleration spectra for 5 % damping for 
different soil conditions. 

 

Figure 5.10: Mean plus one standard deviation normalized acceleration spectra 
for 5 % damping for different soil conditions. 
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5.4.7.2 Classification of Earthquake Records Based on IS 1893 (Part1): 2002 

The 37,046 averaged horizontal components of earthquakes records were further classified on 

the basis of Standard Penetration Test (SPT) blow count (𝑁𝑁�) as per IS 1893 (Part1): 2002 as 

follow: 

1. Type I Rock or Hard Soil: Average Standard Penetration value 𝑁𝑁� > 30  (10689 time 

histories). 

2. Type II Medium Soil: Average Standard Penetration value 30 ≥ 𝑁𝑁� > 10  (10897 time 

histories). 

3. Type III Soft Soil: Average Standard Penetration value 𝑁𝑁� ≤ 10  (9460 time histories). 

In present study , a comparison between IS 1893 (Part1): 2002 normalized response spectra and 

mean plus one standard deviation (84.1 percentile) normalized acceleration spectra for Japanese 

earthquake records which  were classified into three categories as mentioned above have been 

done and corresponding plots are shown in Fig. 5.12 to 5.17 respectively.  

 

 

 

Figure 5.12: Normalized average acceleration spectra for 5 % damping for rock 
or hard soil condition. 
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Figure 5.13: Normalized average acceleration spectra for 5 % damping for 
medium soil condition. 

 

Figure 5.14: Normalized average acceleration spectra for 5 % damping for soft 
soil condition. 
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Figure 5.15: Mean plus one standard deviation normalized acceleration spectra 
for 5 % damping for rock or hard soil condition. 

 

Figure 5.16: Mean plus one standard deviation normalized acceleration spectra 
for 5 % damping for medium soil condition. 
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Figs. 5.12 to 5.14 reveal that IS 1893 (Part 1): 2002 response spectra gave conservative results 

for time periods greater than approximately 0.4 sec. Figs. 5.15 to 5.17 show  mean plus one 

standard deviation response spectra curves of Japanese records along with IS code spectra. This 

comparison show that IS code spectra is under estimated upto 0.25 s for rock, 0.35 s  for 

medium soil and  1.25 s  for soft soil. 

5.5 SUMMARY 

This chapter presents a brief discussion about Indian strong ground motion database and then 

shift to the compilation and processing of strong motion data from K-NET database of Japan. It 

also discusses the influence of soil condition on the shape of response spectra. The 

classification of Japanese earthquake records as per FEMA 356, 2000 as well as IS 1893 (Part 

1): 2002 is presented. The chapter concludes with a comparison between the IS 1893 (Part 1): 

2002 response spectra and the average and the mean plus one standard deviation spectra for the 

Japanese earthquake records. 

 

 

Figure 5.17: Mean plus one standard deviation normalized acceleration spectra 
for 5 % damping for soft soil condition. 

0
0.5

1
1.5

2
2.5

3
3.5

4

0 0.5 1 1.5 2 2.5 3 3.5 4

N
or

m
al

iz
ed

 S
pe

ct
ra

l A
cc

el
er

at
io

n

Period (s)

Japanese Type III IS Type III



77 

 

Chapter 6 

ESTIMATION OF SGM USING ANN 

6.1 INTRODUCTION 

The complex behaviour of earthquake source, attenuating media, instrumental recording, local 

site effects and above all the paucity of data implicitly made it necessary to use Artificial 

Intelligence to predict the SGM for future cases. The peak ground acceleration has been 

considered as a parameter representing the severity of shaking at a site. Researchers in the past 

have proposed attenuation relationships for peak ground acceleration. The majority of 

attenuation relationships for predicting peak ground acceleration are presented in terms of 

earthquake magnitude. A set of accelerograms is generally used to estimate the peak ground 

acceleration in terms of 1) distance in km between source to site, 2) the moment magnitude, 3) 

the average shear wave velocity and 4) the fault mechanism. Further, the duration of strong 

ground motion, another important parameter, can have a significant influence on earthquake 

damage. Correlations of the duration of strong motion with epi-central distance have been 

studied by Trifunac and Brady (1975). As discussed in previous chapter 3, several definitions 

have been proposed for the strong motion duration of an accelerogram. In present study, the 

definition proposed by Trifunac and Brady (1975) is used to compute the duration of strong 

ground motion. The duration of strong motion (tD) is defined as the time interval in which 90 % 

of the total contribution of the acceleration intensity (∫a2dt) takes place. The time interval 

selected between the 5 % and the 95 % contributions is considered as the duration of strong 

motion. 

In this study, an attempt has been made to predict peak ground acceleration and duration by 

implementing Multilayer Perceptron neural network with back-propagation learning scheme 

using Japanese earthquake records. A geometric mean of the two horizontal components has 

been considered for the computation of Peak Ground Acceleration and arithmetic mean for 

duration of strong motion. This chapter deals the problem of generating the peak ground 

acceleration and the duration of strong motion using ANN. The effectiveness of neural 

networks for generating the PGA and the duration of strong motion has been studied. 

ANN models are proposed for generating the peak ground acceleration and the duration of  
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strong motion of an accelerograms using the basic information such as source parameters: 

magnitude, focal mechanism; path effect: hypo-central distance; and site-effect: soil conditions 

in term of its density, average SPT blow count, average shear wave and P-wave velocity. The 

standard back-propagation algorithm has been used for training of ANNs. 

6.2 DEVELOPMENT OF ANN MODEL 

The basis of prediction of strong ground motion is described in Chapter 2 where the dependent 

and independent parameters have been described in details. Lot of efforts have been made in 

last few decades to predict SGM using GMPEs in which the dependent and independent 

parameters have been worked out thoroughly. The characteristics of SGM have been described 

in Chapter 3. In the present case the dependent parameter has been taken as the PGA and the 

duration. The independent parameters considered in the present study consists of magnitude, 

distance, focal mechanism and local site effects.  The predictions of Peak Ground Acceleration 

(PGA) and Duration of strong ground motion (tD) using ANN for each respective site namely 

A, B and C have been taken up for study. For prediction of PGA and Duration entire work has 

been carried out in three stages as described in the following sections. In first stage 7 input 

based ANN model, in 2nd stage 4 input based ANN model and in last stage 3 input based ANN 

model has been developed. As discussed in chapter 5, after filtered out the data on the basis of 

PGA and hypo-central distance we have left with 37046 averaged horizontal component of 

earthquake records, this numbers were too large for training the neural networks, and finally a 

limit on focal depth was imposed and the records which have a focal depth of 35 km or less 

were considered. A total of 4471 average horizontal components of earthquake records were 

obtained from 37046 components which were having a focal depth of 35 km or less. These 

4471 average horizontal components of earthquake records were further classified on the basis 

of average shear wave velocity in respective site classes namely A, B, C. 

For development of ANN model a large numbers of neural network simulator platforms are 

available, some of them mentioned as Wolfram mathematical neural network (ver. 1.1.1), 

Stuttgart neural network simulator (ver. 4.3), NeuroSolution (ver. 6.02), OpenNN (ver. 1.0), 

NeuronC (ver. 6.44), Neural Designer (ver. 1.0), NetMaker (ver 0.9.5.5), Matlab neural 

network toolbox (ver. 6.04), NeuroIntelligence (ver. 2.2) and many more. In our entire thesis 

work Alyuda NeuroIntelligence software version 2.2 (677) developed by Alyuda Research, Inc. 

has been used for development of ANN models. 
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6.2.1 Forming Inputs and Output 

To develop an ANN model, three different sets of inputs with seven nodes, four nodes and 

three nodes in the input layer have been used to made prediction of PGA and tD for each 

respective site class and the functional form of model for three different combination of inputs 

are shown in Fig. 6.1 and also described in Eqn. 6.1 (a), 6.1 (b) and 6.1 (c). 

𝑃𝑃𝑃𝑃𝑃𝑃  𝑜𝑜𝑜𝑜  𝑡𝑡𝐷𝐷   = 𝑓𝑓 �𝑀𝑀,𝐷𝐷ℎ𝑦𝑦𝑦𝑦 ,𝐹𝐹𝑀𝑀,  𝑉𝑉�𝑆𝑆30 ,𝑁𝑁�,  𝑉𝑉�𝑃𝑃30 , �̅�𝜌�   (7 Inputs Form) 

(6.1a) 

𝑃𝑃𝑃𝑃𝑃𝑃  𝑜𝑜𝑜𝑜  𝑡𝑡𝐷𝐷   = 𝑓𝑓 �𝑀𝑀,𝐷𝐷ℎ𝑦𝑦𝑦𝑦 ,𝐹𝐹𝑀𝑀,  𝑉𝑉�𝑆𝑆30 �                       (4 Inputs Form) 

(6.1b) 

𝑃𝑃𝑃𝑃𝑃𝑃  𝑜𝑜𝑜𝑜  𝑡𝑡𝐷𝐷   = 𝑓𝑓 �𝑀𝑀,𝐷𝐷ℎ𝑦𝑦𝑦𝑦 ,  𝑉𝑉�𝑆𝑆30 �                             (3 Inputs Form) 

(6.1c) 

Where, PGA = Peak ground acceleration; tD = Duration of strong ground motion; M = 

Earthquake magnitude; Dhyp= Hypo-central distance; FM = Focal mechanism;  V�S30 = Average 

shear wave velocity in top 30m of surface layer;  𝑁𝑁� = Average Standard Penetration Test (SPT) 

blow count;  V�P30 = Average P-wave velocity in top 30m of surface layer and ρ�  = Average 

density of soil.  

 

Figure 6.1: Three different combinations of inputs set used for ANN 
development. 
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Table 6.1 shows the distributions of dataset in respective site classes namely A, B, and C. The 

distribution of the dataset w.r.t M, Dhyp, PGA and  V�S30  is shown in Fig. 6.2(a), 6.2(b) and 6.2 

(c) for each respective site class. 

 

Table 6.1: Distribution of dataset for class site A, B, C. 

Input Parameters Range 
 Abbreviati

ons used Class A Class B Class C 

Earthquake 
Magnitude 

M 
 

4.5-7.4 4.5-7.3 4.5-7.3 

Hypo-central 
distance(in km) 

Dhyp 
 

21-200 9-200 13-200 

Focal mechanism FM 
 

1 = N fault 
2 = R fault 

 3 = SS fault 

1 = N fault 
2 = R fault 

  3 =  SS fault 

1 = N fault 
2 = R fault 

  3 =  SS fault 
Average shear 
wave velocity 

(m/s) 

 V�S30  
 

760-1433 
 

362-760 
 

182-360 
 

Average SPT blow 
count 

N� 
 

7-99 
 

6-99 
 

3-93 
 

Average P-wave 
velocity (m/s) 

 V�P30  
 

1616-3097 
 

631-2848 
 

434-2211 
 

Density of soil 
(g/cm3) 

(ρ�) 1.967-2.406 
 

1.304-2.630 
 

1.141-2.669 

Output parameters Range 
Peak ground 

aceleration (cm/s2) 
PGA 

 
6.06-211.29 

 
6-709.32 

 
6-886.81 

 
Duration of strong 
ground motion (s) td 0.766-38.06 2.61-78.44 3.8-121.1 

 

6.2.2 Selecting the Training Pairs 

Cross Validation (Stone, 1974) approach as discussed in chapter 4, was used for each class 

dataset and each dataset was divided into three multiple subsets as: training; validation, and 

testing set. The training set, which consists of about 68 % of the data set, was used to train the 

network by adjusting the connection weights and its values; the validation set, consists of 16 % 

of the data set, and was used for the purpose of monitoring the training process at various 

stages and to guard against overtraining. The training was stopped when cross validation error 

begins to increase i.e. the training was stopped when the cross validation errors was reached 

minimum value. Once the training was over then, the testing set, consists of 16 % of the 



81 

 

remaining data set, and was used to judge the performance of the trained network. The testing 

set was that part of dataset which were not exposed to ANN during training phase   

 

 

 

Figure 6.2 (a): Distribution of dataset between M and Dhyp, PGA and Dhyp , and 
 V�S30  and M  for site class A. 
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Figure 6.2 (b): Distribution of dataset between M and Dhyp, PGA and Dhyp , and 
 V�S30  and M  for site class B. 
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Figure 6.2 (c): Distribution of dataset between M and Dhyp, PGA and Dhyp , and 
 V�S30  and M  for site class C. 
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6.2.3 Training Phase of ANN 

As discussed in chapter 4, the limitation of neural network includes working only with numeric 

data and has a limited range of operating values. Therefore, entire dataset should be modified 

before it was fed to a Neural Network. In pre-processing the whole input parameters was 

converted in the scaling range of -1 to 1 and output parameter was converted in the scaling 

range of 0 to 1. The conversion of entire data was done using Eqn. 6.2 and 6.3 respectively. 

SF =  
(SRmax − SRmin )

(Xmax − Xmin )
 

(6.2) 

Xp = SRmin + (X − Xmin ) ∗ SF 

(6.3) 

Where, X = actual numeric value of real data; Xmin= actual minimum numeric value in data 

base; Xmax = actual maximum numeric value in data base; SRmin = lower scaling range limit; 

SRmax = upper scale range limit; SF = scaling factor and Xp = pre-processed value. Once the 

pre-processing of data was finished, next step constitutes the design of ANN architecture by 

simply providing the required number of hidden layers and nodes in each hidden layer. For this 

to decide initially an exhaustive search was carried out among a large array of networks with a 

single and double hidden layer with different number of neurons. From above search, based on 

correlation coefficient, initially best five performing architectures were chosen. In the second 

step, the chosen architecture was then trained for higher number of epochs with different 

momentum and learning rate. In the third step the best performing network in terms of 

correlation coefficient and network error from the chosen architecture are once again trained 

for increasing number of epochs, the training was stopped when the validation error was 

minimum in order to obtain the suitable network model. The correlation coefficients (R) and 

the network error used to evaluate the accuracy of each model are defined as 

R =  
∑ (Xi − X�) − (Yi − Y�)n

i=1

�∑ (Xi − X�)2n
i=1 ∑ (Yi − Y�)2n

i=1
 

(6.4) 

Where Xi is observed value at ith record, Yi is predicted value at ith record, n is total number of 

data points, X� and Y � is the mean of Xi and Yi respectively. The correlation coefficient (R) is a 

statistical measure of strength of the relationship between the actual values and network 
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outputs. The R can range from -1 to +1. The closer R is to 1, the stronger the positive linear 

relationship, and the closer R is to -1, the stronger the negative linear relationship. When R is 

near 0 there is no linear relationship. Network Error (NE) is a value in terms of Sum of Squares 

(SS), it is used to rate the quality of the Neural Network training process. The smaller the 

network's error is, the better the network has been trained. Minimization of the error is the main 

objective of Neural Network training. Sum-of-Squares is the most common error function and 

is the sum of the squared differences between the actual value (target column value) and Neural 

Network output. 

6.3 ANN BASED PREDICTION OF PGA  

6.3.1 Seven Input Based Network 

As shown in Fig 6.3, the seven nodes on the input layer for creating the neural network were 

the earthquake magnitude (M), hypo-central distance (Dhyp), focal mechanism (FM), average 

shear wave velocity ( V�S30 ) ; average SPT blow count  (N�)  ; average shear wave 

velocity( V�P30 ); and average density of soil  (ρ�)  and one node on the output layer that was 

peak ground acceleration (PGA) have been used for prediction of PGA for each site class. 

 

Figure 6.3: Neural network architecture with seven nodes on input layer and one 
node on output layer. 



86 

 

6.3.1.1 Class A 

Class A dataset consist of total 214 averaged horizontal earthquake time histories. A dataset of 

178 was selected randomly from the total set of 214 for training and cross validation and the 

remaining 36 was used to test the performance of the trained network. Three different data sets 

of 178 were created and randomized. The three data sets were trained independently and the 

data set, which gave the minimum network error, was considered for testing the network. 

Finally ANN model with two hidden layer having 40, 36 neurons in each hidden layer 

respectively, seven input neurons and one output neuron showed the best performance. The 

trained network results and various parameters used for training are mentioned in Table 6.2 and 

6.3 respectively. Fig. 6.4 shows training scatter plot for predicted PGA to target (desired) PGA. 

Fig. 6.5 shows testing scatter-plot for 36 data points which are used to test the prediction 

capability of above trained model. The correlation coefficient (R), the root mean square error 

(RMSE), and the mean absolute error (MAE) as defined by Eqn. 6.4 and 6.5, were used to 

evaluate the accuracy of model. The result of testing network is defined in terms of R, MAE 

and RMSE mentioned in Table 6.4. A few test results of seven inputs based network for 

prediction of PGA are shown in Table 6.5 

 

 

 

 

 

 

 

 

RMSE = �1
n
∑ (Xi − Yi)2n

i=1    

and  MAE = 1
n
∑ |(Xi − Yi)|n

i=1  

(6.5) 

 

Table 6.2: Network results for 7-40-36-1 architecture for 
class A with 7 inputs. 
Architecture Epochs Correlation Network Error 
7- 40-36-1 10000 0.986 0.000087 

Table 6.3: Parameters used for training neural network 7-40-36-1 
architecture for class A with 7 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.08 0.08 
Momentum 0.8 0.8 
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Table 6.4: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class A with 7 inputs. 

Correlation MAE RMSE 
0.983 3.86 14.03 

 

Figure 6.4: Training scatter plot of predicted PGA to target PGA for site class A 
with 7 inputs. 

 

Figure 6.5: Testing scatter plot of predicted PGA to target PGA for site class A 
with 7 inputs. 
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6.3.1.2 Class B 

Class B dataset consist of total 1825 averaged horizontal earthquake time histories. A dataset of 

1534 was selected randomly from the total set of 1825 for training and cross validation and the 

remaining 291 was used to test the performance of the trained network. Three different data 

sets of 1534 were created and randomized. The three data sets were trained independently and 

the data set, which gave the minimum network error, was considered for testing the network. 

Finally ANN model with two hidden layer having 38, 24 neurons in each hidden layer 

respectively, seven input neurons and one output neuron showed the best performance. The 

trained network results and various parameters used for training are mentioned in Table 6.6 and 

6.7 respectively. Fig. 6.6 shows training scatter plot for predicted PGA to target PGA. Fig. 6.7 

shows testing scatter-plot for 291 data points which are used to test the prediction capability of 

above trained model. The result of testing network is defined in terms of R, MAE and RMSE 

mentioned in Table 6.8. A few test results of seven inputs based network for prediction of PGA 

are shown in Table 6.9. 

 

 

 

 

  

 

Table 6.5: Few test results of 7- input based network (PGA) for class A. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s)  

V�p  
(in m/s) 

ρ� 
(in 

gm/cm3) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
4.9 107 2 818 62 2006 2.161 6.69 6.27 
4.6 90 1 1433 60 3097 2.376 6.68 6.81 
6.6 91 3 891 99 2063 2.191 10.02 9.44 
7.3 196 3 1373 60 2747 2.234 13.86 12.00 
6.6 96 1 1433 60 3097 2.376 143.47 100.06 
6 38 1 1433 60 3097 2.376 73.49 60.00 

4.6 62 2 1373 60 2747 2.234 16.91 16.67 

Table 6.6: Network results for 7-38-24-1 architecture for 
class B with 7 inputs. 
Architecture Epochs Correlation Network Error 
7- 38-24-1 16000 0.940 0.000260 
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Table 6.7: Parameters used for training neural network 7-38-24-1 
architecture for class B with 7 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.08 0.08 
Momentum 0.8 0.8 

 

Figure 6.6: Training scatter plot of predicted PGA to target PGA for site class B 
with 7 inputs. 

 

Figure 6.7: Testing scatter plot of predicted PGA to target PGA for site class B 
with 7 inputs. 
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6.3.1.3 Class C 

Class C dataset consist of total 1926 averaged horizontal earthquake time histories. A dataset of 

1618 was selected randomly from the total set of 1926 for training and cross validation and the 

remaining 308 was used to test the performance of the trained network. Three different data 

sets of 1618 were created and randomized. The three data sets were trained independently and 

the data set, which gave the minimum network error, was considered for testing the network. 

Finally ANN model with two hidden layer having 37, 23 neurons in each hidden layer 

respectively, seven input neurons and one output neuron showed the best performance. The 

trained network results and various parameters used for training are mentioned in Table 6.10 

and 6.11 respectively. 

 

 

 

 

Fig. 6.8 shows training scatter plot for predicted PGA to target PGA. Fig. 6.9 shows testing 

scatter-plot for 308 data points which are used to test the prediction capability of above trained 

Table 6.8: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class B with 7 inputs. 

Correlation MAE RMSE 
0.845 14.81 55.17 

Table 6.9: Few test results of 7- input based network (PGA) for class B. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s)  

V�p  
(in m/s) 

ρ� 
(in 

gm/cm3) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
4.7 107 3 441 32 1423 1.917 5.30 7.77 
5.4 148 1 570 38 2160 1.982 6.91 8.83 
4.6 77 1 427 24 1042 1.966 6.99 10.14 
6.1 61 1 389 37 1176 1.787 6,57 58.08 
7.3 73 3 416 26 1368 2.028 197.01 134.63 
6.3 14 3 442 51 1738 2.166 613.13 519.33 
5.1 118 2 415 39 1400 2.048 7.21 7.69 

Table 6.10: Network results for 7-37-23-1 architecture for 
class C with 7 inputs. 
Architecture Epochs Correlation Network Error 
7- 37-23-1 16000 0.966 0.000335 
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model. The result of testing network is defined in terms of R, MAE and RMSE mentioned in 

Table 6.12. A few test results of seven inputs based network for prediction of PGA are shown 

in Table 6.13. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6.11: Parameters used for training neural network 7-37-23-1 
architecture for class C with 7 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.08 0.08 
Momentum 0.8 0.8 

 

Figure 6.8: Training scatter plot of predicted PGA to target PGA for site class C 
with 7 inputs. 

Table 6.12: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class C with 7 inputs. 

Correlation MAE RMSE 
0.811 16.53 21.32 
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6.3.2 Four Input Based Network 

As shown in Fig 6.10, the four nodes on the input layer for creating the neural network were the 

earthquake magnitude (M), hypo-central distance (Dhyp), focal mechanism (FM), average shear 

wave velocity V�S30 ; and one node on the output layer that was peak ground acceleration (PGA 

) have been used for prediction of PGA for each site class. 

 

Figure 6.9: Testing scatter plot of predicted PGA to target PGA for site class C 
with 7 inputs. 

Table 6.13: Few test results of 7- input based network (PGA) for class C. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s)  

V�p  
(in m/s) 

ρ� 
(in 

gm/cm3) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
4.6 91 1 210 18 1017 1.936 5.3 7.63 
5 80 1 266 12 803 1.676 7.57 7.06 

6.2 145 3 319 33 1499 2.011 13.68 12.53 
6.4 87 1 231 27 1474 1.469 29.68 166.97 
7.2 123 1 337 19 1899 2.112 54.58 45.01 
5.5 21 3 197 10 1101 1.753 149.34 194.45 
6.9 13 1 344 23 1087 1.704 770.37 616.50 
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6.3.2.1 Class A 

Class A dataset consist of total 214 averaged horizontal earthquake time histories. A dataset of 

178 was selected randomly from the total set of 214 for training and cross validation and the 

remaining 36 was used to test the performance of the trained network. Three different data sets 

of 178 were created and randomized. The three data sets were trained independently and the 

data set, which gave the minimum network error, was considered for testing the network. 

Finally ANN model with two hidden layer having 40, 32 neurons in each hidden layer 

respectively, four input neurons and one output neuron showed the best performance. The 

trained network results and various parameters used for training are mentioned in Table 6.14 

and 6.15 respectively. Fig. 6.11 shows training scatter plot for predicted PGA to target PGA. 

Fig. 6.12 shows testing scatter-plot for 36 data points which are used to test the prediction 

capability of above trained model. The result of testing network is defined in terms of R, MAE 

and RMSE mentioned in Table 6.16. A few test results of four inputs based network for 

prediction of PGA are shown in Table 6.17. 

 

 

Figure 6.10:  Neural network architecture with four nodes on input layer and one 
node on output layer. 
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Table 6.14: Network results for 4-40-32-1 architecture for 
class A with 4 inputs. 
Architecture Epochs Correlation Network Error 
4- 40-32-1 17000 0.820 0.001918 

Table 6.15: Parameters used for training neural network 4-40-32-1 
architecture for class A with 4 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.08 0.08 
Momentum 0.8 0.8 

 

Figure 6.11: Training scatter plot of predicted PGA to target PGA for site class A 
with 4 inputs. 

Table 6.16: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class A with 4 inputs. 

Correlation MAE RMSE 
0.781 17.30 57.08 
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6.3.2.2 Class B 

Class B dataset consist of total 1825 averaged horizontal earthquake time histories. A dataset of 

1534 was selected randomly for training and cross validation and the remaining 291 was used 

to test the performance of the trained network. Three different data sets were created and 

randomized and were trained independently. The data set, which gave the minimum network 

error, was considered for testing the network. Finally,  ANN model with two hidden layer 

 

Figure 6.12: Testing scatter plot of predicted PGA to target PGA for site class A 
with 4 inputs. 

Table 6.17: Few test results of 4- input based network 
(PGA) for class A. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
5.4 137 3 765 5.1 6.54 
5.1 130 1 1009 5.69 6.04 
4.7 73 2 1373 10.79 9.98 
5.3 38 1 1433 51.69 162.83 
7.3 187 3 888 6.38 9.87 
6.8 121 1 1433 36.39 18.33 
5.2 133 1 1433 8.33 6.08 
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having 30, 28 neurons in each hidden layer respectively, four input neurons and one output 

neuron showed the best performance. The trained network results and various parameters used 

for training are mentioned in Table 6.18 and 6.19 respectively. Fig. 6.13 shows training scatter 

plot for predicted PGA to target PGA. Fig.6.14 shows testing scatter-plot for 291 data points 

which are used to test the prediction capability of above trained model. The result of testing 

network is defined in terms of R, MAE and RMSE mentioned in Table 6.20. A few test results 

of four inputs based network for prediction of PGA are shown in Table 6.21. 

 

 

 

 

 

 

 

 

 

Table 6.18: Network results for 4-30-28-1 architecture for 
class B with 4 inputs. 
Architecture Epochs Correlation Network Error 
4- 30-28-1 28000 0.90 0.000380 

Table 6.19: Parameters used for training neural network 4-30-28-1 
architecture for class B with 4 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.08 0.08 
Momentum 0.8 0.8 

 

Figure 6.13: Training scatter plot of predicted PGA to target PGA for site class B 
with 4 inputs. 
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Figure 6.14: Testing scatter plot of predicted PGA to target PGA for site class B 
with 4 inputs. 

Table 6.20: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class B with 4 inputs. 

Correlation MAE RMSE 
0.764 13.98 36.78 

Table 6.21: Few test results of 4- input based network 
(PGA) for class B. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
4.8 105 3 437 5.21 6.90 
4.6 74 1 458 5.27 7.80 
6.1 76 1 429 5.6 41.36 
4.6 89 1 403 7.49 7.72 
6.3 45 3 372 41.71 49.16 
6.5 60 1 394 86.36 94.39 
7.2 36 1 430 709.32 313.23 
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6.3.2.3 Class C 

Class C dataset consist of total 1926 averaged horizontal earthquake time histories out of which 

a dataset of 1618 was selected randomly for training and cross validation and the remaining 

308 was used to test the performance of the trained network. After carrying out similar exercise 

as was done earlier, it was observed that ANN model with two hidden layer having 33, 12 

neurons in each hidden layer respectively, four input neurons and one output neuron showed 

the best performance. The trained network results and various parameters used for training are 

mentioned in Table 6.22 and 6.23 respectively. Fig. 6.15 shows training scatter plot for 

predicted PGA to target PGA. Fig. 6.15 shows testing scatter-plot for 308 data points which are 

used to test the prediction capability of above trained model. The result of testing network 

defined in terms of R, MAE and RMSE is mentioned in Table 6.24. A few test results of four 

inputs based network for prediction of PGA are shown in Table 6.25. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6.22: Network results for 4-33-12-1 architecture for 
class C with 4 inputs. 
Architecture Epochs Correlation Network Error 
4-33-12-1 23500 0.887 0.000761 

Table 6.23: Parameters used for training neural network 4-33-12-1 
architecture for class C with 4 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.08 0.08 
Momentum 0.8 0.8 

Table 6.24: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class C with 4 inputs. 

Correlation MAE RMSE 
0.806 13.50 22.60 
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Figure 6.15: Training scatter plot of predicted PGA to target PGA for site class C 
with 4 inputs. 

 

Figure 6.16: Testing scatter plot of predicted PGA to target PGA for site class C 
with 4 inputs. 
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6.3.3 Three Input Based Network 

As described above, the three nodes on the input layer for creating the neural network were the 

earthquake magnitude (M), hypo-central distance (Dhyp), average shear wave velocity V�S30 and 

one node on the output layer that was peak ground acceleration (PGA ) shown in Fig 6.17. 

6.3.3.1 Class A 

This Class of dataset consists of total 214 averaged horizontal earthquake time histories from 

which 178 was selected randomly for training and cross validation and the remaining 36 was 

used to test the performance of the trained network.  

Table 6.25: Few test results of 4- input based network 
(PGA) for class C. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
5.2 124 3 344 7.24 8.16 
6.1 182 3 284 7.66 13.60 
4.9 110 1 189 8.72 10.85 
6.4 103 3 226 70.64 37.06 
7.1 50 1 263 158.62 158.45 
6.8 24 1 295 285 320 
7.3 47 3 302 305.96 128.25 

 

Figure 6.17:  Neural network architecture with three nodes on input layer and one 
node on output layer. 
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Three different data sets of 178 were created and randomized and trained independently and the 

data set, which gave the minimum network error, was considered for testing the network. 

Finally ANN model with two hidden layer having 22, 13 neurons in each hidden layer 

respectively, three input neurons and one output neuron showed the best performance.  The 

trained network results and various parameters used for training are mentioned in Table 6.26 

and 6.27 respectively. Fig. 6.18 shows training scatter plot for predicted PGA to target PGA. 

Fig. 6.19 shows testing scatter-plot for 36 data points which are used to test the prediction 

capability of above trained model. The result of testing network is defined in terms of R, MAE 

and RMSE mentioned in Table 6.28. A few test results of three inputs based network for 

prediction of PGA are shown in Table 6.29 

 

 

 

 

 

 

 

 

Table 6.26: Network results for 3-22-13-1 architecture for 
class A with 3 inputs. 
Architecture Epochs Correlation Network Error 
3- 22-13-1 30000 0.895 0.000731 

Table 6.27: Parameters used for training neural network 3-22-13-1 
architecture for class A with 3 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.09 0.09 
Momentum 0.9 0.9 

 

Figure 6.18:  Training scatter plot of predicted PGA to target PGA for site class A 
with 3 inputs. 
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Table 6.28: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class A with 3 inputs. 

Correlation MAE RMSE 
0.877 11.20 32.15 

 

Figure 6.19:  Testing scatter plot of predicted PGA to target PGA for site class A 
with 3 inputs. 

Table 6.29: Few test results of 3- input based 
network (PGA) for class A. 

M D 
(in Km) 

V�s  
(in m/s) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
6.5 130 993 7.72 5.70 
7.0 161 817 6.95 7.38 
4.6 106 818 9.75 10.93 
5.7 141 1433 12.02 14.88 
5.5 199 1433 19.05 21.20 
7.0 122 894 68.82 96.70 
4.9 89 1433 191.3 142.92 
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6.3.3.2 Class B 

Class B dataset consist of total 1825 averaged horizontal earthquake time histories. A dataset of 

1534 was selected randomly from the total set of 1825 for training and cross validation and the 

remaining 291 was used to test the performance of the trained network. Three different data 

sets of 1534 were created and randomized. Similar exercise resulted in  ANN model with two 

hidden layer having 33, 28 neurons in each hidden layer respectively, three input neurons and 

one output neuron showing the best performance. The trained network results and various 

parameters used for training are mentioned in Table 6.30 and 6.31 respectively. Fig. 6.20 shows 

training scatter plot for predicted PGA to target PGA. Fig. 6.21 shows testing scatter-plot for 

291 data points which are used to test the prediction capability of above trained model. The 

result of testing network is defined in terms of R, MAE and RMSE mentioned in Table 6.32. A 

few test results of seven inputs based network for prediction of PGA are shown in Table 6.33. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6.30: Network results for 3-33-28-1 architecture for 
class B with 3 inputs. 
Architecture Epochs Correlation Network Error 
3- 33-28-1 35000 0.895 0.000362 

Table 6.31: Parameters used for training neural network 3-33-28-1 
architecture for class B with 3 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.08 0.08 
Momentum 0.8 0.8 

Table 6.32: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class B with 3 inputs. 

Correlation MAE RMSE 
0.846 12.92 44.71 
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Figure 6.20:  Training scatter plot of predicted PGA to target PGA for site class B 
with 3 inputs. 

 

Figure 6.21:  Testing scatter plot of predicted PGA to target PGA for site class B 
with 3 inputs. 
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6.3.3.3 Class C 

Class C dataset consist of total 1926 averaged horizontal earthquake time histories. A dataset of 

1618 was selected randomly for training and cross validation and the remaining 308 was used 

to test the performance of the trained network. Three different data sets of 1618 were created, 

randomized and trained independently. Finally ANN model with two hidden layer having 33, 

28 neurons in each hidden layer respectively, three input neurons and one output neuron 

showed the best performance. The trained network results and various parameters used for 

training are mentioned in Table 6.34 and 6.35 respectively. Fig. 6.22 shows training scatter plot 

for predicted PGA to target PGA. Fig. 6.23 shows testing scatter-plot for 308 data points which 

are used to test the prediction capability of above trained model. The result of testing network 

is defined in terms of R, MAE and RMSE mentioned in Table 6.36.A few test results of three 

inputs based network for prediction of PGA are shown in Table 6.37. 

 

 

 

 

 

 

 

Table 6.33: Few test results of 3- input based 
network (PGA) for class B. 

M D 
(in Km) 

V�s  
(in m/s) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
4.6 109 668 7.30 7.73 
5.5 66 368 14.20 14.93 
6.1 115 441 9.55 15.18 
5.1 25 443 46.71 46.95 
6.3 27 369 128.73 156.00 
7.3 17 404 622.68 542.70 
5.3 31 476 31.42 34.28 

Table 6.34: Network results for 3-33-28-1 architecture for 
class C with 3 inputs. 
Architecture Epochs Correlation Network Error 
3- 33-28-1 372000 0.902 0.000248 

Table 6.35: Parameters used for training neural network 3-33-28-1 
architecture for class C with 3 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.09 0.09 
Momentum 0.9 0.9 
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Figure 6.22:  Training scatter plot of predicted PGA to target PGA for site class C 
with 3 inputs. 

 

Figure 6.23:  Testing scatter plot of predicted PGA to target PGA for site class C 
with 3 inputs. 
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6.4 ANN BASED PREDICTION OF DURATION  

6.4.1 Seven Input Based Network 

As shown in Fig 6.24, the seven nodes on the input layer for creating the neural network were 

the earthquake magnitude (M), hypo-central distance (Dhyp), focal mechanism (FM), average 

shear wave velocity V�S30 ; average SPT blow count  𝑁𝑁� ; average shear wave velocity V�P30 ; and 

average density of soil  ρ�  and one node on the output layer that was duration (tD) have been 

used for prediction of duration for each site class. 

6.4.1.1 Class A 

Class A dataset consist of total 214 averaged horizontal earthquake time histories. A dataset of 

178 was selected randomly from the total set of 214 for training and cross validation and the 

remaining 36 was used to test the performance of the trained network. Three different data sets 

of 178 were created and parameters used for training are mentioned in Table 6.38 and 6.39 

respectively. Fig. 6.25 shows training scatter plot for predicted duration to target (real) 

duration. Fig.6.26 shows testing scatter-plot randomized. The three data sets were trained 

independently and the data set, which gave the minimum network error, was considered for 

Table 6.36: R, MAE, and RMSE values of AAN model used in test 
performance to predict PGA for class C with 3 inputs. 

Correlation MAE RMSE 
0.805 16.55 31.66 

Table 6.37: Few test results of 3- input based 
network (PGA) for class A. 

M D 
(in Km) 

V�s  
(in m/s) 

Desired 
PGA 
(in 

cm/s2) 

Network 
PGA 
(in 

cm/s2) 
4.7 184 301 5.00 9.65 
6.4 179 190 8.14 9.52 
5.7 124 187 14.60 13.14 
7.3 42 323 157.64 245.26 
4.5 26 249 73.07 77.35 
7.0 156 231 32.93 34.68 
6.9 13 344 770.37 470.94 
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testing the network. Finally ANN model with single hidden layer having 63 neurons, seven 

input neurons and one output neuron showed the best performance.  

The trained network results and various parameters used for training are mentioned in Table 

6.38 and 6.39 respectively. Fig. 6.25 shows training scatter plot for predicted duration to target 

(real) duration. Fig.6.26 shows testing scatter-plot for 36 data points which are used to test the 

prediction capability of above trained model. The result of testing network is defined in terms 

of R, MAE and RMSE mentioned in Table 6.40. A few test results of seven inputs based 

network for prediction of duration are shown in Table 6.41 

 

 

 

 

 

 

Figure 6.24: Neural network architecture with seven nodes on input layer and one 
node on output layer. 

Table 6.38: Network results for 7-63-1 architecture for 
class A with 7 inputs. 
Architecture Epochs Correlation Network Error 

7- 63-1 21000 0.954 0.003727 
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Table 6.39: Parameters used for training neural network 7-63-1 
architecture for class A with 7 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

 

Figure 6.25: Training scatter plot of predicted duration to target duration for site 
class A with 7 inputs. 

 

Figure 6.26: Testing scatter plot of predicted duration to target duration for site 
class A with 7 inputs. 

0

10

20

30

40

0 10 20 30 40Pr
ed

ic
te

d 
D

ur
at

io
n 

(s
ec

)

Target Duration (sec)

Training Scatter Plot

Predicted Duration Target Duration

0

10

20

30

40

0 10 20 30 40

Pr
ed

ic
te

d 
D

ur
at

io
n 

(s
ec

)

Target Duration (sec)

Testing Scatter Plot

Predicted Duration Target Duration



110 

 

 

 

 

 

 

 

6.4.1.2 Class B 

Class B dataset consist of total 1825 averaged horizontal earthquake time histories. A dataset of 

1534 was selected randomly from the total set of 1825 for training and cross validation and the 

remaining 291 was used to test the performance of the trained network. But we were unable to 

get convergence of network, so we reduced the data by dividing 1825 averaged horizontal 

earthquake time histories into 4 equal’s data set each having 456 time histories. These four data 

sets of 456 were randomized. The four data sets were trained independently and the data set, 

which gave the minimum network error, was considered for testing the network. A new dataset 

of 382 was selected randomly from the total set of 456 for training and cross validation and the 

remaining 74 was used to test the performance of the trained network. Finally ANN model with 

single hidden layer having 53 neurons, seven input neurons and one output neuron showed the 

best performance. The trained network results and various parameters used for training are 

mentioned in Table 6.42 and 6.43 respectively. Fig. 6.27 shows training scatter plot for 

predicted duration to target duration. Fig. 6.28 shows testing scatter-plot for 74 data points 

which are used to test the prediction capability of above trained model. The result of testing 

network is defined in terms of R, MAE and RMSE mentioned in Table 6.44. A few test results 

of seven inputs based network for prediction of duration are shown in Table 6.45. 

Table 6.40: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class A with 7 inputs. 

Correlation MAE RMSE 
0.936 1.81 4.26 

Table 6.41: Few test results of 7- input based network (Duration) for class A. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s)  

V�p  
(in m/s) 

ρ� 
(in 

gm/cm3) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

5.3 46 3 818 62 2006 2.151 0.77 1.52 
4.5 40 1 760 70 1615 2.232 9.08 9.15 
5 45 3 820 55 1915 2.136 11.87 11.51 

4.8 99 1 1086 99 2338 1.957 16.24 17.20 
6.5 120 1 915 49 1990 2.220 23.28 23.31 
7.3 196 3 1373 60 2747 2.234 32.70 36.34 
7.0 180 3 1373 60 2747 2.234 36.275 37.38 
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Table 6.42: Network results for 7-53-1 architecture for 
class B with 7 inputs. 
Architecture Epochs Correlation Network Error 

7- 53-1 13000 0.988 0.000551 

Table 6.43: Parameters used for training neural network 7-53-1 
architecture for class B with 7 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

 

Figure 6.27: Training scatter plot of predicted duration to target duration for site 
class B with 7 inputs. 

Table 6.44: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class B with 7 inputs. 

Correlation MAE RMSE 
0.986 2.82 6.32 
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6.4.1.3 Class C 

A dataset of 1618 was selected randomly from the total set of 1926 (Class C) for training and 

cross validation and the remaining 308 was used to test the performance of the trained network. 

But we were unable to get convergence of network, so we reduced the data by dividing 1926 

averaged horizontal earthquake time histories into 4 equal’s data set each having 482 time 

histories. These four data sets of 482 were randomized, trained independently and the data set, 

 

Figure 6.28: Testing scatter plot of predicted duration to target duration for site 
class B with 7 inputs. 

Table 6.45: Few test results of 7- input based network (Duration) for class B. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s)  

V�p  
(in m/s) 

ρ� 
(in 

gm/cm3) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

4.7 58 2 389 53 1437 2.360 7.69 7.39 
6.1 32 3 587 99 1653 2.138 10.32 10.79 
5.4 87 1 537 99 1510 2.066 15.51 24.40 
5.5 185 1 370 21 1536 1.926 28.21 22.37 
6.4 154 1 430 15 1753 1.304 78.44 75.24 
4.7 62 3 408 48 1227 1.94 14.26 13.77 
5.0 49 1 461 61 1286 1.785 19.90 17.50 
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which gave the minimum network error, was considered for testing the network. A new dataset 

of 405 was selected randomly from the total set of 482 for training and cross validation and the 

remaining 77 was used to test the performance of the trained network. Finally ANN model with 

single hidden layer having 67 neurons, seven input neurons and one output neuron showed the 

best performance. The trained network results and various parameters used for training are 

mentioned in Table 6.46 and 6.47 respectively.  

 

 

 

 
 

 

 

 

Fig. 6.29 shows training scatter plot for predicted duration to target duration. Fig. 6.30 shows 

testing scatter-plot for 77 data points which are used to test the prediction capability of above 

trained model. The result of testing network is defined in terms of R, MAE and RMSE 

mentioned in Table 6.48.A few test results of seven inputs based network for prediction of 

duration are shown in Table 6.49. 

 

 

 

Table 6.46: Network results for 7-67-1 architecture for 
class C with 7 inputs. 
Architecture Epochs Correlation Network Error 

7- 67-1 29000 0.969 0.000756 

Table 6.47: Parameters used for training neural network 7-67-1 
architecture for class C with 7 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

Table 6.48: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class C with 7 inputs. 

Correlation MAE RMSE 
0.938 2.39 3.21 

Table 6.49: Few test results of 7- input based network (Duration) for class A. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s)  

V�p  
(in m/s) 

ρ� 
(in 

gm/cm3) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

6.1 16 1 337 22 1471 1.85 7.05 19.34 
4.8 144 3 246 5 1499 1.65 7.40 7.58 
5.2 64 3 292 29 563 1.96 15.09 13.35 
7.3 89 3 345 24 1026 2.02 17.24 15.62 
6.1 124 1 352 20 1751 1.96 52.72 60.19 
7.2 132 1 286 21 940 1.87 66.27 69.03 
6.4 162 3 248 12 1331 1.79 46.91 42.65 
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Figure 6.29: Training scatter plot of predicted duration to target duration for site 
class C with 7 inputs. 

 

Figure 6.30: Testing scatter plot of predicted duration to target duration for site 
class C with 7 inputs. 
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6.4.2 Four Input Based Network 

As shown in Fig 6.31, the four nodes on the input layer for creating the neural network were the 

earthquake magnitude (M), hypo-central distance (Dhyp), focal mechanism (FM), average shear 

wave velocity V�S30 ; and one node on the output layer as duration (tD) have been used for 

prediction of duration for each site class. 

6.4.2.1 Class A 

A dataset of 178 was selected randomly from the total set of 214 for training and cross 

validation and the remaining 36 was used to test the performance of the trained network. Three 

different data sets of 178 were created and randomized. The three data sets were trained 

independently and the data set, which gave the minimum network error, was considered for 

testing the network. Finally ANN model with single hidden layer having 52 neurons, seven 

input neurons and one output neuron showed the best performance. The trained network results 

and various parameters used for training are mentioned in Table 6.50 and 6.51 respectively. 

Fig. 6.32 shows training scatter plot for predicted duration to target duration. Fig. 6.33 shows 

testing scatter-plot for 36 data points which are used to test the prediction capability of above 

 

Figure 6.31:  Neural network architecture with four nodes on input layer and one 
node on output layer. 



116 

 

trained model. The result of testing network is defined in terms of R, MAE and RMSE 

mentioned in Table 6.52. A few test results of four inputs based network for prediction of 

duration are shown in Table 6.53. 

 

 

 

 

 

 

 

 

 

 

 

Table 6.50: Network results for 4-52-1 architecture for 
class A with 4 inputs. 
Architecture Epochs Correlation Network Error 

4- 52-1 35000 0.962 0.00239 

Table 6.51: Parameters used for training neural network 4-52-1 
architecture for class A with 4 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

 

Figure 6.32: Training scatter plot of predicted duration to target duration for site 
class A with 4 inputs. 
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Figure 6.33: Testing scatter plot of predicted duration to target duration for site 
class A with 4 inputs. 

Table 6.52: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class A with 4 inputs. 

Correlation MAE RMSE 
0.720 2.79 3.37 

Table 6.53: Few test results of 4- input based network 
(Duration) for class A. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

5.5 53 3 1009 4.64 4.97 
7.0 161 3 817 33.81 29.96 
4.7 69 1 1433 7.545 14.61 
5.6 84 1 1086 22.72 23.07 
6.9 134 1 1009 29.99 32.25 
5.3 120 3 765 5.07 22.34 
6.1 73 1 1433 17.04 35.55 
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6.4.2.1 Class B 

Class B dataset consist of total 1825 averaged horizontal earthquake time histories. A dataset of 

1534 was selected randomly from the total set of 1825 for training and cross validation and the 

remaining 291 was used to test the performance of the trained network. But we were unable to 

get convergence of network, so we reduced the data by dividing 1825 averaged horizontal 

earthquake time histories into 4 equals data set each having 456 time histories. These four data 

sets of 456 were randomized. The four data sets were trained independently and the data set, 

which gave the minimum network error, was considered for testing the network. A new dataset 

of 382 was selected randomly from the total set of 456 for training and cross validation and the 

remaining 74 was used to test the performance of the trained network. Finally ANN model with 

single hidden layer having 58 neurons, seven input neurons and one output neuron showed the 

best performance.  The trained network results and various parameters used for training are 

mentioned in Table 6.54 and 6.55 respectively. Fig. 6.34 shows training scatter plot for 

predicted duration to target duration. Fig. 6.35 shows testing scatter-plot for 74 data points 

which are used to test the prediction capability of above trained model. The result of testing 

network is defined in terms of R, MAE and RMSE mentioned in Table 6.56. A few test results 

of seven inputs based network for prediction of duration are shown in Table 6.57. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6.54: Network results for 4-58-1 architecture for 
class B with 4 inputs. 
Architecture Epochs Correlation Network Error 

4- 58-1 45000 0.943 0.00445 

Table 6.55: Parameters used for training neural network 4-58-1 
architecture for class B with 4 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

Table 6.56: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class B with 4 inputs. 

Correlation MAE RMSE 
0.887 5.31 5.69 
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Figure 6.34: Training scatter plot of predicted duration to target duration for site 
class B with 4 inputs. 

 

Figure 6.35: Testing scatter plot of predicted duration to target duration for site 
class B with 4 inputs. 
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6.4.2.3 Class C 

A dataset of 1618 was selected randomly from the total set of 1926 (Class C) for training and 

cross validation and the remaining 308 was used to test the performance of the trained network. 

But we were unable to get convergence of network, to improve the convergence we reduced the 

data and divided 1926 averaged horizontal earthquake time histories into 4 equal’s data set each 

having 482 time histories. These four data sets of 482 were randomized, trained independently 

and the data set, which gave the minimum network error, was considered for testing the 

network. A new dataset of 405 was selected randomly from the total set of 482 for training and 

cross validation and the remaining 77 was used to test the performance of the trained network. 

Finally ANN model with single hidden layer having 49 neurons, four input neurons and one 

output neuron showed the best performance. The trained network results and various 

parameters used for training are mentioned in Table 6.58 and 6.59 respectively. Fig. 6.36 shows 

training scatter plot for predicted duration to target duration. Fig. 6.37 shows testing scatter-plot 

for 77 data points which are used to test the prediction capability of above trained model. The 

result of testing network is defined in terms of R, MAE and RMSE mentioned in Table 6.60.A 

few test results of seven inputs based network for prediction of duration are shown in Table 

6.61. 

 

 

 

 

Table 6.57: Few test results of 4- input based network 
(Duration) for class B. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

4.5 87 3 439 3.56 5.66 
5.4 31 1 508 10.26 11.88 
6.1 37 3 530 13.88 19.48 
7.3 165 3 695 19.01 23.97 
6.2 30 3 382 12.72 6.07 
6.9 186 1 500 28.61 29.03 
5.7 138 2 431 28.82 26.92 

Table 6.58: Network results for 4-49-1 architecture for 
class C with 4 inputs. 
Architecture Epochs Correlation Network Error 

4- 49-1 52000 0.944 0.001493 
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Table 6.59: Parameters used for training neural network 4-49-1 
architecture for class C with 4 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

 

Figure 6.36: Training scatter plot of predicted duration to target duration for site 
class C with 4 inputs. 

 

Figure 6.37: Testing scatter plot of predicted duration to target duration for site 
class C with 4 inputs. 
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6.4.3 Three Input Based Network 

The three nodes on the input layer for creating the neural network were the earthquake 

magnitude (M), hypo-central distance (Dhyp), average shear wave velocity V�S30 and one node on 

the output layer as duration (tD ) shown in Fig 6.38. 

Table 6.60: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class C with 4 inputs. 

Correlation MAE RMSE 
0.878 4.12 4.96 

Table 6.61: Few test results of 4- input based network 
(Duration) for class C. 

M D 
(in Km) 

FM 
 

V�s  
(in m/s) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

4.6 11 1 329 5.1 5.89 
5 139 1 301 15.8 11.97 

5.8 61 3 298 18.4 20.81 
7.3 43 3 320 19.0 23.12 
5.6 87 1 273 26.8 32.27 
5.9 103 1 201 48.6 53.77 
7.2 93 1 185 121.1 115.67 

 

Figure 6.38:  Neural network architecture with three nodes on input layer and one 
node on output layer. 
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6.4.3.1 Class A 

A dataset of 178 was selected randomly from the total set of 214 for training and cross 

validation and the remaining 36 was used to test the performance of the trained network. Three 

different data sets of 178 were created and randomized. The three data sets were trained 

independently and the data set, which gave the minimum network error, was considered for 

testing the network. Finally ANN model with single hidden layer having 62 neurons, three 

input neurons and one output neuron showed the best performance. The trained network results 

and various parameters used for training are mentioned in Table 6.62 and 6.63 respectively. 

Fig. 6.39 shows training scatter plot for predicted duration to target (real) duration. Fig. 6.40 

shows testing scatter-plot for 36 data points which are used to test the prediction capability of 

above trained model. The result of testing network is defined in terms of R, MAE and RMSE 

mentioned in Table 6.64. A few test results of three inputs based network for prediction of 

duration are shown in Table 6.65. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6.62: Network results for 3-62-1 architecture for 
class A with 3 inputs. 
Architecture Epochs Correlation Network Error 

3- 62-1 40000 0.895 0.000731 

Table 6.63: Parameters used for training neural network 3-62-1 
architecture for class A with 3 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

Table 6.64: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class A with 3 inputs. 

Correlation MAE RMSE 
0.713 3.10 4.54 
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Figure 6.39: Training scatter plot of predicted duration to target duration for site 
class A with 3 inputs. 

 

Figure 6.40: Testing scatter plot of predicted duration to target duration for site 
class A with 3 inputs. 
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6.4.3.2 Class B 

A dataset of 1534 was selected randomly from the total set of 1825 for training and cross 

validation and the remaining 291 was used to test the performance of the trained network. But 

we were unable to get convergence of network, so we reduced the data by dividing 1825 

averaged horizontal earthquake time histories into 4 equals data set each having 456 time 

histories. These four data sets of 456 were randomized. The four data sets were trained 

independently and the data set, which gave the minimum network error, was considered for 

testing the network. A new dataset of 382 was selected randomly from the total set of 456 for 

training and cross validation and the remaining 74 was used to test the performance of the 

trained network. Finally ANN model with single hidden layer having 75 neurons, seven input 

neurons and one output neuron showed the best performance.  The trained network results and 

various parameters used for training are mentioned in Table 6.66 and 6.67 respectively. Fig. 

6.41 shows training scatter plot for predicted duration to target duration. Fig. 6.42 shows testing 

scatter-plot for 74 data points which are used to test the prediction capability of above trained 

model. The result of testing network is defined in terms of R, MAE and RMSE mentioned in 

Table 6.68. A few test results of seven inputs based network for prediction of duration are 

shown in Table 6.69. 

 

 

 

 

 

Table 6.65: Few test results of 3- input based 
network (Duration) for class A. 

M D 
(in Km) 

V�s  
(in m/s) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

5.3 120 765 5.07 35.96 
5.1 134 894 8.42 8.93 
6.3 64 817 14.27 13.53 
7.2 97 1433 18.27 18.71 
5.5 95 1433 23.80 21.67 
4.8 76 1433 20.88 18.94 
7.0 180 1373 36.28 33.71 

Table 6.66: Network results for 3-75-1 architecture for 
class B with 3 inputs. 
Architecture Epochs Correlation Network Error 

3- 75-1 43000 0.920 0.001731 
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Table 6.67: Parameters used for training neural network 3-75-1 
architecture for class B with 3 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

 

Figure 6.41: Training scatter plot of predicted duration to target duration for site 
class B with 3 inputs. 

 

Figure 6.42: Testing scatter plot of predicted duration to target duration for site 
class B with 3 inputs. 
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6.4.3.3 Class C 

A dataset of 1618 was selected randomly from the total set of 1926 (Class C) for training and 

cross validation and the remaining 308 was used to test the performance of the trained network. 

But we were unable to get convergence of network, to improve the convergence we reduced the 

data and divided 1926 averaged horizontal earthquake time histories into 4 equal’s data set each 

having 482 time histories. These four data sets of 482 were randomized, trained independently 

and the data set, which gave the minimum network error, was considered for testing the 

network. A new dataset of 405 was selected randomly from the total set of 482 for training and 

cross validation and the remaining 77 was used to test the performance of the trained network. 

Finally ANN model with single hidden layer having 58 neurons, four input neurons and one 

output neuron showed the best performance. The trained network results and various 

parameters used for training are mentioned in Table 6.70 and 6.71 respectively. Fig. 6.43 shows 

training scatter plot for predicted duration to target duration. Fig. 6.44 shows testing scatter-plot 

for 77 data points which are used to test the prediction capability of above trained model. The 

result of testing network is defined in terms of R, MAE and RMSE mentioned in Table 6.72. A 

Table 6.68: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class B with 3 inputs. 

Correlation MAE RMSE 
0.843 6.98 7.31 

Table 6.69: Few test results of 3- input based 
network (Duration) for class B. 

M D 
(in Km) 

V�s  
(in m/s) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

6.1 40 382 8.49 8.58 
6.8 159 452 55.55 49.86 
5.0 92 412 13.98 15.19 
7.3 145 392 18.75 23.04 
5.5 185 370 28.20 22.61 
4.6 47 421 7.59 11.40 
7.0 97 480 16.58 27.60 
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few test results of seven inputs based network for prediction of duration are shown in Table 

6.73. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6.70: Network results for 3-58-1 architecture for 
class C with 3 inputs. 
Architecture Epochs Correlation Network Error 

3- 58-1 71000 0.910 0.006962 

Table 6.71: Parameters used for training neural network 3-58-1 
architecture for class C with 3 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.1 0.1 
Momentum 0.6 0.6 

 

Figure 6.43: Training scatter plot of predicted duration to target duration for site 
class C with 3 inputs. 
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Figure 6.44: Testing scatter plot of predicted duration to target duration for site 
class C with 3 inputs. 

Table 6.72: R, MAE, and RMSE values of AAN model used in test 
performance to predict duration for class C with 3 inputs. 

Correlation MAE RMSE 
0.841 6.54 14.31 

Table 6.73: Few test results of 3- input based 
network (Duration) for class C. 

M D 
(in Km) 

V�s  
(in m/s) 

Desired 
Duration 
(in sec) 

Network 
Duration 
(in sec) 

6.1 110 344 5.10 7.55 
6.9 156 288 15.5 17.69 
7.1 113 231 24.9 23.59 
5.0 120 214 26.3 22.54 
4.9 136 337 17.5 15.45 
5.4 176 360 8.6 7.92 
7.2 93 185 121.1 106.72 
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6.5 RESULTS AND DISCUSSIONS 

An ANN model has been developed using three different sets of inputs with seven nodes, four 

nodes and three nodes in the input layer to make prediction of PGA and tD for each respective 

site class and the functional form of model for three different combinations of inputs are shown 

by Eqn 6.1(a), 6.1 (b), and 6.1 (c). The distribution of data set for class site A, B and C is given 

in Table 6.1. Cross Validation approach was used for each class dataset and each dataset was 

divided into three multiple subsets as: (i) The training set, (ii) The validation set, and (iii) The 

testing set. The training set, consisting of about 68 % of the data set was used to train the 

network and the validation set, consisting of 16 % of the data set was used for the purpose of 

monitoring the training process at various stages and to guard against overtraining. The testing 

set, consists of 16 % of the data set, was used to judge the performance of the trained network. 

The training was stopped when cross validation error begins to increase and the error has 

reached minimum value. 

Initially, exhaustive search was carried out among a large array of networks with a single and 

double hidden layer with different number of neurons and based on correlation coefficient, best 

five performing architectures were chosen. The best performing network in terms of correlation 

coefficient and network error from the chosen architecture were once again trained for 

increasing number of epochs, the training was stopped when the validation error was minimum 

in order to obtain the suitable network model. 

 The seven nodes architecture consists of the input layer as earthquake magnitude (M), hypo-

central distance (Dhyp), focal mechanism (FM), average shear wave velocity( V�S30 ); average 

SPT blow count  (N�) ; average shear wave velocity( V�P30 ); and average density of soil  (ρ�)  

and one node on the output layer as PGA. The results of this architecture for all the classes 

namely A, B, and C are summarized in this section. The sample size considered for the three 

classes A, B and C are 214(178-36), 1825(1534-291) and 1926(1618-308), respectively. The 

figures in parenthesis give the number of data selected randomly for training and testing 

respectively. 

The performance of ANN to predict PGA using three types of inputs (7, 4 and 3 input layer) for 

three classes of soil can be adjudged based on the parameters like correlation (R), MAE and 

RMSE.  The R is a measure of relative correlation and goodness of fit between target and 

predicted outcome, but extreme values heavily affect it with its range lying between 0 and 1. 
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Generally, strong correlation exists between two set of variables if it is more than 0.8.  The 

RMSE is the most popular measures of error, which is well suited to iterative algorithms and is 

a better measure for high value in data set, since it gives a relatively high weight to large errors 

than small errors. The MAE measure the average magnitude of the errors in a dataset, without 

considering their direction, gives the same weight to all errors, thus has the advantage that it 

does not distinguish between the overcome and underestimation and does not get too much 

influence by higher value.  

Table 6.74 lists the values of R, MAE, and RMSE for each AAN models used in test 

performance to predict PGA and Duration. The values of R are almost ~0.8 for all the cases 

showing a good correlation between observed and predicted data. However, it may be noted 

that in all the classes the values of ‘R’ are at its minimum i.e., less than 0.8 in case of 4 inputs 

showing that either the reported focal mechanisms do not match with the actual physical 

process or this parameter is least correlated showing its relatively lesser influence on the 

predicted value.  

 

 

 

 

 

 

 

 

 

 

 

The values of parameters used for neural network for various architectures are also given in 

respective tables along with the scatter diagrams showing the observed and the predicted 

values. For example, Fig. 6.5 shows testing scatter plot of predicted PGA to target PGA for site 

class A for 7 inputs. The figure reveals that the prediction is good upto 40 gals. Similar trend 

Table 6.74: R, MAE, and RMSE values of each AAN 
models used in test performance to predict PGA. 

PGA 

   Inputs Correlation MAE RMSE 

Class A 7  0.983 3.86 14.03 

4  0.781 17.30 57.08 

3  0.877 11.20 32.15 

Class B 7  0.845 14.81 55.17 

4  0.764 13.98 36.78 

3  0.846 12.92 44.71 

Class C 7  0.811 16.53 21.32 

4  0.806 13.50 22.60 

3  0.805 16.55 31.66 
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can be observed in Fig. 6.7 showing Testing scatter plot of predicted PGA to target PGA for 

site class B and Fig. 6.9 Testing scatter plot of predicted PGA to target PGA for site class C. 

The similar trend is true for 4 and 3 inputs for all the three classes.  Based on the observation a 

conclusion of good prediction in lower range of PGA values can be easily drawn. 

A similar exercise to predict SGM duration was carried out for all the three classes with same 

cases of 7, 4 and 3 input layers. Figure 6.25 to Fig. 6.44 shows the training and testing scatters 

for the predicted and observed values. The error quantification has been carried out in terms of 

R, MAE and RSME as given in Table 6.75. The values of R is almost  more than 0.8 for all the 

cases showing a good correlation between observed and predicted data except for two cases of 

4 and 3 layers in Class A. The scatter diagram reveals that the duration between 10 to 50 

seconds can be predicted faithfully from this approach. The duration definition and its formulae 

used by various workers generally show much more scatter than the one seen in the prediction 

diagrams using ANN. 

 

 

 

 

 

 

 

 

 

 

 

The ANN approach applied to predict PGA and duration in the present study has been tested 

for the data which was not included in the training part and the error analysis along with the 

scatter diagrams shows that this approach is a good option to be used as an alternate method to 

the empirical or theoretical prediction of SGM in terms of PGA and duration. 

 

Table 6.75: R, MAE, and RMSE values of each AAN 
models used in test performance to predict Duration. 

PGA 

   Inputs Correlation MAE RMSE 

Class A 7  0.936 1.81 4.26 

4  0.720 2.79 3.37 

3  0.713 3.10 4.54 

Class B 7  0.986 2.82 6.32 

4  0.887 5.31 5.69 

3  0.843 6.98 7.31 

Class C 7  0.938 2.39 3.21 

4  0.878 4.12 4.96 

3  0.841 6.54 14.31 
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6.6 SUMMARY 

This chapter starts with the formulation of inputs to predict PGA and Duration and then we 

discuss about the various functional form of ANN model with form with seven, four and three 

inputs respectively. Then ANN model with seven, four and three input has been developed to 

predict PGA and Duration for each respective class site which has been defined on the basis of 

average shear wave velocity. And finally chapter concludes with results and discussion. 
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Chapter 7 

ESTIMATION OF AVERAGE SHEAR WAVE 

VELOCITY OF SITE USING ANN 

7.1 INTRODUCTION 

The lessons learnt from the damaging earthquake have not only provided solutions to engineers 

for the earthquake resistant designs but also helped seismologists to better understand the 

relation of strong ground motion to the source and media. One of the conspicuous results which 

are widely accepted amongst the earthquake engineering community is the effects of surface 

geology on seismic motion. This resulted in a natural conclusion of attributing the severity of 

damage largely to local site conditions. As a result, site effects need to be given an important 

consideration in the seismic hazard assessment of an area which is used in prediction of SGM.  

Severe consequences of sediment amplification of ground motion during an earthquake are 

being demonstrated ever since the great 1891 Japan earthquake making this issue as one of the 

most important questions with respect to understanding and predicting earthquake ground 

motion. Numerous studies (Bard et al., 1988; Kawase and Aki, 1989; Singh and Ordaz, 1993 

and Furumura and Kennett, 1998; Iglesias et al, 2002, 2004, Sitharam et al., 2006, 2007; 

Sharma et al., 2009, 2012) amply demonstrate large concentration of damage in specific areas 

due to site-dependent factors related to surface geologic conditions and local soils altering 

seismic motions. The important observed effects include predominant periods of vibration of 

soil in situ, large amplification of ground motion in the form of site factors in certain frequency 

ranges, semi-resonance or resonance of certain building types and consequent deformations or 

collapses of structures etc. (Kramer, 2003). These evidences show that among all the factors, 

the local site conditions have a profound influence upon the strong ground motion 

characteristics. The extent of the influence due to the local site conditions are related to the 

material properties, geometry of subsurface material, the local topography and the 

characteristics of ground motion (i.e., amplitude, frequency content and duration) (Vucetic and 

Dobry, 1991; Borcherdt and Glassmoyer, 1992; Bard and Chavez-Garciaz, 1993; Kramer, 

1996; Ansal et al. 2001, Kuo et al., 2009; Krishna et al., 2010; Paul, 2010; Paul et al., 2010). 

The local soil conditions of a site may substantially alter the subsurface characteristics of 
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earthquake ground motion by (1) amplifying the ground motion, (2) elongating its duration, (3) 

generating differential motions (aggravation) (Seed et al. 1976; Chang et al. 1996; Bard, 1997; 

Sun et al. 2005). 

The corollary of the above implicitly necessitate the knowledge of soil section below an 

earthquake recording station to deconvolve   the ground motion for its quantification on hard 

rock. The local site conditions at a strong motion accelerograph recording station can affect the 

recorded strong ground motion because the seismic motions at the last moment before reaching 

the surface of ground or the basement of manmade structures may get strongly amplified. San 

Francisco (1907) and Mexico City (1985) earthquake are two famous earthquakes in the past 

that show the consequences of local site effects (Singh et al., 1980; Aki, 1988; Bard, 1988; 

Singh et al., 1989; Singh et al., 1996). In San Francisco, local amplifications over 

unconsolidated sediments have shown to be responsible for intensity variation as large as II 

degrees on MM scale during both the 1907 “big” San Francisco earthquake and the more recent 

1989 Loma Prieta earthquake (Chin et al., 1991). Mexico City is situated on very soft lacustrine 

clay deposits, which led to very large amplification motion during the distant Guerrero 

Michoacan 1985 earthquake and caused a high death toll and large economic losses (Singh et 

al., 1988a, 1988b and Lermo et al., 1994). From last two decade destructive earthquakes like 

Kobe 1995 (Fukushima et al., 2000), Turkey 1999 (Bakir et al., 2002 and Ozel et al., 2002), 

Bhuj 2001 (Narayan et al., 2004) have clearly demonstrated the additional evidence of the large 

importance of site effect studies.  

There are large numbers of experimental and numerical methods worldwide used to estimate 

these site effects (Singh et al., 2005; Sitharam et al., 2008a and b; Wen et al., 2008;  Mahajan et 

al., 2004, 2012; Lang et al., 2011; Kuo et al, 2011, 2012 . Most widely accepted method of 

reflecting the site effects is to classify the recording station based on average shear wave 

velocity ( V�S30). Average shear wave velocity in the top 30 m of soil of a site location is most 

acceptable parameter to describe soil characteristics; it was also used by many engineering in 

preparation of design codes (ASCE 7-10, 2000; EN 1998-I, 2004 FEMA 356, 2000, NZS 

1170.5, 2001). Thus, geotechnical investigations for determination of average Vs is necessary 

to be carried out at most of strong motion accelerograph stations installed all over world to 

characterized the site geology in more refined manner in term of thin and thick deposits. 

In India, there are about 500 strong motion instruments and most of them installed in last about 

5 to 10 years. Strong ground motion data set in India comprises of at the most 1000 time 
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histories which are also not centrally available (Singh et al., 2002; Paul et al., 2003, 2005). 

Other problem of Indian data set is non- availability of geo-technical parameters of the 

recording site (Samui et al., 2010). Average shear wave velocity for about 30 meter depth is 

generally available for most of the recording sites in the world. In Japan, all sites have detailed 

bore log data which is easily available through by registering at their website. Whereas no 

geotechnical data is available at strong motion recording sites in India except in Gujarat where 

ISR Gandhinagar has recently done geotechnical investigations at locations of strong motion 

instruments (including locations of old SRRs installed by IIT Roorkee).  

In this scenario, our attempt in present study was to use the huge strong ground motion data set 

from Japan for understanding the influence of various parameters on ground motion and try to 

interpolate this understanding in Indian context and then calibrate the same with the recorded 

data in India. In the present study entire stuff is done in reverse order i.e.  instead of predicting 

PGA and spectral ordinate as output parameter, use them as input parameters and tried to find 

average shear wave velocity as output parameter by implementing multilayer feed forward 

Neural Network with back propagation learning scheme using Japanese earthquake. Trained 

neural networks showed promising performance and were able to predict average shear wave 

velocities at locations in Japan with very little scatter. Finally trained network based on 

Japanese dataset was used to predict average shear wave velocity for Indian Himalayan region 

where multiple strong motion records were available (Sachdeva et al., 2010) 

7.2 DEVELOPMENT OF ANN MODEL 

7.2.1 Software Support Used 

As discussed in previous chapter AlyudaNeuroIntelligence software version 2.2 

(677) http://www.alyuda.com/index.html] developed by Alyuda Research, Inc. has been used 

for development of ANN model. 

7.2.2 Forming Inputs and Output 

The predictions of average shear wave velocity( V�s ) using ANN have been taken up for study. 

To developed ANN model, a total 18 input variables has been used to made prediction of ( V�s ) 

and the functional form of the model as shown in Fig. 7.1 and also described in Eqn. 7.1 

 V�S30   = f�M, Dhyp , PGA, �
Sa
g �0.03

, �
Sa
g �0.05

, … . . �
Sa
g �3.0

, �
Sa
g �4.0

� 

http://www.alyuda.com/index.html�
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(7.1) 

Where,  V�S30 = Average shear wave velocity in top 30m of surface layer; M = Earthquake 

magnitude; Dhyp = Hypo-central distance; PGA = Peak ground acceleration and �Sa
g
� =

 Normalized spectral ordinate at the strong ground motion periods in the range from 0.03 s to 4 

s (i.e. 0.03, 0.05, 0.07, 0.1, 0.2, 0.3, 0.4, 0.55, 0.77, 0.75, 1.0, 1.25, 2.0, 3.0, and 4.0). 

The distribution of the entire data set w.r.t M, Dhyp, PGA and  V�S30  is shown in Fig. 7.1. This 

data set is from Class A sites only. It is pertinent to note that the other data sets from Class B, 

and Class C consisted of 1825 and 1925 accelerograms respectively were also used to carry out 

similar analyses as has been done for Class A. However, due to no convergence of neural 

network could be observed for both class B and C and therefore the results of these two classes 

are not reported in the present work. 

For Class A, 500 averaged horizontal component of recorded time histories varying in 

Magnitude (M) ranging from 4 -7.4,  hypo central distance (Dhyp) ranging from 19 - 200 km, 

PGA ranging from 5 to 1103 cm/s2, and  V�S30  ranging from 770-1433 m/s have been used in 

this data base. The distribution of the dataset w.r.t M, Dhyp, PGA and  V�S30  is shown in Fig. 7.2 

site class A. 

 

Figure 7.1: Schematic diagram for the Eighteen inputs chosen for prediction of V�S30 . 
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Figure 7.2: Distribution of dataset between M and Dhyp, PGA and Dhyp ,  and V�S30  
and M for site class A. 
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7.2.3 Selecting the Training Pairs 

The total set of 500 is divided into three multiple subset as: the training set, the validation set, 

and the testing set. The training set, which consists of about 68 % of the data set, is used to 

train the network by adjusting the connection weights; the validation set, which is about 16 % 

of the data set, is used for the purpose of monitoring the training process at various stages and 

to guard against overtraining. The testing set, which is taken about 16 % of the data set, is used 

to judge the performance of the trained network. The training is stopped when cross validation 

error begins to increase i.e. the training is stopped when the cross validation errors is reached 

minimum value. 

7.2.4 Training Phase of ANN 

As discussed previously in chapter 3, due to limitation of neural network work only with 

numeric data and have a limited range of operating value. Therefore, modify the entire dataset 

before it is fed to a Neural Network. This modification of data is known as pre-processing of 

data. In pre-processing the whole inputs parameters is converted in the scaling range of -1 to 1 

and output parameter is converted in the scaling range of 0 to 1. For conversion of entire data 

was done using eqn. 7.2 and 7.3 respectively. 

SF =  
(SRmax − SRmin )

(Xmax − Xmin )
 

(7.2) 

Xp = SRmin + (X − Xmin ) ∗ SF 

(7.3) 

Where, X = actual numeric value of real data ; Xmin =  actual minimum numeric value in data 

base; Xmax = actual maximum numeric value in data base; SRmin = lower scaling range limit; 

SRmax upper scale range limit; SF = scaling factor and Xp = pre-processed value. After 

completion of conversion, next step was to decide about the designing of ANN architecture, 

simply how much number of hidden layers and hidden nodes in each hidden layer required. For 

this to decide initially an exhaustive search has been carried out among a large array of 

networks with a single and double hidden layer with different number of hidden neurons to 

achieved the finest network. From that search, the best performing five architectures were 

chosen on the basis of correlation coefficient. In the second step, the chosen architecture is then 
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trained for higher number of epochs with different momentum and learning rate. In the third 

step the best performing network in terms of correlation coefficient and network error from the 

chosen architecture are once again trained for increasing number of epochs, the training is 

stopped when the validation error is minimum in order to obtain the suitable network model. 

The correlation coefficients (R) and the network error used to evaluate the accuracy of each 

model are defined as 

R =  
∑ (Xi − X�) − (Yi − Y�)n

i=1

�∑ (Xi − X�)2n
i=1 ∑ (Yi − Y�)2n

i=1
 

(7.4) 

Where Xi is observed value at ith record, Yi is predicted value at ith record, n is total number of 

data points, X� and Y�is the mean of Xi and Yi respectively. The correlation coefficient (R) is a 

statistical measure of strength of the relationship between the actual values and network 

outputs. The R can range from -1 to +1. The closer R is to 1, the stronger the positive linear 

relationship, and the closer R is to -1, the stronger the negative linear relationship. When R is 

near 0 there is no linear relationship. Network error is a value in terms of Sum of Squares, it is 

used to rate the quality of the neural network training process. The smaller the network's error 

is, the better the network has been trained. Minimization of the error is the main objective of 

Neural Network training. Sum-of-Squares is the most common error function and is the sum 

of the squared differences between the actual value (target column value) and neural network 

output. 

7.3 EIGHTEEN INPUTS BASED DEVELOPED NETWORK 

As described above, the eighteen nodes on the input layer for creating the neural network were 

the earthquake magnitude (M), hypo-central distance (Dhyp), peak ground acceleration (PGA), 

and 15 normalized spectral ordinates. A set of 421 was selected randomly from the total set of 

500 for training and cross validation and the remaining 79 was used to test the performance of 

the trained networks. Three different data sets of 421 were created and randomized. The three 

data sets were trained independently and the data set, which gave the minimum network error, 

was considered for testing the network. Fig. 7.3 shows two hidden layer network model with 

39, 35 hidden neurons each layer respectively, eighteen input neurons and one output neuron 

has been created. The trained network results and various parameters used for training are 
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mentioned in Table 7.1 and 7.2 respectively. Fig. 7.4 shows training scatter plot for predicted 

 V�S30  to target (observed) V�S30 . 

 

 

 

 

 

 

 

 

 

 

Figure 7.3: Neural network architecture (18-39-35-1) having 18 neurons in input laver, 39, 
and 35 in 1st and 2nd hidden layers respectively and 1 in output layer for site class A. 

Table 7.1: Network results for 18-39-35-1 architecture for 
class A with 18 inputs. 
Architecture Epochs Correlation Network Error 
18- 39-35-1 17000 0.987 0.000178 

Table 7.2: Parameters used for training neural network 18-39-35-1 
architecture for class A with 18 inputs. 

Description Hidden Layer Output Layer 
Transfer Function TanhAxon SigmoidAxon 

Learning Rate 0.15 0.15 
Momentum 0.9 0.9 
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Figure 7.4: Training scatter plot of predicted  V�S30 to target  V�S30 for site class A. 

 

Figure 7.5: Testing scatter plot of predicted  V�S30 to target  V�S30 for site class A. 
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Fig.7.5 shows scatter-plot for 77 data points which are used to test the prediction capability of 

above trained model. The correlation coefficient (R), the root mean square error (RMSE), and 

the mean absolute error (MAE) used to evaluate the accuracy of model are defined as  

RMSE = �
1
n
�(Xi − Yi)2

n

i=1

 

(7.4) 

MAE =
1
n
�|(Xi − Yi)|

n

i=1

 

(7.5) 

The result of testing network is defined in terms of R, MAE and RMSE mentioned in Table 7.3. 

 

 

 

 

 

7.4 RESULTS AND DISCUSSION 

As observed from the both training and testing scatter  plot Fig. 7.4 and 7.5 respectively for 

each specific strong ground motion station , a wide range of predicted  V�S30  was observed, this 

is because for each specific station a multiple record of earthquake time histories have been 

available, and get unique predicted value of  V�S30 corresponding to each record of that site. The 

predicted  V�S30  range for each particular recording site is mentioned in column 2 of Table 7.4. 

To draw some inference from testing scatter plot in Fig. 7.5 a statistical term mean and median 

to define  V�S30 for particular site have been used. Statistical term median show a good 

representation of predicted V�S30 , since it is more close to observed value of  V�S30 . 

 

 

 

Table 7.3:  R, MAE, and RMSE values of AAN model with 18 inputs used 
in test performance to predict   V�S30 for  site class A. 

Correlation MAE RMSE 
0.878 4.12 4.96 



145 

 

 

7.4.1 Prediction of  𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 Using Trained ANN Model for NGA Sites 

The generalizing capability of above trained ANN model in this section has been checked. By 

generalization, simply mean that whether the above trained network work well for outside data 

that was neither a part of training or testing. To test the prediction capability of above trained 

for other than Japanese site class A, a new data set was taken from NGA Sites (Pacific 

Earthquake Engineering Centre (PEER)-NGA (Next Generation Attenuation) database, NGA 

Flat file Version 7.3, http://peer.berkeley.edu/nga/flatfile.html.) fall in category of site class A. 

The results of predicted  V�S30   for NGA sites are summarized in Table 7.5. 

 

Table 7.4: Showing the value of predicted  𝐕𝐕�𝐬𝐬𝐒𝐒𝐒𝐒 at particular sites for testing dataset. 

Target 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 (m/s) at 
Particular Site 

Predicted 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 (m/s) 
Range at Particular 

Site 

Mean of Predicted 
 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 (m/s) Range at 

Particular Site 

Median of Predicted 
 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 (m/s) Range at 

Particular Site 

1433 1433-1271 1417 1432 

1377 1433-1177 1320 1370 

1087 1381-928 1172 1152 

1009 1290-999 1077 1050 

913 1274-854 973 941 

894 1081-845 948 922 

817 1173-774 847 827 

Table 7.5: Showing the value of predicted  V�S30  for NGA Site. 
Station Name Target 

 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒  
(m/s) at 

site 

Predicted 
 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 (m/s) 

range at site 

Mean of 
predicted 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒  
(m/s) range at 

site 

Median of 
predicted 
 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 (m/s) 

range at site 

Result 
(Good/Bad 
prediction) 

Mt Wilson –
CITSeisStaion (USA) 

822 784-1013 879 797 Good 

TTN042 (Taiwan) 845 800-1143 900 848 Good 
Vasquez Rocks Park 

(USA) 
997 894-1059 985 1003 Good 

TCU085 (Taiwan) 1000 888-1092 977 943 Good 
LA - Wonderland 

Ave (USA) 
1223 878-977 918 909 Wrong 

Gilroy Array #1 
(USA) 1428 792-1077 909 885 Wrong 

http://peer.berkeley.edu/nga/flatfile.html.�
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From Table 7.5 based on estimated value of  V�S30  in term of statistical parameter, a concluding 

remark either the prediction was good or bad have been made. It was easily conclude from the 

summary of Table 7.5 that given trained model 18-39-35-1 made a successful attempt to predict 

 V�S30 for those NGA sites having  V�s30  less than 1100 m/sec. For a site having  V�S30  greater 

than 1100 m/sec, it made a wrong prediction, which may be due to non availability of data for a 

site having  V�S30 between 1100-1400 m/sec used for training purpose (as observed in training 

scatter plot, Fig. 7.4.). 

7.4.2 Prediction of  𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒 Using Trained ANN Model for Indian Sites 

Result of estimation of  V�S30  from trained ANN model for NGA sites boost the confidence that 

the above trained model could be useful for Indian sites which fall in category of site class A. 

In India, Department of Earthquake Engineering, IIT Roorkee has installed a network of 300 

strong motion instruments covering North and North East India Himalayan belt (PESMOS, 

Kumar et al., 2012). But geophysical tests have not been carried out for these sites for V�S30 , so 

attempt has been made to use above trained network to predict  V�S30 for those Indian Himalayan 

sites where at-least 4 past earthquake time histories were available and classified as Class A 

site (Mittal et al., 2012). Fig. 7.6 shows the predicted  V�S30  for Indian sites and the results were 

summarized in Table 7.6. This estimation of  V�S30   for Indian Himalayan sites are first order 

estimation and need to be validated in future either by borehole method or any other method 

used for geotechnical investigated at these sites.  
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Figure 7.6:  Predicted Value of  V�S30   by trained ANN model for Indian Himalayan Class A 
sites. 

Table 7.6: Predicted Value of  𝐕𝐕�𝐬𝐬𝐒𝐒𝐒𝐒  by trained ANN model for Indian Himalayan Class A 
sites. 

Station 
Number 

Station Name Numbers of 
records 

available at 
each site 

Predicted 
 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒  (m/s) 

range at each 
Site 

Mean of 
predicted 

 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒  (m/s) 
range at each 

Site 

Median of 
predicted 

 𝐕𝐕�𝐒𝐒𝐒𝐒𝐒𝐒  (m/sec) 
range at each Site 

1 Bageshwar 
(Uttarakhand) 

7 1348-792 911 833 

2 Chamba 
(Himachal 

Pradesh 

5 1417-772 1000 945 

3 Gangtok 
(Sikkim) 

7 1075-797 917 909 

4 Gairsain 
(Uttarakhand) 

5 1034-779 884 880 

5 Kapkot 
(Uttarakhand) 

7 1240-778 877 794 

7 Munsayri 
(Uttarkhand) 

7 1131-774 857 780 

7 Pithoragarh 
(Uttarakhand) 

4 1427-959 1110 1027 

8 Uttarkashi 
(Uttarkhand) 

4 927-807 843 820 
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7.5 SUMMARY  

The main objective of this study was to predict V�S30 of local sites at the strong ground motion 

recording stations. This aim was achieved by the application of ANN. The experimentally 

measured V�S30  according to FEMA (357, 2000) for Japan sites as output variable and strong 

ground motion data of Japan as input (predictor) variables in Eqn.7.1, were used for ANN 

model development. The study reveals that the developed ANN model has been able to predict 

𝐕𝐕�S30  based on some of statistical inferences (R, Network Error, Mean, and Median). The 

overall evaluation of the finding obtained throughout this work reveals that the ANN based 

model prediction of 𝐕𝐕�S30 for strong ground motion recording site are quite impressive. 

Generally in GMPE’s the site condition are incorporated by considering the qualitative 

description of soil, but using ANN based model the quantitative description of soil property in 

term of 𝐕𝐕�S30 can be used for seismic hazard studies. 
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Chapter 8 

SUMMARY AND CONCLUSIONS 

 

8.1 INTRODUCTION 

One of the most challenging issues in earthquake engineering is the prediction of strong ground 

motion. The prediction is carried out using empirical/semi empirical and/or theoretical 

procedures but has not been found upto the mark as revealed from the scatter of observed to 

predicted motion in last few decades. Most of the time, strong ground motion is described in 

terms of PGA and duration albeit the whole response spectra are used in many of the studies. 

The empirical prediction requires either a larger set of data set or appropriate methodology to 

regress the data for developing prediction model. In Indian context, the data set is smaller and 

the methodologies used in prediction are generally using Ground Motion Prediction Equations 

which always have some kind of uncertainty associated because in GMPE’s always consider 

the equation form based on prior knowledge of relational information between dependent and 

independent variable as describe in chapter 2. The literature review made in the present study 

has amply shown the need of newer technologies like Artificial Intelligence viz., ANN which 

do not require any prior information about the subtle relation between independent variable (i.e. 

inputs) and dependent variable (i.e. output).  The present chapter summarizes the work carried 

out in the present study and enumerates various conclusions drawn based on it. 

8.2 SUMMARY 

The thesis include the background on strong ground motion prediction using GMPEs where 

detailed discussion  have been made of the development of GMPEs and the requirement of 

dependent and independent parameters. After reviewing the various approaches used for ANN, 

its feasibility has been worked out to predict SGM. It is of paramount interest to look into the 

characteristics of strong ground motion before its prediction. The important characteristics of 

strong ground motion have been described in Chapter 3. 

A brief description of Artificial Neural Networks pertaining to present thesis work is presented 

in Chapter 4. The qualities of ANNs to capture/understand very complex phenomenon and train 

themselves for prediction form the backbone of generating strong ground motion parameters in 
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this study. The Multilayer Perceptron neural network model is briefly discussed along with 

back propagation algorithm.  

A brief discussion is presented for Indian strong ground motion database and then a case has 

been prepared for shifting to compile and process strong motion data from K-NET database of 

Japan. The influence of soil condition on the shape of response spectra has also been 

incorporated in discussions. The classification of Japanese earthquake records as per FEMA 

356, 2000 as well as IS 1893 (Part 1): 2002 is presented. The chapter concludes with a 

comparison between the IS 1893 (Part 1): 2002 response spectra and the average and the mean 

plus one standard deviation spectra for the Japan. In present study, a total of 225978 time 

histories  from 3571 earthquakes recorded at different observatories in Japan having magnitude 

of 4 and above and source depth  less than 200 Km have been downloaded from the internet. 

Soil profile in term of Standard Penetration Test blow count value, density of soil, including P 

and S wave velocities structures were also attached to the strong motion data set for further 

processing. All the 225978 

For training of ANN dataset, each class has been divided into three multiple sets using cross 

validation approach as discussed in Chapter 4. The three multiple subsets consists of the 

training set, the validation set, and the testing set. About 68 % of data constitute the training set 

which is used to train the network and remaining 32 % was equally dividing into validation and 

test set. The validation set help to monitor the training of ANN by guard it against overtraining. 

The training was stopped when cross validation error begins to increase and the error has 

reached minimum value. Testing set was a set of data which was never exposed to ANN during 

it training phase once the training phase is over then test set was used to judge the performance 

horizontal components of earthquake records were viewed manually 

and then processed using the software developed for this purpose under this study. To reduce 

and homogenise the data set for their magnitude, distance, fault parameters, a total of 37046 

averaged horizontal components of earthquakes records were finally considered and further 

classified on the basis of Standard Penetration Test (SPT) blow count (𝑁𝑁�) as per IS 1893 

(Part1): 2002.  

The prime aim of this thesis work was the development of ANN model to predict SGM in 

terms of PGA and duration that of prime significance in earthquake engineering applications 

and as well as studies the effect of local site conditions. An ANN model has been developed 

using three different sets of inputs with seven nodes, four nodes and three nodes in the input 

layer to make prediction of PGA and duration (tD) for each respective site class. 
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of overall trained network. ANN model generally work on the concept of hidden layers with 

numbers of neurons it should have, these hidden layer layers perform some non linear function 

to extract some information from given set of data present to them. So selection of hidden 

layers with appropriate number of neurons was very critical for the optimum performance of 

network. 

Initially, an exhaustive search was carried out among a large array of networks with a single 

and double hidden layer with different number of neurons and based on correlation coefficient, 

best five performing architectures were chosen. The best performing network in terms of 

correlation coefficient and network error from the chosen architecture were once again trained 

for increasing number of epochs, the training was stopped when the validation error was 

minimum in order to obtain the suitable network model. 

In first section of work the seven nodes architecture consists of the input layer as earthquake 

magnitude (M), hypo-central distance (Dhyp), focal mechanism (FM), average shear wave 

velocity( V�S30 ); average SPT blow count  (N�) ; average shear wave velocity( V�P30 ); and 

average density of soil  (ρ�)  and one node on the output layer as PGA. The results of this 

architecture for all the classes namely A, B, and C are summarized in this section. The sample 

size considered for the three classes A, B and C are 214 (142, 36, 36), 1825 (1303, 291, 291) 

and 1926 (1310, 308, 308), respectively. The figures in parenthesis give the number of data 

selected randomly for training, validation and testing respectively. The performance of ANN to 

predict PGA using three cases (with 7 inputs, 4 inputs and 3 three inputs on input layer) for 

three classes of soil can be adjudged based on the parameters like correlation coefficient (R), 

root mean squared error (RMSE) and mean absolute error (MAE). The value of R is a measure 

of goodness of fit between target and predicted outcome, but extreme values heavily affect it 

with its range lying between 0 and 1. For value of R greater than 0.8, there is a strong 

correlation exists between two set of variables. For iterative algorithm RMSE is a better choice 

of measure of error since it gives a relatively large weight to higher errors than small errors 

whereas, MAE give equal weights to all errors present in dataset, is just simply measure the 

average magnitude of the errors in a dataset, without considering their direction. MAE have the 

advantage that it cannot distinguish between overrated and underestimated predicted values, 

and does not get too much influence by higher value.   

For the prediction of PGA, the values of R are observed to be almost ~0.8 for all the cases 

showing a good correlation between observed and predicted data. However, it may be noted 
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that in all the classes the values of ‘R’ are at its minimum i.e., less than 0.8 in case of 4 inputs 

showing that either the reported focal mechanisms do not match with the actual physical 

process or this parameter is least correlated showing its relatively lesser influence on the 

predicted value. The values of parameters used for neural network for various architectures are 

also given in respective tables along with the scatter diagrams showing the observed and the 

predicted values. For example, Fig. 6.5 shows testing scatter plot of predicted PGA to target 

PGA for site class A with 7 inputs. The figures reveal that the prediction is good upto 40 gals. 

Similar trend can be observed in Fig. 6.7 showing testing scatter plot of predicted PGA to target 

PGA for site class B and Fig. 6.9 testing scatter plot of predicted PGA to target PGA for site 

class C. The similar trend is true for inputs 4 and 3 for all the three classes.  Based on the 

observation a conclusion of good prediction in lower range of PGA values can be easily drawn. 

In 2nd section a similar exercise to predict SGM duration was carried out for all the three 

classes with same cases of 7, 4 and 3 inputs on input layer. Figure 6.25 to Fig. 6.44 shows the 

training and testing scatters for the predicted and observed values. The error quantification has 

been carried out in terms of R, MAE and RSME as given in Table 6.75. The values of R is 

almost more than 0.8 for all the cases showing a good correlation between observed and 

predicted data except for two cases of 4 and 3 layers in Class A. The scatter diagram reveals 

that the duration between 10 to 50 seconds can be predicted faithfully from this approach. The 

duration definition and its formulae used by various workers generally show much more scatter 

than the one seen in the prediction diagrams using ANN.  

The ANN approach applied to predict PGA and duration in the present study has been tested 

for the data which was not included in the training part and the error analysis along with the 

scatter diagrams shows that this approach is a good option to be used as an alternate method to 

the empirical or theoretical prediction of SGM in terms of PGA and duration.  

In last section of work objective of this study is to predict V�S30  of local sites at the strong 

ground motion recording stations. This aim is achieved by the application of ANN. The 

experimentally measured  V�S30   according to FEMA (356, 2000) for Japan sites as output 

variable and strong ground motion data of Japan as input (predictor) variables in Eqn. 7.1, are 

used for ANN model development. Table 7.5 presented the result to predict V�S30  for NGA sites 

by above trained eighteen input based model and it was concluded that the given trained model 

18-39-35-1 made a successful attempt to predict V�S30 for those sites having V�S30 between 760 - 

1100 m/sec. For a site having V�S30 greater than 1100 m/sec made a wrong prediction, this is 
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due to non availability of data for a site having  V�S30  between 1100-1400 m/sec used for 

training purpose (as observed from Fig. 7.4.). Finally above trained model has been used to 

predict  V�S30  for Himalayan sites where at least four previous recorded earthquake time 

histories were available. The study results that the developed ANN model is able to predict 

 V�S30  based on some of statistical inferences (R, network error). The overall evaluation of the 

findings obtained throughout this work reveals that the ANN based model prediction of  V�S30 

for strong ground motion recording site are quite impressive. Generally in GMPE’s the site 

condition are incorporated by considering the qualitative description of soil, but using ANN 

based model the quantitative  description of soil property in term of 𝐕𝐕�S30  can be used for 

seismic hazard studies. 

 

8.3 CONCLUSIONS 

In present study the feasibility of using Artificial Intelligence to Predict Strong Ground Motion 

Parameter has been carried out. The main objective was to develop ANN's (i.e. Artificial 

Neural Networks) to predict SGM, duration of SGM and local site condition from the observed 

SGM at a given site using different combination of inputs i.e. magnitude, hypo-central distance, 

average shear wave velocity, focal mechanism, average primary velocity, average soil density, 

average Standard penetration Test (SPT). The results show that the ANN can be used as an 

alternate methodology instead of prediction through GMPEs. The main conclusions drawn 

from the present research work are enumerated as below: 

 
1. An alternate methodology for prediction of Strong Ground Motion has been developed 

in the present study 

2. Artificial Intelligence has been critically reviewed for its use in earthquake Engineering 

and it may be used to predict  Strong Ground Motion  

3. An ANN has been developed to integrate methodology to predict SGM, local site 

conditions and duration of SGM from the observed SGM at a given site.  

4. The results of the prediction of PGA and SGM based on the Japanese data have been 

validated using the data set which was not used in training. The trained network has 

been used for Indian conditions and the error analysis  reveal that the same can be used 

to predict SGM along with its duration for A, B and C class of soil. 
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5. The ANN with architecture as 18-39-35-1 and with eighteen inputs including 

magnitude, hypo-central distance, PGA and fifteen normalized spectral ordinates has 

been developed for predicting average shear wave velocity for the site. 

6. The ANN has been applied to NGA model and after validation has been used for Indian 

conditions, in Himalayas where the error analysis reveals a good match with the 

observed data. 

8.4   SCOPE FOR FURTHER STUDY 

There is no limit on the future development of such methodologies but a brief list has been 

proposed to be the future scope of the present work which is not exhaustive in itself due to 

limited knowledge of future trends.  

1. The performance of networks can be improved by carrying a detailed parametric study 

on the optimal network to be used to predict strong motion parameters. Future work 

may also examine the application of hybrid artificial intelligence techniques, Support 

Vector. 

2. The present work can be extend for better performance by further classification of data 

based on local and regional earthquake. 

3. The present work can be extended for the prediction of additional strong motion 

parameters such as peak ground velocity, peak ground displacements, spectral values 

etc. 

4. The present work can be extended by including additional terms, such as basin depth, if 

these can be unambiguously supported by data.  

5. This work can further be extended for vertical components of earthquake records.  
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