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ABSTRACT 

_______________________________________________________________________________ 

 

The present thesis deals with the research work carried out for the automatic severity 

evaluation of the mitral regurgitation (MR). MR is a common heart valve disorder. In present days, 

the clinicians carry out this task by extracting the regurgitant jet area from the echocardiographic 

images, manually. Since, the echocardiographic images primarily suffer from the multiplicative 

speckle noise, efforts have been made to clean the echocardiographic images to enable clinicians to 

obtain higher MR assessment accuracies. Here after, in the thesis, only the word images shall be 

used to refer to the echocardiographic images. Digital image processing has been done in the 

MATLAB environment. 

To facilitate the manual analysis of the MR images by the clinicians the research efforts have 

been worked out to provide clinicians with the much better contrasted enhanced and almost 

completely de-speckled images with the view to improve accuracy of his assessment because of 

the improved visual enhancement.  The contrast enhancement has been achieved using the 

proposed modified log transformation technique and the images has been de-speckled using the 

newly developed two techniques; the Hybrid Speckle Reducing Anisotropic Diffusion (HSRAD) 

filter and the Modified Non-linear Complex Diffusion (MNCD) filter for cleaning the images of 

the multiplicative speckle noises.  

For the contrast enhancement the log transformation has been modified to give better contrast 

enhanced images than the one which are obtainable using conventional log transformation. Results 

demonstrate that the proposed modified version of log transformation gives better image 

enhancement one obtainable using conventional log transformation technique. The results are 

better balanced contrasted images bearing much higher quality indices proving to be more useful 

for manual processing in assessing the MR severity.  

For de-speckling the two newly developed algorithms have been proposed which produce 

much better results when compared with the results obtainable using existing filters which are also 

employed on echocardiographic images besides other types of images. These two new filters allow 

clinicians to carry out flawless diagnosis. 

One of the proposed de-speckling filters is a hybrid filter, namely HSRAD filter is a 

combination of speckle reducing anisotropic diffusion (SRAD) filter and the relaxed median filter. 
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Experiments are carried out on a number of images. Results show significant reduction in speckle 

noise while retaining the edges at the same time. The proposed filter removes speckle noise as well 

as the impulse noise and enhances the edges. The second proposed de-speckling filter MNCD filter 

is developed to remove speckle noise more effectively from the images and provides much better 

enhancement even of the finer details of the image. The performance of the MNCD filter has been 

found to be much better than the existing de-speckling filters with particular reference to 

echocardiographic images. The results are compared with the results of the other existing filters. 

The clinicians’ assessment of MR, carried out manually, is thus, taken as the ground truth to 

compare with the results obtained from the following designed and developments of algorithms for 

‘Automatic MR Severity Evaluation’ techniques. 

The thesis presents the three novel approaches for automatic MR severity grade evaluation. 

The first approach is the boundary detection of heart’s chambers. Two new algorithms viz. the Fast 

Region Based Active Contour Model (FRACM) and the New Selective Binary and Gaussian 

Filtering Regularized Level Set (NSBGFRLS) model have been proposed for the purpose of above 

stated boundary detection. 

The second approach is the detection of MR jet area which employs the two newly proposed 

techniques; A Region Growing based Mosaic Jet Segmentation (RG-MJS) and the Combined 

Wavelet and Watershed Transformation based Mosaic Jet Segmentation (CWW-MJS), for carrying 

out automatically the MR mosaic jet segmentation and evaluation of its area. 

The third approach has been the Vena Contracta Width (VCW) detection. A technique which 

automatically finds out the location of VC and calculates the VCW has been developed and 

proposed. The results evaluated automatically using the proposed technique and assessed manually 

by the clinicians are compared. The comparison corroborates results within very close limits.  

In case of significant MR, left ventricle has to accommodate both the stroke volume and 

regurgitant volume with each heart beat so it leads to volume overload of the left ventricle. The left 

ventricle dilates and becomes hyper-dynamic for compensation. The left atrial and pulmonary 

venous pressures increase sharply in case of acute severe MR, leading to pulmonary congestion 

and pulmonary edema. A gradual increase in left atrial size and compliance compensates in 

chronic MR, so that left atrial and pulmonary venous pressures do not increase until late in the 

course of the disease. An increase in after load, contractile dysfunction, and heart failure occur in 

case of progressive left ventricular dilation. This entails the detection of boundaries of heart’s 

chambers, for which two new models, viz. the Fast Region Active Contour Model (FRACM) and 
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the Novel Selective Binary Selective Regularized Level Set (NSBGFRLS) have been developed 

and presented in the thesis. The proposed models the FRACM and the NSBGFRLS are the much 

faster algorithms than the existing algorithms to detect the boundaries of the heart chambers.  

The performance of these two boundary detection models has been experimented and the 

results are tabulated, plotted and compared with the performance of other existing models which 

are also employed for boundary detection of echocardiographic images. The performance of the 

models has been found to be much superior to other existing models. 

The second approach to detect the severity grades of MR is to evaluate the value of the MR jet 

area. The objective is to segment out the color mosaic pattern from the color Doppler image. At 

present the clinicians draw this area and assess the value of the regurgitation jet area manually. If 

this area is found out automatically then it will save a lot of time of the clinicians and allow higher 

measurement accuracies.  

The two novel methods, RG-MJS and CWW-MJS have been proposed for the automatic 

evaluation of the mosaic MR jet area.   The methods have been applied on some ten patients who 

were suffering from varied grades of MR severity from mild to severe. The RG-MJS method is 

recommended for those patients who are suffering from moderate or severe MR.  Whereas the 

method CWW-MJS is recommended for all the patients who may be suffering from MR of any one 

of the three severity grades viz. mild, moderate and sever. The results of experiments have been 

compared with the results of manual assessment of MR assessed by the clinicians as the ground 

truth. 

The third approach to detect the severity grading of MR is to calculate the vena contracta 

width (VCW) of the MR jet. The narrowest part of the jet that appears just downstream from the 

orifice is referred to as the vena contracta. High velocity and laminar flow are the characteristics of 

the vena contracta. A mathematical expression has also been proposed for the calculation of VCW. 

The VCW is smaller than the anatomic regurgitant orifice to some extent due to boundary effects. 

It is difficult to locate this narrowest part exactly in TTE or TEE images. It entails to develop a 

method which should process the MR images to locate and find out the numerical value of VCW. 

A simpler method than the complexity of the mathematical derivation has been developed and 

proposed for getting the numerical value of the vena contracta width. The proposed method also 

automatically finds out the location of the VCW for which it does not require zooming out of the 

vena contracta width portion of the MR jet images. 
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Clinical values have been taken as ground truth for the jet area and vena contracta width 

comparisons. MR severity comparison has been done between clinical values and values obtained 

from proposed methods. Results are very much in agreement and within very close limits. 

The results of experiments are very encouraging and the proposed developments find clinical 

applications. To demonstrate application a Graphical User Interface (GUI) which is supported by 

all the existing and the proposed algorithms has been designed.  With the help of the proposed GUI 

the clinicians or any other user will be able to process images just by selecting the name of the 

method from the GUI panel; without going in to complexity of the mathematical treatment of the 

techniques. The GUI facilitates processing of images, provides comparison between different 

methods, and also displays the measured values of MR jet area and VCW in terms of numerical 

digits.     
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CHAPTER 1 

INTRODUCTION 

_______________________________________________________________________________ 

 

1. 1 INTRODUCTION 

  The heart is a muscular structure and is central component of the vertebrate cardiovascular 

system. It pumps the oxygenated blood from the lungs to the body and back again de-oxygenated 

blood from the body to the lungs in a closed system. Blood is carried away from the heart in 

arteries and arterioles, and returned to the heart in venules and veins. Blood transport is vital to 

bring oxygen and nutrients to the body’s tissues, as well as to remove carbon dioxide and waste 

products/ chemicals [286]. 

  The human heart is located between the lungs. Because of slight tilting of its apex on the left 

side of the chest it creates heart rhythm or beating on the left side of the chest and makes an 

illusion that the heart is located just there. The size of a human heart is that of the tightly closed 

fist. It beats about 100,000 times in a day. 

 

1.2 COMMON HEART FUNCTION 

  Although the heart pumps blood, delivering oxygen to the entire body’s muscles and organs in 

order for them to function, it also needs its own oxygen enriched blood to work properly. The  

heart functions as a large muscular pump with arteries, veins, valves and an electrical system. The 

electrical system triggers the pulses for; thereby stimulating the heart to beat. The heart muscles 

then squeeze the blood to push the oxygenated blood throughout the entire body in one large 

arterial circuit and the deoxygenated blood through the pulmonary arteries to the lungs. The two, 

one-way, valves create separation between the four different chambers, namely, LA and LV, and 

RA and RV, for forming the dual pumps of the heart adjusting both rate and flow of the 

oxygenated and deoxygenated blood throughout the each cardiac cycle or the heart beat. The more 

activity one performs, the more the heart muscles have to work in order to supply needed quantity 

of the blood to the muscles to be utilized during the activity.  

 

 



Processing of echocardiographic images with reference to mitral regurgitation 

2 

 

1.3. HEART VALVES  

Heart valves can be categorized as follows: 

 

Heart valves 
 

 

            Atrioventricular Valves                                                          Semiluner Valves 

 

 

   Mitral Valve         Tricuspid Valve (b)                            Aortic Valve (c)       Pulmonary Valve (d)                                         

(Bicuspid Valve) (a) 

              Figure 1.1 Chart to classify heart valves 

 

Figure 1.2 Heart Valves (Courtesy: D. H. Adams. 2010) 

 

The two atrioventricular one-way valves are thin structures that are composed of endocardium 

and connective tissues. These valves, namely, the bi-cuspid/ mitral and the tricuspid 

atrioventricular valves are located between the left atrium and the left ventricle, and the right 

atrium and right ventricle, respectively. The two semiluner one-way valves are made up of three 

flaps each of endocardium and connective tissues reinforced by fibers which prevent the valves 

from turning inside out, shaped like a half moon so the name semiluner aortic and pulmonary 

valves, respectively. These valves are located between aorta and left ventricle and between the start 

of pulmonary artery and right the ventricle. 
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The one-way-blood flow in the heart is maintained with the help of four heart valves that lie at 

the exit of each of the four chambers of the heart. These four heart valves allow only the one-way 

flowing of the blood in the forward directions and restrict the backward flow of the blood.  

Sequence of blood flow is from the right and the left atria into the right and left ventricles through 

the open tricuspid and mitral valves, respectively.  The atrio-ventricular valves open and close 

passively according to the changes in pressure in the chambers. They close when the pressure in 

ventricular systole (contraction) the pressure in the ventricles rises above that in the atrium and the 

valves snap shut, preventing backward flow of blood. The contraction of the ventricles leads to 

forced opening of the pulmonic and aortic valves, to pump the blood from the right and left 

ventricles through the open valves into the pulmonary artery toward the lungs, and through the 

aortic valve to the aorta, and the body. At the end of ventricle contraction it begins to relax and the 

aortic and pulmonic valves snap shut during the diastole. These valves prevent blood from flowing 

back into the ventricles. This pattern keeps on going again and again, causing blood to flow 

continuously from the heart to the lungs and the body.  

 

1.4 MITRAL VALVE 

The normal mitral valve opens when the left ventricle relaxes (diastole) allowing blood from 

the left atrium to fill the decompressed left ventricle.  

 

Figure 1.3 Mitral Valve Parts (Courtesy: D. H. Adams. 2010) 
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Pressure in the left ventricle increases during the systole or the contraction of the left ventricle. 

This increased pressure leads to close the valve, and restricts the flow of blood from leaking into 

the left atrium. At this time the blood flows through the aortic valve to the aorta and to the body. 

All the valvular apparatus such as annulus, leaflets and subvalvular apparatus work in a complex 

manner for the proper functioning of the valve. (Fig. 1.3). 

The mitral leaflet tissues are organized in three layers: fibrosa, spongiosa, and ventricularis 

Table 1.1 [131] [250] describes location, composition and functions of these layers. 

 

Table 1.1: The Layers of Valve Tissue: Fibrosa, Spongiosa, and Atrialis/Ventricularis 

Layer Location Composition Function 

Fibrosa Faces the LV 

 

High concentration of 

collagen, thickest layer 

Bears most of the load 

during coaptation 

Spongiosa 

 

Middle layer 

 

High concentration of 

glycosaminoglycans (GAG) 

and proteoglycans (PG) 

 

Provides shear between 

outer support layers and 

diffuses gasses and 

nutrients 

Atrialis 

(Ventricularis 

for Semilunar 

valves) 

Faces the LA 

 

High concentration of 

collagen and elastin, 

thinnest layer 

 

Elastin allows for strain 

when valve is open 

 

(Courtesy J. D. Bronzino, The Biomedical Engineering Handbook.: CRC Press, 1995) 

 

1.5 HEART DISEASES 

Different heart diseases are the abnormalities which affect the heart valves functions, the 

function of heart's electrical system, the heart muscle itself, and the coronary arteries malfunctions. 

Some common heart diseases are as follows: 

1. Coronary Artery Disease or CAD.  

2. Myocardial Infarction (MI) — a severe type of heart disease. 

3. High blood pressure (Hypertension). 

4. Heart Valve Disease. 

5. Cardiomyopathy, or Heart Muscle Disease.  

6. Pericarditis. 

7. Rheumatic Heart Disease 
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1.5.1 Mitral Valve Diseases  

Mitral Valve diseases broadly can be of three types- Mitral Stenosis: Narrowing of the mitral 

valve orifice impeding the diastolic flow of blood from the left atrium into the left ventricle, Mitral 

Regurgitation: The backward flow of blood into the left atrium during systole; may be acute or 

chronic. The mitral valve prolapse: Posterior displacement or the anterior posterior or both mitral 

valve leaflets bent towards the left atrium may be the reason. Out of all these diseases the mitral 

valve regurgitation has been chosen as the topic of the present research work as the mitral valve 

diseases are the second most common valvular lesions, preceded only by the aortic stenosis. Study 

of mitral regurgitation is understood to cover all the other mitral valve diseases.  

1.5.2 Mitral Regurgitation 

A common heart valve disorder is mitral regurgitation (MR), or mitral insufficiency. When the 

heart is affected by the mitral regurgitation, blood flows backwards through the mitral valve during 

the heart contraction and there is a reduction in the blood which is to be supplied to the body. 

If MR does not progress then the amount of MR is small; the backward leak has no significant 

consequences. But if there is significant MR then the left ventricle has to do more work to fulfill 

the oxygenated blood demand of the body. To fulfill this increased demand the heart muscles i.e. 

myocardium and the circulatory system undergo a sequence of changes. These types of changes 

take a long period of time, sometimes several years or decades which depend upon the severity of 

the regurgitation. The causes of mitral regurgitation also determine how quickly the heart begins to 

fail i.e. they give the information of failer in terms of weakening of heart apparatus. Weak 

apparatuses  are the sources of a sudden heart attack.  

1.5.3 Mitral Regurgitation Causes 

Mitral regurgitation may increase from mild to severe due to the various cardiac diseases or 

other heart valve abnormalities. Some of these are as follows: 

 Mitral valve prolapse— Due to deformation and elongation of valve leaflets, the normal 

coaptation of the leaflets gets restricted. This is known as mitral valve prolapse. Due to this 

abnormality in valve motion, the blood flow direction gets partially reversed. The blood 

leaks backward from left ventricle to the left atrium. The mitral prolapse may ranges from 

mild to severe. 



Processing of echocardiographic images with reference to mitral regurgitation 

6 

 

 Infective endocarditis — Sometimes heart valves are infected by bacteria, fungus or by 

some other organisms that affect the blood stream. This infection is known as infective 

endocarditis (IE). They stuck on the valves and some abnormal structure grows up known 

as vegetation. This vegetation makes the valve thick and changes their direction, thus, 

restricting leaflets to join during the closing operation. Endocarditis develops faster on the 

previously abnormal heart valves than in case of a normal heart valve. 

 Rheumatic fever — Rheumatic fever occurs due to the throat infection. If this infection is 

not treated then it creates body illness. Inflammation on the heart valves and some more 

valvular complications occur because of the rheumatic fever. Rheumatic fever can be easily 

seen in the patients from the developing countries, while it is less seen in the patients from 

the developed countries because of the awareness about this disease. 

 Congenital heart abnormality — Mitral regurgitation may also occur in the patients having 

child-born abnormalities in the heart.  

 Other types of heart disease — Heart attacks, and muscle injuries and abnormalities may 

also lead to mitral regurgitation.  

 Trauma — When the valve chords are broken than there is a sudden displacement of the 

leaflets and leaflets are not able to withstand their normal position. These flailed leaflets are 

not able to join and allow the valvular leakage which is severe.   

1.5.4 Mitral Regurgitation Signs and Symptoms 

Some patients show up no symptoms of mitral regurgitation. In case of mild and moderate 

regurgitation patients may never show up the symptoms and serious complications. Sometimes 

patients who may be suffering from severe mitral regurgitation, they may not show up any signs 

and symptoms. MR symptoms in these patients may be seen if their left ventricle becomes 

abnormal, atrial fibrillation occurs or pulmonary hypertension occurs. When the blood pressure 

gets increased in the pulmonary artery, the pulmonary hypertension occurs. This increases the 

workload on right side of the heart and it becomes difficult to supply an adequate oxygenated 

blood to the body. 

If the left ventricle gets enlarged in the severe manner there will be some severe heart disease 

to the patients and there may be chances of heart failure. In these patients some abnormal signs 
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may seem like weakness, breath shorting during work, and there may be collection of fluid in the 

lower legs and abdomens leads to swelling in foot. 

1.5.5 Mitral Regurgitation Diagnosis 

Mitral regurgitation may be diagnosed if a heart murmur is heard by the clinician with a 

stethoscope. The change in heart sound is due to back-flow of blood through the mitral valve. The 

turbulent backward flow of blood is the main source of the heart murmuring. 

Reasons of heart murmur may be one or more. Some diagnostic tests may be done to determine 

the reasons of the murmur. Other tests like ECG examining, Chest X-ray, Echocardiogram etc. 

may be essential to calculate the main cause of MR. 

Echocardiography and color Doppler have their own utility in the evaluation of MR extent, 

however, they exhibit their own advantages/disadvantages and limitations. Table 1.2 is presented 

to describe these characteristics along with the use of Doppler parameters in evaluating MR 

severity. 

Doppler parameters and grading severity of MR are presented in Table 1.3. These quantitative 

parameters help clinicians to sub-classify the moderate regurgitation group into mild to moderate 

and moderate to severe. 

Doppler is the method which detects the mitral regurgitation. The M-mode or two-dimensional 

echocardiography is not able to find out the specific sign of the MR. It is possible to see the 

progress of the mitral regurgitation by the continuous echocardiographic examination.  These 

changes can be seen by taking echocardiograms on a time interval. 

The volume overloading in the left atrium or in the left ventricle is the initial 

echocardiographic feature of mitral regurgitation. Volume overloading occurs due to the stroke 

volume transfer between the two chambers. However, the thickness of wall is normal (because the 

wall mass increases at the time of enlargement). If the end-diastolic dimension become greater 

than 5.5 cm, and a noticeable hyperdynamic wall motion is seen on the interventricular septum 

than the left ventricular volume overload is easily recognized.  
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Table 1.2: Mitral Regurgitation Severity Evaluation Parameters: Utility, Advantages and Limitations 

(curtsey: publication by Pinjari Abdul Khayum) 

 

LV: Left Ventricle, CW: Continuous Wave Doppler; EROA: Effective Regurgitant Orifice Area; LA: Left Atrium; PISA: Proximal 

Isovelocity/Surface Area, PW: Pulsed Wave Doppler; MR: Mitral Regurgitation; RVol: Regurgitant Volume 

 Utility/advantages Limitations 

Structural 

parameters: 

 

 

 

 

LV and LA size 

 

 

Sensitive to enlargement for a chronic significant MR, 

generally outcomes are important. Significant chronic 

MR is excluded with normal size virtually.  

In other conditions enlargement can be 

seen.  In acute significant MR, it may be 

normal  

MV leaflet/support 

Apparatus 

Ruptured papillary muscle  and flail valve specific for 

significant MR. 

In significant MR Other abnormalities do 

not imply.  

Doppler 

parameters: 

 

 

 

 

 

Jet area-color flow 

 

Quick and simple, screen for mild or severe central MR; 

spatial orientation of jet evaluation. 

Subject to variation of technical, 

hemodynamic; significantly under-

estimates severity in wall-impinging jets. 

 

Vena contracta 

width 

 

Simple, good, quantitative at identifying mild or severe 

MR 

 

 

Not useful for multiple MR jets; 

confirmation is required for intermediate 

values. Small values; thus small error 

leads to large % error. 

 

PISA method 

 

 

Quantitative; Presence of flow convergence at Nyquist 

limit of 50-60 cm  sec-1 alerts to significant MR. Provides 

both, volume  and lesion severity (EROA)  overload (R 

Vol) 

Less accurate in eccentric jets; not valid in 

multiple jets. Provide peak flow and 

maximal EROA. 

 

Flow quantization-

PW 

Quantitative, valid in multiple jets and eccentric jets. 

Provides  both lesion severity (EROA, RF) and volume 

overload (R Vol) 

 

Measurement of flow at MV annulus less 

reliable in calcific MV and/or annulus. 

without the use  of  pulmonic site  Not 

valid with concomitant significant AR. 

Jet profile-CW Simple, readily available Qualitative; complementary data. 

 

Peak mitral E 

velocity 

 

Simple, readily available, A-wave dominance excludes 

severe MR 

 

Influenced by LA pressure, LV relaxation, 

MV area and atrial fibrillation. 

Complementary data only, does not 

quantify MR severity. 

Pulmonary vein 

flow 
Simple, Systolic flow reversal is specific for severe MR 

Influenced by atrial fibrillation,  LA 

pressure. Not accurate if MR jet directed 

into the sampled vein. 

http://search.ebscohost.com/login.asp?r=1.97287653997833&svr=4&lang=en_us&x?direct=true&db=ECD&AN=37808673&site=ehost-live&EPSource=esi
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Table 1.3: Qualitative and Quantitative Parameters useful in Grading Mitral Regurgitation Severity 

(curtsey: publication by Nuasheen Akhter )  

 Mild Moderate Severe 

Structural parameters:    

LA size Normal* Normal or dilated Usually dilated** 

LV size Normal* Normal or dilated Usually dilated** 

Mitral leaflets or support 

apparatus 
Normal or abnormal Normal or abnormal 

Abnormal/flail leaflet/ruptured papillary 

muscle 

Doppler parameters:    

Color flow jet area x 

Small, central jet 

(usually <4 cm2 or 

<20% of LA area). 

Variable 

Large central jet (usually >10 cm2or >40%  
 

of LA area) or variable size wall impinging  
 

jet flowing in LA. 

Mitral inflow-PW A wave dominant   Variable E wave dominant f (E usually 1.2 m sec-1) 

Jet density-CW Incomplete or faint Dense Dense 

Jet contour-CW Parabolic Usually parabolic Early peaking-triangular 

Pulmonary vein flow Systolic dominance§ Systolic blunting § Systolic flow reversal ↑ 

Quantitative parameters :    

VC width (cm) <0.3 0.3-0.49  0.5 

RVol (mL beat-1) <30 30-44, 45-59  50 

RF (%) <30 30-39, 40-49  60 

EROA (cm2) <0.20 0.20-0.29, 0.30-0.39  0.40 

 

LV minor axis   2.8 cm m-2, LV end-diastolic volume   82 mL m-2, maximal LA antero-posterior diameter    2 cm m-2, 

maximal LA volume    36 mL m-2 (2,33,35); RF: Regurgitant Fraction; RVol: Regurgitant Volume, VC: Vena Contracta; *: 

Unless there are other reasons for LA or LV dilation. Normal 2D measurements: **: Exception: acute mitral regurgitation; x: At a 

Nyquist limit of 50-60 cm sec-1; ↑: Pulmonary venous systolic flow reversal is specific but not sensitive for severe MR; f: Usually 

above 50 years of age or in conditions of impaired relaxation, in the absence of mitral stenosis or other causes of elevated LA 

pressure; §: Unless other reasons for systolic blunting (e.g., atrial fibrillation, elevated left atrial pressure); Y: Quantitative 

parameters can help sub-classify the moderate regurgitation group into mild-to-moderate and moderate-to-severe. 

 

The present thesis is devoted on (i) the enhancement and de-speckling of the two-dimensional 

echocardiographic images for the better view, (ii) the automatic LA and LV boundary detection for 

making it convenient for the clinicians to recognize and assess the enlargement of the two 

http://dx.doi.org/10.1007/978-1-84996-151-6_17
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chambers due to mitral regurgitation. , (iii) the automatic jet area detection and assessment, which 

is directly related to the severity level of mitral regurgitation, and (iv) on the automatic detection 

and measurement of vena contracta width. 

 

1.6. ECHOCARDIOGRAPHY 

The size of cardiac chamber, wall motion, wall thickness, valve motion, valvular anatomy, the 

proximal great vessels and the pericardium can be detected by the echocardiography. Cardiac 

functionality and their anatomic relationships can be seen as a live picture with echocardiography. 

Echocardiography is a very sensitive tool in regard to find out the pleural and pericardial fluid, to 

find out the mass lesions which may be inside or near the heart. Echocardiography is effective to 

find out the congenital heart diseases, diagnose the myocardial or valvular related pathology. It is 

safe because the transthorasic echocardiography (TTE) is done without the use of chemicals 

insertion, which may damage the myocardium. 

1.6.1 Principles of Echo 

Ultrasound has high frequency (>20,000 Hz), pulsed sound waves. When ultrasound waves 

enter the tissues they transmit through the tissues and based on the acoustic impedance of the 

tissues they are reflected back.  The density of the tissue times the velocity at which sound wave 

travels through the tissues is the acoustic impedance of a tissue. Ultrasound reflection depends 

upon the mismatching of the impedances between the two tissues. Higher the difference higher is 

the reflection. The bones have high acoustic impedance, whereas, the air has low acoustic 

impedance, relatively. Therefore, the bone-tissue and the air-tissue interfaces exhibit very high 

mismatch of acoustic impedance resulting in high reflection of ultrasound waves. So imaging of 

the deeper structures is restricted when the ultrasound beam intersects the air filled and bony 

structure because they reflect the beam to image their outer structure. Therefore, some suitable 

places have been selected to take the image of the heart. So, for echocardiography,  intercostal 

spaces within the cardiac windows (where the heart is against the thorax, without intervening 

lungs) or from subcostal windows (depending upon the species) have been chosen.  

Speed of ultrasound wave varies depending upon the tissue type through which it is 

propagating. Through the soft tissue the speed of ultrasound beam is seen to be approximately 

1540 m/sec. On the basis of the relation with the transducer’s parameters, the size, thickness and 
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the location of the soft tissues can be calculated at any point and at any instant. The reflection, 

refraction and transmission rules of the ultrasound wave are as the laws of geometric optics. 

Reflection, refraction and absorption of the ultrasound wave depend upon the difference of 

acoustic impendence at the interference. As the ultrasound beam is distanced from the transducer 

its intensity gets decreased because of the scatter, divergence, absorption, and reflection of energy 

of the wave at the interferences of the tissues. When the ultrasound beam is perpendicular to the 

images-structure it forms the highest reflection to create a strong echo. Transducer receives theses 

reflected echoes and creates an image on the ultrasound machine. Most of the time (about 99% of 

the total time) the transducer acts as a receiver. The images which are formed by the transducer can 

be displayed on the monitor, or recorded for future use, or  printed on a paper. Optical Cd’s can be 

recorded to form a data bank. 

1.6.2 Modes of Echocardiography 

Echocardiography used in clinical areas can be classified into three modes: M-mode, two-

dimensional (2-D, B-mode or real time), and Doppler echocardiography. These different modes of 

echocardiography are used during the each echocardiographic examination. One type of 

echocardiographic examination creates a complimentary finding from the other modes of the 

examination. Different modes are performed simultaneously. 

1.6.2.1 M-mode Echocardiography 

A high sampling rate is used in M-mode echocardiography. High clarity images are obtained 

from the M-mode echocardiogram, which leads to accurate measurements of cardiac dimensions 

and for the evaluation of cardiac motion.  It is very difficult to place the M-mode beam at the 

appropriate location in the heart and therefore it is difficult to obtain the clear echoes, and carry out 

critical measurements. It is difficult to obtain meaningful results from the calculations performed 

on the obtained measurements. The right parasternal position permits the standard view of M-

mode. To avoid the inclusion of the papillary muscles which are in the left ventricle free wall the 

M-mode cursor should be positioned within the heart in case of the right parasternal short axis 

view. There are the mitral valve, the left ventricle wall (at the level of the chordae tendineae), and 

the aortic root (aorta/ left atrial appendage) views, are included through the standard M-mode 

view. A linear sweep is added to show motion patterns, as a graphic displays as shown in Fig. 1.4. 
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Figure 1.4 “M-Mode” Display of the Motion Pattern of the Mitral Valve. The Beam Direction is 

indicated on the Small Image Icon at the Top of the Display. 

 

 

 

1.6.2.2 Two-Dimensional Echocardiography  

A real time image of both depth and width of a plane of tissue is obtained in two-dimensional 

echocardiography. So it is easier to obtain the various results of the different structures of the heart 

than with the M-mode echocardiographic images.  It is possible to take infinite number of imaging 

planes through the heart; however, there are some standard views, which are used to evaluate the 

extra cardiac and intra cardiac structures.  

More information about the shape and size of the heart is obtained in two-dimensional 

echocardiography than M-mode. Two-dimensional echocardiography also gives the spatial 

relationships of its structures during the cardiac cycle. M-mode and two dimensional recordings 
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both are done simultaneously for getting the more information about cardiac anatomy and clinical 

values. This makes echocardiography a major diagnostic tool. Fig. 1.5 shows the image obtained 

with the help of  2-D echocardiography. 

     

 

Figure 1.5 Two-Dimensional Echocardiography of Mitral Valve. 

 

1.6.2.3. Doppler Echocardiography   

Blood flow patterns, velocity and direction is obtained using Doppler imaging. Color Doppler 

works based on the detection of change of frequency of reflected ultrasound waves. The 

phenomenon is referred to as Doppler shift. This change I frequency occurs as the ultrasound 

waves reflect off the moving blood cells, which are either moving towards the transducer or away 

from the transducer. In this way the color Doppler helps us in documenting and quantifying the 

insufficiency of the mitral valve which is also referred to as Mitral stenosis or MR. An accurate 
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measurement of blood flow velocity is possible if the direction of blood flow is precisely parallel 

to the direction of US beam. The results become increasingly inaccurate as the angle  , shown in 

fig. 1.6, deviates from zero angle between the blood flow direction and the direction of beam. The 

equation (1.1) describes the relationship that determines the blood flow velocity. 

 

Figure 1.6 The Doppler Phenomena 

 

2
coso
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                (1.1)
 

     Where dF is the Doppler frequency, of is the original frequency, V is the blood flow velocity, 

c is- the velocity of light and  is the transducer angle. 

Clinically, two types of Doppler echocardiography are employed generaaly, viz one is pulsed 

wave (PW) Doppler shown in fig. 1.7 and other is continuous wave (CW) Doppler shown in fig. 

1.8.  

In PW Doppler the ultrasound beam is transmitted as short bursts, to a point which is (fixed as 

the "sample volume") on a distance from the transducer. The advantage of this type of Doppler is 
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that from a specified point in the heart or blood vessel, blood flow velocity, direction and spectral 

characteristics can be calculated. The measured maximum velocity is limited because of the 

limited pulse repetition frequency and is the major disadvantage. Transducer used in pulsed wave 

(PW) Doppler systems alternates transmission and reception of ultrasound as in the M-mode 

transducer (Fig. 1.6). One main advantage of pulsed Doppler is that it is able to provide Doppler 

shift data selectively along the ultrasound beam from a small segment, also known as “sample 

volume”. 

 

Figure 1.7 In PW Doppler, the Transducer Alternately Transmits and Received the Ultrasound Data 

to a Sample Volume. This is also known as Range-Gated Doppler 

  

Dual crystals are used in CW Doppler to simultaneously and continuously sent and receive 

ultrasound waves. High velocity flows can be also be measured with CW because there is no 

maximum measurable velocity (Nyquist limit). The direction and velocity of sampled blood flow is 

in the spread form not in the specific area in case of CW Doppler which is a disadvantage of CW 

Doppler. According to its name in CW Doppler continuous ultrasound waves are generated with 
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continuous ultrasound reception. Fig. 1.8 shows the two crystal transducer, one crystal for each 

function, and accomplishes this dual function. 

Color Flow Doppler Echocardiography is a combination of M-mode and 2-D modalities with 

blood flow imaging and a type of PW Doppler ultrasonography. Multiple scan can be carried out 

for taking the multiple samples along the scan line with color flow Doppler. A color coding is 

assigned to the mean frequency shift obtained from many sample volumes for velocity and 

directions. There are several types of mapping which are usually available for this purpose. There 

is a BART (blue away and red towards) system used in most systems. The presence of multiple 

velocities and differences in relative velocity of flow can be obtained. Different maps which 

depend upon the brightness and color are used to indicate multiple velocities.  The blood flow is 

displayed on the two-dimensional echocardiographic image during the mitral regurgitation into the 

left atrium at the time of systole is shown in fig 1.9. The colors (red and blue) in color flow 

imaging, represent direction of a given color jet and the different velocities that can be represented 

by the hues from dull to bright. A turbulent jet shows a mosaic of many colors. A two-dimensional 

display of flow is now shown according to the size, direction, and velocity. 

 

Figure 1.8 In CW Doppler, the Transducer is Constantly Emitting and Receiving Ultrasound Data 



Introduction 

17 

 

Meaning of Color There is useful information in the flow map of an image. According to the 

direction, red color is assigned to the flow which is towards the transducers and blue for the flow 

away from the transducers. 

         

 

Figure 1.9 Systolic Parasternal Long-Axis Color Flow Image of Mitral Regurgitation. The Mitral 

Regurgitation Jet Comprises a Mosaic Of Varying Colors. A Variance Map is used. Note the 

Direction of Flow Indicated by the Color Bar on the Right. LV-Left Ventricle, LA-Left Atrium, AV-

Aortic Valve, AML-Anterior Mitral Valve Leaflet, PML-Posterior Mitral Valve Leaflet, RVOT-Right 

Ventricular Outflow Tract, And DA-Descending Aorta  

 

 

1.6.2.4 Two-Dimensional Recording Technique 

Transducer Manipulation 

In both M-mode echocardiography and two-dimensional echocardiography the same recording 

techniques is used. In 2-D Mode echocardiography a stationary ultrasound beam is used as a 

flashlight. At a particular time this illuminates on a small area of the heart. A two-dimensional 
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transducer is like a circular saw, which is rotated on the chest at the time of rest, It is rotated 

around the point considering the index mark printed on the transducer. The index marl on the 

transducer corresponds to the right-hand side of the machine display. A more complex maneuver is 

necessary during the two-dimensional examination, in order to align the scan plane with the 

desired anatomic axis of the heart. Manipulation of the echocardiography transducer for two-

dimensional can be described as follows. Rotating the transducer pivots the scan plane about the 

transducer axis. For example, to change from the parasternal long axis to the parasternal short axis 

rotation through 90 degrees is used,. Tilting the transducer displaces the scan to form a series of 

radial planes. Angling the transducer moves its axis in the plane of the scan, for example to bring 

an object at an edge to the center of the view-field. Fig. 1.10 shows the location of the planes to 

access the heart. 

 

 

Figure 1.10 Planes for Accessing Heart to Perform Echocardiography 

 

1.6.3 ADVANTAGES AND LIMITATIONS OF ECHOCARDIOGRAPHY 

1.6.3.1 Advantages 

 Portable – can bring equipment to sick patient rather than move patient to test facility. 

 Does not limit access to sick patient for clinician, nurse or monitoring equipment. 

 Can be performed in upright position in severely orthopnoeic patients. 
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 Non-invasive and safe – therefore also highly suitable for follow-up investigations. 

 Relatively cheap. 

 Widely available. 

1.6.3.2 Limitations 

 Image quality is dependent on operator’s skills, patient anatomy and position; generally 

best in the left lateral position. It may be severely impaired by air between chest wall and 

heart, e.g. hyperinflated lungs in obstructive airways disease, patients on mechanical 

ventilator, pneumothorax, supine or right lateral position etc. Narrow rib spaces and 

obesity may also cause technical difficulty. 

  Information is often qualitative rather than quantitative. Significant intra- and inter-

observer variation are seen when images are suboptimal. 

  Left atrial appendage and in adults, superior vena cava and majority of aorta and 

pulmonary arteries above valve/root level, cannot be imaged. 

 Image quality is generally inferior to transesophageal echo. 

 Offers limited capacity for differentiation between different types of tissues and fluids. 

 

1.7 LITERATURE REVIEW 

Almost no work is available in literature delivering technical information on processing of 

echocardiographic image with reference to segmentation of mosaic patterned regurgitant jet 

against the colored background. A few research papers are available on speckle noise removal and 

enhancement of echocardiographic images. Only a fewer research papers are seen on boundary 

detection of heart chambers; that too, presenting very little technical information. Most of the 

research papers on echocardiography deal with the clinical aspects of the regurgitant jet and the 

vena contracta width assessment. There is hardly any research papers delivering technical 

knowhow on computer based echocardiographic image processing and severity assessment to 

corroborate with the clinicians opinion. 

1.7.1 Echocardiographic Image Enhancement  

Only a very little material is available in literature on echocardiographic image enhancement. 

A research paper [186] presents a technique to assess an experimental model of coronary 

occlusion, whether the spatial and temporal variability in myocardial enhancement can interfere 
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with quantitative measurements of myocardial perfusion. [135] proposes a feature enhancement 

approach; First, in which Feature Asymmetry (FA) is used to detect image features [209]. This 

provides a normalized likelihood image in which the intensity value at any location is proportional 

to the significance of the detected features. After that, the sparse data at feature locations are 

interpolated by a Fast Sparse Surface Interpolation (FSI) technique using the likelihoods to 

estimate the degradation field [197]. In, the final step, a non-linear processing method is applied 

using the degradation field to the original data to enhance feature values. [136] used a feature-

based contrast enhancement approach to enhance the quality of noisy ultrasound images. The 

approach uses a phase-based feature detection algorithm, followed by sparse surface interpolation 

and subsequent non-linear post-processing. The first step to select a set of relevant image features 

in the data is to exploit the intensity-invariant property of phase-based acoustic feature detection. 

Then, a fast surface interpolation algorithm is used to obtain an approximation to the low-

frequency components of the sparse set of selected features. The final step is a non-linear post-

processing. After that, they presented results of applying the method to Echocardiographic 

sequences (2-D + T). The results show that the interesting features in the image are enhanced by 

this method.  

An important and useful part both for manual processing and assessment by a clinician and for 

computer analysis of the sequence is the contrast enhancement. The balanced contrasted images in 

the case of echocardiographic data and their quantitative results are important. Image filtering via 

generalized scale is proposed in [141]. Filtering method is based on generalized scale (g-scale for 

short) [26]. Within the largest, homogeneous, fuzzily connected region containing p, the g-scale at 

any image element p is considered to be the set of all image elements. Roughly speaking, the 

largest set (of any shape whatsoever) of elements within which there is a spatial contiguity of 

intensity homogeneity is the g-scale at p. g-scale imposes no shape, size, or anisotropic constraints 

on the homogeneous regions that is why it differs from b-scale and other local morph metric scale 

models. For the purpose that the diffusion rate is greater deep within the region than in its border 

filtering is controlled by g-scale regions. In [176], a digital filtering technique has been developed 

for enhancement of two-dimensional ultrasonic images of the heart. The lateral axis normal to the 

direction of scan lines was taken for applying filtering. Both filtering off-axis artifacts and 



Introduction 

21 

 

interpolation within the scanning plane give the enhancement results. Simple filters of this design, 

which significantly increase the quality of images, have been implemented.  

During the last two decades, modality specific image enhancement schemes have been 

developed and studied in the literature [146], [108]. Specifically, various spatial and frequency-

based techniques [87], [279], and [204] have been developed for ultrasound image enhancement. 

1.7.2. Speckle Noise Removal of Echocardiographic Images 

The speckle and scene models used as the basis for filter development decide the speckle filter 

performance. The multiplicative and the product speckle models are the well known models, which 

have been used as the basis for the development of almost all the existing speckle filters. The 

multiplicative speckle model serves for the development of the minimum mean-square error 

(MMSE) filters Lee [152], Kuan [73], and Frost. [310], whereas the product model has been used 

as the basis for the development of the maximum a posteriori (MAP) Bayesian Gaussian [80], 

Gamma [261], [50], and model-based de-speckling [212] filters. Various mathematical expressions 

have been developed and used for the named “multiplicative speckle model” [310], [73], [152], 

[41], [99]. All these speckle-scene models implicitly incorporate certain assumptions about 

speckle, observed signals and scene and this strongly influences speckle filtering, as well as scene 

reconstruction, during the inversion process based on these models [190], [11], [243]. 

Recently, the well known single-stage speckle filter, the refined Lee filter [154] and the Frost 

[310] filter that have been used for many years, were prematurely rejected in [56]: “Single-stage 

filters are inadequate for effective speckle removal; MMSE reconstruction can be rejected because 

structure is not retained upon iteration” [56]. On the other hand, the Hagg edge-preserving 

optimized speckle filter [315], which is basically a multiresolution box (average) filter, has been 

recognized as the best speckle filter [147], [98].  

Grainy appearance of speckle noise can mask features which are useful in diagnosis and also 

this affects the accuracy of segmentation algorithms [235], [120]. The statistical mechanism of 

laser speckle formation was first presented in [161]. This study presents the theoretical results; and 

elaborates that speckle noise can be rejected by linear filtering. Later in [248], [46] and [310] it is 

concluded that linear filtering, the way it was presented in [161], suppresses the noise at the cost of 

smoothing out image details.  
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In [81], [80] and [151] the product model was used as the basis to generate of the maximum a 

posteriori (MAP) Bayesian Gaussian [50], Gamma [41], [99], and model-based de-speckling [212] 

filters. Many papers used the “multiplicative speckle model” [81], [80], [152] and [212].      

  Several filters are proposed in the literature for reducing speckle noise: linear filters are used 

in [212] temporal averaging filter is proposed in [139] and median filter in [16]. These filtering 

methods are useful in reducing additive random noise and have little success in speckle noise 

removing. In case of nonlinear diffusion methods [169], [330], [63] and [66] regarded as an 

adaptive filtering method, smoothing direction and strength are controlled by an edge detection 

function. A coefficient of variation is used as an edge detector for speckled imagery in speckle 

reducing anisotropic diffusion (SRAD) [324]. A nonlinear coherent diffusion (NCD) model [170] 

has jointly used three different models viz. isotropic diffusion, anisotropic coherent diffusion and 

mean curvature motion. 

Non linear filters which are size and shape sensitive [31], [27], [238] and [231] are found to be 

good in removing speckle noise patterns based on mathematical morphology. Morphological filters 

are also used as despeckling filters [116], [35], [241] and [118]. Recent literature available in 

[180], [259], [91], [105], [143], [164] and [19] has shown this extensively. 

In [332], [287] SRAD algorithm is made capable of enhancing volumetric ultrasound data by 

generalizing the 2D SRAD algorithm. A partial differential equation (PDE) is developed in [335] 

for speckle reduction by minimizing a cost functional of the instantaneous coefficient of variation. 

A new PDE has been proposed in [288]. It combines the enhancement of speckle reducing 

anisotropic diffusion (SRAD) with the mechanism of deconvolution. In [167] a method is 

implemented to remove speckle noise from ultrasound images by minimization of total variation.  

A novel algorithm has been introduced in [23] for speckle reduction in medical ultrasound 

imaging while preserving the edges. It has an additional advantage of adaptive noise filtering and 

speed. Laplacian pyramid-based nonlinear diffusion (LPND), is proposed in [331]. With this 

method, speckle is removed by nonlinear diffusion filtering of band-pass ultrasound images in 

Laplacian pyramid domain. 

1.7.3. Boundary Detection of Echocardiographic Images 

Two-dimensional echocardiography is a good method for finding out left atrium and ventricle 

dilation in case of mitral regurgitation. There are many papers in the literature which discuss the 
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different measurements related to left atrium and left ventricle [319], [132], [15], [217] and [233]. 

There are different techniques for left atrium and ventricle boundary detection. In [121], the LV 

center and LV edge points were detected using neural network classifiers with new input feature 

vectors. These neural classifiers combined with knowledge-based techniques in the center 

detection stage refine the center estimate. In [318], double thresholding method is used for left 

ventricle endocardium detection. First step of this method was to suppress the noise by taking 

mean of two adjacent frames four times. Next step was ternary thresholding in which two 

thresholds divide the image into three regions. Final step was second thresholding, in which a 

binarized image is obtained. In [140], snake-based algorithm is used for endocardial boundary 

detection. A correlation between geometrically normalized images from the patient and from the 

database is also proposed. 

Here the objective is to detect the left atrium and left ventricle boundaries using active contour 

method. Active contour model is firstly proposed in [206]. There are many research papers which 

are based on deformable models or active contour models [121], [94], [115], [14], [317], [9] , [72] 

[86]and [321].  An energy minimizing deformable spline influenced by constraint and image forces 

that pull it toward object contours is called active contour. Snakes are largely used in applications 

like boundary detection object tracking, shape recognition, segmentation, edge detection, stereo 

matching [206], etc. 

Segmentation is a well known step which is carried out for the clinical diagnosis from medical 

images. But the major problem encountered during the segmentation of echocardiographic images. 

The literature shows that the active contour based segmentation techniques are being extensively 

used in medical imaging [206], [307], [277] and [285]. Active contour models can be categorized 

as edge based active contour models [206], [307], [277], [106], [54], [219] and [62] and region 

based active contour models [294], [258], [59], [12], [77], and [173].  

Some of the edge based active contour models are used as the edge-detector. The operation of 

edge detector depends on the gradient of the image [61] to stop the initial contour on the boundary 

of the interested objects. This technique has advantage when the objects and background of 

segmented image are heterogeneous. Drawbacks of these active contour models are that the 

satisfactory results cannot be achieved in case of objects with discrete or with the presence of blur 

boundaries or noise. Some active contour models as in [106] introduce the balloon force to shrink 
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and enlarge the capture range of the force. However some undesired effects occur during balloon 

method. If weak balloon force is there then contour is not able to pass through the narrow part of 

the object, and if the balloon force is large, the contour will pass through the weak edges of the 

object. The geodesic active contour (GAC) [106] is the most popular methods in this category. 

This method uses an edge stopping function (ESF) which stops the contour on the object 

boundaries.  

Region based active contour models have several advantages over edge based active contour 

models. Region based active contour models use the statistical information inside and outside the 

initial curve to evolve the contour towards the boundaries of the desired object.  This renders it the 

less sensitive to noise and gives better performance in case of weak edges. It is also suitable for 

regions having no edges. Another advantage is the less sensitivity about the location of the initial 

contour to make it, in turn, easy to detect exterior and interior boundaries efficiently.  The most 

popular method based on the Mumford- Shah model [173], in the category of region based active 

contour without edges is given by Chan-Vese (C-V) [294].  

There are some hybrid models that are proposed in literature to drive the advantages of both 

GAC and C-V models. In [181] a geodesic-aided C-V (GACV) model had been proposed which 

includes region and local detector in the level set flow function. In [291] a variation method has 

been proposed using discriminating function for color image segmentation. In [291], the region 

was combined with the photometric invariant edge information for color-texture image 

segmentation. In [340] an integrated model is established by combining the edge location with 

statistical region information. Recently, in [171] signed pressure force function active contour 

model has been proposed.  This model has the advantages of both GAC and C-V models. In this, a 

level set method for active contour model is developed with a new signed pressure force function.  

1.7.4. Regurgitation Jet Area  

There are some literatures on clustering in color space. Pixels are assigned to the given region 

using NN rule in [92]. Prototypes for the region are derived by multiediting and next condensing 

technique. Clustering with NN algorithm. Number of prototypes reduction using multiediting and 

condensing.  Pixels are classified by minimum distance to single representatives (prototypes) of 

classes in [268]. In [200] regions are defined by 19 given hue clusters.  
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Another method of segmentation is Fuzzy clustering in color space. In [333] pixel had been 

allocating to the region using maximum of the fuzzy membership function. However, from coarse 

segmentation most of pixels were already assigned to regions using hexahedra bounds. Fuzzy c-

means clustering had been used. 

Area base segmentation in the literature is regrowing and region merging. In [251] region R is 

uniform if average distance D(R) of its color points to its cancroids is less than threshold Dmax 

(experimentally set to 10% of distance between black and white points in the color space). 

Boundary relaxation technique had been used. In [182] a region is uniform if a seven dimensional 

predicate D holds in several levels of hierarchy. Regions are homogeneous sets of pixels in [303]. 

Pixels are merged based on the minimum Euclidean color distance in a four-connected 

neighborhood. In [304] Regions are homogeneous sets of pixels. Homogeneity is verified based on 

the color difference between two adjacent pixels and the average edge contrast between adjacent 

regions. Both values have to be less than corresponding thresholds to create a region. Image 

enhancement employing a Symmetric Nearest Neighbor operator and region growing based on 

hierarchical connected components analysis have been used. In [188] regions are defined by a 

simulated mass moving through an irregular held of forces. [227], [51], [64], [338], [88], [207], 

[337], [322] describes the color texture based segmentation.  In these papers color texture has been 

taken as region property to segment the specific region. A new graph-theoretic criterion for 

measuring the goodness of an image partition means normalized cut is developed in [160]. [213] 

represents an example of fuzzy cluster based segmentation. [290] implemented algorithm for 

finding a minimum ratio cut, proved its correctness, and discussed its application to image 

segmentation, and presented the results of segmenting a number of medical and natural images 

using these techniques.  

One example of Multiscale Clustering and Graph Theoretic Region Synthesis is [282]. A 

novel generative model and an EM algorithm for Markov-based image segmentation is proposed in 

[12]. The proposed model assumes that the hidden class labels of the pixels are generated by prior 

distributions that share similar parameters for neighboring pixels. A pseudo likelihood quantity 

that couples neighboring priors by means of entropic quantities such as the KL divergence is 

introduced to define a notion of similarity between neighboring pixels priors. An EM algorithm 

that iteratively maximizes an appropriately constructed lower bound on the data log-likelihood has 
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been derived to estimate the unknown parameters of the pixels prior distributions, as well as the 

parameters of the observation model. 

In [327] fast dominant color extraction scheme based on nonparametric density estimation has 

been developed. His method automatically determines the number of dominant colors and 

effectively reduces the representative colors in an image. A definition of region salience and 

accordingly develop a novel merge strategy, which takes into account not only the homogeneity 

but also the geometric properties of regions have also been explained. [296] presented a modified 

graph-cut technique using a novel energy function without the regularizing parameter for image 

segmentation. In addition, a mixture color model is employed to apply the proposed technique to 

color image segmentation effectively. 

To achieve better segmentation boundary detection and region growing tend to combine and 

this technique is called hybrid methods of segmentation [299], [137], [48], [325], [183], [237], 

[179], [244], [28]. One of the hybrid methods is seeded region growing (SRG) as proposed in 

[135]. It requires a seed, and regions are grown by merging a pixel into its nearest neighboring 

seed region. For color images automatic seeded region growing is proposed in [326]. 

Color Doppler echocardiography gives the almost accurate results for finding out severity of 

mitral regurgitation. Valvular regurgitation can be diagnosed with the help of color Doppler [267]. 

Doppler echocardiography plays an important role in the diagnosis of mitral regurgitation and in its 

surgery [194], [199] and [198]. 

Color image segmentation produces additional difficulties in the segmentation. Due to 

complexity and problems which are dependent on image to image basis there are many researches 

that are carried out in this area [43], [113], [226], [270], [281], [283], [95], [30], [222], [276], [220] 

[236], [160], [142], [127], [183], [303]. [339] and [328]. 

The watershed transformation for the gray scale images is proposed in [52]. Advance 

researches had been done in many literatures in the area of watershed segmentation transformation 

[266], [265], [159] and [183]. Over-segmentation is a major drawback of the watershed 

transformation and it increases excessively in case of certain images. Some techniques such as 

region merging [264], hierarchical watersheds [264], marker based watershed segmentation [264] 

and adaptive smoothing [133] morphological filtering [229], are the examples of advanced 

watershed transformations. 
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Decomposing data in to different frequencies is the main objective of the wavelet transform. 

Wavelet produces four images with the size of each one as half of the original image [58]. Recent 

work for segmentation using wavelet is in [252].  

1.7.5. Vena Contracta Width Detection 

At present interest in color Doppler imaging for vena contracta for the assessment of mitral 

regurgitation is increasing progressively [60] and [111]. The vena contracta is the narrowest part of 

the regugitant jet can also be called as ‘neck’ of the jet [224] and having location just downstream 

from the orifice and before the jet area [122]. Vena contracta is slightly smaller than the mitral 

orifice due to boundary effects, so the effective regurgitant orifice area (EROA) can be measured 

by the vena contracta [323]. If the orifice is fixed then the size of the vena contracta is independent 

of driving pressure and flow rate [112]. But for dynamic regurgitant orifice vena contracta may 

change with hemodynamic or during the cardiac cycle [24]. Research [314], [149], [193] and [111] 

shows that the regurgitant orifice size can be presented by the vena contracta width obtained from 

the color Doppler imaging. Hence in recent studies measurement of vena contracta is the mostly 

used method for the MR assessment [60], [262], [271], [314] and [323]. 

In [262], [274], [149], [60] vena contracta is to be assumed as the accurate method for finding 

out the severity of MR, using TTE or TEE method. Literature [262] and [228] shows that vena 

contracta diameter can also be measured by TTE with a good feasibility (between 95% and 97%). 

But recent study shows that the determination of vena contracta is more feasible by TEE [272]. In 

case of mitral regurgitation, the vena contracta diameter can vary over time, particularly in the case 

of mitral regurgitation [269]. In some literature [168] and [93] it is suggested that vena contracta 

diameter should be measured at the time of its maximal width for mitral regurgitation.  

      

1.8. AUTHOR CONTRIBUTIONS          

 To analyze the enhancement, suitable for echcardiographic images log enhancement has 

been taken and modified for getting the suitable results according to the image. A modified 

log transformation has been developed, which gives better results than that obtainable using 

conventional log transformation. Results thus obtained demonstrate that log transformation, 

as already existing in the literature, does not work well with echocardiographic image but 

proposed modified log transformation, gives better results. Better balanced contrasted 
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images are obtained, and these are both important and useful for manual processing as well 

as for assessment by a clinician, and also for computer analysis. 

 Two methods have been developed for speckle noise removal. One is Hybrid Speckle 

Reducing Anisotropic Diffusion (HSRAD) filter and other is Modified Nonlinear Complex 

Diffusion (MNCD) filter.  

In first case a hybrid filter is introduced. This filter is combination of speckle removal 

SRAD and Relaxed median filter. Experiments are carried out on echocardiographic 

images. Results show speckle reduced edge preserved images. This hybrid filter removes 

speckle noise as well as removes impulse noise.  This model also enhances the edges in the 

image. 

In second case a new formulation has been proposed for a well-known nonlinear complex 

diffusion filter. Its diffusion coefficient and the time step size are modified to give fast 

processing and better results. The proposed MNCD filter smoothes the homogeneous area 

and enhances the fine details. 

 Two methods have been developed for boundary detection. One is Modified Chan-Vese 

method which is much faster than the Chan-Vese method. In second method a new singed 

pressure force function (SPF) has been developed for level set method. 

First model; the Fast Region Based Active Contour Model (FRACM) evolves the 

automatic boundary detection for carrying out segmentation of echocardiographic images. 

Active contour method is selected for this purpose. There is an enhancement of Chan–Vese 

paper on active contours without edges. Our algorithm is based on Chan–Vese paper active 

contours without edges, but it is much faster than Chan–Vese model. Here we have 

developed a method by which it is possible to detect much faster the echocardiographic 

boundaries. The method is based on the region information of an image. The regionbased 

force provides a global segmentation with variational flow robust to noise. Implementation 

is based on level set theory so it easy to deal with topological changes. In our proposed 

method, Newton–Raphson method is used which makes possible the fast boundary 

detection. 

A second model; the New Selective Binary and Gaussian Filtering Regularized Level Set 

(NSBGFRLS) model deal with novel region based active contour method is developed by 
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formulating a new signed pressure function (SPF). The method has been applied to the 

echocardiographic images. The method is useful for other images as well. Level set method 

in combined with original SPF has not been able to give satisfactory results during the 

segmentation of echocardiographic images. There are lots of noises present in the 

echocardiographic images that create difficulties in the segmentation process. The proposed 

method resolves all these difficulties. The new method also gives the fast response in terms 

of time taken by CPU and the number of iterations. The presented model is an advancement 

of Selective Binary and Gaussian Filtering Regularized Level Set (SBGFRLS) method. 

Proposed model is more robust against images with weak edge and intensity in-

homogeneity when compared with the performance of earlier methods. 

 Automatic jet area has been obtained by proposing two methods of segmentation. 

    The first method; the Region Growing based Mosaic Jet Segmentation (RG-MJS) is base 

on region based segmentation and is suitable for every image obtained from the echo lab. 

    Second method; the Combined Wavelet and Watershed transformation based Mosaic Jet 

Segmentation (CWW-MJS) having a multistep algorithm has been applied. The first stage 

of the proposed algorithm is dual-tree complex wavelet transform. Next stage is the 

watershed transform and then similarity measure has been done to get the final segmented 

image. 

 Vena contracta is the smallest width in this jet area. Region based segmentation has been 

used which is proceeded by pixel count for getting the smallest width. An automatic 

method for vena contracta width detection for the severity of the mitral regurgitation (MR) 

has been developed. 

 

1.9. THESIS ORGANIZATION 

Chapter 1 begins with a description of the introduction of the heart. Next section describes the 

heart physiology explaining the functionality of the heart and blood circulation. Then we discuss 

the heart related disease. Heart valve related diseases also discussed in the same section. Next we 

discuss the mitral valve anatomy and mitral valve diseases including mitral regurgitation cause 

symptoms and diagnosis, which is our main concern.   It is also related to the echocardiography 

basics. After a brief description about echocardiography in introduction section, principles of echo 
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are discussed in the second section of this chapter. Next section deals with the description of the 

modes of echocardiography. Two dimensional scanning have been discussed in details on the 

preceding section. Artifacts during the echocardiography also discussed. Then planes for 

echocardiography has been discussed which helps in understanding the echocardographic images. 

Last section shows the advantages and limitations of echocardiography.  

Then the literature review is presented according to the problems and objectives. Brief 

description of my contribution is also given.  Then thesis organization has been given in the next 

section and the last section gives the publication details. 

Chapter 2 deals with our first objective i.e. contrast enhancement of echocardiographic images 

related to second objective i.e. de-speckling of echocardiographic images. After a brief 

introduction point processing techniques have been discussed. Then next section related to our 

proposed method i.e. modified log transformation. Results have been discussed in the result section 

and then chapter closes with some conclusions. Next section gives knowledge about speckle noise. 

Then some de-speckling methods have been discussed in the next section. A section discussed the 

performance parameters used to analyze the filter performance. Next section discussed the 

proposed methods there algorithm, results and performance. The last section concluded the 

proposed methods. 

Chapter 3 related to boundary detection methods related to our objective boundary detection 

of echocardiographic images. Introduction of this chapters discuss some method of boundary 

detection in literature. Second section deals with the basics of deformable models. Next section 

deals with the proposed methods, with their algorithms, results and comparisons. The last section 

concludes the chapter. 

Chapter 4 discusses the automatic jet area detection which is the next objective of this thesis. 

Giving a brief knowledge about regurgitate jet area in introduction next two section discuss the 

two different method for finding out the regurgiatnt jet area automatically. This section shows the 

results with algorithms of the methods. Comparison with clinical data has been performed. Last 

section concludes the chapter. 

Chapter 5 related to automatic vena contracta width detection, our next objective. After an 

introduction next section presents the algorithm. Results have been shown in the other section. 

Comparisons have been done with the clinical data. A conclusion closes the chapter. 
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Chapter 6 conclude the finding outs of the thesis and future scope. 

    A GUI ‘Echocardiographic Image Processing System’ has been made to give a man machine 

interface for clinical use. User manual gives knowledge about the operating method of the GUI. 

This user manual is attached just after the list of the references in the thesis from pages 163 to 172.  

Appendix I, Appendix II and Appendix III related to some knowledge about echocardiographic 

machine, cardiac measurements and transducers used respectively.  

1.10. LIST OF PATENTS AND PUBLICATIONS 

Patents: 

1. A patent entitled “Design and Development of Direct Echocardiographic Read-Out for 

Evaluation of Cardiac Diseases”, has been submitted in the IPR cell of IIT Roorkee for filing 

on 28-Aug-2012. 

 

 

Publication in Journals: 

1. Kalpana Saini, M. L. Dewal,  Manojkumar Rohit,  “Detection of Mitral Reguirgitation Severity 

using Color Histogram”, International Journal of Research in Biomedicine and Biotechnology, 

URP Journels (Accepted). 
2. KalpanaSaini, M. L. Dewal, ManojkumarRohit, “A Mathematical Evaluation of Mitral 

Regurgitation Severity with EROA” Engineering in Medicine and Biology Magazine, 

IEEE (SCI IP: 2.057) (Communicated). 

3. M. L. Dewal, KalpanaSaini, ManojkumarRohit, “Assessment of Mitral Regurgitation Severity 

with Intensity based Region Growing”, Journal of Medical Imaging and Health Informatics, 

American Scientific Publishers (Communicated). 

4. KalpanaSaini, M. L. Dewal, ManojkumarRohit, “Automatic Detection of Vena Contracta 

Width for the Mitral Regurgitation Assessment”, International Journal of Computer 

Science and Management Research, vol. 2, no. 5, pp. 2455–2460, May 2013.  

5. KalpanaSaini, M. L. Dewal,  ManojkumarRohit,  “Level Set based on New Signed Pressure 

Force Function for Echocardiographic Image Segmentation”, International Journal of 

Innovation and Applied Studies (Accepted). 

6. Kalpana Saini, M. L. Dewal, Manojkumar Rohit, “Automatic Jet Area Detection during Mitral 

Regurgitation”, International Review on Computers and Software (IRECOS), vol. 7 no. 6, pp. 

2891-2898, Praise worthy Prize, (Index Copernicus (Journal Master List): Impact Factor 6.14)  

7. KalpanaSaini, M.L.Dewal, ManojkumarRohit, “Modified nonlinear complex diffusion filter 

(MNCDF)”, Journal of Echocardiography (Springer), vol. 10, pp.48-55, 2012 . 

8. KalpanaSaini, M. L. Dewal,  ManojkumarRohit,  “A Fast Region-Based Active Contour Model 

for Boundary Detection of Echocardiographic Images”, Journal of Digital Imaging, Springer, 

vol.  25, no. 2, pp. 271-278, 2012 (SCI IP: 1.421). 

9. KalpanaSaini, M. L. Dewal, ManojkumarRohit, “A Modified Hybrid Filter For 

Echocardiographic Image Noise Removal”, International Journal of Signal Processing, Image 
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Processing and Pattern Recognition,Science and Engineering Support SoCiety(SERSC) Korea, 

pp.61-72, vol.5, No.2, 2012. 

10. Kalpana Saini, M. L. Dewal,  Manojkumar Rohit, “Spatial Enhancement and Modified Log 

Transformation for Echocardiographic Images”, International Journal of Biomedical 

Engineering and Technology (IJBET), Inder Science Vol. 7, No. 4, pp. 327-338, 2011. 

 

 

 

Proceedings in E-Books: 

1. Kalpana Saini, M. L. Dewal,  Manojkumar Rohit, “Statistical Analysis of Speckle Noise 

Reduction Techniques for Echocardiographic Images”, International Conference on Methods 

and Models in Science and Technology (ICM2ST-11), published in e-book of American 

Institute of Physics, New York, USA, pp. 95-99, Nov 2011 (Best paper award). 

2. Kalpana Saini, M. L. Dewal,  Manojkumar Rohit, “Comparitive Study of Edge Detectors in 

case of Echocardiographic Images” International Conference on Methods and Models in 

Science and Technology (ICM2ST-10), published in in e-book of American Institute of 

Physics, New York, USA , pp. 267-271, 25-26 Dec.2010. 

 

 

Conferences: 

1. Kalpana Saini, M. L. Dewal,  Manojkumar Rohit, “Segmentation of Mitral Regurgitant Jet 
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Signal Processing & Its Applications,  Melaka, Malaysia, pp. 74- 79, 23-25th  March 2012 

(Best paper award). 
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Biomedical Engineering and Assistive Technologies (BEATS), National Institute of 
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Institute of Information Technology SD, India, pp.272-275, Oct 30, 2010. 
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CHAPTER 2 

PRE-PROCESSING OF ECHOCARDIOGRAPHIC IMAGES 

_______________________________________________________________________________ 

 

2.1. INTRODUCTION   

The very first thing that a clinician does is the visual examination of the echocardiographic 

images. The problems that usually encounter are due to the low contrast and noisy appearance of 

such images besides the limitations in obtaining suitable view of the heart. For the accurate 

diagnosis of the cardiac disease, it is important that the image is enhanced and made free from the 

speckle noise.        

First section of this chapter devoted to contrast enhancement of echocardiographic images. 

Image enhancement techniques are used to highlight certain features of interest in an image. Two 

important examples of image enhancement are: (i) increasing the contrast, and (ii) changing the 

brightness level of an image so that the image looks better. It is a subjective area of image 

processing. Logarithmic transform helps us to show the frequency content of an image. This 

transformation maps a narrow range of low gray level values in the input image into a wider range 

of the output level. The opposite is true of higher values of input level. This type of transformation 

is used to expand the values of dark pixels in an image while compressing the higher level values.  

Second section of this chapter devoted to de-speckling echocardiographic images. The speckle 

noise is the kind of noise that immerges on the image on account of de-phased echoes. There are a 

number of methods that are proposed in the literature by various authors for the enhancement and 

de-speckling of the echocardiographic images. The chapter intends to present some two newly 

devised methods which produce much better results in terms of processing the image to render it 

more suitable for the clinicians to carry out flawless diagnosis. 

 

2.2 CONTRAST ENHANCEMENT OF ECHOCARDIOGRAPHIC IMAGES 

This section is devoted to spatial enhancement of echocardiographic images. The log 

transformation has been modified to give better contrast-enhanced images than the images which 

are obtainable using conventional log transformation. Log transformation has not given 

satisfactory results and thus, the need is felt to modify log transformation for echocarcadiographic 
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images. The results thus obtained thereafter using modified version of the log transformation has 

drawn better balanced and contrasted images with required contrast improvement index. The 

images, thus, become more useful for manual processing as well as for assessment by a clinician. 

These images become more suitable for processing using computer. 

2.2.1 Log Transformation 

The general form of log Transformation is: 

log(1 )s c r                    (2.1) 

Where c  is a constant, and it is assumed that 0r . This transformation maps a narrow range 

of low intensity values in the input into a wider range of output levels and vice versa. Figure 2.1 

shows (a) original image and (b) its log transformation.  

 

Figure 2.1 (a) Original Image and (b) its Log Transformation 

 

Here, we notice that in case of Echocardiographic images log transformation does not give 

favorable results because there is no option to change the histogram shifting according to the need 

of echo cardiographer. So in our next section we have developed a modified log transformation for 

echocardiographic images. 

2.2.2 Modified Log- Transformation for Echocardiographic Images 

By considering all the facts discussed in section 2.2.1, we have to choose a technique which 

enhances the image according to the visual perception of the clinicians and works according to the 

image. As in previous section 2.2.1, it has been seen that the log transformation does not give 
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satisfactory results in the contrast enhancement of echocardiographic Images, due to the high white 

pixel spreading. This white spreading overlaps the important features. Reason of this problem is 

that more number of pixels will shift in the high intensity value when the log transformation is 

applied.  In order to overcome this problem the figure of 1 of log-transformation is replaced by a 

variable say a . Thus, named as modified- log-transformation. Which offers a flexible way to 

analyze the image at different values of a . This value can be changed by the clinician according to 

the better visualization of the image.  

 

log( )s c a r         (2.2) 

2.2.3 Quantitative Measure of Contrast Improvement 

Improvement in contrast can be measured by contrast improvement index and can be 

calculated as in eq. (2.3) 

 

Processed
II

Orignal

C
C

C
                   (2.3) 

Where OrignalC is the contrast of the image before processing and ProcessedC is the contrast of 

image after applying the contrast enhancement technique. 

According to the optical definition, contrast is defined as: 

 

( ) ( )

( ) ( )






f f

f b

mean P mean P
C

mean P mean P
               (2.4) 

Where ( )fmean P is the mean of foreground pixels and ( )bmean P is the mean of background 

pixels. 

2.2.4 Results 

Figure 2.2 shows the curves between input intensity and output intensity at different values of 

a .These values varying from 1 to 15,000. 

      It is noticed that : 

 For the value of a  ranging from 1 to 25 the images show more growth of white areas. 
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 For the value of 25 500a  significantly reduce white areas and good contrast image is 

obtained. 

 For the value of 500 1500a  contrast is gradually reduced significantly. 

 For the value of 1500a  transformation gives results as identity transformation.  

 

Figure 2.2 Curves between Input Intensity and Output Intensity with Different Values of a in 

Modified Log Transformation 

 

The corresponding print outs of images are presented in fig. 2.3. So it is shown that there is no 

change in contrast after a >1500. For example in fig. 2.3a when there is log-transformation 1a  , it 

can be seen that there is a lot of white portion spreads abruptly in the image. So it is very difficult 

to visualize the chambers. This white noise spreads even inside the chambers of the heart in the 

image. When the value of a  increases such as in case of fig. 2.3 at value of 5a   then this white 
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effect gets reduced and chambers become slightly free from this white noise. This effect reduces 

gradually on increasing the value of a from 5a  to 1500a  for the particular image. This 

variation changes from image to image. The appearance of chamber and their boundaries remain 

unchanged on further increase in the value of a  . In short we can say that if the value of a  is equal 

to 1, then this transformation maps a narrow range of low intensity values in the input into a wider 

range of output levels. As the value of a  increases this range is decreased.  

  

Figure 2.3 modified Log Transformed Image with Different Value of a  

 

The log function has the important characteristic that it compresses the dynamic range of 

images with large variation of pixel values. However, the histogram of this data is usually compact 

and uninformative and there are less or more changes in the contrast of the image. This change can 

only be seen by the quantitative analysis of the image such as contrast improvement index. 
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Figure 2.4 Intensity Histogram on Different Values of a  in Modified Log Transformation 

 

Figure 2.4 explains that histogram of the images with different values of a . When a  is 1 

histogram having the most pixels on the higher intensity value region hence the image having the 

much white portion. As we move on increasing values of a  histogram spreads over the intensity 

level. At a stage shafting of pixels get constant. From this figure it is clear that at different values 

of a intensity span is changed. Value of a  can be changed to get an image with highest contrast 

image.  

      Table 2.1 shows the contrast and contrast improvement indices of the image on different values 

of a . When 1a  , this is the case of log transformation. In this case contrast is very poor as can be 

seen in table 2.1; but by using the proposed transform clinicians are able to get the image with 

varaiable contrast  according to their requirement. In this case after 1500a  , IIC value becomes 

close to 1.  This means at that condition transform behaves like an identity transform. 
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Table 2.1: Quantitative Evaluation of Contrast Improvement with OrignalC = 0.9023 

Value of  

a  

Contrast value of processed image 

ProcessedC  

Contrast improvement index  

IIC  

1 0.3129 0.34678 

5 0.5012 0.555469 

25 0.6911 0.765932 

50 0.72 0.797961 

100 0.7703 0.853707 

200 0.7812 0.865787 

250 0.8084 0.895933 

350 0.8249 0.914219 

500 0.8352 0.925634 

700 0.9167 1.015959 

1000 0.9117 1.010418 

1500 0.9102 1.008755 

2000 0.9092 1.007647 

3000 0.9082 1.006539 

5000 0.9074 1.005652 

8000 0.9069 1.005098 

10000 0.9067 1.004876 

15000 0.9065 1.004655 
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2.3 DE-SPECKLING OF ECHOCARDIOGRAPHIC IMAGES 

Noise models can be classified as additive and multiplicative noise. Reduction of additive 

noise is quite easy, but the multiplicative noise depends on the properties of the images. Its 

modeling is difficult so it is very tough job to remove this multiplicative noise. Speckle noise is a 

type of multiplicative noise which generates due to the de-phased echoes from the scatters. Grainy 

appearance of speckle noise masks the features and makes diagnosis difficult. It also affects the 

performance of segmentation. 

One of the main problems associated with the enhancement of the echocardiographic image as 

well in ultrasound images [40] is the presence of speckle noise. This type of noise, which is 

coherent with the nature of the ultrasound, is one of the main sources of impoverishment in the 

resolution and lack of ability to detect the objects of the image, which makes up the content of the 

clinical information. Images containing multiplicative noise have the characteristic that the brighter 

the area the noisier it is. A starting condition in any scheme oriented to the reduction of this type of 

noise is that the designed procedure must not imply a loss of contrast in the most significant 

features of the image. The primary goal of speckle filtering ought to be the reduction of speckle 

noise without sacrificing the information content to enhance the diagnostic value of the image and 

for future segmentation or tracking of non-rigid anatomical structures. 

 2.3.1 Speckle Noise 

A system of images is named as coherent when the system is subjected to the action of a 

coherent illumination, that is, when the source points of the luminous radiation have relations of 

fixed phase and, though their phases fluctuate randomly, they do it in a synchronized way in order 

to keep a fixed relative phase. In this class of systems, and because of fluctuation of the source 

points in tune, the relations of the fixed phase allow to establish patterns of both destructive and 

constructive interferences. When a coherent ultrasonic radiation is reflected on a surface which has 

the same size as the radiant wave length, the interference of the waves produces a noise called 

speckle, whose nature is different from the so called additive noise.  

If the received envelope signal from the ultrasound imaging system output of the beam former 

is captured before the logarithmic compression, the approximation of speckle noise model is given 

as multiplicative and it may be defined as:  
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, , , , , ,i j i j i j i jz x n a j i N                   (2.5) 

Where ,i jz ,  is the middle pixel having noise in the middle of the moving window, ,i jx  , 

represents the pixel which is free from noise, ,i jn and ,i ja  represent the multiplicative and additive 

noise (independent of ,i jz , with mean 0), respectively, and ,i j , are the indices of the spatial 

locations that belong to in the 2D space of real numbers, 2,i j R .This model is particularly 

suitable for our purpose, as it can be applied on the images as displayed by the ultrasound machine 

rather than the envelope detected echo signal [276], [170], [308]. De-speckling consists in 

estimating the true intensity of ,i jx , as a function of the intensity of the pixel ,i jz , and some local 

statistics calculated on a neighbourhood of this pixel. Wagner et al. [248] has shown that the 

histogram of amplitudes within the resolution cells of the envelope detected RF-signal 

backscattered from a uniform area with a sufficiently high scatterer density has a Rayleigh 

distribution with  proportional to the  ,  1.91

 . This implies that speckle could be 

modeled as multiplicative noise. However, the signal processing stages inside the scanner, (mainly 

the logarithmic compression) in order to adjust the large echo dynamic range (50-70dB) to the 8-

bits of the digitization in the scan converter modify the statistics of the original signal. The model 

in (2.2.1) has been shown to be valid for images as displayed by the ultrasound scanner in studies 

[247], [170], [230], [254]. In particular it should be noted, that speckle is no longer multiplicative 

in the sense that on homogeneous regions, where ,i jx , can be assumed constant, the mean is 

proportional to the variance  2  , rather than the standard deviation    , [2], [170], 

[320], [308].  

The computation of variance of the speckle noise, 2 , may be from the image which is 

compressed logarithmically, by considering the dimensions of many windows larger than the 

filtering window and taking the average noise variance over them. The noise variance in each 

window is computed as [308]:  

2
2

1

p

p
n

i pg






                  (2.6) 
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Where 2

p and
p

g , are the variance and the mean of the noise respectively in the selected 

windows and p , is the index covering all windows in the whole image [166], [308]. We may 

therefore calculate the variance of the speckle noise, 2

n  from the noise image characteristics, 

namely from
p

g , and 2

p , over the image. The speckle noise variance, 2

n will be used in some of 

the de-speckle filters. 

As shown earlier, nonlinear processing such as logarithmic compression, employed on 

ultrasound echo images, affects the speckle statistics in such a way that the local mean becomes 

proportional to the local variance rather than the standard deviation. More specifically, logarithmic 

compression affects the high intensity tail of the Rayleigh and Rician PDFs more than the low 

intensity part. As a result the speckle noise becomes very close to white Gaussian noise 

corresponding to the uncompressed Rayleigh signal [308].  

Since the effect of additive noise, such as sensor noise, is considerably smaller and less 

significant compared with that of the multiplicative noise component [2], [166] such as:  

 

 2 2

, ,i j i jn                   (2.7) 

then the filters utilizing first order statistics such as the variance and the mean of the neighborhood, 

may be derived from (2.5) with the following multiplicative model as:  

, , ,i j i j i jz x n                    (2.8) 

The logarithmic amplification transforms the model in eq. (2.8) into the classical signal in 

additive noise form as:  

     , , ,log log logi j i j i jz x n                 (2.9) 

 

, , ,i j i j i jg f nl                        (2.10) 

 

In equation (2.10) the term  ,log i jz , is the after compression observed pixel on the display of 

the ultrasound, is denoted by ,i jg , and the terms  ,log i jn  and,  ,log i jx  which are the noise 

component and noise free pixel, as ,i jf and ,i jnl respectively, after logarithmic compression. 
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2.3.2 De-Speckling Methods 

De-speckling is always a trade-off between noise suppression and loss of information, 

something that experts are very concerned about. It is therefore attractive to keep as much of 

important information as possible. Despeckle filtering can be used as a pre-processing step for 

image segmentation [57], or image registration [240], techniques. By suppressing the speckle the 

performance of these techniques can be improved.  

There are some despeckle filters, originated from the Synthetic Aperture Radar (SAR) 

community [216], [152], [21], [22], [329], [249], [97], [157] and [34]. These techniques have later 

been applied to ultrasound imaging since the early 1980’s [213], which may be described with the 

same statistical model as the one describing the SAR images. The most widely used filters in SAR 

and ultrasound imaging include the Frost [195], [311], Lee [151]-[154] and the Kuan [79], [80].  

 Most adaptive filters only use local statistical information related to the central pixel to be 

filtered [54], [295], [152-154], [56]. Some additional information may be used from the despeckle 

window (see next subsection) to improve despeckling, by utilising the higher order statistics of the 

image. Many adaptive despeckling methods have been proposed, such as the Lee filter [151]-[154], 

Frost [195], [311], Kuan [79], [80], and Lopes [21], [22]. Furthermore, the Gaussian filter function 

has been used for despeckling but it was shown [89] that this form of filtering is not suitable for 

speckle noise, as it does not take into consideration the true positions of object boundaries. 

However, the full removal of speckle noise without losing any information in ultrasound images is 

still a long way off. When additionally edges are present in the filtering window, the central pixel 

gray level replaced by the information from all its neighbourhood pixels will not be correct. Lee 

has therefore introduced [153] an edge detector, which was implemented in his old algorithm 

version [151].  

Since the early 1980’s, various researchers have presented the progress that has been made in 

quantitative ultrasound imaging and reported techniques that have been applied on ultrasound 

images for de-speckling [195]. The certain limitations which are present in despeckling filtering 

techniques in majority seen in the literature are summarized as follows:  

 a)  They are sensitive to the size and shape of the window [54], [154], [82], [334], [57], 

[166]. The use of different window sizes will greatly affect the quality of the processed 

images. If the window is too large over smoothing will occur, subtle details of the image 
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will be lost in the filtering process and edges will be blurred. In case of small size 

window the smoothing capability of the filter will decrease and the speckle noise will not 

be removed and thus not effective. In homogenous areas, the larger the window size, the 

more efficient is the filter in reducing the speckle noise. In heterogeneous areas the 

smaller the window size, the more it is possible to keep subtle image details unchanged. 

Our experiments showed that a 7x7 window size is a fairly good choice. The images 

presented in this work have been processed either by 7x7 or by 5x5 pixel windows.  

 b)  Some of the de-speckling methods, require thresholds for filtering process, known as 

window approaches [54], [177], [152], [53], the threshold is estimated empirically. If the 

threshold value is not selected properly, it may lead to filter averaging and noisy 

boundaries from leaving the sharp features unfiltered [177], [152], [53].  

 c)  Most of the existing despeckle filters just inhibit smoothing near the edges and do not 

enhance edges. When in the filtering window there is an edge, the smoothing will be due 

high coefficient of variation at these places. Therefore, speckle will remain as it is in the 

neighborhood of an edge after filtering. On the edge, all smoothing is precluded so these 

types of filters are not directional filters. A parallel direction smoothing is allowed, 

instead of inhibiting smoothing in directions perpendicular to the edges of the images. 

Speckle reduction techniques that have been proposed in the literature are shown in Table 2.1 

and are summarized under the following categories: local statistics, median filtering, linear scaling, 

homogeneity, geometric, logarithmic, homomorphic, anisotropic diffusion, and wavelet filtering. 

Some of the local statistic filters are the Lee [151]-[154], Frost [195], [311], Kuan [79], [80], 

filters. 

The Lee and Kuan filters having the same structure, in which the Kuan filters is a 

generalization of the Lee filter. Both filters form an output image by computing a linear 

combination of the central pixel intensity in a filter window with the average intensity of the 

window and a coefficient of variation inside the moving window. Kuan considered a multiplicative 

speckle model and designed a linear filter, based on the minimum-mean-square error (MMSE) 

criterion, optimal when the intensity image is Gaussian distributed. The Lee [152] MMSE filter 

was a particular case of the Kuan filter based on a linear approximation made for the multiplicative 

noise model. The Frost [195] makes a balance between the averaging and the all-pass filters. It was 
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designed as an adaptive Wiener filter that assumed an autoregressive exponential model for the 

image.  

In the linear scaling group the gray level values are linearly scaled to de-speckle the image 

[53]. The despeckling in the homogeneity group is based on the most homogeneous neighbourhood 

around each image pixel [43]. Non-linear iterative algorithms are used in Geometric filters [177], 

[300], the pixel values are increased or decreased in a neighborhood according to their relative 

values. The similar method to the logarithmic point operation used in histogram improvement is 

homomorphic filtering [158], [289]. In this the bright pixels which are dominant, will de-

emphasised. In the homomorphic filtering the logarithmic transformation of the image is done, 

then the FFT is applied on the image, and then despeckling will be done, next step is the inverse 

FFT calculation, to get Back the exponential transformed.  

In present literature there are some non-linear filtering techniques for de-speckle filtering 

methods, such as anisotropic diffusion [221], [334], [273], [162], [166], [187] and [234], speckle 

reducing anisotropic diffusion [334], and coherence anisotropic diffusion [351], they utilize the 

coefficient of variation to simultaneously perform the contrast enhancement and noise reduction. 

[334]. Furthermore, in the wavelet filters category, a realistic distribution of the wavelet 

coefficients  is used for suppressing the speckle noise [34], [2], [292], [324], [320] and [75], where 

only the useful documented wavelet coefficients are to be utilized.  A pre-processing stage which 

consists of a logarithmic transform for the separation of noise from the original image is used in 

the wavelet methods. There are different wavelet shrinkage approaches, which are employed, 

based on Donoho’s work [75]. 

Some other researchers have tried in the past to despeckle SAR images by averaging of 

uncorrelated images obtained from different spatial positions [178]. These temporal averaging and 

multi-frame methods aimed to increase the SNR by generating multiple uncorrelated images that 

are summed incoherently to reduce speckle [53], [263]. Despite being simple and fast, these 

approaches suffer from two limitations.  

First, in order to produce uncorrelated ultrasound images, the transducer has to be translated at 

least by about half its element width for each of the generated frames [46]. Second, temporal 

averaging based on transducer movement causes the loss of small details such as small vessels and 

texture patterns because of blurring. For the above reasons this procedure has been proved to be 
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Table 2.2: An Overview of De-Speckle Filtering Techniques 

Speckle 

Reduction 

Techniques  

Investigator  Method  
Filter 

Name  

Local Statistics  

[54],  [295], [151]-

[154], [156], [195], 

[311], [79], [80], 

[21], [22], [329], 

[249] 

 

 
[54], [295], [53]  

 

 
[54], [211]  

[54], [232]  

[250], [8], [158]  

Moving window utilizing local statistics:  
 

a) Mean   , variance  2   

b) Mean
2 3 4, ,   .  

 

c) Homogeneous mask area filters. 
 

d) 1-D,  and 
2 filter. 

 

e) Wiener filtering.  

lsmvminmax,  

lsmv, lemva,  

lsmv1d, 

lsmv_lee  

 

lsmvske1d,  

lsmvsk2d  

 

lsminsc,  

lsminv1d,  

wiener  

Median Filtering  [250], [8], [158] Median filtering  median  

Linear Scaling  
[54]  Linear scaling of the gray level values.  ls, ca, 

lecasort  

Homogeneity  
[54], [49]  Based on the most homogeneous neighbourhood 

around each image pixel.  

homog  

Geometric  
[177], [300]  Non-linear iterative filter.  gf4d, 

gfminmax  

Logarithmic  

[126], [263]  Image is logarithmically transformed then filtered 

for suppressing additive noise (wiener or median 

[21]).  Image is then exponentially back 

transformed.  

lslog  

Homomorphic  

[158], [263], [289]  The idea is similar to the logarithmic point 

operations used in histogram improvement: de-

emphasize the dominant bright image pixels.  

homo  

Anisotropic Diffusion  

[263], [289], [273], 

[195]  

[311], [333]  

[333],  

[166]  

Non-linear filtering technique for simultaneously  

performing contrast enhancement and noise  

reduction.   Exponential damp kernel filters 

utilizing diffusion.   

Anisotropic diffusion based on the coefficient of 

variation. Coherence enhancing diffusion.  

ad, lsmedcd, 

lsmedc  

 

adsr  

nldif  

Wavelet  
[34], [2], [96], 

[292], [364]  

Realistic distribution of the wavelet coefficients. 

Only the useful wavelet coefficients are utilized.  

waveltc  
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not suitable for despeckle filtering. It is most suitable for additive noise reduction [54], [85]. 

Another disadvantage of this method is that multiple images from the same object are required 

[177], [295], [154], [156]. Other researchers applied their techniques on ultrasound images of the 

kidney [2], echocardiograms [324], heart [166], abdomen [166], pig heart [320], liver [205], SAR 

images [90], [310], [82], [34], [96], [155], real world [79], [234], and artificial images [6], [117], 

[166], [320]. They used statistical measures like the mean, variance, median, MSE, image contrast, 

and visual perception evaluation made by experts, to evaluate their techniques. They compared 

their despeckling techniques with the Lee filter [152], homomorphic filtering [289], median filter 

[278], and diffusion filtering [187], [234]. 

2.3.3 Performance Evaluation Parameters 

For evaluating the performance of filtering parameters chosen in the present work are Peak 

Signal to Noise Ratio (PSNR), Universal Image Quality Index (Qi), Mean Absolute Error (MAE), 

Mean Square Error (MSE) and Root Mean Square Error (RMSE). 

     The noise level is measured by standard deviation of the image 

 
1

i ig f
N

                  (2.11) 

Where i =1, 2,3…………..N, if is the mean gray level value of the original image and ig is the 

gray level value of the pixels of noise-removed image, and N is the total number of pixels in the 

image. 

PSNR is the ratio between the maximum possible power of a signal and the power of 

corrupting noise that affects the fidelity of its representation. Because many signals have a very 

wide dynamic range, PSNR is usually expressed in terms of the logarithmic decibel scale.      

1020.log
gMAX

PSNR
RMSE

 
  

 
              (2.12) 

Higher the value of PSNR better is the image quality. 

The universal image quality index (Qi) measures the distortion between the two images.  It is 

the combination of three factors; the loss of correlation, luminance distortion and the contrast 

distortion. 
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   
2 2

2 2

4 gu

g u

gu
Qi

g u



 

 
 

  
   
   

              (2.13) 

Where  1,2,........,ig g i N  and  1,2,........,iu u i N  are the original and the test images, 

respectively. And 

1

1 N

i

i

g g
N 

   , 
1

1 N

i

i

u u
N 

 
,
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2

2

1

1

1

N

g i

i

g g
N




 

 ,  

2
2

1

1

1

N

u i

i

u u
N




 



, and

 

  
1

1

1

N

gu i i

i

g g u u
N




  

  

In terms of three components as mentioned above we can break it into three parts as follows: 

   
2 2 2 2

22
. .

gu g u

g u g u

gu
Qi

g u

  

   



             (2.14) 

It can be seen that first component is the correlation coefficient between input and output 

images with dynamic range [-1, 1]. Second component shows the closeness of the luminance 

between two images with range [0, 1] and the third component measures similarity in the contrast. 

Its range of values is also [0, 1]. 

The Mean Absolute Error (MAE) is used to measure how close forecasts or predictions are to 

the eventual outcomes. It is formulated as: 

 

1 1

1 1N N

i i i

i i

MAE g u e
N N 

   
             (2.15)

 

Here ie is the error between input and output signal. Lower values of MAE, MSE and RMSE 

ensure a good quality filter. 
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The Mean Square Error (MSE) is defined as given below in eq. (2.16)  
 

 
2

1

1 N

i i

i

MSE g u
N 

 
               (2.16)

 

And Root Mean Square Error (RMSE) is given by 

 
2

1

1 N

i i

i

RMSE g u MSE
N 

  
             (2.17) 

 

2.3.4 Proposed De-Speckling Methods for Echocardiograhic Images 

2.3.4.1 Method 1: Hybrid Speckle Reducing Anisotropic Diffusion filter (HSRAD) 

In the present method the SRAD [334] has been used in combination with relaxed median 

filter [6]. SRAD not only preserves edges but also enhances edges by inhibiting diffusion across 

edges and allowing diffusion on either side of the edge. SRAD is adaptive and does not utilize hard 

thresholds to alter performance in homogeneous regions or in regions near edges and small 

features. The new diffusion technique is based on the same minimum mean square error (MMSE) 

approach to filtering as the Lee (Kuan) and Frost filters. In fact, it has been shown that the SRAD 

can be related directly to the Lee and Frost window-based filters. So, SRAD is the edge sensitive 

extension of conventional adaptive speckle filter, in the same manner that the original Perona and 

Malik anisotropic diffusion [234] is the edge sensitive extension of the average filter. In this sense, 

the application of anisotropic diffusion has been extended to applications such as radar and 

medical ultrasound in which signal-dependent, spatially correlated multiplicative noise is present. 

SRAD filter de-speckles the image with edge preservation but impulse noise is remained over 

the images. So a hybrid filter has been modeled in proposed method which is the combination of 

SRAD and relaxed median filter. This hybrid modal is able to give noise free image. 

  Given an intensity image ),(0 yxI having finite power and no zero values over the image 

support , the output image );,( tyxI is evolved according to the following PDE: 

 

0

( , ; ) / [ ( ) ( , ; )]

( , ;0) ( , ), ( ( , ; ) / ) 0

I x y t t div c q I x y t

I x y I x y I x y t n

   


    

           (2.18) 
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Where  denotes the border of  , n is the outer normal to the  , and , the diffusion 

coefficient is: 

 

2 2 2 2 2

0 0 0 0

1
( )

1 [ ( , ; ) ( )] / [ ( ) / [ ( )(1 ( ))]
c q

q x y t q t q t q t q t


  
        (2.19) 

 

                                                                        Or 

 

 2 2 2 2

0 0 0( ) exp ( , ; ) ( ) / ( )(1 ( )c q q x y t q t q t q t                   (2.20) 

 

In (2.19) and (2.20), );,( tyxq is the instantaneous coefficient of variation determined by 

 

     

  

22 2 2

2
2

1/ 2 / 1/ 4 /
( , ; )

1 1/ 4 /

I I I I
q x y t

I I

  


  
 

          (2.21) 

 

And )(0 tq is the speckle scale function. We call (2.21) the SRAD PDE. 

In the SRAD, the instantaneous coefficient of variation );,( tyxq  serves as edge detector in 

speckle imagery. The function exhibits high values at edges or on high-contrast features and 

produces low values in homogeneous regions. Speckle scale function effectively controls the 

amount of smoothing applied to the image by SRAD. It is estimated using 

0

var[ ( )]
( )

( )

z t
q t

z t
                 (2.22) 

Where  )(var tz  and )(tz are the intensity variance and mean over a homogeneous area at t , 

respectively. 

Because of the need of computing eq. (2.22), the SRAD requires knowing a homogeneous 

area inside the image being processed. Although it is not difficult for a user to select a 

homogeneous area in the image, it is nontrivial for a computer. So, automatic determination of 

)(0 tq is desired in real applications to eliminate heuristic parameter choice. 

First of all, we state that )(0 tq can be approximated by 

0 0( ) exp[ ]q t q t                  (2.23) 
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Where  is a constant, and 0q is the speckle coefficient of variation in the observed image. For 

fully developed speckle, ,10 q  for ultrasound intensity data (without compounding) and 

Nq /10  for N -look SAR intensity data. For partially correlated speckle, 0q is less than unity.  

Here is the derivation of eq. (2.23). As we expected, in a uniform area the diffusion should be 

isotropic. Adopting the discrete isotropic diffusion update, we have 

, , 1, 1, , 1 , 1 ,( 4 )
4

t t t t t t t t

i j i j i j i j i j i j i j

t
I I I I I I I

   


               (2.24) 

Given )(t  , the standard  deviation of t

jiI ,  in a homogeneous region, we can estimate the 

standard deviation of 
tt

jiI 

, in the region. Assuming that pixels in the region are stationary in 

dependent and identically distributed. Statistical formula for the variance of a sum of random 

variables 

2 2 2 2( ) (1 ) ( ) ( / 4) 4 ( )t t t t t t                  (2.25) 

On the other side, the local means remains the same before after one iteration. So, we have 

   
2 2

0 0( ) ( ) 1 / 4q t t q t t t                 (2.26) 

For 1t , the   2
t terms in eq. (2.26) can be neglected, and we have 

1 2 1t t                     (2.27) 

By Taylor series expansion and neglecting the second and higher order terms. So eq.(2.26) 

becomes 

00
( ) ( ) 0q t q t



                   (2.28) 

Where )(
0

tq


is the first derivative of )(0 tq with respect to t. solving eq.(2.28), yields 

0 0( ) exp[ ]q t q t                  (2.29) 

Relaxed median filter has been used here in combination with SRAD to remove large spike 

noises.  
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Let  iX be a m dimensional sequence, where the index mZi . A sliding window is defined 

as a subset mZW  of odd size 12 N . Given Sliding windowW , define  WrXW rii   : to be 

the window located at position i . 

If we let iX and iY be the input and the output at location i , respectively, of the filter, then we 

have for the standard median (SM) filter: 

{ } { : }i i i rY med W med X r W                (2.30) 

Where {.}med  denotes the median operator. 

Denote by )(][ riW , 12,........1  Nr  the thr order statistic of the samples inside the window iW : 

(1) (2) (2 1)[ ] [ ] ........[ ]i i i NW W W               (2.31) 

The relaxed median filter works as follows: two bounds l and u lower and upper, 

respectively—define a sub list inside the (.)][ iW , which contains the gray levels that we assume to 

be good enough not to be filtered. 

If the input belongs to the sub-list, then it remains unfiltered, otherwise the standard median 

filter is output. 

Let 1 Nm and ul, such that 12  Numl . The relaxed median filter with bounds l and 

u is defined as: 

( ) ( )

( )

[[ ] ,[ ]
{ }

[ ]

i i i l i u

i lu i

i m

X ifX W W
Y RM W

W otherwise


  


          (2.32) 

Where miW ][ is the median value of the samples inside the window iW . 

The discrete isotropic diffusion update from eq. (2.18) is  

2

, , ,( )t t t t

i j i j i jI I t I                   (2.33) 

Where         )4(
4

,1,1,,1,1,

2 t

ji

t

ji

t

ji

t

ji

t

ji

tt

ji IIIII
t

I 


 

  

Where t is time space step size. 

Relaxed median filter has been used here in combination with SRAD to remove large spike 

noises. The proposed hybrid method is defined as follows: 
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2

, . , ,[ ( )]t t t t

i j l u i j i jI RM I t I                 (2.34) 

Where RM is the relaxed median filter with lower bound l and upper bound u .The lower 

bound and upper bounds for relaxed median used in the experiments are 3 and 5 respectively. 

2.3.4.2 Results 

Here we show example which results from proposed hybrid model. Fig. 3.5 shows the 

echocardiographic images taken from different views of heart of different patients. 

 

Figure 2.5 Original Echocardiographic Images 
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       Here we can see that there is lots of speckle noise present in these images which makes it 

difficult to extract boundaries. Other important diagnosis also becomes difficult with this noise. By 

analyzing these image it can been that boundaries of chambers get dull due to this noise. In case of 

fig. 2.5f to fig. 2.5o, density of speckle noise is very high and this noise covers the boundaries as 

well as inside of the chambers. 

            

 

Figure 2.6 De-Speckled Image after Speckle Reducing Anisotropic Diffusion filter (SRAD) 
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Figure 2.6 shows the SRAD filtered images. We can see that these images are speckle free but 

impulse noise or salt and pepper noise is introduced. Which also creates problem in diagnosis. So 

there is requirement of a filter that removes these types of disturbing noises. As we can see in fig. 

2.6a to fig. 2.6p, it is noticed that the impulse noise increases in the image which having the high 

speckle noise.   

 

 

Figure 2.7 De-Speckled Images after Applying Proposed Hybrid Filter (HSRAD) 
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Proposed hybrid filter (HSRAD) removes speckle noise as well as impulse noise. Fig. 2.7 

shows images filtered with proposed hybrid filter. Relaxed median filter hybrid with speckle 

reducing filter removes impulse noise in parallel. HSRAD removes the speckle as well as impulse 

noise even in case of high speckled noise images. Images in fig. 2.7f to fig. 2.7o prove this 

statement. Edges can be as well as chambers can be visualize properly in these images. 

   Table 2.3 shows the statistical analysis of these two filters. Here statistical parameters are Qi 

(quality index), PSNR (peak signal to noise ratio), MAE (mean absolute error), MSE (mean square 

error) and RMSE (root mean square error). High Qi and PSNR with low value of MAE, MSE and 

RMSE show the better filter. Analysis in table 2.3 shows that proposed filter have high PSNR and 

Low MSE and RMASE than SRAD in case of echocardiographic images.  

 

Table 2.3: Performance of Proposed Hybrid Filter (HSRAD) with SRAD Filter 

Images SRAD HSRAD 

 Qi PSNR MAE MSE RMSE Qi PSNR MAE MSE RMSE 

1 0.85 37.37 1.63 

 

11.92 

 

3.45 

 

0.79 38.13 1.22 

 

10.00 3.16 

2 0.86 38.47 

 

1.21 9.24 3.04 0.84 

 

39.34 

 

0.85 7.57 2.75 

3 0.66 

 

38.86 

 

1.13 

 

8.46 

 

2.91 0.88 39.79 0.79 6.83 2.61 

 
4 0.73 

 

39.67 

 

1.07 

 

7.02 2.65 0.69 41.17 0.65 

 

4.97 2.23 

5 0.81 

 

40.99 0.85 5.18 

 

2.28 0.72 42.77 0.52 

 

3.43 1.85 

6 0.91 

 

39.18 1.14 7.85 

 

2.80 0.97 

 

40.92 0.70 5.26 2.29 

7 0.93 

 

38.51 

 

1.25 9.16 3.03 0.76 39.61 0.85 7.12 2.67 

8 0.64 

 

40.02 

 

0.95 

 

6.48 

 

2.54 0.86 

 

41.13 

 

0.65  5.01 

 

2.24 

9 0.66 

 

38.15 1.32 9.96 

 

3.16 0.84 39.14 0.89 7.93 2.82 

10 0.65 

 

36.81 

 

1.69 13.55 3.68 0.86 37.62 1.18 11.25 3.35 

11 0.63 

 

36.60 1.81 14.23 3.77 0.86 37.42  1.23 

 

11.78 3.43 

12 0.69 

 

37.77 1.41 

 

10.86 3.29 0.86 38.66 0.96 8.86 2.98 

13 0.96 

 

37.52 1.47 11.49 3.39 0.88 38.26 1.02 9.71  3.12 

 
14 0.67 

 

37.02 1.59 12.91 

 

3.59 0.89 37.81 1.12 10.77 3.28 

15 0.61 

 

37.29 

 

1.54 12.11 3.48 0.84 38.17 1.05 9.91 3.15 

16 0.75 

 

37.38 1.52 11.89 3.45 0.85 38.32 1.08 9.58 

 

3.10 
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Figure 2.8 Comparison Between SRAD and MSRAD (a) for  Qi , (b) for PSNR (c) for  MAE (d) for 

MSE and  (e) for RMSE 
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Fig. 2.8 shows the statistical comparison between two filters in graphical form. It can be seen 

that the data line related to SRAD filter is above the data line related to proposed method in case of 

Qi and PSNR. But in case of MAE, MSE and RMSE data line related to SRAD is below the data 

line related to proposed method. 

2.3.4.3 Method 2: Modified Nonlinear Complex Diffusion (MNCD) Filtering 

Second method is developed to improve the process of speckle noise reduction and to improve 

the preservation of edges and the image features. The filtering process is specific to 

echocardiographic images. A nonlinear complex diffusion based technique has been utilized to 

take the advantage of imaginary part of the image. 

Nonlinear complex diffusion processes (2nd order PDE's) can behave like 3rd and 4th order 

real PDE's enabling a variety of new options with standard 2nd order numerical schemes. The 

imaginary value serves as a robust edge-detector with increasing confidence in time, thus handles 

noise well and may serve as a controller for nonlinear processes. 

Equation for Non-linear complex diffusion filter is given as follows in the literature 

.( (Im( ) )
I

d I I
t


 


               (2.35) 

Where, Im( )I is the imaginary part of the image (Im( ))d I  is the coefficient of diffusion and it is 

defined as: 

 
2

exp( )
(Im( ))

Im( )
1

i
d I

I
k









              (2.36) 

Where 1i   , k is a threshold parameter, ( ; )
2 2

     a phase angle close to zero and 

I is the image. As in this formulation, the definition of coefficient of diffusion does not involve the 

derivatives of the image; it is the advancement in comparison with real diffusion coefficients. 

Directional diffusion coefficient is used in this formulation. For small values of   the imaginary 

part of I is a smooth function of its second derivatives and the ratios proportional to the laplacian 

of I , explained by [103] taking 0  . In this way, diffusion is facilitated for smooth areas and 

attenuated at image edges.  

    Equation (2.36) was discretized by finite difference scheme as: 
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 ( 1) ( ) ( ) ( ) ( )

, , , , , ,,( (Im( ))) ( (Im( ))) .
nn n n n n n

i j m i j m s i j s s i ji jI I t d I I d I I            (2.37) 

 

Where s and s are discrete gradient and laplacian operators respectively; i  and j are 

indexes for pixels of I ;  and ( )nt  is the step in time for iteration. 

Assuming that    ( ) ( )

, ,0 Im (Im( )) Re (Im( ))n n

i j i jd I d I  , for all ,i j  and n  where Im( )  and 

Re( ) are imaginary and real parts. Work  in [5] explains that the method is stable if: 

 

( )

( ) ( )

, ,
,

1

max Re(( (Im( )) Im(( (Im( )))

n

n n

i j i j
i j

t
d I d I

 
 
 

         (2.38) 

 

From the above discussion it is seen that the choice of the diffusion coefficient and the time 

step function are very important as diffusion coefficient decides as to which area is to be smoothed 

out and which one to be enhanced. The iterations also depend on time step function. So, these 

parameters are of our main consideration. 

a)  Modified Nonlinear Complex Diffusion Coefficient 

Equation (2.36) for diffusion coefficient seems to be good choice to preserve the edges, as 

mentioned in [120] , but for getting much better enhancement with edge preservation in 

echocardiographic images we formulate the diffusion coefficient as mentioned below: 

 
2

exp( ).(Im( ))
(Im( ))

Im( )
1

i I
d I

I
k









              (2.39) 

The imaginary value serves as a robust edge detector with in creasing confidence in the time 

and thus handles noise well and may serves as a controller for nonlinear process.  So in the eq. 

(2.39) weightage of imaginary value has been increased to get the edge enhancement as an 

advancement with the de-speckling. 

b)  Adaptive time step 

The coefficient of diffusion depends on the gradient of the image. Due to noise, this gradient 

is much higher in the initial steps of the diffusion process. So an adaptive time step is formulated 

in the proposed method.  An additional advantage of proposed time step function is that it also 
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increases the processing speed. The adaptive time step function has been formulated as in eq. 

(2.40) 

 
 

 
 

( )

( )

( )
( )

( )

Re1
exp max

Re
Re

exp max
Re

n

n

n
n

n

I
a t

t b
II

t

I



 
 
 

   
                       

   
   

    (2.40) 

Where 
 

 

( )

( )

Re

Re

n

n

I
t

I

 
 
 
 
 

is the fraction of change of the image/volume at iteration n  and   

is as in eq. (2.38), and the a and b  are the time step controlling parameters with  a b I  .     

2.3.4.4 Results 

Fig. 2.9 shows the processed images of the original images from fig. 2.1 by NCDF filters. 

These filters remove noise in the homogeneous regions and the edges are left unaltered. But this 

filter produce some blurring in the echocardiographic images.  

However, in case of echocardiographic images more enhanced images are required. The 

proposed MNCD applied to output the images as in fig. 2.10 has shown still better results. This 

filter removes the speckle noise from homogeneous regions and enhances the edges. Change in 

results is due to the change in diffusion coefficient value and the time step size.  

The proposed method gives a new diffusion coefficient and time step size which enhances the 

image in much better way.  The better outcome has been shown by discussing performance the 

parameters. Table 2.4 gives the values of these parameters in both the cases; when the traditional 

NCDF has been used and when the proposed MNCD has been used. It is clear from the table that 

the PSNR and the Qi are higher in case of proposed MNCD method and the value of MAE, MSE 

and RMSE are lower in the proposed method than the corresponding values obtained in case of the 

NCDF method. So the proposed filter is an advancement of the NCDF. 
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Figure 2.9 Processed Images by Traditional Non-linear Coefficient Diffusion Filter (NCDF) 
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Figure 2.10 Processed images by proposed Modified Non-linear Coefficient Diffusion Filter  

 

The graphical representation of the performance parameters is shown in fig. 2.11 From the 

graphs it can be seen that in case of PSNR and Qi the trend line of MNCD is above the trend line 

relating to NCDF. In case of MAE, MSE and RMSE the opposite is true. This clearly shows the 

higher performance index of the proposed filter than that of the traditional NCDF. 

 

      



Pre-processing of echocardiographic images 

63 

 

Table 2.4: Performance Parameters for Analyzing the Quality of Filter 

Images NCDF MNCD 

 Qi PSNR MAE MSE RMSE Qi PSNR MAE MSE RMSE 

1 0.05 

 

25.62 13.60 

 

898.58 29.98 0.07 26.36 13.58 

 

800.16 

 

28.28 

2 0.22 24.85 

 

10.88 921.19 30.35 0.30 

 

27.12 10.94 746.87 27.33 

3 0.23 24.42 8.25 586.82 24.22 0.17 24.89 8.28 496.17 22.27 

4 0.09        24.52 7.11 415.44 20.38 0.22 25.45 7.12 

 

274.98 16.58 

5 0.09 25.53 4.93 231.23 15.21 0.16 26.89 4.92 

 

164.37 12.82 

6 0.11 25.89 7.37 413.15 20.33 0.19 

 

28.29 7.18 273.63 16.54 

7 0.06 26.56 9.17 582.56 24.14 0.12 28.50 9.12 440.62 20.99 

8 0.18 24.56 6.05 356.38 18.88 0.08 

 

25.11 6.07 276.58 16.63 

9 0.13 24.80 10.14 715.24 26.74 0.09 25.25 10.07 568.18 23.84 

10 0.13 24.69 12.93 834.74 28.89 0.10 25.06 12.87 747.08 27.33 

11 0.12 24.87 14.17 1006.86 32.68 0.09 25.31 14.14 956.23 30.92 

12 0.15 24.89 10.33 586.80 24.22 0.09 25.26 10.29 514.06 22.67 

13 0.04 26.87 11.64 681.57 26.11 0.06 29.26 11.76 583.96 24.16 

14 0.14 

 

24.75 13.17 910.04 30.17 0.08 25.09 13.11 819.15 28.62 

15 0.12 

 

24.69 12.72 887.53 29.79 0.08 25.02 12.66 788.75 28.08 

16 0.03 

 

26.67 12.18 958.85 30.97 0.07 28.87 12.07 705.52 26.56 
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Figure 2.11 Comparison Between NCDF and MNCD (a) for Qi , (b) for PSNR (c) for  MAE (d) for 

MSE and  (e) for RMSE 



Pre-processing of echocardiographic images 

65 

 

2.4 SUMMARY 

Echocardiographic images give different results on different intensity transformations. 

However, these results are tilted slightly from the results obtained in case of other types of images. 

Although spatial filtering gives fine results, images become complex for further processing. 

Proposed transformation is suitable for different kinds of low contrast images there is no 

requirement of different transformation for different kind of images as in the case of conventional 

transformations. Parameters are specified automatically and the enhancement procedure can work 

as automatic enhancement tool. 

     Here, we have applied the modified log transformation for gray-scale images; it can similarly 

work for color images also. This method is also applicable for 3-D echocardiographic images. And 

gives the satisfactory results with higher value of a. 

    The first proposed method for de-speckling is an improvement over Yongjian Yu and Scott T. 

Acton’s paper Speckle Reducing Anisotropic Diffusion by additional quality of relaxed median 

filter. Proposed method has been implemented on different echocardigraphic images and has 

resulted in giving speckle and spike free images. Statistical analysis has also been carried out for 

comparison between SRAD and the proposed filter. This analysis shows that the proposed filter is 

better for echiocardiographic images.   

     In second a new formulation of the nonlinear complex diffusion filter has been proposed as the 

Modified Nonlinear Complex Diffusion (MNCD) filter. A modified filter is developed to remove 

speckle more effectively from the echocardiographic images and provides much better 

enhancement even of the smaller details. Five of the performance parameters as explained show 

the better quality of the filter. These parameters demonstrate advantages with regard to the edge 

preservation and speckle filtering capabilities. The adaptive time step proposed has its advantage 

with regard to better stability and the fast response. In addition to the echocardiographic images 

used for the present work this filter can also be used for other medical images, radar images and 

synthetic images.  
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CHAPTER 3 

BOUNDARY DETECTION OF ECHOCARDIOGRAPHIC 

IMAGES 

_______________________________________________________________________________ 

 

3.1 INTRODUCTION       

There is an extensive literature on methods to automatically segmenting and tracking the left 

ventricle (normal assessment of the chamber for the diagnosis of heart disease). Tracking of the 

endocardium motion has been kept in mind for estimation of left ventricular size (areas/volumes) 

and derived measures such as the ejection fraction and for regional wall motion assessment. In 

particular, these measures are used in diagnosis and assessment of ischemic heart disease. 

There is anisotropy in the acquisition of echocardiography images, there are some artifacts due 

to shadowing from lungs and a strong attenuation, these all things create some challenges in 

finding out the proper methods for segmentation. Segmentation methods used for 

echocardiography images should also have an ability to avoid problems created by the papillary 

muscles. A more challenge is in reliably finding the outer wall (also known as epicardial border 

detection), particularly from apical views. There are many papers on tracking of left ventricle 

which deal with the deformation model, which are independent of feature extraction or the imaging 

modality. In [146] motion analysis has been done for the systolic dysfunction of the left ventricle. 

A freehand ultrasound (synchronization of 2-D image acquisition to record the location of the slice 

with the help of a position sensor), rotational 3- D probes acquiring a sparse set of 2-D image 

sequences, or real-time 3-D echocardiography [125], [122]  have been used based on the 

volumetric system [223], [293].  

Contour finding approach is the most popular approach which is used for the endocardial 

segmentation. Due to uneven contrast around the left ventricle chamber border this is not 

straightforward. Contrast varies according to the relative orientation of the border to the transducer 

direction, and attenuation. So the conventional methods such as intensity gradient-based methods 

have had limited success on such types of images. 

In [29] an active contour method has been discussed. In this the genetic algorithm was used 

for optimization. The first image is a preprocessed contour with the low pass filtering and 
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morphological operations and then optimized by using GA for rough boundary delineation to 

define an initial estimate of the contour at a fixed number of sample points. To minimize the 

energy functional a nonlinear mapping of the intensity gradient was used. To initialize contour 

finding in the next time frame a contour was used. The conventional constrained quasi-Newton 

method has been used to compare the convergence of the method to the active contour. The two 

experts have done manual delineations on 20 frames and the average compared to the automated 

algorithm showing that the intervariability between experts was similar to the difference between 

the manual and automated methods.  

In [208] a statistical external energy [114], [76] has been used in a discrete active contour for 

the short axis parasternal images segmentation with an argument that this was well-suited in 

ultrasound images with missing boundaries and significant noise. To model gray levels statistics, a 

shifted Rayleigh distribution was used. 

Oftently used alternative of active counters is the level set methods for the segmentation of 

echocardiographic images. Here, the evolving contour using a signed function, where it is zero 

level, corresponds to the actual contour. According to the motion equation of the contour, one can 

easily derive a similar flow for the implicit surface that when applied to the zero-level, will reflect 

the propagation of the contour. The level set method encodes numerous advantages: it is implicit, 

parameter free, provides a direct way to estimate the geometric properties of the evolving structure, 

can change the topology and is intrinsic.  In [164] a level set method has been considered for 

applying on the echocardiographic images using fast marching method an adaptation. In this paper 

an average intensity gradient-based measurement has been used to reduce errors attributed to using 

local feature (intensity gradient) measurements. The method was applied to an apical four-chamber 

view sequence and parasternal short axis view. The results obtained in this study were discussed in 

there quantitative form only. 

The ML blocky segmentation maps exhibit improper blood or muscle areas at lower levels 

(higher resolution levels of the pyramidal structure due to artifacts created by the ultrasound 

imagery process. The boundary of the endocardial contour cannot be efficiently extracted on these 

lower levels. 

Segmenting abnormal from normal myocardium using high-frequency intracardiac 

echocardiography (ICE) images presents new challenges for image processing. Gray level intensity 

and texture features of ICE images of myocardium with the same structural/perfusion properties 
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differ. This significant limitation conflicts with the fundamental assumption on which existing 

segmentation techniques are based. Xiaohui Hao[330] concentrates on segmenting region shapes 

rather than automatically distinguishing abnormal from normal myocardial tissue. Segmentation 

results in the [330] were compared with the gross pathology images of the heart. 

In the past four decades, computerized image segmentation has played an increasingly 

important role in medical imaging. Segmented images are now used routinely in a multitude of 

different applications, such as the quantification of tissue volumes [280], diagnosis [242], 

localization of pathology [33], study of anatomical structure [17], [45], treatment planning [312], 

partial volume correction of functional imaging data [123], and computer-integrated surgery [214], 

[313]. Image segmentation remains a difficult task, however, due to both the tremendous 

variability of object shapes and the variation in image quality. In particular, medical images are 

often corrupted by noise and sampling artifacts, which can cause considerable difficulties when 

applying classical segmentation techniques such as edge detection and thresholding. As a result, 

these techniques either fail completely or require some kind of post-processing step to remove 

invalid object boundaries in the segmentation results. 

To address these difficulties, deformable models have been extensively studied and widely 

used in medical image segmentation, with promising results. Deformable models are curves or 

surfaces defined within an image domain that can move under the influence of internal forces, 

which are defined within the curve or surface itself, and external forces, which are computed from 

the image data. The internal forces are designed to keep the model smooth during deformation. 

The external forces are defined to move the model toward an object boundary or other desired 

features within an image. By constraining extracted boundaries to be smooth and incorporating 

other prior information about the object shape, deformable models offer robustness to both image 

noise and boundary gaps and allow integrating boundary elements into a coherent and consistent 

mathematical description. Such a boundary description can then be readily used by subsequent 

applications. Moreover, since deformable models are implemented on the continuum, the resulting 

boundary representation can achieve sub-pixel accuracy, a highly desirable property for medical 

imaging applications. Main part is contour detection a reference for contour detection is in [102].  
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3.2 DEFORMABLE MODELS     

Although the term deformable models first appeared in the work by Terzopoulos and his 

collaborators in the late eighties [85], [206], [84] and [86] the idea of deforming a template for 

extracting image features dates back much farther, to the work of Fischler and Elschlager’s spring-

loaded templates [184] and Widrow’s rubber mask technique [44]. Similar ideas have also been 

used in the work by Blake and Zisserman [7], Grenander et al. [305], and Miller et al. [201]. The 

popularity of deformable models is largely due to the seminal paper “Snakes: Active Contours” by 

Kass, Witkin, and Terzopoulos [206]. Since its publication, deformable models have grown to be 

one of the most active and successful research areas in image segmentation. Various names, such 

as snakes, active contours or surfaces, balloons, and deformable contours or surfaces, have been 

used in the literature to refer to deformable models. There are basically two types of deformable 

models: parametric deformable models (cf. [206], [1], [175] and [298]) and geometric deformable 

models (cf. [306], [256], [307], [36] and [260]). Parametric deformable models represent curves 

and surfaces explicitly in their parametric forms during deformation. This representation allows 

direct interaction with the model and can lead to a compact representation for fast real-time 

implementation. Adaptation of the model topology, however, such as splitting or merging parts 

during the deformation, can be difficult using parametric models. Geometric deformable models, 

on the other hand, can handle topological changes naturally. These models, based on the theory of 

curve evolution [107], [37], [254], [38], [180]and [172] and the level set method [284], [129], 

[130] and [131], represent curves and surfaces implicitly as a level set of a higher-dimensional 

scalar function. Their parameterizations are computed only after complete deformation, thereby 

allowing topological adaptivity to be easily accommodated. Despite this fundamental difference, 

the underlying principles of both methods are very similar. Finite element methods [298], [125] 

and [83] have been used to implement deformable surfaces. Recently a method [65], [128] is 

developed which casts the speed extension problem as a boundary value problem, which can then 

be solved efficiently using the fast marching method. 

Deformable contour is a curve ]1,0[)),(),(()(  ssYsXsX which moves though the spatial 

domain of an image to minimize the following energy functional: 

int( ) ( ) ( )extE X E X E X 
                (3.1)
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Internal energy of snake is the summation of elastic energy and bending energy and is given 

as: 

2 2

int 2 2

X X
E

S S S S
 

     
    
                     (3.2)

 

The first term discourages stretching and makes the model behave like an elastic string. The 

second term discourages bending and makes the model behave like a rigid rod. The external energy 

is given as the potential energy: 

( )extE P X 
                  (3.3)

 

External energy attracts the curve towards the desired object boundaries. To find the object 

boundary, parametric curves are initialized within the image domain and are forced to move 

toward the potential energy minima under the influence of both the forces.    

The level set method has the property of automatic topology adaptation. In the level set 

method, the curve is represented implicitly as a level set of a 2-D scalar function referred to as the 

level set function which is usually defined on the same domain as the image. The level set is 

defined as the set of points that have the same function value.  Instead of tracking a curve through 

time, the level set method evolves a curve by updating the level set function at fixed coordinates 

through time. This perspective is similar to that of an Eulerian formulation of motion. An 

advantage of level set function is that it remains a valid function while the embedded curve can 

change its topology. 

Given level set function ],,[ tyx with contour ),( tsX ; as its zero level set, we have 

[ ( , ), ] 0X s t t                    (3.4) 

Differentiating the eq.(3.4) with respect to t and using the chain rule we obtain: 

0
X

t t




 
  

                   (3.5)
 

Where  denote the gradient of . 

Assuming that  is negative inside the zero level set and positive outside. Accordingly, the 

inward unit normal to the level set curve is given by: 
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N





 


                   (3.6)

 

Using the curve evolution theory we can rewrite eq. (3.5) as 

( )V k
t





 

                   (3.7)

       
 

where k , the zero level set is given by 

2 2

2 2

2xx y x y xy yy x

x y

k
      

  

 
 

 
             (3.8)

 

 

 

3.3 ECHOCARDIOGRAPHIC IMAGE SEGMENTATION 

In case of mitral regurgitation, atrium and ventricle may get dilated. To examine this, doctors 

draw the boundary manually. Aim of this piece of research work as explained is to evolve the 

automatic boundary detection for carrying out segmentation of echocardiographic images. In case 

of significant MR, left ventricle has to accommodate both the stroke volume and regurgitant 

volume with each heart beat leading to volume overload of the left ventricle. The left ventricle 

dilates and becomes hyperdynamic for compensation. The left atrial and pulmonary venous 

pressures increase quickly in case of acute severe MR, leading to pulmonary congestion and 

pulmonary edema. A gradual increase in left atrial size and compliance compensates in chronic 

MR, so that left atrial and pulmonary venous pressures do not increase until late in the course of 

the disease. An increase in after load, contractile dysfunction, and heart failure occur in case of 

progressive left ventricular dilation. Left atrial enlargement leads the patient to atrial fibrillation 

and arterial thromboembolism. 

Two-dimensional echocardiography is a good method for finding out left atrial and ventricle 

dilation in case of mitral regurgitation. There are many papers in the literature which discuss the 

different measurement methods related to left atrium and left ventricle [319], [132], [15], [55] and 

[61]. There are different techniques employed for left atrium and ventricle boundary detection. In 

[121], the LV center and LV edge points were detected using neural network classifiers with new 

input feature vectors. These neural classifiers combined with knowledge-based techniques in the 

center detection stage refine the center estimate. In [318], double thresholding method is used for 



Boundary detection of echocardiographic images 

72 

 

left ventricle endocardium detection. First step of this method was to suppress the noise by taking 

mean of two adjacent frames four times. Next step was ternary thresholding in which two 

thresholds divide the image into three regions. Final step was second thresholding, in which a 

binarized image is obtained. In [140], snake-based algorithm is used for endocardial boundary 

detection.  

Our objective is to detect the left atrium and left ventricle boundaries using active contour 

method. Active contour model is first proposed in [206]. There are many research papers which are 

based on deformable models or active contour models [121], [94], [115], [14], [317], [9] and [321]. 

An energy minimizing deformable spline influenced by constraint and image forces that pull it 

toward object contours is called active contour. Snakes are largely used in applications like 

boundary detection, object tracking, shape recognition, segmentation, edge detection, stereo 

matching [206], etc. The problem of finding a curve that minimizes the energy functional is known 

as a variational problem [246]. It has been shown that the curve that minimizes energy functional 

must satisfy Euler-Lagrange equation [206] and [175]. The value of the distance map at each pixel 

is obtained by calculating the distance between the pixel and the closest boundary point, based 

either on Euclidean distance [225] or Chamfer distance [100]. 

3.3.1 Statistical Parameters used for Performance Analysis 

For getting the performance of the method statistical analysis has been done on the population 

of time taken per iterations. The four parameters mean, median, standard deviation and variance 

have been calculated. 

Mean is defined as : 

/t n                      (3.9) 

Where  is the symbol for representing mean and t is the sum of time taken for all the 

iterations and n  is the number of total iterations taken for the boundary detection of particular 

image. 

      Median is related to the middle value of time from time population. 

The variance is the average squared deviation from the group of time mean, as defined by the 

following formula:  

2 2( ) /it n                    (3.10) 
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Where σ
2
 is the variance, μ is the mean and it  is the i

th
 element from the time population. 

The standard deviation is the square root of the variance. Thus, the standard deviation is 

defined as: 

2 2( ) /it n                     (3.11) 

3.3.2 Proposed Method 1- A Fast Region-Based Active Contour Model (FRACM) 

Our algorithm is based on Chan–Vese paper active contours without edges, but it is much 

faster than Chan–Vese model [294]. Here method has been developed by which it is possible to 

detect much faster the echocardiographic boundaries. The method is based on the region 

information of an image. The region based force provides a global segmentation with variational 

flow robust to noise. Implementation is based on level set theory so it easy to deal with topological 

changes. Newton–Raphson method has been used here to converge the fast boundary detection. 

An image 0u is usually considered a real-valued bounded function defined on  , where  is a 

bounded and open subset of 2R with  as its boundary.  

According to level set theory originally proposed by Osher and Sethian in [285], a geometric 

active contour can be represented by zero level set of real valued function RR  2: which 

evolves in an image 0u according to variational [246] flow in order to segment the object from the 

image background.  

3.3.2.1 FRACM Formulation 

Given an observed image 0u , find decomposition i of  and an optimal piecewise smooth 

approximation u of 0u , such that u varies smoothly within each i and rapidly or discontinuously 

across the boundaries of  i . 

To solve this problem, Mumford and Shah (77) proposed the following minimization problem: 

22

0

\

inf ( , ) ( )MS

C

F u C u u dx dy u dx dy C 
 

  
     

  
 

       (3.12)

 

  A reduced case of the model is obtained by restricting the segmented image u to piecewise 

constant function, i.e. u constant ic inside each connected component i . Then this problem is 

called “minimal partition problem” and its functional is: 



Boundary detection of echocardiographic images 

74 

 

 
2

( , )MS

i

i

E u c u c dxdy C


  
             (3.13) 

It is easy to see that, for fixed C, the energy from equation (3.13) is minimized in the variable 

ic by setting 

0( )i ic mean u in 
                (3.14) 

By the functional for “minimal partition problem”, and given the curve C , with 

 an open subset, and two unknown constants 1c and 2c denoting 1 , 2 . They 

have proposed to minimize the following energy with respect to 21 ,cc andC . 

 

2

1 2 1 0 1

( )

2

2 0 2

( )

( , , ) ( ) ( ( )) ( , )

( , )

inside C

outside C

F c c C Length C Area inside C u x y c dxdy

u x y c dxdy

  



     

 




   (3.15) 

where, 1 20, 0, , 0      , are fixed parameters  and  these values fixed as 1 2 1   and 

0  for further calculations.  

Using the Heaviside function H and the one-dimensional Dirac measure 0 and defined, 

respectively, by 

     0

1, 0
,

0, 0

if z d
H z z H z

if z dz



 


           (3.16) 

(in the sense of distributions), we express the terms in the energy in the following way 

    

    

    

0

0 ,

, , ,

0 , ,

Length H x y dx dy

x y x y dx dy

Area H x y dx dy

 

  

 







  

 

 







          (3.17) 

and 

      

      

2 2

0 1 0 1

0

2 2

0 2 0 2

0

, , , ,

, , , .

u x y c dx dy u x y c H x y dx dy

u x y c dx dy u x y c H x y dx dy









 

 

  

  

 

 
       (3.18) 



 Processing of echocardiographic image with reference to mitral regurgitation 

75 

 

 

So the level set formulation of energy function  

1 2

2 2

1 0 1 2 0 2

)

( , , ) ( ( , )) ( , ) ( ( , ))

( , ) ( ( , )) ( , ) (1 ( ( , )))

F c c x y x y dxdy H x y dxdy

u x y c H x y dxdy u x y c H x y dxdy

      

   

 

 

  

    

 

 

                    (3.19) 

   Where )(H   is Heaviside function, ),(0 yxu is input image and   Lipschitz function. 

1c and 2c are the mean intensities inside and outside the active contour defined as follows: 

0

1

( , ) ( ( , ))

( ( , ))

u x y H x y dxdy

c
H x y dxdy













              (3.20)  

and       

0

2

( , )(1 ( ( , )))

(1 ( ( , )))

u x y H x y dxdy

c
H x y dxdy

















             (3.21)

 

Chan-Vese used. Aim of in our proposed method the evolution equation has been find out 

using Newton Raphson method in place of gradient descent method for finding evolution as 

suggested which s used in [294]. The method differs from the Steepest Descent, in that the 

information of the second derivative is used to locate the minimum of the function. This results in 

faster convergence. This iterative process follows a set guideline to approximate one root, 

considering the function, its derivative, and an initial x-value. The Newton-Raphson method uses 

an iterative process to approach one root of a function. The specific root that the process locates 

depends on the initial, arbitrarily chosen x-value.  

1 '

( )

( )

n
n n

n

f x
X x

f x
  

                (3.22)

 

Now applying the Newton Raphson method on eq. (3.19) for finding out evolution equation: 
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       

   

 

1
2 2

1 0 1 2 0 2 1 2

0

( ) ( , , ) 0, ,

0, , , ,

0

div u c u c F c c in
t

x y x y in

on
n

 

 

 
      



 

 



                   

 


 

 
 (3.23) 

Where n denotes the exterior normal to the boundary , and 
n




denotes the normal derivative of 

  at the boundary. 

Let h  be the space step and t  the time step then the discretization of (3.23) is as follows: 
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

  
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







 





  



 
  

         
 

 
 

   
   
 

     


 ,

n

i j     (3.24) 

      Eq. (3.24) is a linear system equation and is solved by an iterative method.   

The stationary problem obtained directly from the minimization problem could also be solved 

numerically, using a similar finite differences scheme. As in Chan-Vese method proposed 

FRACM, the re-initialization is optional. On the other hand, it should not be too strong, because, it 

prevents interior contours from growing. 

Finally, the principal steps of the algorithm are: 

1. Initialize 0 by 0 , 0n  .  

2. Compute  1

nc  and  2

nc  by eq. (3.20) and eq. (3.21). 

3. Solve the PDE in  from (3.24), to obtain 1n  . 

4. Reinitialize  locally to the signed distance function to the curve (this step is optional). 

5. Check whether the solution is stationary. If not, 1n n  and repeat.          
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3.3.2.2. Results 

In this section some results in the form of figures and tables have been shown. Table 3.1 

explains that the proposed FRACM method gives the response faster than that GAC method and 

the method proposed by Chan-Vese. 

Figure 3.1 shows the input images. These images are original images taken from Cardiology 

department of Postgraduate Institute of Medical and Education Research.(PGIMER) Chandigarh, 

India. 

     Patients suffering from mitral regurgitation are taken for the examination. Here 9 such images 

are presented as examples. The images have been obtained by a trained echocardiographer using 

standard parasternal and apical views of heart. Image a  and b are in apical four chamber views of 

heart while images from b to h  are in parasternal long axis views. 
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Figure 3.1 Images for Boundary Detection in Different Views of Heart 

 

Figure 3.2 shows the images after boundary detection with GAC model. In this figure it can be 

seen that from among the nine cases none gives the satisfactory boundaries.  For example if image 

, , , , , ,a b c d e f g and i in this figure has been observed, the contour are not able to spread and 

converges on the chambers boundaries, it means that the contour leaks the required boundaries.       

In fig. 3.1a there are four chambers left ventricle, left atrium, right ventricle and right atrium. 

When the GAC method has been applied to get the boundaries of these chambers then the result 

obtained is shown in fig 3.2a. Here it can be seen that the contour is leaked in such a way that it is 

not able to stop on the chamber boundaries. Contour stops only on the more shiny areas and 

chamber boundaries remains as it is. In figs 3.2b, 3.2c, 3.2d,   there is left ventricle and left atrium 
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to be drawn by GAC. But behaves same as in the case of fig 3.2a. Contours in fig. 3.2e try to 

approach the chamber boundary but not able to make a continues drawing around the chamber. 

Contours in fig 3.2f gives totally false impressions of boundaries. GAC method fails in fig. 3.2g to 

draw boundary due to shiny effect of walls of the heart. Noisy image such as in case of fatty person 

or a small child, creates major problem in finding contour using GAC method, as can seen in fig. 

3.2h. In this figure contour in not able to move inside the cambers and restricted by the high 

amount of noise. However GAC less useful, if image having less noise like in fig. 3.2i.        
       

 

Figure 3.2 Boundary Detection with GAC Method in Different Views of Heart 
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Figure 3.3 Boundary Detection with Chan–Vese Method in Different View of Heart 

 

Fig. 3.3 shows the boundary detected images with C-V model. Here the results are better than 

the results obtained from the GAC model; however, here also the C-V model is not able to detect 

properly the boundaries of all the images. For example in fig. 3.3a and fig. 3.3i  it is clearly seen 

that the contour is not able to detect all necessary boundaries and stops before approaching the 

chambers boundaries. In fig. 3.3a left ventricle has been detected but the contour just surrounds the 

other three chambers as the outer boundary. Whereas in case of fig. 3.3i upper two chambers i.e. 

left ventricle and left atrium have been detected properly but lower chambers i.e. left atrium and 

right atrium are just surrounded by the contour on the outer side. Similar deficiencies are also seen 

more or less in other images viz. fig. 3.3b to fig. 3.3h. In these cases contour try to approach the 
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chamber boundaries but not able to create a smooth continues boundaries of the all cambers. So it 

is difficult to distinguish chambers properly. 

 

 

Figure 3.4 Boundary Detection with Proposed Method FRACM in Different View of Heart 

 

Figure 3.4 shows the boundaries detected by proposed method. It can easily be seen that in the 

proposed FRACM method contour is able to draw all chamber boundaries accept in case of fig. 

3.4f, fig. 3.4h and fig. 3.4i.    

However these images also shows better results when compared with fig. 3.2f, fig. 3.2h and 

fig. 3.2i and fig. 3.3f, fig. 3.3h and fig. 3.3i.  In fig. 3.4a boundaries of all four chambers viz. left 

atrium, left ventricle, right ventricle and right atrium have been detected properly such as chambers 
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and be indentify clearly. The difference can be seen by comparing this figure to fig. 3.2a and fig. 

3.3a. Similar differences can be seen in fig. 3.4b, fig. 3.4c, fig. 3.4d, fig. 3.4e and fig. 3.4g with fig. 

3.2b, fig. 3.2c, fig. 3.2d, fig. 3.2e and fig. 3.2g and fig. 3.3b, fig. 3.3c, fig. 3.3d, fig. 3.3e and fig. 

3.3g.  

FRACM method also takes less time and iteration for detecting same boundary as shown in 

table 3.1. Fast response is very important for clinicians. Table 3.1, shows the comparison between 

the GAC, Chan-Vese’s and the proposed FRACM algorithm boundary detection techniques in 

terms of time and iterations to converge the contour on the boundaries taken by the CPU.      

    

Table 3.1: Comparison between GAC, Chan–Vese and Proposed Algorithm FRACM 

      

 

Fig. 3.5. represents the statistical analysis of the proposed method.  Mean, Median, Standard 

deviation and variance has been taken for comparison. These four parameters have been calculated 

for all nine images based on GAC, Chan-Vese method and FRACM method. From the graphs in 

Images GAC Model C-V Model Proposed FRACM  

Model 

MModelModeModel  Iterations Time 

(sec.) 

Iterations Time 

(sec.) 

Iterations Time 

(sec.) 

1 2300 278.94 1500 36.35 1100 27.57 

 2 2500 250.49 1800 44.19 1200 29.91 

 3 2300 300.67 2500 62.86 1800 51.06 

 4 2500 270.73 1900 40.75 1400 34.38 

 5 2500 389.96 2000 47.98 1300 33.34 

 6 3000 386.51 1800 43.61 1300 33.61 

 7 4000 485.28 2000 46.47 1200 30.32 

 8 1400 142.79 1500 34.01 1000 24.94 

 9 3200 365.06 1600 36.84 1100 25.45 
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fig. 3.5 it can be observed that line related to FRACM shows less fluctuations in the mean, median, 

standard deviation and variance of iteration time from image to image. This means that the method 

is almost suitable for all the images weather the images are less noisy or highly noisy. 

 

 

 Figure 3.5 Comparisons of GAC, C-V and FRACM Methods (a) Mean, (b) Median (c) Standard 

Deviation and (d) Variance of Iteration Time 
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3.3.3 Proposed Method 2: New Selective Binary and Gaussian Filtering Regularized Level 

Set with New Signed Pressure Force Function (NSBGFRLS) 

In this section a level set method for active contour model is developed with a new signed 

pressure force function. Proposed model is faster than the model proposed in [171]. This model 

having the ability to converge the contour on the all necessary boundaries so, improves the true 

value detection related to chambers. This model is used here for echocardiographic images but it is 

equally useful for other images also. 

3.3.3.1 NSBGFRLS Formulation 

Further improvements in the Selective Binary and Gaussian Filtering Regularized Level Set 

with New Signed Pressure Force Function (SBGFRLS) method have been done in the proposed 

method for faster iterations and required convergence of the contour on the boundaries. In the 

proposed model a new SPF function ( ( , )nspf I x y  is developed to overcome the problems of 

SBGFRLS model. Proposed model also takes less time to converge and the lesser number of 

iterations to converge when compared with other models.  

In GAC model active contours evolve according to the measures that belong to intrinsic 

geometrics of the image [163], [307] and [306]. Splitting and merging takes place for the 

simultaneous detection both in exterior and interior boundaries. Geodesic active contour approach 

is based on the computation of geodesics or minimal distance curves. This allows the connection 

between classical snakes which are based on energy minimization and geometric active contours 

which are based on the theory of curve evolution. Level set formulation for GAC model is given 

by 

.g div g
t

 
  



   
           

            (3.25) 

Where  is the level set function,  is the gradient operator,  is real constant called the 

balloon force [174] which controls the curve evolution and g is the edge based  function and 

defined as in eq. (3.15) 

  2

1

1 *
g I

G I

 
 

               (3.26) 
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Where,  is the standard deviation, *G I shows the convolution between image and the 

Gaussian kernel.  

Because GAC model is based on gradient information so it is not suitable for images with 

weak edges. In some cases balloon force, which is very difficult to design has been used. The weak 

balloon force doesn’t allow the contour to pass through the narrow part of the object and in case of 

the large balloon force; contour will pass through the weak edges. When contour is far from the 

object boundary then also it is difficult to find interior or exterior boundaries of the object. 

New selective Binary and Gaussian filtering regularized level set (NSBGFRLS) utilizes the 

advantages of both GAC and C-V model as in (SBGFRLS) [171].  In the substitution of Edge 

Stopping Function (ESF), a region based singed pressure force function has been (SPF) developed.  

This SPF function controls the direction of evolution. Opposite signs (range of SPF function is [-1 

1]) around the boundaries of the object in this function enable the contour to expand when it is 

inside the boundary and to shrinks when it is outside the boundary. 

 

 

Figure 3.6 Signs of New SPF Function Inside and Outside of the Object 

 

     

 
 

 

1 2
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1 2
1 2
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c c
c c I x y

spf I x y x y
c c

c c I x y

  
    

   
  

    
  

       (3.27) 
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  Where  ( , )nspf I x y  is the new SPF function as explained in the proposed method. 

The significance of new SPF explained in eq. (3.27) can be explained by referring fig. (3.6), 

which explains that 1 2( ( , )) , ( ( , ))Min I x y c c Max I x y  . Hence  

 

1 2
1 2( ( , )) ( ) max( ( , )), ,

2

c c
Min I x y c c I x y x y


             (3.28) 

Due to identical signs of the new SPF function in eq. (3.28) and in fig.3.6, eq. (3.27) can be 

used as SPF function. So substituting the new SPF function in the eq. (3.25), we get the level set 

formulation as expressed in eq. (3.29) 

 

( ( , )). ( ( , )). , ,n nspf I x y div spf I x y x y
t

 
  



   
            

     (3.29) 

 

The regular term div





 
   

is un-necessary because Gaussian filter utilized here to smooth 

the level set function to keep the interface regular. Also the term .nspf   can be removed 

because the method utilizes the statistical information of the regions. 

 

( ( , )). , ,nspf I x y x y
t


 


  


             (3.30) 

The main procedures of the proposed algorithm are summarized as follows: 

1. Initialize the level set function  as 

 

 
0 0

0

0

,

, 0 0 ,

,

x

x t x

x







  


  
 

             (3.31) 
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Where 0  is a constant, 0 is a subset in the image domain  and 0 is the boundary of 

0 .  

2. Compute  1c  and  2c  using eqs. (3.20) and (3.21), respectively.  

3. Evolve the level set function according to eq. (3.28). 

4. Let 1  if 0  ; otherwise, 1   . 

This step has the local segmentation property. If we want to selectively segment the desired 

objects, this step is necessary; otherwise, it is unnecessary. 

5. Regularize the level set function with a Gaussian filter, i.e. .G    

6. Check whether the evolution of the level set function has converged. If not, return to step 2. 

Step 4 serves as a selective segmentation procedure, because it makes the deviation  that is 

far from the interface of level set function  close to zero, and only the  x near the interface will 

evolve. Thus the evolution has local segmentation property. We can start the contour near the 

object of interest to obtain the desired segmentation. On the other hand, step 4 should be removed 

if we want to detect all the objects. 

In step 5, the standard deviation  of the Gaussian filter G is a critical parameter, which 

should be chosen properly. If  is too small, the proposed method will be sensitive to noise, and 

the evolution will be unstable. On the other hand, if  is too large, edge leakage may occur, and 

the detected boundary may be inaccurate. In our experiments, we truncate the Gaussian kernel as a 

K K mask for efficiency, which K is typically less than 6.   ranges from 0.8 to 1.5. 

3.3.3.2 Results 

Results obtained from SBGFRLS are shown in fig. 3.7. It gives better results than GAC and 

C-V model but it is also not able to detect chambers of heart properly. Contour is not able to go in 

the narrow regions. In case of fig. 3.7a only left ventricle have been detected but the contour is not 

able to move to draw the binderies of the other three chambers. Contour drawn in fig 3.7f, fig 3.7g 

and fig 3.7h have not any significance in identifying the boundaries of the chambers. In case of fig 

3.7i only upper two chambers have been detected but boundaries of the atriums have not been 

drawn.  
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Figure 3.7 Boundary Detection of Echocardiographic Images with SBGFRLS Model 

 

 Fig. 3.8 shows the results which are obtained using the proposed method. It can be seen that 

the proposed model is able to detect all chambers boundaries. In fig. 3.8a all chambers have been 

drawn properly, difference can be seen by comparing with fig. 3.7a. Similarly significant 

boundaries have been detected as fig. 3.8f, fig. 3.8g and fig. 3.8h which were the exceptional cases 

for SBGFRLS method. From fig. 3.8i it can be seen that all chamber binderies have been detected 

using the proposed method. The proposed method has been able to detect the proper boundaries in 

those images also in which when processed through C-V and SBGFRLS. Proof of this can been 

seen by comparing fig. 3.3, fig. 3.7 and fig. 3.8.  
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Figure 3.8 Boundary Detection of Echocardiographic  Images with Proposed NSBGFRLS Model 

 

The proposed model is also the most efficient when compared with the other models in terms 

of the number of iterations and the time it takes to converge. It takes the lowest time and the least 

iterations. Table 3.2 shows the number of iterations and time taken by GAC, C-V, SBGFRLS and 

the proposed model. 

From observations from the table 3.2 it is seen, whereas the GAC model, C-V model and The 

SBGFRLS models takes 1400 to 4000, 1500 to 2500 and 100 to 200 iterations respectively, the 

proposed model takes only 30 to 60 iterations to converge; and whereas these three models take the 

total time to converge ranging from 142.79 to 485.28 seconds, 34.01 to 62.80 seconds and 2.15 to 
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4.68 seconds respectively, the proposed model takes total time ranging from 0.64 to 1.13 seconds 

only. 

        

Table 3.2: Comparison between GAC, C-V, SBGFRLS and Proposed Model NSBGFRLS absed on 

Computer Efficiency  

 

The statistical analysis has  also been done to show graphically as in figs. 4.9 for mean, 

median, standard deviation and variance respectively, for the per iteration time taken to converge 

GAC, C-V, SBGFRLS and the proposed model. it can be observed that line related to SBGFRLS 

shows much less fluctuations in the mean, median, standard deviation and variance of iteration 

time from image to image. This means that the method is almost suitable for all the images weather 

the images are less noisy or highly noisy. 

Images GAC Model C-V Model SBGFRLS Model NSBGFRLS Model 

 
Iterations 

Time 

(sec.) 
Iterations 

Time 

(sec.) 
Iterations 

Time 

(sec.) 
Iterations 

Time 

(sec.) 

1 2300 278.94 1500 36.35 150 3.32 40 0.81 

2 2500 250.49 1800 44.19 150 3.24 40 0.75 

3 2300 300.67 2500 62.86 100 2.15 30 0.64 

4 2500 270.73 1900 40.75 150 2.86 40 0.73 

5 2500 389.96 2000 47.98 200 4.68 50 0.95 

6 3000 386.51 1800 43.61 150 2.96 50 0.96 

7 4000 485.28 2000 46.47 200 4.16 40 0.76 

8 1400 142.79 1500 34.01 150 2.89 60 1.13 

9 3200 365.06 1600 36.84 200 4.29 50 0.95 
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Figure 3.9 Statistical Analysis of the NSBGFRLS along with other Models for the per Iteration Time 

Taken to Converge 

 

3.4 SUMMARY 

The proposed first algorithm presented here gives a way to automatically find out the 

boundaries of left ventricle and left atrium which are dilated due to mitral regurgitation. Boundary 

detection is required for finding out the area which is a measure of severity of mitral regurgitation. 

Active contour method is best suitable for this work. An active contour model based on Mumford–

Shah segmentation techniques and the level set method has been used. Our model is not based on 

an edge-function to stop the evolving curve on the desired boundary. Also, there is no need to 

smooth the initial image, even if it is very noisy and in this way, the locations of boundaries are 
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very well detected and preserved. By our model, we can detect the echocardiographic image 

boundaries which are not necessarily defined by gradient or with very smooth boundaries, for 

which the classical active contour models are not applicable. Results show that the proposed 

algorithm exhibits a faster response than with results obtained with Chan-Vese method. Proposed 

FRACM method takes less no. of iterations and less time to get desired boundaries.  

The proposed NSBGFRLS model presents a method to detect boundaries of 

echocardiographic images automatically.  Automatic detection of boundaries enables the clinicians 

to determine the chambers efficiently and carry out easy diagnosis. The proposed method is 

efficient in terms of detecting the proper boundaries with the highest clarity. It exhibits much 

higher CPU efficiency which is of very high significance to the clinicians for carrying out speedy 

diagnosis.  The new SPF developed here can also be used with all types of active contours.  
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CHAPTER 4 

AUTOMATIC DETECTION OF MITRAL REGURGITATION 

JET AREA  

______________________________________________________________________________ 

 

4.1   INTRODUCTION 

Detection of valvular regurgitation is the most useful application of color flow imaging.    

Color flow techniques reduce the time required for interpretation and examination in comparison 

to the time consumed by the PW Doppler examination mapping techniques. During systole, the left 

atrium is usually free from color in normal cases. In abnormal cases the increased velocity and the 

turbulence caused through the closed valve orifice, results in aliasing and it appears as a mix of 

color mosaic patterns. Severity of valvular regurgitation is based approximately on the 

configuration and the size of the regurgitant jet. Very small jets, localized just to the proximal side 

of the regurgitant valve, usually signify mild valvular regurgitation. Large jets that fill the 

receiving chamber usually indicates sever valvular regurgitation. 

 

 

Figure 4.1 Color Doppler Imaging during Mitral Regurgitation in Parasternal Long Axis View 

    

Since the color flow mapping provides a fast response, currently, only the color flow approach 

is in practice for the detection of all valvular insufficiencies. For example, color Doppler study on 

a patient with mitral regurgitation would show a multicolored (mosaic color) turbulent mitral 
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regurgitation jet (MR) that can be seen in LA (Parasternal long axis view). Fig. 1 shows the 

regurgitation, left side image is a gray image without superimposing the pseudo color whereas the 

right side image is after the application of pseudo color in case of mitral regurgitation. 

This shows that when the color pattern is not passive red or blue, and a mosaic pattern exists, 

then it indicates heart abnormality. Color Doppler image is a pseudo color image, since the 

velocity magnitude and direction are encoded into color patterns. Conventionally Blood cells 

moving away from the transducer are usually displayed in blue, while blood cells moving towards 

the transducer are displayed in red.  

There are normally three methods with color Doppler echocardiography for quantifying the 

regurgitation severity. These are the evaluation of the regurgitation jet area, determining the 

proximal isovelocity surface area (PISA) and vena contracta width. However the most used 

method is the evaluation of MR jet and relative it to the severity level of MR. Fig. 5.2 shows the 

regions for the flow convergence, jet area and vena contracta formation. 

 

 

Figure 4.2 Representations of Different Zones for the Doppler Methods 

 

The present work describes a technique developed for the automatic determination of the color 

jet area. Image processing methods are employed to detect the severity of regurgitation. 
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The most common approach for using color flow Doppler to quantify mitral regurgitation is to 

measure the area of the maximum regurgitant jet and to compute that value as a ratio to the area of 

the left atrium.  This measurement is relatively simple and has wide appeal.   In this research works 

following two methods have been developed for the jet area segmentation. 

 

4.2. METHOD 1- REGION GROWING BASED MOSAIC JET SEGMENTATION (RG-

MJS)  

For accomplishing segmentation of mosaic patterned jet area out of the color background, one 

needs to carry out a good amount of preprocessing of the color Doppler image, which includes 

finding out (i) region of interest for getting color portion of the image and (ii) its conversion to 

gray scale to make it suitable for carrying out intensity based region growing segmentation. Region 

growing on the basis of intensity difference has been approached to get the MR jet area segmented.  

The value of the jet area is the dimensional value of the inner object in the segmented jet area. The 

post processing step has been included to remove the spurious areas around the actual jet area. The 

method proposed has the advantage of accurately estimating the jet area automatically and thereby 

save the time of clinicians and provide corroborative estimate with increased accuracy. Focusing 

and defocusing based techniques have been used for the selection of the ROI, and the advanced 

gray color to gray scale conversion has been applied to get the fine intensity and well contrast 

image. 

Fig.4.3 shows the complete algorithm for Jet area segmentation and detection. There includes 

three stages. First two stages are related to Jet area segmentation algorithm and last stage for value 

detection of that area. In this section jet area segmentation is discussed. 

4.2.1 Pre-Processing Stage 

As said before, the pre-processing is done to carve out the object of interest and then convert it 

to format which is suitable for further processing. 
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Figure 4.3 Block Diagram for Regurgitant Jet Area Segmentation using RG-MJS and Value 

Detection 

 

4.2.1.1 Region Of Interest 

    This stage having two procedures first is Region of interest extraction and second is conversion 

of RGB image to gray scale image. Input color Doppler Echocardiography image with 

regurgitation is the combination of 2-d image and color Doppler image. Color shows the direction 

and flow of blood, So that color area is Region Of Interest in this case. This can be obtained by 

removing the background image. 

 This is possible if we have that image also on which that pseudo color is superimposed. There 

difference gives the ROI image, i.e color image.  

     ROI region can be given as: 

         
2

1

,

exp .

ROI

j

x
jj j

f x f x F p F f x DF p DF

x U




 

 
  

 
            (4.1) 

 Where 0x   denotes a particular contrast level, F and DF correspond to focused and 

defocused regions, respectively,
'

j s are the mixing proportions  
2

1
0 1 , 1,j jj

 


   and j

denotes the mean contrast of the j th class. 1  corresponds to the contrast distribution in the 

focused region so 1 2 
.
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Where a1+a2, b1+b2………p1+p2 are random pixel values if image I1 and a1, b1…...p1 are 

random pixel values of image I. 

4.2.1.2 Color to Gray Scale Conversion 

Second step is conversion of that color image to gray scale image because region growing 

used is based on intensity of the image. Obtained image is multi intensity image on gray scale. The 

effective luminance of a pixel can be calculate as in eq. (4.2). 

0.3 0.59 0.11Y R G B                   (4.2) 

Every color as well as color combination has its own intensity. Gray levels represent the 

interval number of quantization in gray scale image processing. Here the image is 8-bit image. 

There are 256 gray levels in an 8 bit gray scale image, and the intensity of each pixel can have 

from 0 to 255, with 0 being black and 255 being white. 

     Other method we apply is as follows: 

Let          ROI ROIf = f x.y = R x, y ,G x, y ,B x, y  is a color image, we want to find three 

transform coefficients , ,  and   to transform ROIf  into a grayscale image

           ,ROI ROIfL x, y = fL x, y = αR x, y + βG x,y +γB x, y where,  x, y  is the spatial co-

ordinate of the pixels. The requirement of  ROIfL  is to have the maximum variance in order to 

convey the maximum information. However, only maximizing the variance has no guarantee that 

ROIfL  will be visually pleasing or even visually meaningful. Therefore, extra constraints are 

necessary in order to produce visually plausible maximum variance grayscale image. It needs to set 

constraints; which may be as follows: First, the transform should be energy preserving. 

  We should not amply the image’s energy but rather should preserve the energy in the 

grayscale. This means that  α+β+γ=1; and second, the grayscale image should preserve the 

brightness of the original image. This is an equally important condition. An image and its negative 

have the same variance. The problem is, thus, formulated as:  

Transform ROIf  to ROIfL  according to 

         ,ROI ROIfL = fL x, y = αR x, y + βG x,y +γB x, y          (4.3) 

 

The transform coefficients are found as 
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      ROI
α,β,γ

α,β,γ = arg max Var fL x, y              (4.4) 

 

Subject to 

α+β+γ=1                    (4.5) 

 

And 

 
 

      
 

 ROI

" x,y " x,y

1
fL x, y = R x, y ,G x, y ,B x, y

3
          (4.6) 

 

Let the average of the Red, Green and Blue channels be R GM ,M  and BM , respectively; the 

mean vector of the image  ;R G BM = M ,M ,M Let  u , ,   .  

Let       R= R 1,1 ,R 1,2 ........R M,N be the M × N dimensional array of the red pixels, 

Where M × N is the dimension of the image. We define G and B similarly for the green and blue 

pixels. The covariance matrix of the color channels is  

 

     
R

T T T

G R G B

B

R - M

ζ G -M R -M G -M B -M

B - M

 
   
   
  

           (4.7) 

The variance of the transformed grayscale image,  ROIVar fL , and the average brightness, 

 b ROIA fL , are 

   T T

ROI b ROIVar fL = uζu A fL =Mu            (4.8) 

4.2.2 Jet Area Segmentation 

The intensity based region growing technique has been used for carrying out segmentation of 

the jet area. The following operations have been performed to accomplish the segmentation to get 

the true regurgitant jet area. 

4.2.2.1 Region Growing 

Region growing operation segments the image into different regions. The Regions either 

expand or contract based on the pixel properties and the properties of the neighborhood pixels.  
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Computation has been done for last iteration grown region iR , (maximum likelihood estimation) 

ML estimates for the mean (available from last iteration) and standard deviation

 '
1 ( )1

'

( ) ,


i ROI Ri
ROI R f

fL
. 

For every candidate pixel 
1icx


being connected to 1,i c i iR x R   if 

  '
1 1 ( )1

''

( ) 
 



  
  i i ROI Ri

ROI c iROI R f
fL x fL k              (4.9) 

The assessment function  1

' '

( ) ( ),
i ii ROI R ROI PO fL fL  is derived as eq. (4.11) using the intensity 

average 
'

( )iROI RfL in iR and the intensity average 
'

( )iROI PfL in the external perimeter iP  of iR

according to normalization equation  ( )

1
,



 
k

kROI N

x N

fL fL x
N

 and eq.(4.10): 

  C

i ci iP x R                   (4.10) 
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fL fL
O f L fL

fL fL
          (4.11) 

If 1iO   was a local maximum, when compared to 2iO  and iO (only when 2i  ), then the 

algorithm stops and the output is 1iR  ; otherwise it goes for another iteration. 

4.2.2.2 Morphological Operation 

These are local pixel transformations for processing region shapes. Mostly these are used on 

binary images. Morphological transformations are logically based on comparison of pixel 

neighborhoods with a pattern. Here the use of this operation is to smooth the region boundaries for 

shape analysis and Remove noise and artifacts from an imperfect segmentation. Another use of this 

operation is to match particular pixel configurations in an image for simple object recognition. 

Morphological operations take two arguments, a binary image and a structuring element. A 

structuring element has been chosen and then comparison has been made between the structuring 

elements to the neighborhood of each pixel. This determines the output of the morphological 

operation. Structuring element having an origin. Here in this operation a square shape of the 

structuring element has been selected and opening of the area of less than 7 pixel radius has been 

removed. 
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4.2.2.3 Removing spurious areas 

Upon implementation of the above procedures some small areas which are not objects of 

interest are generated. These areas introduce errors in the calculation of jet area and create 

complexity in finding regurgitant jet area. So it is important to remove these areas. For removing 

spurious areas there is a need of a threshold value of some pixels below which these areas are 

removed and a single object oriented area obtained in the image. Let P are the pixel below area is 

not acceptable. Then mathematically it can be represented as under: 

 

 

 


 

A

A

if Area Pthen Area D
and

if Area Pthen Area S

            (4.12)

 

Where P is the pixel size of the area. AD is the desired area and AS is the spurious area. 

4.2.2.4 Contour Detection of the Segmented Area 

Here the aim of contour drawing is only to represent the segmented area into within a single 

line. Enclosing area in desired jet area. Contour is a curve in two dimensions on which the value of 

a function ),( yxf  is a constant. Based on the minimum and maximum values of segmented image 

the number of contour levels and the values of the contour levels have chosen automatically. 

Let  is the desired contour, i is inside of the contour and o outside of the contour then: 

A iD 
                   (4.13)

 

And the boundary of this area is on . 

4.2.3 Algorithm for Detection of Jet Area Value   

In the previous section segmented area is obtained. But the main requirement in the medical is 

to find out the numerical value of that regurgitant jet area. Depending upon the numerical value 

clinician is able to decide the severity of the mitral regurgitation.  

For obtaining the numerical value of the regurgitant area firstly pixel values under segmented 

region has been counted.  

1i i Aif P then P D 
                (4.10)

 

and numerical value of Regurgitant jet area in pixels is  

iA P                   (4.11)
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If 0iP then ignore this region. 

Aim is to find out the area in centimeter squares. So next step is to convert this pixel value 

into centimeter squares. Here is the procedure how pixels are converted into cm
2
. 

Pixels = Inches ×DPI                 (4.12) 

4.2.4 Results 

Total nine cases have been taken for this research work. Views selected for color Doppler 

Echocardiography are parasternal long axis view and Apical two chamber and four chamber view. 

Images which are taken here cover all views.  

Figure 4.4 Color Doppler Images with Mitral Regurgitation 
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Fig.4.4 shows the color Doppler images with Mitral regurgitation. Images in fig.4.4a, fig.4.4b, 

and fig.4.4h are the apical two chamber view of heart with color Doppler. Chambers having large 

color jet are the left atriums and chamber above on this are the left ventricles and middle portion of 

these two chambers is the mitral valve. Image in fig.4.4 is the four chamber view of the heart. The 

left ventricle and left atrium lays just right side of the image. Images in fig.4.4d, fig.4.4e, fig.4.4f, 

fig.4.4g, and fig.4.4i are in the paresternal long axis view of the heart. In these images also the 

chambers having large color jet are the atriums. Ventricles are just left above from these chambers. 

To extract the color jet portion we need images without pseudo color superimposition. These 

images are background images shown in Fig.4.5. chambers of the heart can be seen in these images 

clearly.  

Figure 4.5 Background Images 
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When Region Of Interest (ROI) is extracted then all background pixels become zero and only 

color pixel remains a object as shown in fig. 4.6. it can be seen from the below figure that there is 

pure colors such as red and blue also be there with the mosaic pattern but our purpose is to 

segmenting only the mosaic pattern, which actually contains  the MR jet area. This mosaic pattern 

is due to the combination of incoming and outgoing blood flow in the atrium at the same time. 

 

Figure 4.6 Object Extracted Images 

 

Figure 4.7 shows the images that area obtained after applying segmentation and removing 

spurious areas. It can be seen from the comparison of fig. 4.6 and fig. 4.7 that only mosaic pattern 

get segmented by the proposed segmentation method while the pure red and blue colors had been 
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discarded. Images obtained after segmentation are in binary form. White object having pixel each 

value 1 is the part of the MR jet area. 

 

 

Figure 4.7 Final Jet Area after Segmentation  

       

Figure 4.8 showing the contours of these images. These contours show just boundaries of the 

segmented jet areas. The purpose of contour drawing is to emphasize the mass and volume of the 

subject rather than the detail; the focus is on the outlined shape of the subject and not the minor 

details. Which is important for the clinician just for visualize the size of the MR jet. 
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Figure 4.8 Contours of the Jet Areas 

 

Depending upon the size of the regurgitant jet the regurgitation is either mild, moderate or 

severe. In this research this is calculated automatically. Numerical value of segmented jet area and 

clinician is as shown in Table. 4.1. This table also shows the comparison between these two values. 

The work demonstrates the numerical values corresponding to the extent of severity of 

regurgitation directly. Table 4.1 shows the comparison between the values obtained through the 

technique presented here and the values obtained by an expert clinician manually. 
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Table 4.1: Value of Jet Area obtained from Proposed Segmentation RG-MJS and by Clinician 
 

Images Automatic Jet 

Area ( Pixels) 

using RG-MJS 

Automatic Jet 

Area (Cm
2
) A 

using RG-MJS 

Jet area drawn 

by clinician 

(Cm
2
) M 

 

Difference of  

|A-M | 

 

1 8938 15.38 15.39 0.01 

2 4541 10.96 10.86 0.10 

3 3432 9.53 9.38 0.15 

4 7006 13.61 13.23 0.38 

5 4192 10.53 9.72 0.81 

6 6300 12.97 12.94 0.03 

7 4486 11.24 11.29 0.05 

8 4855 11.35 11.86 0.51 

9 2168 7.57 5.59 1.98 

 

From fig. 4.9 it can be noticed that value of color jet area in both cases i.e. automatic 

segmentation proposed in this work and the one obtained by clinician are almost the same. There is 

very less variation in values. There difference is very-very close to zero line except in some values 

which are also quite near zero line. If the color jet area is less than 4cm
2
 then the condition of 

regurgitation is mild. But if it is up to 10cm
2
 then there is moderate regurgitation and if the jet area 

increases beyond 10cm
2
 then it is indication of severe mitral regurgitation. 
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Figure 4.9 Graphical Comparison between Regurgitant Jet Areas Obtained from Proposed 

Algorithm (RG-MJS) and by Clinician 

 

Table 4.2 shows the patients with mild, moderate and severe mitral regurgitation with 

proposed algorithm and Table 4.3 presents the findings carried out by clinician. There is no case of 

mild regurgitation in both cases.  Patients are the same in both the cases.  

Table 4.2 shows that proposed method categorized two patients in moderate condition and 7 

patients in severe condition.  Patients having moderate mitral regurgitation are Patient 3 having jet 

area 9.53 cm
2
 and patient 9 having jet area 7.57 cm

2
. Patients 1, 2, 4, 5, 6, 7, 8 having severe 

regurgitation having jet area 15.38 cm
2
, 10.96 cm

2
, 13.61 cm

2
, 10.53 cm

2
, 12.97 cm

2
, 11.24 cm

2
, 

11.35 cm
2
 respectively. Table 4.3 shows that according to area drawn by clinician three patents 3, 

5 and 9 with jet area 9.53 cm
2
, 9.72 cm

2
 and 7.57 cm

2
 respectively are having moderate mitral 

regurgitation; whereas the patients 1, 2, 4, 6, 7, and 8 with jet area 15.38 cm
2
, 10.96 cm

2
, 13.61 

cm
2
, 12.97 cm

2
, 11.24 cm

2
, 11.35 cm

2
 having severe regurgitation. 
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Table 4.2: Severity Grades According Area Drawn By Proposed Method (RG-MJS) 

 

 

 

 

 

 

 

 

 

 

 

 

  

Table 4.3: Severity Grades According to Area Drawn By Clinician 

Images Mild Moderate 

 

Severe 

 
1 _ _ 15.39 

2 _ _ 10.86 

3 _ 9.38 _ 

4 _ _ 13.23 

5 _ 9.72 _ 

6 _ _ 12.94 

7 _ _ 11.29 

8 _ _ 11.86 

9 _ 5.59 _ 

 

 

Images Mild Moderate 

 

Severe 

 
 1 _ _ 15.38 

2 _ _ 10.96 

3 _ 9.53 _ 

4 _ _ 13.61 

5 _ _ 10.53 

6 _ _ 12.97 

7 _ _ 11.24 

8 _ _ 11.35 

9 _ 7.57 _ 
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4.3 METHOD 2- COMBINED WAVELET AND WATERSHED TRANSFORMATION 

BASED MOSAIC JET SEGMENTATION (CWWT-MJS) 

In the proposed method a multistep algorithm has been applied. The first stage of the proposed 

algorithm is dual-tree complex wavelet transform. Next stage is the watershed transform and then 

similarity measure has been done to get the final segmented image. In this method wavelet 

transformation is for the reduction of the over-segmentation which is caused by the watershed 

algorithm. Using the dual tree complex wavelet transformation this can be utilized to get the 

texture features. The proposed method has ability to distinguish the real regurgitant jet which is 

mosaic pattern from the other color jet. 

4.3.1 Algorithm for Jet Area Segmentation 

Figure 4.10 shows the steps which have been carried out during the segmentation of 

regurgitation jet area. 

 

 

Figure 4.10 Block Diagram for Regurgitant Jet Area Segmentation using CWWT-MJS and 

Value Detection 
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     4.3.1.1 Intensity Gradient 

For getting intensity gradient if image first of all two dimensional sobel gradient operator have 

been used. This operator performs a 2-D spatial gradient measurement and emphasizes regions of 

high spatial gradient that corresponds to edges.  

Here this operator is used to approximate absolute gradient magnitude at each point in an input 

grayscale image  ,I x y .   However we have color image which is to be converted to gray scale 

first. This operator consists of a pair of 3 3 convolving mask, in which one is as it is and other is 

rotated by 90
0
.  As below xh for horizontal derivative and yh for vertical derivative. By using this 

operator multidimensional filtering has been performed with input values outside the bounds equal 

to nearest border.  

    

 
 

Horizointal xH  and vertical yH components of the image can be obtained as shown in equation 

6.10. 

   

1 0 1 1 2 1

2 0 2 * , 0 0 0 * ,

1 0 1 1 2 1

x yH I x y and H I x y

       
   

   
   
                   (4.13)

 

The gradient magnitude is given by: 

2 2

x yH H H 
                 (4.14)

 

4.3.1.2 Dual Tree Complex Wavelet Transform (DT-CWT) 

For getting texture features DT-CWT [111] have been used here. It is an enhanced technique 

in the area of wavelet transform and having the structure as shown in fig. 4.11. 

If the output from the DT-CWT can be denoted as  ,iD x y  . Its complex magnitude can be 

denoted as ( , )iD x y . Where i is the level DT-CWT. 
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DT-CWT having an approximate shift invariance and good selectivity. This filter has 

directionality in 2-D with other filters. By using short linear phase it is easy to get perfect 

reconstruction. 

     

 

 

Figure 4.11 Analysis Diagram of Dual Tree Complex Wavelet Transform (DT-CWT) 

 

Image from these feature area not of our use our main objective to segment out the jet area for 

this further processing is required to collect the other features.  

4.3.1.3 Median Filtering 

If we directly apply the watershed on this then there may be changes of spurious edges 

generation for this median filtering have been done which smoothes the image so that sharp edges 

and line will not produces a false recognition.  Median filtering has been applied on each sub-band 

to avoid this problem  

A 9 order median filtering has been applied here. Output of the median filter can be denoted as 

in eq. 4.15. 

 

 , ( ( , ) )i iM x y median D x y
             (4.15) 

Now next step is to get modulated intensity gradient and texture gradient from the median 

filtered sub-band features. 
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4.3.1.4 Modulated Intensity Gradient 

As shown in fig. 6.13 this step consists of four sub steps. First step is to perform 

morphological operation to remove the noise which is introduced during the 1-D operation of 

median filtering.  Morphological erosion here is defined as in eq.6.16 

 

     B
b B

f x f x b


    
              (4.16)

 

Where  f x is the function which is defined over pixels x and B  within the sterl mask. 

Next step is to apply linear interpolation for up-sampling. Linear interpolation has the property 

of zero insertion and anti-image filtering.  In case of two data points say  ,i ix y  and  ,j jx y then 

the output of linear interpolation filter at points  ,x y is given by: 

 

 
 

 
i

i j i

j i

x x
y y y y

x x


  


               (4.17) 

 

  And the sum of the up sampled sub-band features i.e. the texture energy is defined as: 

 

 ,
int

2

i

tex B i

M x y
E erp 

  
    

  


            (4.18) 

 

For the correction of dc gain in wavelet filters the factor i2  is introduced [218]. 

Now the modulated intensity gradient find out by measuring the texture activity.  The aim of 

this activity is to suppress the intensity gradient in textured areas but leave by keeping in smooth 

regions unmodified.  

  The texture activity is given as in eq. (4.19) 

 

 ,

( , )

tex
h

E x y

TA x y e




 
   

 
              (4.19) 
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Where  h   is just half-wave rectification to suppress negative exponents. 

 
0 : 0

: 0
h




 


  

               (4.20)

 

 is the threshold below which activity measure is unity. Above this threshold activity 

measure increases due exponential with sensitivity which is determined by . texE is the sum of the 

up sampled sub-band features and we can call it as texture energy. 

   After that normalization have been carried out by taking the output of texture activity and 

intensity gradient and obtained the modulated intensity gradient as in eq. (4.21) 

 

 
 

    

,
,

, * ,
IG

median

H x y
M x y

TA x y H x y


            (4.21) 

 

Where IGM is modulated intensity gradient and ( , )medianH x y is the median of intensity 

gradient, in case of [221], they take this value to four times to enhance the texture feature but we 

need both features in equal range so take the equation as mentioned above.   

4.3.1.5 Texture Gradient  

To find out texture gradient Gaussian derivative function is used [252].  Gaussian smoothing 

process occurs by the decrement in the noise amplification. It reduce blurring while maintaining 

the noise averaging. 

   After the application of gradient derivative function the texture gradient of each sub-band is 

given by: 

 

       
2 2

, ,, , ,
iG i x i yT x y M x y G M x y G   

         
 (4.22) 

 

where 
'

xG and '

yG are the partial derivative of Gaussian function in the x  and y directions 

respectively and  shows the convolution. 

Gaussian approximation is given as: 
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 ,
iG iT M x y 

                (4.23) 

To get the single value from the different sub-band, interpolations of weighted sum of 

magnitudes has been carried out as ion eq. below: 

 

    ˆ, int ,
iG i G

i

T x y erp w T x y 
            (4.24)

 

Where ,  
 

  
,

,
ˆ ,

max ,

i

i

i

G

G

G
x y

T x y
T x y

T x y


            (4.25)

 

And , 
 

2

,

ˆ ,
i

i
i

G

x y

n
w

T x y



              (4.26)

 

Where in is the pixels in sub-band image at level i . 

So the texture gradient can be explained as follows: 

 

 ,
( , )

G

G

Gmedian

T x y
T x y

T


                (4.27)

 

Where GmedianT is the median of texture gradient. 

4.3.1.6 Sum of Gradients  

To utilize the facility of both gradients need to find out the weighted sum up both modulated 

intensity gradient and texture intensity gradient. So final total image gradient can be obtained as 

below in eq. (4.28) 

 

     , , ,T IG GG x y M x y T x y 
             (4.28)

 

Where TG is the total intensity gradient. 

4.3.1.7 Watershed Segmentation 

Watershed segmentation is applied on the image to get the segmented jet area. Gradient 

features have been used to overcome the problem of over segmentation. 
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Before applying watershed segmentation all minima from the image whose depth is less than h 

have been suppressed by H-minima transform. It removes the gray values of image to a minimal 

height. 

Connected components of pixels with higher external boundary pixel value and having 

constant intensity value are the regional minima. 

Assume that the image  ( , )I x y  is an element of the space ( )C d of a connected domain D  

then the topographical distance between points p  and q  in D  is, 

 

    , inffT p q f s ds                 (4.29) 

 

Where “ inf ”is over all paths (smooth curve) inside D , water shed is defined as: 

Let  f C D have a minima  k k I
m


, for some index set I . The catchment basin  iCB m of 

a minimum im
  

is defined as the set of points
  

C D
 
, which are topographically closer to

 im than 

to any other regional minimum jm . 

 

 
 

       : , ,i j i f i j f j
ICB m X D f m T x m f m T x m

i

 
       
       (4.30) 

 

The watershed of f is the set of points which do not belong to any catchment basin; 

 

    shed i
i I

W f D CB m



              (4.31) 

 

Let W be some label, W I . The watershed transform of f is a mapping of  : D I W 

such that  p i  if  ip CB m and  p W  if  shedp W f . So the watershed transform of f

assigns labels to the points D , such that (i) different catchment basins are uniquely labeled, and (ii) 

a special label W is assigned to all points of the watershed of f . 

4.3.2 Jet Area Detection  

Jet area can be calculated from the segmented image. This needs two steps explained in this 

section. 
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4.3.2.1 Thresholding 

Here the aim of thresholding operation is convert the obtained segmented image to binary 

image so that the image divided into two regions. One is inside the jet area and other is the outside 

the jet area it can be explained as: 

 

outside

inside

if i T theni J

if i T theni J

 


                 (4.32)

 

Where i denotes the pixel value, T denotes the threshold and outsideJ is the outside jet region the 

whereas insideJ is the inside region of jet. 

4.3.2.2 Pixel counting 

Pixel counting has been done on the binary image obtained from the thresholding operation. Jet 

area can be calculated as in eq. (4.33). 

,

A inside

x y

J i J 
                 (4.33)

 

 

4.3.3 Results 

Figure 4.12 shows the images from patients suffering from mitral regurgitation (MR). These 

images are taken by the color Doppler echocardiography. Fig. 4.12a is the case of mild MR 

showing a small mosaic pattern called as MR jet. While other images fig. 4.12b to fig.4.12f having 

a large mosaic pattern or MR jet shows the severe MR. 
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. 
Figure 4.12 Color Doppler Echocardiographic Images of Patients with MR 

 

        

 Modulate intensity gradient images are shown in fig. 4.13. From this it can be analyzed that 

color region is highlighted with gradients. Here it can be seen a very interesting visualization 

having important features so in the proposed algorithm modulated intensity gradient used in the 

equal amount to get the gradients of the images. 
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Figure 4.13 Modulated Intensity Gradient Images 

 

Figure 4.14 shows the texture gradient images. The texture gradient is smoother than the 

modulated intensity gradient. From this image texture gradient images have been obtained which 

are already smoothed with median filtering. 

It can be analyzed from these images that texture gradient relates to the ways in which one can 

perceive depth. Specifically, texture gradient is a monocular cue in which there is a gradual change 

in appearance of objects from coarse to fine - some objects appear closer because they are coarse 

and more distinct, but gradually become less and less distinct (and more fine) which makes the 

objects appear to get further and further away.  
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Figure 4.14 Texture Gradient Images  

 

Total gradient of images shown in fig. 4.15 taken for getting the advantage of both gradients. 
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Figure 4.15 Combination of Modulated Intensity and Texture Gradients 

 

 Watershed segmentation is applied on the images with the utilization of gradient feature 

obtained as in fig 5.15 Output from the watershed transformation is shown in fig. 4.16. From fig. 

4.16. It can be easy analyzed the jet area the purple region in fig. 4.16a, 4.16b, 4.16d, 4.16e and 4. 

16f and in case of fig. 4.16c in green color is the MR jet area.  

The result should be a close approximation of the continuous case. That is, the digital 

distances playing a role in the watershed calculation should approximate the Euclidean distance. 

The watershed method in its original form produces a severe over segmentation of the image, i.e., 

many small basins are produced due to many local minima in the input image. But from fig. 4.16 it 

can be seen that the over-segmentation is suppressed by utilizing the combination of gradients. 
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Figure 4.16 Watershed Segmented Images 

 

 To get the binary image for jet area thresholding operations has been applied and images 

obtained are shown in fig. 4.17. 
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Figure 4.17 Binary Version of Segmented Images 

 

 From fig. 4.18 it can be noticed that value of jet area obtained by the proposed method and by 

a expert echocardiographer automatic segmentation proposed in this work and the one obtained by 

clinician are almost the same. There is very less variation in values. There difference is very-very 

close to zero line except in some values which are also quite near zero line. 
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Figure 4.18 Comparison Between Regurgitant Jet Area from Proposed Algorithm CWWT-MJS and 

by Clinician 

 

Table 4.4 shows the comparison between area detected by the clinician and by proposed 

automatic jet area detection method. Table 45.5 shows the patients with mild, moderate and severe 

mitral regurgitation with proposed algorithm and Table 4.6 presents the findings carried out by 

clinician. There is one case of mild regurgitation in both cases.  Patients are the same in both the 

cases. Table 4.5 shows that proposed method categorized one patient in mild MR condition and 5 

patients in severe condition.  Patient having mild mitral regurgitation is patient 1 having jet area 

2.91 cm
2
. Patients  2, 3, 4, 5, 6 having severe regurgitation having jet area 14.92cm

2
, 12.84 cm

2
, 

14.37cm
2
, 12.01 cm

2
, 10.55cm

2
 respectively. Table 4.6 shows that according to area drawn by 

clinician one patient 1 with jet area 2.86 cm
2
 is having mild mitral regurgitation; whereas the 

patients 2, 3, 4, 5 and 6 with jet area 15.39 cm
2
, 12.94 cm

2
, 14.89 cm

2
, 11.86 cm

2
, and 10.86 cm

2
 

having severe regurgitation. 
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Table 4.4: Comparison between Jet Areas Calculated by Proposed Method (CWWT-MJS) and 

Clinician 

 

Images Automatic Jet 

Area ( Pixels) 

Using CWWT-

MJS 

Automatic Jet 

Area (Cm
2
) A 

Using CWWT-

MJS 

Jet area drawn 

by clinician 

(Cm
2
) M 

 

 

 

 

 

 

 

Difference 

of  A-M 

1 320 2.91 2.86 0.05 

2 8424 14.92 15.39 0.53 

3 6230 12.84 12.94 0.10 

4 7822 14.37 14.89 0.52 

5 5455 12.01 11.86 0.18 

6 4212 10.55 10.86 0.31 

 

       

 

 

Table 4.5: Severity Grades according Area drawn by Proposed Automatic Method 

 

 

 

 

 

 

 

 

 

Imag

es 

Mild Moderate 

 

Severe 

  1 2.91 _  

2 _ _ 14.92 

3 _ _ 12.84 

4 _ _ 14.37 

5 _ _ 12.01 

6 _ _ 10.55 
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Table 4.6: Severity Grades According to Area Drawn by Clinician 

Images Mild Moderate 

 

Severe 

 1 2.86 _ _ 

2 _ _ 15.39 

3 _ _ 12.94 

4 _ _ 14.89 

5 _ _ 11.86 

6 _ _ 10.86 

 

 

4.4 SUMMARY 

This chapter deals with the automatic segmentation of regurgitant jet area and finding of the 

numerical value of that jet area. So far the clinicians have been drawing the jet area by hand. Main 

feature in the first proposed method RG-MJS is that it is very fast method to segment the jet area. 

Few seconds required to find out the desired object. All the results obtained have been crossed 

checked with the results obtained by the clinician and the findings are the same within very close 

limits. This work will enhance the clinician’s capability in fast determining the extent of severity 

of mitral regurgitation. The algorithm developed is capable of removing the spurious areas during 

the process of segmentation. Removal of such type of areas is the part of the algorithm.  

       The proposed second method CWWT-MJS opens a way for clinicians to find out the 

regurgitating jet area automatically.  Results show that there is very less difference between the 

area detected by proposed method and by clinicians. Combination of wavelet and watershed 

segmentation technique decrease the problem of over segmentation arises during watershed 

segmentation. Method utilizes the advantage of both features i.e. modulated intensity gradient and 

texture gradient.  
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CHAPTER 5 

AUTOMATIC DETECTION OF VENA CONTRACTA WIDTH  

_______________________________________________________________________________ 

 

5.1. INTRODUCTION 

In this chapter an automatic method for vena contracta width detection for the severity of the 

mitral regurgitation (MR) has been developed. Vena contracta width is an efficient method for 

grading the severity of MR, but it is very difficult to locate this narrowest part exactly in 

transthoracic echocardiography (TTE) as well as in transesophageal echocardiography (TEE). So, 

indeed, there is a need to develop a method which is capable of finding out the vena contracta 

width. A comparison has also been made between the results obtained using the proposed 

computing method and the results obtained by the clinicians, manually. 

At present interest in color Doppler imaging for vena contracta for the assessment of mitral 

regurgitation is increasing progressively [60], [262] and [203]. The vena contracta is the narrowest 

part of the regurgitant jet, that can also be called as ‘neck’ of the jet [297] and having location just 

downstream from the orifice and before the jet area [202] as shown in fig. 5.1. 

 

 

Figure 5.1 Color Doppler Image with Mitral regurgitation 
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The cross sectional area is directly related to the regurgitant orifice area. Due to the complex 

and the unpredictable shape, it is very difficult to measure the regurgitant orifice area. For such a 

measurement jet is to be imaged in the short axis plane. In clinical settings, it is very difficult to 

localize the narrowest area from the jet. So a correlation is measured between the VC width which 

is measured from the zoomed view of the parasternal long axis and the apical views, and the 

EROA, by quantitative Doppler [262]. Relationship between the EROA and the VC width given at 

many places in the literatures [228], [314] and [274]. This relationship shows good results even in 

eccentric MR [323]. The VC width is the one dimensional measurement whereas EROA is the two 

dimensional so there are some limitations also. But in [271] it shown that VC width is the much 

better tool for measurement of severity of MR.  Such as VC width less than 0.3cm indicates the 

mild MR. If this value is in between 0.3 and 0.5 then it is the case of moderate MR. But if the VC 

width is more than 0.5cm than it indicates the severe MR.  

In any view the localization of the VC width is very difficult. So an experienced clinician is 

required for the measurement of such a narrowest portion.  This gets very time consuming also to 

locate the exact VC. Hence in the present work a technique has also been developed to locate the 

VC and also to find the VC width automatically. 

 

5.2 Mathematical Treatment of Determination of Vena Contracta Width 

Mathematically, blood flow is described by Darcy's law (which can be viewed as law relating 

to the fluid flow equivalent of Ohm's law) and approximately by Hagen-Poiseuille equation: 

 

' PDarcy s law F
R

                 (5.1) 

  4
8LHagen PoiseuilleEquation R

r



             (5.2) 

 

Where F is blood flow, P is pressure, R is resistance,  is fluid viscosity, L is length of tube, 

and r is radius of tube. 

When blood passes through the orifice then the momentum flux is given as: 

 

 3 2 2

2 3 1 1 3 3 1 32
dp

v A v A v A P A
dt

                  (5.3) 
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Where 1 2,A A and 3A are the area of jet in ventricle, atrium and vena contracta; 1 2,v v and 3v are 

the velocities of the blood in the ventricle, atrium and vena contracta; and 1, 2P P and 3P are the 

pressures in the respective regions.  

According to Bernoulli’s equation in the limit that 3 1P P , the force that causes this 

momentum change is: 

 

 1 1 1 1 2 3 3 1 2 1 2F PA P A A P A PA PA                    (5.4) 

 

We can estimate the vena contracta to be: 

 

2
3

2

A
A                      (5.5) 

 

If the vena contracta is to be measured in two dimensional potential flow through the orifice, 

then a more accurate analysis can be done based on the velocity potential  that exists when the 

flow is irrotational  0V V      . If the fluid is incompressible, such that . 0V  , the 

velocity potential satisfies Laplace’s equation 2 0  .  

Any analytic function  w z i   of the complex variable z x iy  , obeys the Cauchy-

Riemann equations, 

 

 
x y

  


 
                  (5.6i) 

and 

y x

  
 

 
                  (5.6ii) 

which imply that 2 20    ; i.e., any analytic function of a complex variable can, in 

principle, be related to the velocity potential of some two-dimensional, incompressible, irrotational 

fluid flow. Furthermore, the curves  ,x y = constant follow streamlines of the Potential  ,x y

(and vice versa).  
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According to Kirchhoff if the fluid flow includes a free surface, on which the pressure is 

constant, then Bernoulli’s equation implies that the velocity of the fluid flow is constant on this 

surface. This velocity can always be scaled to unity. Then, since  ,V
x y

      
 

, the 

scaled flow on a free surface obeys 

 

22

1
x y

    
   

    
                 (5.7) 

 

Furthermore, according to the Jacobian transformation of area elements 

 

' ,dxdy J d d JJ dxdy                  (5.8) 

 

So, ' 1JJ  . The Cauchy-Riemann equations for  i w x iy    and  1x iy w i   
   

allow us to write the Jacobian determinants as: 

 

22

J
x y y x x y

            
      
        

            (5.9i) 

    and 

2

' x y
J

 

    
    

    
                (5.9ii) 

 

Then, the scaled flow on a free surface also obeys 

2 2

1
x y

 

    
    

    
                (5.10) 

Kirchhoff, extended Helmholtz’ technique of functions ( )w z , that are defined implicitly via 

knowledge of  z w by consideration of the derivative dz
dw

 defined as 

 

   2 1,
dz

f w f w
dw

                  (5.11) 
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arguing that if along some portion of a streamline  =constant the function f is real and f less 

than 1, then  Redx dz f
d dw

   and   2Im 1 ,
dy dz f

d dw
    such that eq. (5.10) is 

satisfied, and this portion of the streamline corresponds to a free surface of the fluid flow. 

      In particular, the function 

 

cos sinwf e e ie                     (5.12) 

 

obeys eq. (5.10) for 0  and 0.   The free surface is defined by the equations 

 

dx
f e

d





                        (5.13i) 

and 

 2 21 1 0, 0
dy

f e
d

  


                      (5.13ii) 

 

which integrate to 

1x e                         (5.14i) 

and 

   2 21 ln 1 0, 0y e e e                        (5.14ii)

  

Similarly, the streamline   also obeys eq. (5.10) for 0,  such that 

dx
e

d





                       (5.15i) 

and       

 21 0,
dy

e
d

   


                      (5.15ii) 

which integrate to 

0 1x x e                          (5.16i) 
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and 

   2 21 ln 1 0,y e e e                      (5.16ii) 

 

On this streamline dz
d

is real and negative for 0  , so y is again constant at 0 while x

decreases from 0x to .  

Furthermore, on the streamline  ,
2

dz


  ,   is purely imaginary so that  x  is constant (at 

0

2
x

), and this streamline is the symmetry axis of the flow. 

The constant 0x can be determined by noting that for large negative y the streamlines0     

are all in the y direction, so the corresponding equipotentials of  are at constant y . Then, the 

velocity V   is constant across the jet, with value unity, such that integrating across the jet at 

large negative y find, using the Cauchy-Riemann eq. (5.6) 

0 0 0

1 1 1

0
1 1 1

2
x x x

dx dx v dx x
x y

 
 

  

     

 
       

            (5.17) 

 

and hence the width of the orifice is 0 2x   . Thus, we determine the vena contracta to be 

 

0.61
2

contracted jet orifice orificeA A A



 


            (5.18) 

 

This is the case when we considered the mitral orifice as a circular aperture.  

The mathematical treatment done above may give satisfactory results if all the quantitative 

data and the values of atrial and ventricular areas are accurately measured and substituted in the 

above equations. However, it might prove to be very time consuming and developed on the 

accuracies of measurement of involved parameters. Hence, a method which direct and automatic is 

also proposed based completely on the information taken from the echocardiographic images. 
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5.3 AUTOMATIC DETECTION OF VC WIDTH: THE PROPOSED METHOD 

Block diagram in fig. 5.2 shows the steps of the proposed method for automatic detection of 

vena contracta width. 

 

 

 

Figure 5.2 Algorithm for Vena Contracta Width Detection 

 

For example, an thi , pixel, ip , is classified belonging to gC and cC
 
, and can be written as, 

   1 2 3 1 2 30

g i

c i

if d and d and d or d or d or d T

thenC p

elseC p

 





 

Where, 1 2,d d and 3d are the distances between RG, RB, and GB respectively. gC and cC are 

the class labels of grayscale or color pixels respectively. However, after this step the image will not 

give a distinct segment or object but instead it would show discontinuities called islands. These 

can be removed by pre-processing and post-processing such as Gaussian blur and morphological 

operations.  

However the problem here is that there is mixture is mixture of colors in the gray portion too. 

The color area has been extracted as per the method developed in chapter 4. This extracted image 

is the region of interest (ROI) which is converted to gray scale for further processing as in the 

second building block of the first stage of fig. 5.2. This grayscale area is slightly bigger than the 

actual jet area due to the color aliasing.  
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Figure 5.3 Counting for Elements inside the Object 

 

Next step is to detect the jet area in which vena contracta exists. The spurious area which are 

generated due to the color aliasing are removed using the morphological operations while 

employing the method of extracting jet area is explained in chapter 4 in detail. The area so 

extracted is actually the accurate jet area in which contained is the vena contracta width. 

The vena contracta width is determined from this area. The elements in each row in are 

counted throughout this jet area. As shown in fig. 5.3, the row showing the minimum number of 

pixels inside the jet area is the region where vena contracta exists. The number of pixels of that 

particular row gives the size of the VC width.  

Total number of nonzero elements, E , within the two arrow heads, inside the object is given 

as in eq. (5.19) 

 

j n

ij

i m

E e





                  (5.19)  

Where ije is the thij element inside the object i.e., the element at the thi row and thj column. 

Vena contracta width can be find out as in eq. (5.20) 
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min( )widthVC E
                 (5.20)

 

This value is in pixels. To compare it with clinical data it is good to convert this value to 

centimeters. 

 

5.3 RESULTS 

Figure 5.4 shows the color Doppler images with mitral regurgitation. Images in fig. 5.4a, fig. 

5.4b and fig. 5.4h are the apical two chamber views of the heart with color Doppler. In these 

images the chambers enveloping the large color jet are the left atria. The chambers just above these 

atria of these images are the left ventricles. The junction layer of LA and the LV is the atrio-

ventricular partition containing at the left extreme is the mitral valve.  

The image of fig. 5.4c is the only image that is images in apical four chamber view.  The LA 

and LV in this are shown on the left of the image. As usual the color jet is enveloped within the 

LA.  

The image of fig. 5.4d through fig. 5.4g and fig. 5.4i are images in the parasternal long axis 

view. In these images also the chambers having large MR jet are the left atria, and just above atria 

and more right are the left ventricles.  

Vena contracta width is just below the orifice of the mitral valve and it is just within the color 

portion of the images. This VC width is quite nearly shown in fig.5.1; which is just within the two 

arrow heads. 

 

 

 



Processing of echocardiographic images with reference to mitral regurgitation 
 

135 
 

 

Figure 5.4 Color Doppler Images with Mitral Regurgitation 
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Figure 5.5 Background Images 

 

           To extract the color jet portion we need images without pseudo color superimposition. 

These images are background images shown in Fig.5.5.  
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Figure 5.6 Object Extracted Images 

 

Figure 5.6 shows the images with region of interest from where vena contracta width can be 

find out. This is the color area in which VC exists. 

Figure 5.7 shows the images after application of segmentation process and applying the binary 

conversion by the way of assigning one’s to intensity pixels which are within the jet area and the 

zero’s to the area which is in the background.  
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Figure 5.7 Final Segmented Images for Vena Contracta Width 

 

It can be observed from the table 5.1 that the automatic vena contracta width detection method 

proposed here corroborate quite closely with the severity grades determined by the clinicians. If 

the cases 1, 2, 4, 6, 7 and 8 are viewed, the values of vena contracta width are greater than 0.5cm 

suggesting that the MR is of the severe grade. Whereas, in cases 3, 5, and 9, the VC widths 

observed are within 0.4 to 0.5 cm wide. This range of VC width suggests that the MR is of the 

moderate severity grade. The MR severity evaluation using proposed method corroborates 100% 

with MR severity gradation carried out by the clinicians. 
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Table 5.1: MR Severity Grade Checking on the Basis of Vena Contracta Width 

Images Vena Contracta 

width in (pixels) 

Vena Contracta 

width (Cm) 

 

MR Severity (by 

Proposed method) 

MR Severity (by 

Clinicians) 

1 13 0.58 severe severe 

2 14 0.61 severe severe 

3 8 0.46 moderate  moderate  

4 12 0.56 severe severe 

5 8 0.46 moderate moderate 

6 12 0.56 severe severe 

7 11 0.54 severe severe 

8 11 0.54 severe severe 

9 9 0.39 moderate moderate 

 

5.4. SUMMARY 

Vena contracta diameter is directly related to the effective regurgitant orifice area (EROA). 

Automatic detection of vena contracta width presented in this work offers time saving method for 

finding out the severity of MR. The proposed method does not require zooming out of the vena 

contracta width portion of the images MR jet. Zooming the view increases the blurring in the 

image. VCW is not load independent in MR because short-term changes in loading conditions 

produce dynamic changes in the regurgitant orifice. Cause of MR does not always predict 

accurately whether the regurgitant orifice is fixed or dynamic. Since, the algorithm of the proposed 

method is quit fast, the multiple images during the systole can be images and dynamicity of EROA 

can be examined. 
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CHAPTER 6 

CONCLUSIONS AND FUTURE SCOPE 

_______________________________________________________________________________ 

 

6.1 CONCLUSIONS 

Estimation of mitral regurgitation is the one of the chief goals in clinical diagnosis. The 

clinical decision makings are greatly influenced by its severity. There are numerous 

echocardiographic techniques put-forth for enhanced quantification of valvular regurgitation. With 

the help of color Doppler mapping the existence of mitral regurgitation is diagnosed and detected. 

Approximately in about 40% of healthy normal persons there is a small color flow jets are 

observed prominently but they are graded under the normal persons.  There are mainly three 

methods available for computing the severity of MR as; Regurgitant jet area, vena contracta and 

flow convergence (PISA). Jet is the comparatively less accurate method due to some disturbing 

parameters, but it is used extensively, because of its easy detection, however vena contracta gives 

the almost accurate results. On the other hand flow convergence or proximal isovelocity method is 

also reliable and accurate but are very time consuming.  

The assessment of left ventricular function is an essential component of the evaluation of any 

patient with known or suspected heart disease. So, our main concentration has been on left 

ventricular volume and MR jet area detection. Similarly, the left atrium also does give information 

about the diseases.  

On the basis of our research contributions, the conclusions drawn are as given below: 

6.1.1 Data Base Collection 

All the echocardiographic image data have been acquired from PGIMER, Chandigarh, India. 

All patients examined were suffering from the valvular disease mitral regurgitation. The Images in 

data base contain the three types of severity grading viz. mild MR, moderate MR, and severe MR. 

The echocardiographic views in data base are apical four chamber view, apical two chamber view 

and parasternal long axis view. Images obtained have been taken in two modes; 2-D 

echocardiography and color Doppler echocardiography. The echocardiography machine, from 

which data have been collected, is ‘ACUSON SEQUOIA C512 System’ of the Siemens 

manufacturer. 
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6.1.2 Contrast Enhancement of Echocardiographic Images  

The existing log-transformation technique has been modified to make it suitable for the 

echocardiographer to enhance the different contrast images. This contribution helps the clinician to 

adjust the contrast in accordance with their requirement. 

6.1.3 De-Speckling of Echocardiographic Images  

Two methods for the removal speckle noise from echocardiographic images have been 

developed and proposed specially for the echocardiographic images. Speckle removing filters are 

designed to offer better visualization of the echocardiographic images. The proposed methods 

remove the speckle noise to an extent that makes the image speckle- free while at the same time 

retaining important information such as edges and the chamber partitioning. The proposed methods 

of de-speckling the echocardiographic images have offered high PSNR, good quality index, 

reduction in error and excellent visualization capabilities for the clinicians. 

Five of the performance parameters, as suggested, exhibit excellent quality of these filters. 

These parameters demonstrate advantages with regard to the edge preservation and speckle 

filtering capabilities. In addition to the echocardiographic images used for the present work these 

filters can also be used for other medical images, such as, radar images and synthetic images.  

6.1.4 Echocardiographic Images Boundary Detection 

Two dimensional echocardiography has proved to be a very effective method of quantifying 

Left Ventricular (LV) functionality. A good amount of research work is found in literature to 

develop fully or semi-automatic LV boundary extraction algorithms, however, none of the 

algorithms has shown reasonable accuracy to render it clinically useful. The main problem is the 

poor quality of Echocardiographic images. They are inherently noisy with areas of weak or non-

existent edges, as well as conflicting artifacts from mitral valves and papillary muscles. Most 

recent works have focused on the use of minimum energy contours to extract the desired LV 

boundaries. Two automatic boundary detection methods which detect the boundaries according to 

change in shape of left ventricle have been developed.  

Automatic detection of boundaries enables the clinicians to determine the chambers efficiently 

and carry out easy and accurate diagnosis. The proposed methods are efficient in terms of detecting 

the proper boundaries with the highest clarity. These methods exhibit much higher CPU efficiency 

which is of high significance to the clinicians for carrying out speedy diagnosis.   
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6.1.5 Jet Area Evaluation 

It is the most common approach for using color flow Doppler to quantize the mitral 

regurgitant jet severity. Mosaic pattern have been assigned as MR jet area. This measurement is 

relatively simple and has wide appeal. Unfortunately this approach for quantitating mitral 

regurgitation has many significant limitations. Numerous Instrument factors can influence the size 

of a Doppler flow jet. These factors include difference in color Doppler Display from one 

instrument to another, gain settings and the carrier frequency of the transducer.  

Some data suggest that measuring the turbulent mosaic pattern is more accurate than including 

the non-high velocity flow that surrounds the mosaic turbulent blood. A jet flowing into the center 

of chamber is able to develop to its fullest. If, however, Jet is directed eccentrically and strikes one 

of the walls of the chamber, then flow will be distorted by that wall and a totally different jet area 

will be recorded. Measuring the area of the turbulent multicolored jet directed toward the left 

atrium would be misleading in evaluating severity of the mitral regurgitation. 

So far, the clinicians have been drawing the jet area by hand manually. The main feature of the 

proposed methods is that both the methods are need based very fast methods to segment the MR jet 

area. Only a few seconds are required to evaluate the desired object. All the results determined 

have been cross checked with the results obtained by the clinician and the findings are nearly the 

same, within very close limits. This present repeating of development enhances the clinician’s 

capability in terms of fast and corroboratively accurately determining the extent of severity of 

mitral regurgitation. 

6.1.6 Vena Contracta Width Detection 

Vena contracta diameter is directly related to the effective regurgitant orifice area (EROA). 

Automatic detection of vena contracta width presented in the present thesis offers a time saving 

method for finding out the severity of MR. There is no need to zoom out the vena contracta width 

portion in this method. Zooming the view increase the blurring in the image. VCW is not load 

independent in MR because short-term changes in loading conditions produce dynamic changes in 

the regurgitant orifice. Proposed method offers the eligibility to find out vena contracta width 

automatically. Comparison with clinical results shows that this method will proved to be helpful to 

the clinicians in carrying out fast diagnosis. 
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6.2 FUTURE SCOPE OF THE WORK 

When we started review of literature on processing of echocardiographic images with the view 

to evaluate MR severity, there were no research papers available on processing of MR mosaic jet 

images and computer aided detection of vena contracta width. The work is directed to offer 

corroborative support to the manually drawn MR jet area and marking of VCW by the clinicians.  

Significant technical and clinical progress can still be made in the field of image de-speckling 

and mosaic jet segmentation, to advance understanding of the diagnosis and treatment of cardiac 

diseases.  

Our proposed contrast enhancement technique can be used for the enhancement of synthetic 

images such as for SAR images, for natural images, for the other medical images such as MRI, CT, 

and X-ray images. Proposed de-speckling techniques may be experimented on SAR images, other 

ultrasound images for example on liver images in future. Boundary detection methods proposed 

here for echocardiographic images can be used to segment natural images, synthetic images, other 

medical image and can be enhanced for 3-D echocardiographic images, which will positively 

improve the diagnostic performance.  Proposed Jet area detection methods can be used for 

tricuspid regurgitation and aortic regurgitation also, Detection of mosaic pattern of mitochondrial 

DNA alterations indifferent populations of cells from the same endometrial tumor, for human face 

recognition and for the detection and characterization of abnormal vascular patterns in automated 

cervical image analysis. Vena contracta width detection method proposed in this thesis can be used 

for automatic vehicle detection in satellite images, line recognition in large-size images, measuring 

the width of a sheet of material and detection and interpretation of landslides. 
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USER MANUAL 

_______________________________________________________________________________ 

   Type Command Echocardiography in MATLAB command window 

 

Figure M.1 The User Interface of the “Processing of Echocardiographic Images System”. The 

three windows, namely, the ‘Original Image1’, the ‘Original Image2’ and the ‘Processed Image’ 

are used to show the Images before and after a transaction respectively. 

 

 As can be seen from the figures M.1 to M.10 there are three sections on the top of the 

MATLAB GUI. The first section is the input parameter feeding section. This section is subdivided 

into three blocks. First block of input parameter feeding section is, namely, the ‘value of ‘a’ for 

enhancement’. In this block some value of ‘a’ has to be chosen in accordance with the different 

contrast images. For example, for low contrast images the value of ‘a’ will be high. The next block 

of this section, is namely, the ‘value of threshold T for de-specking’. In this block a threshold value 

will have to be fed which is nothing but the number of iterations desired. Generally 25 iterations 

are sufficient for the echocardiographic images and may vary for other modality images. The third 
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block of parameter feeding section is the ‘value of iterations for boundary detection’. In this block 

the number of iterations will assigned for the convergence of boundary detection methods. This 

value may vary according to the particular method. 

  

 

Figure M.2 Load an Echocardiographic Image from a Drive Specified by the Users 

 

 Second section is the operation section. This section is subdivided into five blocks. First block 

of operation selection section is a push button, namely the ‘Enhancement’ push button. Second 

block is a pop-up menu type button, namely, the ‘Speckle noise removal’ button. In the menu , 

listed are the existing and the proposed. The third block is named as the ‘Boundary detection’ 

operation block. This is also a pop-up menu type button and having options of boundary detection 

methods including some pervious boundary detection methods and the proposed boundary 

detection method for echocardiographic images. The fourth block is named as the ‘Jet Area’ 

display block. The pop-up menu of the ‘jet area’ block having the two new proposed methods 
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listed for MR jet area segmentation.   The last block of this section is the push button named as 

‘Vena Contracta’.  

 The third section is the resultant parameter section, which shows the comparative value of 

parameters between the various de-speckling filters by showing values of PSNR, Qi, MAE, MSE, 

and RMSE. This section also has the blocks on which the value of jet area and vena contracta 

width will printed automatically.   

 

  

Figure M.3 After Enhancement Process; the Enhanced Image is Shown in the Processed Image 

Block 

 

LOAD IMAGES 

In the fig. M.1, above, there are blocks for feeding the input parameters, selection of operation 

and output parameters. There are three windows for image representation. The first two blocks are 

for the input images and the third block is for showing the resultant image.  
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At the menu bar there is a popup menu named file. In fig M.2 it can be seen that by dropping 

down the file menu there appear options of Load Image and Save. Under the Load tool, options are 

available to select ‘load 1’ and ‘load 2’ options according to the requirement. Save menu is given if 

one wants to save the image in the desired location. 

 

 

Figure M.4 Selection of De-Speckling Method 

 

ENHANCEMENT 

 For performing enhancement operation one needs to first load the image using the ‘load1’ 

option as shown in fig.M.3. After loading the image one needs to assign a value to the parameter 

a  which is in accordance with the kind of image. Now the next step is to go through the operation 

block and select the option Enhancement. The resultant image appears in the processed image 

block. Proposed transformation is suitable for different kinds of low contrast images. There is no 

requirement of different transformation function for different kind of images as in the case of 
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conventional transformations. Parameters are specified automatically and the enhancement 

procedure can work as an automatic enhancement tool. This is applicable to gray-scale images, 

color images, 3-D echocardiographic images also.  

 

 

Figure M.5 After the Selection of De-Speckling Method; The De-Speckled Image is shown in the 

Processed Image Block 

 

SPECKLE NOISE REMOVAL 

For the removal of speckle noise load the image as in fig M.4 and then enter the threshold 

value in the block ‘value of threshold T for de-speckling filter’ of the input parameter feeding 

section. After setting the threshold value T, select the operation from the ‘speckle noise removal’ 

popup menu of the operation section. 

 After selecting one of the de-speckling methods one can see the resultant image in the 

‘Processed Image’ Block, and the analysis parameters can be read in the ‘resultant parameter 

section’ as shown in fig. M.5. These outputs are as obtained using the selected de-speckling 
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method. These parameters are PSNR, Qi, MAE, MSE, and RMSE. For example, proposed filter 

HSRAD has been selected in fig. M.5.  

 

BOUNDARY DETECTION 

For boundary detection of heart chambers from the echocardiographic images, first load the 

image as described earlier, and then, put the iteration values in the ‘Value of Iterations for 

Boundary Detection’ block in the input parameter feeding section. The value of iterations is 

boundary detection method specific. Hence, one needs to choose the boundary detection method 

from amongst the various listed methods as shown in fig. M. 6.   

 

Figure M.6 Selection of Boundary Detection Method 

 

Output processed image can be viewed in the processed block and boundaries can be seen in 

the ‘Original Image1’ block as shown in fig M.7.  
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Figure M.7 After Applying Boundary Detection Method on the Original Image, Boundaries are 

Superimposed on the Original Image and the Processed Image Block shows Segmented Image 

 

JET AREA DETECTION 

For evaluating the area of the regurgitant jet one needs to load two images. One of the images 

is the color Doppler jet image and the other one is the background image for the case of region 

growing method as shown in fig. M.8. However, for the other method i.e., the combined method of 

wavelet and watershed only the colored jet image is sufficient. This selection of methods can be 

made from the ‘Jet Area’ drop down menu of the operation section.  
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Figure M.8 Loading of Images for Jet Area Segmentation 

 

Jet area is shown in processed image block and the calculated jet area is shown in the ‘Jet 

Area block’ of the resultant parameter section as shown in fig. M. 9. During systole, the left atrium 

is usually free from color in normal cases. In abnormal cases the increased velocity and the 

turbulence caused through the closed valve orifice, result in aliasing and it appears as a mix of 

color mosaic patterns. Severity of valvular regurgitation is based approximately on the 

configuration and the size of the regurgitant jet. Very small jets, localized just to the proximal side 

of the regurgitant valve, usually signify mild valvular regurgitation. Large jets that fill the 

receiving chamber usually indicates sever valvular regurgitation. 

If the value of jet area in the ‘Jet Area’ block of the resultant section is less than 4cm
2
 than the 

MR is in the category of mild MR. If this value is in between 4cm
2
 and 10cm

2
 than it is 

categorized in the moderate MR. If the value of jet area increases beyond 10cm
2
 , than it shows 

severe MR.  



Processing of echocardiographic images with reference to mitral regurgitation 

171 
 

 

Figure M.9 After Applying Jet Area Detection, the Jet Area Segmented Image is shown in the 

Processed Image Block. The Value of Jet Area is Printed in Jet Area Resultant Block 

 

VENA CONTRACTA WIDTH DETECTION 

Measurement of vena contracta width is an efficient method of grading the severity of MR, but it is 

very difficult to locate this narrowest part exactly in transthoracic echocardiographic (TTE) as well as in 

transesophageal echocardiographic (TEE) images. For getting the automatic vena contracta width load 

the color Doppler image as well as the background image and then press the ‘Vena Contracta’ push 

button fixed on the panel within the operation section as shown in fig. M.10.  
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Figure M.10 After Applying Vena Contracta Width Detection. Value of Vena Contracta is 

printed in the Vena Contracta Width Resultant Block 

 

Vena contracta width is displayed in the ‘Vena Contracta Width’ block of the resultant 

parameter section. The VC width less than 0.3cm indicates the mild MR. If this value is in between 

0.3 and 0.5 then it is the case of moderate MR. But if the VC width is more than 0.5cm than it 

indicates the severe MR. 
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APPENDIX I 

ECHOCARDIOGRAPHY MACHINE DESCRIPTION AND 

OPERATION 

_____________________________________________________________________________________ 

AI.1 ACUSON SEQUOIA C512 SYSTEM  

 

Figure AI.1 ACUSON Sequoia
TM

 C512 Echocardiography system 
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Sequoia systems are specially designed to help you perform radiology, obstetrics, gynecology, 

cardiac, and/or vascular exams. They offer a wide range of standard and optional operating modes and 

transducer formats. This manual explains all standard and optional features. Your system may not have all 

of these features installed. In which Sequoia C512 is for echocardiography. 

 

AI.2. SEQUOIA SYSTEM COMPONENTS 

The Sequoia system is equipped with either a flat panel monitor or a cathode ray tube monitor. 

Sequoia System with Flat Panel Monitor 

1. Monitor and Speakers  

2. DVD/CD Drive  

3.  MO Disk Drive 

4. Transducer Holders  

5. Cable Holder  

6. Storage Compartment  

7. Wheel Lock/Steering Controller 

 8. Footswitch Connector (hidden) 

 9. MP Transducer Ports (3)  

10. MP Storage Port  

11. Control Panel/ Keyboard  

12. Power Button  

13. USB Port  

14. Soft Keys (4)  

15. Monitor Controls 
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Sequoia system with flat monitor  

 

 

Figure AI.2 Sequoia System Components with flat panel monitor 
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Sequoia System with Cathode Ray Tube Monitor  

 

Figure AI.3 Sequoia System Components with cathode ray tube monitor 

 

1.  Monitor and Speakers  

2.  Monitor Controls  

3.  MO Disk Drive  
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4.  Transducer Holders  

5.  Cable Holder  

6.  Storage Compartment  

7.  Wheel Lock/Steering Controller  

8.  Footswitch Connector  

9.  MP Transducer Ports  

10.  MP Storage Port  

11.  Control Panel/Keyboard  

12.  Power Button  

13.  Soft Keys (4) 

 

AI.3. IMAGING MODES  

The Sequoia system displays ultrasound information in several imaging modes. The modes available 

to depend on the options installed on your system and the transducer that you are using. 

 

Table AI.1: Description of Imaging Modes 

Mode Description 

2-d mode  The system displays a two-dimensional image of the tissues that lie 

within the scan plane. For example, you can use 2-D imaging mode to 

observe organs such as the heart and peripheral vasculature. Because 

the system displays 2-D images in real-time, you can observe organs in 

motion.  

Spectral doppler 

mode  

Spectral Doppler capabilities allow you to monitor the flow of blood 

through vessels or within the heart. You can display Doppler 

information either by itself or simultaneously with the 2-D image. 

Color doppler 

imaging mode  

Color Doppler imaging allows real-time spatial visualization of blood 

flow patterns in the heart and discrete vessels. It also provides Doppler 

shift information related to moving cardiac tissue. There are several 

imaging options you can use within Color Doppler mode. See Chapter 

10 for more information on Color Doppler Mode. Subsequent chapters 

provide details about different Color Doppler options. 
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High frame rate 

tissue Doppler  

High frame rate Tissue Doppler (HTD) 

M-mode  In M-mode the system displays a graphic representation of a line of 

interest (within the 2-D image) and displays a graph that shows how 

that line changes over time. Use M-mode to document cardiac function 

and precisely measure chamber dimensions. See Chapter 16 for more 

information on M-mode. 

Color m-mode  Color M-mode displays M-mode together with Color Doppler mode. 

Color M-mode displays timing information from the Color Doppler 

display, and supports the display characteristics and features of 

standard M-mode. 

 

AI.4. TRANSDUCER CONNECTIONS  

The Sequoia system is configured with three active MP transducer ports. You must use transducers 

that are compatible with the connectors on your system. Two of these ports are high-density (one on the 

left and one on the right). This configuration allows the connection of two highdensity transducers at once. 

When using the left high-density port, the middle port must be empty. The following table shows valid 

transducer combinations: 

Table AI.2: Transducer Connections 

Left port Middle port Right port 

Non-high density Non-high density Any  

High Density None Any 

 

 To connect a transducer to the system:  

1. Insert the transducer connector into one of the active transducer ports. Insert MP transducers with the 

cable up. The sliding doors that cover the MP transducer port open automatically.  

2. Rotate the transducer lock handle clockwise to lock the transducer connector in place.  

To disconnect a transducer from the system:  

1. Rotate the transducer lock handle counterclockwise to unlock the transducer.  

2. Pull the transducer connector away from the port.  

3. Properly store the transducer. 
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AI.5 CHANGING TRANSDUCER FREQUENCY  

In 2-D imaging mode, Native Tissue Harmonic Imaging (NTHI) mode, PW Doppler, Color Doppler 

(CD) imaging mode, M-mode, and Color M-mode, the MultiHertz multiple frequency imaging feature 

extends the usefulness of several transducers by enabling them to operate at multiple, independent 

imaging frequencies. This capability on a single transducer provides better 2-D resolution at higher 

frequencies and better 2-D and CD penetration at lower frequencies. In addition, the lower frequencies 

provide increased CD velocity scales to reduce aliasing.  

 

Figure AI.4 Transducer Frequency Selection 

 

AI.6. CHANGING THE TRANSDUCER OUTPUT POWER LEVEL  

To change the imaging frequency, toggle MULTIHZ.  

Currently within the United States, the FDA has established guideline ultrasound power limits for 

various clinical applications. Within the United States, manufacturers may not market diagnostic 

equipment for routine clinical use in a particular application if it exceeds the relevant guideline levels. For 

more information about power limits, guideline levels, and power values provided by specific transducers. 

The Exam Preset that you are using determines the default power level.  

To change the output power level for the active transducer, turn the power knob clockwise to increase 

the power level or counterclockwise to decrease the power level.  

The current power level always appears in the Output Display monitor, on the keyboard. See “Output 

Display”, next. You can set up the system to also display the power level on the screen. 
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AI.7. OUTPUT DISPLAY 

The Sequoia system includes a built-in Output Display system that lets you monitor acoustic output 

levels for the active transducer and imaging modes during an exam. The Output Display provides an 

indication of the potential for bio-effects that might be caused by the ultrasound energy being emitted. 

With this information, you can better control the diagnostic ultrasound equipment and examination to 

ensure that needed diagnostic information is obtained with minimum risk to the patient. The Output 

Display system provides the following output measurements: 

 

Figure AI.5 Power Output Level 

 

Table AI.3: Output Measurements 

Abbreviation  Measurement Description 

Mi  Mechanical 

Index 

If there is more than one active imaging mode, the system 

displays the highest MI and adds an indicator to show 

which mode it is from. 

Indicator  Mode 

MI2d  2-D 

MImm  M-Mode 

MIcd Color Doppler 

MIpw Pulsed Wave Spectral 

Doppler 

MIcw Continuous Wave or 

Auxiliary Continuous 
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Wave Spectral Doppler 

 

Tic  Thermal Index, 

Bone at 

Surface 

Recommended for adult or neonatal cephalic scanning. 

Tib  Thermal Index, 

Bone at Focus. 

Recommended for second and third trimester fetal scanning 

Tis  Thermal Index, 

Soft Tissue at 

Surface 

Recommended for soft-tissue scanning; may also be used 

for second and third trimester fetal scanning depending on 

position of fetus. 

Tisf  Thermal Index, 

Soft Tissue at 

Focus 

Indicates focal region TIS for M-mode, Pulsed Wave 

Doppler, and Continuous Wave Doppler modes. 

 

AI.8. SETTING UP THE OUTPUT DISPLAY 

     To set up the Output Display, press SETUP and select OUTPUT from the Setup menu. 

1.  For 2-D mode, select the transducer power value or None to display in the first column. MI appears in 

the third column.  

2.  For M-mode, Color M-mode, Color Doppler, and Spectral Doppler modes, select the output value for 

each column.  

3.  Press EXIT to return to the imaging screen.  
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Figure AI.6 Operating Controls That Can Cause a Change in Radiated Field 

Table AI.4: Output Modes 

Mode  Control 

B-mode Transmit Power, Gain, Depth, Dynamic Range, Transmit Focus location, 

Transmit Focus number, RES, MultiHertz, SpaceTime, Edge, DELTA, Color 

DELTA, DGC, Frame Rate, Update, Trigger 

M-mode Transmit Power, Gain, Depth, Dynamic Range, Transmit Focus location, 

Transmit Focus number, RES, MultiHertz, SpaceTime, Edge, DELTA, Color 

DELTA, Frame Rate, Update, Trigger 

Color Doppler Transmit Power, Gain, Depth, Dynamic Range, Transmit Focus location, RES, 

MultiHertz, SpaceTime, Edge, Gate, Filter, Scale, Options, Frame Rate, Update, 

Trigger 

Spectral 

Doppler 

(PWD, CWD) 

Transmit Power, Gain, Depth, Dynamic Range, Transmit Focus location, RES, 

Edge, Gate, Scale, Doppler type, Frame Rate, Update, Trigger 

 

AI.9. SYSTEM CONTROLS  

This section explains basic techniques for using the keyboard and controls. 
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Keyboards  

The controls on the keyboard are grouped by function to make it easier for you to find the control you 

need. 

Code Keys 

To access some functions that appear in black on an alphanumeric key, press the CODE key and then 

press the alphanumeric function key. There are two CODE keys, one at each side of the alphanumeric 

function keypad. When this guide describes how to use a function that requires you to press the CODE 

key, it instructs you to press CODE + the alphanumeric key. For example, press CODE + DATA POS. 

Soft  Keys  

The four unlabeled keys immediately below the screen are soft keys. They correspond to soft key 

menus that appear at the bottom of the screen. The labels and functions of the soft keys change depending 

on the function you are using. To select a menu option, press the corresponding soft key. When there are 

no options to select, no soft key menu is displayed. This manual displays soft keys in brackets, for 

example: [MODIFY]. 

 

 

Figure AI.7 Keyboard Controls 
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Figure AI.8 Soft Keys 

 

There are two types of toggling soft keys:  

• One type toggles between two or more options in the soft key label. Press the soft key until the option 

you want is highlighted.  

• The other type of soft key displays only the active option. Press the soft key until the one you want 

appears. In most cases, you can remove a soft key menu by pressing RETURN. 

 

Trackball  

You use the trackball to move a pointer and other objects on the display. Roll the trackball in the 

direction that you want to move the pointer. 

To change the trackball’s function, toggle PRIORITY until the function you want is active. 

Select Keys  

The SELECT KEYS on either side of the trackball are like mouse buttons. You click them to select 

objects, choose items from menus, and so on. You can also double click (click quickly twice) to access 

other functions. 
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Figure AI.9 Trackball 

 

When you see the single-click icon (()) in a soft key label (for example, [()END TRACE]), you can 

select that menu item by clicking either SELECT KEY once. If you see the double click icon ((())), you 

can select that item by quickly clicking either SELECT KEY twice. 

Pop-up Menus  

Some functions display a pop-up menu that contains a list of choices. Unlike toggling soft keys, a 

highlighted item is only active when it is selected. 

Table AI.5: Pop-Up Menu List 

Control Use 

Trackball Roll up or down until the item you want is highlighted. 

[Select] Press to select the item and remove the menu. 

[Hide menu] 

return 

Press either key to remove a menu without choosing an item. Or, press the 

key that activated the menu. 

Dialog Boxes  

Dialog boxes contain pop-up menus, option buttons, and command buttons that you use to customize 

a function. 
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Figure AI.10 Popup menu 

 

AI.10. MOVING THE DATA DISPLAY BOX  

The system uses a data display box to display on-screen information from measurements and 

calculations. You can move the data display box, and save its location.  

To move the data display box, press CODE + DATA POS.  

1. Use the trackball to move the box to the desired location or press the first soft key to cycle quickly 

between five different preset locations and growth directions.  

2. To choose the number of lines of information to be displayed, press [8 LINES/12 LINES] to select 

either 8 or 12 lines.  

3. To lock the data display box into place, press [SET POSITION].  

4. To exit, press [EXIT]. 

 

AI.11. EDITING TEXT  

There are two different formats for entering text with the alphanumeric keys on the Sequoia system.  

• Text fields that you can edit appear shaded. Text fields appear in dialog boxes, several reports, and the 

Begin-End page.  

• In the annotation function, you can make notes directly on an ultrasound image. Use these controls for 

editing text. Chapter 6 describes additional controls for annotating images. 
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Table AI.6: Text editing 

Control Use 

Cursor Shows the current type-in point. This is where any text that you type 

appears. 

Space bar Press to move the cursor to the right within a text field. 

Return tab Press or use the trackball to move the cursor between text fields or to the 

next line.  

Home Moves the cursor to its home position, usually the upper-left corner of 

the display or upper-most text field.  

Backspace Press to erase the character before the cursor. 

Code + caps lock Press to switch between typing uppercase or lowercase letters. The 

system default is uppercase. 

Shift Hold down while pressing an alphanumeric key to override the CAPS 

LOCK setting for that keystroke. 

[Delete] Press to delete the current value in a report field and replace it with the 

default value. 

 

AI.10. USING THE SYSTEM STOP WATCH  

 You can use the stop watch function to time events during any live imaging mode. Upon starting the 

stop watch, the start time and an elapsed timer are displayed in the data display box as shown. 

 Entering Cine or Freeze modes changes the time stamp display as shown. 

The elapsed timer continues counting but is now displayed below the stop watch stop time. The elapsed 

timer is always highlighted.  

 To start the stop watch, press STOP WATCH.  

1. Use the following soft keys with the stop watch. 
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Figure AI.11 Stop watch 

 

Table AI.7: Stop watch key functions 

Control  Use  

[Exit] Exits the stop watch function. Removes the time stamp and stop watch soft key 

menu. 

[Reset] Resets the elapsed time field to 00:00 and removes the time stamp. 

[Start 

timer] 

Starts the stop watch and displays a time stamp that shows the system time when 

started and the elapsed time. While the elapsed timer is counting, this soft key 

label changes to [STOP TIMER]. 

[Stop 

timer] 

Stops timing and leaves the time stamp on the screen. While the elapsed timer is 

stopped, the soft key label changes to [START TIMER]. 

Freeze and 

cine 

Freezes the image display and displays the elapsed timer if the stop watch was 

running upon entering Cine or Freeze. When frozen, scroll through the captured 

frames to replay the time stamp as it was captured with the image. Press 

GAIN/FRZ/RUN or CINE again to return to real-time imaging. 

 

2. Press [EXIT] or STOP WATCH to leave the stop watch function. 
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APPENDIX II 

CARDIAC CALCULATIONS 

__________________________________________________________________________ 

AII.1 USES 

The cardiac calculation package can be used to:  

• Take measurements and perform standard cardiac calculations. 

• Store the measurements and calculations on your system.  

• View and print reports with the results of these studies. Cardiac calculation pop-up menus are 

divided into two sections. The top, gray section displays a hierarchical navigation history. The 

bottom section displays a sub-menu of choices that are one hierarchical level below the last item in 

the navigation history.  

• Study  

• Category  

• Cluster  

• Measurement  

The cardiac calculation pop-up menu displays submenus that show a list of measurements 

related to each selection of Study, Cluster and Measurement combination. Each list show 

measurements that must be performed in the current selection combination, and related 

measurements in other modes of operation that must also be collected for the current study. Studies 

with more than one measurement listed on a pop-up menu allow the user to leap frog through the 

measurement list, with the next measurement starting where the first one ended until all the 

measurements on the list have been collected. As you navigate through the cardiac calculation pop-

up menu, you select items in this order. 
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Figure AII.1. Cardiac Calculations 

 

AII.2. ENTERING AND EXITING THE CARDIAC CALCULATION PACKAGE  

You can enter and exit the calculation package at any time during a study. Calculation data is 

saved until you end the study. To take cardiac measurements in strip modes, you must first press 

FREEZE or CINE to stop the strip.  

To enter the cardiac calculation package:  

1. Press CALC.  

2. Select the item you want from the pop-up menu. When you choose a measurement from the 

pop-up menu, the pop-up menu disappears, the measurement tool and soft key menu are activated, 

and the data display box appears. 

 3. Press CALC to exit the cardiac calculation package. 

Types of Measurements  

The following table describes the types of measurement the cardiac calculation package 

contains and general steps for performing the measurement. 

To perform any measurement:  

1. Freeze the image and enter the cardiac calculation package.  

2. Follow the steps below for the type of measurement you want to take. 
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Table AII.1: Measurements for Cardiac Calculations 

Measurement  Procedure 

Distance  1 Select a distance measurement.  

2 Place the first caliper on the object to be measured.  

3 Press a select button to place the second caliper on the object to be 

measured.  

4 Enter the measurement. 

2-d area and 

volume  

1 Select an area measurement.  

2 Trace the outline of the area. For LV or RV volume measurements, 

begin the trace at one side of the annulus and end at the opposite side 

of the annulus.  

3 End the trace.1  

4 Enter the measurement. 

Velocity time 

integral  

1 Select a VTI measurement.  

2 Start the trace at the beginning of the Doppler spectrum to be 

measured.  

3 Trace the VTI of the Doppler spectrum to be measured. The tool 

will automatically correct to baseline if you start above or below the 

line. 

 4 End the trace.1 5 Enter the measurement. 1. You can reposition the 

axis by using the trackball. Be sure to end the trace after editing. 

Velocity  1 Select a velocity measurement.  

2 Move the caliper to the velocity you want to measure. 

3 Enter the measurement. 

Color Doppler 

velocity or PISA  

1 Select a color Doppler velocity or PISA measurement. 

2 Move the caliper to the origin (vena contracta) of the color Doppler 

jet to be measured near the orifice of the valve. 

3. Press a select button to place a second caliper at the first color 

aliasing zone of the PISA. 

4 Enter the measurement. 
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Table AII.2: Mitral Valve Regurgitation Study 

Category  Cluster Measurement 

Mitral valve Pulmonary Venous Flow RUPV measurements  

RLPV measurements  

LUPV measurements  

LLPV measurements 

 MR Volume by PISA MR PISA Radius  

MR Alias Velocity 

 MR Vmax  

MR VTI  

MV Diam  

MV VTI, annulus 

 MR Volume by Dop/Dop MV Prox Diam  

MV VTI, Annulus  

Site 2 Diam  

Site 2 VTI 

MR VTI 

 MR Volume by 2-

D/Doppler 

LV Area, A4C, d & s  

LV Major, A4C, d & s  

LV Vol, A4C MOD, d & s  

LV Area, A2C, d & s  

LV Major, A2C, d & s  

LV Vol, A2C MOD, d & s  

Site 2 Diam  

Site 2 VTI  

AR VTI 
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APPENDIX III 

ECHOCARDIOGRAPHIC TRANSDUCERS 
_______________________________________________________________________________ 

 

AIII.1 10V4C TRANSDUCER 

Features: 

• MICROSON™ high resolution transducer 

• Vector™ wide-view imaging format phased array 

• User-selectable Wideband MultiHertz™ multiple frequency imaging 

 

AIII.2 8V3C TRANSDUCER 

Features: 

• Hanafy lens transducer technology 

• Vector imaging format phased array 

• User-selectable Wideband MultiHertz imaging. 

 

Frequency Bandwidth: 10 – 4 MHz 

Compatible With: ACUSON Sequoia™ 512 

ultrasound system 

Applications: Neonatal and pediatric 

echocardiography 
 

Frequency Bandwidth:  8 – 3 MHz 

Compatible With: ACUSON Sequoia 512 

ultrasound system 

Applications: Pediatric and fetal 

echocardiography 
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AIII.3 4V1C TRANSDUCER 

 

Features: 

• Hanafy lens transducer technology 

• Vector imaging format phased array 

• User-selectable Wideband MultiHertz imaging 

• RF shielding 

 

AIII.4 4V1C TRANSDUCER 

 

Features: 

• Hanafy lens transducer technology 

• Vector imaging format phased array 

• User-selectable Wideband MultiHertz imaging 

• Excellent penetration 

Frequency Bandwidth:  4 – 1 MHz 

Compatible With: ACUSON Sequoia 512 

ultrasound system 

Applications: Contrast agent studies, 

coronary artery imaging, stress 

echo, transcranial with 12.0 

and vascular option, 

transthoracic adult and 

pediatric echocardiography 

 

Frequency Bandwidth: 4 – 1 MHz 

Compatible With: ACUSON Aspen™ ultrasound 

system 

ACUSON Sequoia 512 ultrasound 

system 

Applications: General and deep abdominal 

vascular 
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AIII.5 6C2 TRANSDUCER 

Features: 

• Curved vector imaging format 

• Hanafy lens transducer technology 

• Wide view phased array 

• User-selectable Wideband MultiHertz imaging 

 

AIII.6 4C1 TRANSDUCER 

Features: 

• Curved vector imaging format 

• Hanafy lens transducer technology 

• Wide view phased array 

• User-selectable Wideband MultiHertz imaging 

Frequency 

Bandwidth:  

4 – 1 MHz 

 

Compatible With: ACUSON Aspen ultrasound 

system 

ACUSON Sequoia 512 

ultrasound system 

Applications: Abdominal vascular, fetal 

heart  

 
Frequency 

Bandwidth:  

4 – 1 MHz 

 

Compatible With: ACUSON Sequoia 512 

ultrasound system 

ACUSON Aspen ultrasound 

system 

Applications: Abdominal vascular, fetal heart, 

technically 

difficult and typical patients 
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• Excellent penetration 

AIII.7 17L5 HD TRANSDUCER 

Features: 

• Hanafy lens transducer technology 

• Patented ergonomic design with Elastogrip™ ergonomic grip coating 

• Linear and Vector wide-view imaging format 

• User-selectable Wideband MultiHertz imaging 

 

AIII.8 15L8W TRANSDUCER 

 

Features: 

• MICROSON imaging 

• Hanafy lens transducer technology 

• User-selectable Wideband MultiHertz imaging 

• Extra long cable 

 

Frequency Bandwidth:  17–5 MHz 

Compatible With: ACUSON Sequoia 512 

ultrasound system 

Applications: Contrast agent imaging, 

superficial vascular 

 

Frequency Bandwidth:  15–8 MHz 

Compatible With: ACUSON Sequoia 512 

ultrasound system 

Applications: Superficial vascular 
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AIII.9 9L4 TRANSDUCER 

Features: 

• 1.25 Multi-D array 

• Multi-D™ matrix array transducer technology 

• Linear and Vector wide-view imaging format 

• Triplex imaging 

• User-selectable Wideband MultiHertz imaging 

 

AIII.10 8L5 TRANSDUCER 

 

 

 

 

 

 

 

 

 

Features: 

• User-selectable Wideband MultiHertz imaging 

 

 

 

Frequency Bandwidth:  9–4 MHz 

Compatible With: ACUSON Sequoia 512 

ultrasound system 

Applications: Cerebrovascular, contrast agent 

imaging, peripheral vascular, 

superficial vascular 

 

Frequency Bandwidth:  9–4 MHz 

Compatible With: ACUSON Sequoia 512 

ultrasound system 

Applications: Cerebrovascular, contrast 

agent imaging, 

peripheral vascular, 

superficial vascular 
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AIII.11 6L3 TRANSDUCER 

Features: 

• User-selectable Wideband Multi Hertz imaging 

 

AIII.12 V7M TRANSDUCER 

Features: 

• Endoscope dimensions: diameter = 7.0, length = 70 cm, patient weight = 3.5 kgs and above 

• Small tip size for increased patient comfort: width = 10.9 mm, thickness = 8.0 mm, 

circumference = 22 mm 

• Ergonomic design featuring one-hand control 

• Manual rotation: -10° – 190° 

• Vector imaging format phased array 

• User-selectable Wideband MultiHertz imaging 

Frequency Bandwidth: 6–3 MHz 

Compatible With: ACUSON Sequoia C256 

echocardiography system 

ACUSON Sequoia 512 ultrasound 

system 

Applications: Extracranial vascular, medium and 

deep arterial 

and venous studies, peripheral 

vascular 

 

Frequency Bandwidth:  8–3 MHz 

Compatible With: ACUSON Sequoia C256 

echocardiography system 

ACUSON Sequoia 512 

ultrasound system 

Applications: Pediatric and adult 

transesophageal mini-multi-

plane echocardiography 
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• DTI™ Doppler tissue imaging capability 

AIII.13 V5MS TRANSDUCER 

 

 

Features: 

• Endoscope diameter = 10.5, length = 110 cm 

• Adult tip size: width = 14.5, height = 11.5 

• Ergonomic design featuring one-hand control with variable speed rotation – 90° per sec. 

• RF shielding 

• Vector imaging format phased array 

• User-selectable Wideband MultiHertz imaging 

• DTI capability 

• syngo® fourSight™ TEE view 

• syngo® Mitral Valve Assessment (MVA) 

 

 

 

 

Frequency Bandwidth:  7–3 MHz 

Compatible With: ACUSON Sequoia C256 

echocardiography system 

ACUSON CV70™ 

cardiovascular system 

ACUSON Cypress™ 

cardiovascular system 

ACUSON Aspen ultrasound 

system 

ACUSON 128XP/10C™ 

echocardiography system 

ACUSON Sequoia 512 

ultrasound system 

Applications: Transesophageal multiplane 

echocardiography 
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AIII.14 ACUNAV 8F 

 

Features: 

• 8 french catheter (2.7 mm diameter) 

• 110 cm insertable length 

• Sterile, single-use advanced miniaturization AcuNav ultrasound catheter family 

• Reusable SwiftLink™ catheter connector 

• Four-way steering in two planes: 160° in each direction 

• Logitudianal side-fire imaging 

• Vector imaging format phased array 

• DTI capability 

 

 

 

Frequency Bandwidth:  2–10 MHz 

Compatible With: ACUSON Sequoia C256 

echocardiography system 

ACUSON CV70 

cardiovascular system 

ACUSON Cypress 

cardiovascular system 

ACUSON Sequoia 512 

ultrasound system 

Applications: Adult intracardiac 

echocardiography 
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AIII.15 Aux CW 

Features: 

• Continuous wave spectral Doppler mode 

• Excellent intercostal, suprasteral and subcostal access 

• Excellent penetration 

 

Frequency Bandwidth:  2 MHz 

Compatible With: ACUSON Sequoia C256 

echocardiography platform 

ACUSON Aspen 

echocardiography platform 

ACUSON Aspen ultrasound 

platform 

ACUSON Sequoia 512 

ultrasound system 

Applications: Non-imaging, transthoracic 

adult and 

pediatric, continuous wave 

spectral Doppler 

echocardiography 

 


