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ABSTRACT 

 

Bioinformatics and computational systems biology fuses several branches of 

applied sciences and applied engineering and interplay that exploits basic sciences such as 

mathematics, physics, chemistry, computer science that present a partial picture and 

biological sciences such as molecular biology, structural biology, and systems biology that 

present a whole picture. To unravel complicated biological issues, this research work deals 

with interdisciplinary aspects of contemporary bioinformatics and computational systems 

biology as defined by the NIHs working definition of bioinformatics and computational 

biology (http://www.bisti.nih.gov/docs/compubiodef.pdf) in which many science fields 

come under the umbrella of bioinformatics with numerous applications in the field of life 

sciences. Contemporary bioinformatics deals with computational tools providing a user-

friendly environment for the dissemination of life sciences knowledge through existing 

biological databases in a particular domain. On similar lines, computational systems 

biology, which has roots in life sciences, primarily deals with analytical data oriented 

techniques and mathematical modelling to study and analyze complex biological systems. 

For this, four different research concerns for progressive biological discoveries are handled 

in this research work using bioinformatics and systems biology approaches. 

At present, all research indications speak in favour of the key challenge for 

integrative biology: providing physiological models that could facilitate development of 

novel drugs against diseases such as cancer and Alzheimer’s disease against which 

effective therapeutics currently do not exist. Even though such full physiological models 

are not always attainable due to inadequate biological data and/or their appropriate 

integration, functional genomics can be currently considered as a reliable functional basis 

upon which such models are expected to rely. The research work provides novel insights 

into how a biological data base, which are essentially descriptive physiological models, 

can be functionally improved in terms of contemporary bioinformatics depending on the 

accessibility and integration of data. Most researchers agree that the challenge is data 

management, data analysis, data interpretation, data modelling and understand all the 

biological data that are being produced. However, a major issue prevails: all the above-

mentioned issues are handled differently at different laboratories throughout the world, 



producing plethora of biological data. To fill this research gap, an omics or integrative 

genomics revolution is need that uses the power of gene ontology (GO). The first concern 

of this work is to provide theoretical models to achieve this herculean task of integrating 

biological data by moving from knowledge gained from functional genomics to 

physiological models. Since a better understanding of many pathological conditions is the 

ultimate goal of full physiological models, physiology can be understood as the science of 

the functioning of living systems. To approach a full physiological model, a tremendous 

amount of biological knowledge contained in various databases needs to be sorted out by 

discriminating different types of data subjected to double integration: i) vertically - from 

molecular level, over cell and organ levels, all the way to the level of a whole organism 

and (ii) horizontally - comprising gene, anatomy and phenotype data. As such, a 

hypothetical full physiological model is supposed to have its full biological process (BP), 

full cellular component (CC), full molecular function (MF) and with its specific full 

ontologies respectively. Connecting individual ontologies from various data resources is a 

key step leading to a universal full physiological model. As such, the proposed model is 

supposed to have its full BPCCMF with its specific full ontologies.  

After understanding the concept of the full physiology, the illustration using a 

plants physiological model is implemented in this research work and the same can be 

extended for other organisms, pathological conditions, etc. The second primary concern in 

this work is the development of a gene ontology data mining tool using contemporary 

bioinformatics focusing on the design of a plants physiology database that represents all 

biological knowledge in a computationally tractable way unambiguously. The idea to serve 

the plant scientific community by using power of contemporary bioinformatics came from 

the fact that plants have been the most studied since the advent of classic genetics. Recent 

studies show that plants are biologically more complex and there are enormous 

applications to be gained from researching plant genes to progress the reception of 

nutrients from the earth to enhance plant yields and plant ailments that directly effects the 

health of humans. This research work focuses on providing a centralized plants physiology 

database as a new searching and investigating tool after mining plants gene ontological 

data from GO database. The applications of contemporary database management led to the 

development of Plants Physiology Database (PPDB), a searching and browsing tool based 

on the mining of large amounts of gene ontology data currently available. The PPDB is 

publicly available and freely accessible on-line (http://www.iitr.ernet.in/ajayshiv/) through 

a user-friendly environment generated by Drupal-6.24. 



 

Another focus of this work is the systems biology of cancer. Last decade has 

witnessed the emergence of new field of research called systems biology to capture the 

biological phenomenon with data analysing, modelling, and computational tools. 

Generations of scientists and physicians have dedicated their life to improving patient care 

and fighting against cancer. Systems biology offers promising insights to defeat cancer. 

Cancer is a major health issue responsible for 8.2 million deaths in 2012 and 14.1 million 

new cancer cases were reported in 2013 worldwide (http://globocan.iarc.fr). It is 

anticipated that the global yearly number of deaths should reach 17 million in 2030. As 

such, research progress in cancer treatment is real but insufficient. Cancer is a genetic 

disease that causes a deregulation of gene networks that control cell growth and 

dissemination. As a result, methods for modelling gene networks are central to any modern 

approach of the molecular biology of cancer. Moreover, the sequencing of the human 

genome and subsequent genomic revolution has impacted cancer research at the molecular 

level due to high throughput technologies like microarray database (MDB).  

As such, this research work focuses on both aspects of systems biology of cancer 

separating it into different computational approaches dealing with data driven systems 

biology and model driven systems biology. Data driven models are based on 

computational statistical tools that can handle high throughput MDB and termed as top-

down models. They deal with two types of statistical analysis known as a low level 

analysis dealing with background correction, normalization using a model based 

expression index (MBEI) method along with high level analysis dealing with filtering of 

genes to find interesting genes, hierarchical clustering of filtered genes, genetic association 

study and gene ontology data mining/enrichment analysis. The central dogma of 

microarray data analyses is the third research concern in this work. The invaluable 

information produced after analyses can pave the way for innovative opportunities for 

early diagnosis of malignancies. This research work can enhance further research in 

diagnostics, prognostics, disease markers, target validation and targeted therapies using 

contemporary bioinformatics at a later stage. The list of significant genes or differentially 

expressed genes helps to find the functional relationships between genes in MDB 

warehouses by linking it to annotations of GO. For instance, a precautionary double 

mastectomy on finding the BRCA1 gene with only 87% probable chance of acquiring the 

disease shows the promising nature of this field. 

 



On the other hand, another approach on how dynamical mathematical models can 

provide novel insight that cannot be done by doing experiments. Model driven dynamical 

models or bottom-up models approach is the opposite of a top down model. With the 

bottom up model, it begins with a hypothesis of a biological mechanism. After having this 

hypothesis, equations are written down to describe how the components in the biological 

system interact with one another. Then simulations are run to generate predictions for what 

would happen under different conditions. Some of the keywords associated with bottom up 

models are ordinary differential equations, computational tools of dynamical systems to 

interpret the output and methods for parameter estimation, partial differential equations 

and stochastic models. The focus of the final research concern deals with developing 

models consisting of systems of differential equations and using computational tools of 

dynamical systems in order to interpret the results of these simulations. Therefore, a multi-

scale computational approach of tumour growth model is presented. A mathematical 

model is developed for tumour growth and angiogenesis to simulate the solid tumour 

growth/progression with chemotherapy drug and anti-angiogenesis drug estimation using 

partial differential equation (PDE) modelling. The PDE compartmental model 

incorporated spatiotemporal processes including cellular and tissue-mediated diffusion, 

cellular transport and migration, cell proliferation, angiogenesis, apoptosis, vessel 

maturation and formation to model tumour progression and transition from avascular to 

vascular growth. The angiogenesis process coupled with the solid tumour growth model on 

a reaction–diffusion kinetics framework portrayed the spatiotemporal development of the 

generalised functions of a tumour’s micro-environment viz., nutrients and growth factors 

that regulate the tumour’s growth during angiogenesis. Most cancers involve an 

endothelial growth factor receptor/extracellular signal-regulated kinases (EGFR/ERK) 

signalling pathway that are related to the cell-division cycle promoting tumour cells. 

Treatment is studied from tyrosine kinase inhibitors (TKI) in EGFR signalling, which are 

distributed through the blood vessels of a tumour’s microvasculature. This showed a huge 

potential for in-vitro experiments due to the availability of clinical and expression data 

information, which helps in learning about the responses to treatment. Using ordinary 

differential equations to model the systems pathway of downstream pathway of EGFR 

signalling (SOS�RAS�RAF�MEK�ERK�PI3K�AKT), we performed 

computational simulations to determine the facilitation of glucose, oxygen, tumour 

angiogenesis factor (TAF), drug (TKI), tumour growth factor alpha (analogue of EGFR) 

and angiogenesis inhibitor. The simulation results showed signalling pathways of TKI-



EGFR and IGF1R regulation of various active cells, migrating cells, proliferative cells, 

apoptotic and quiescent cells could be a united behaviour for the entire profile of tumour 

growth. The results established the dual role behaviour played by angiogenesis as TKI-

EGFR and VEGF inhibitors are furnished to diminish tumour incursion. In addition, the 

neovasculature can transport nutrients to neoplasm cells to continue cell metabolism, thus 

enhancing the rate of cell endurance. Hence, simulation results suggest that the co-

expression of EGFR and IGF1R activates a higher number of ERK receptors compared to 

down and over-expressions. There is a good agreement between the simulations, an 

experimental wild type mouse model, and clinical data. 

It can be concluded that this work may not be able to solve the numerous 

convoluted issues in the field of biotechnology, but it can address issues in gene ontology 

data mining using contemporary bioinformatics taking the example of a plants physiology 

database and state of the art work related to cancer systems biology. 
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Chapter – 1 

INTRODUCTION 

   

1.1  MOTIVATION 

With the completion of the human genome project, followed by the rise in high-

throughput technologies like microarray sequencing platforms and scattered biological 

ontologies clearly necessitates the use of interdisciplinary aspects of contemporary 

bioinformatics and computational systems biology. The huge information gap requires 

mining gene based data for interesting associations to develop summaries that directly 

address the biological questions posed. Contemporary bioinformatics approaches are a 

major research area that caters to the need for information rich knowledgebase tools 

through existing biological databases in a particular domain. 

As the better understanding of many pathological conditions is the ultimate goal of 

these specific informatics tools, the key challenge lies in how to integrate and collaborate 

to build descriptive physiological models. As such, integrative models to achieve the goal 

of a full physiology are needed after reviewing the overall strategy ranging from functional 

genomics and its ontologies to functional understanding. Bioinformatics standards and 

tools for data integration provide the means to enhance cross-software interoperability and 

data exchanges between laboratories to realize physiology through gene ontology 

databases. Data integration and collaboration requires the development of unified 

ontologies precisely to define and categorize biological concepts and data properties. 

Recently, there has been a huge interest in the development of a generalized 

biological framework for gene ontology data mining tools. Recent studies also indicate that 

plants are biologically more complex and there are enormous applications to be gained 

from researching plant genes to progress the reception of nutrients from the earth to 

enhance plant yields and plant ailments that directly affect the health of humans. 

Therefore, a demonstration of extensible tools like a ‘plants physiology database’ will 

bridge the gap between bioinformatics and gene ontology data mining. The databases 

populated with derived information after mining from gene ontology database are of considerable 

importance for biological discoveries. This facilitates sharing and integration of data in the research 

community. Web services have also become indispensable tools in bioinformatics. Services provided 

by host institutes provide data and application access to scientists located anywhere in the world 



without having to locally install and maintain these resources. These repositories can serve as powerful 

knowledge resources for a physiology of interest and facilitates further studies. To represent such 

biological information in an unambiguous and computationally tractable way is one of the 

ongoing challenges faced by computational systems biology.  

Systems biology has been in the focus of intense public and private research in 

recent years evoking high expectations and hopes with regard to solutions for emerging 

problems in the health care sector. The notion of systems biology is a rather broad 

agglomeration of mathematical and computational methods, experimental techniques, and 

biomedical applications. Systems biology offers promising insights to defeat cancer. 

 Cancer in its many forms has remained a devastating and pervasive disease for 

thousands of years. While countless numbers of physicians and scientists through the 

centuries have been dedicated to battling and understanding cancer, it ultimately remains 

elusive. Gains have been made, yet more progress is urgently needed. The origin and 

subsequent growth of cancer is related gene dysfunctions. Since the sequencing of the 

entire human genome, scientists and researchers can now analyze cancer genes and cells at 

the molecular level. This has significantly affected cancer research that uses data intensive 

computational tools to view never before seen biological complexities using data and 

model driven systems biology of cancer. 

Microarray and next generation sequencing technology has greatly influenced our 

understanding of human diseases as well as clinical practice, such as tumour classification, 

treatment response and outcome prediction. Gene expression profiling is a promising 

research area for diagnosis and predicting outcomes in cancer patients after mining the 

genetic information from the massive data generated from these technologies. Most studies 

have relied on gene expression microarrays to broadly survey the expression level of many 

genes and has provided a method for sub grouping heterogeneous cancer types. The 

heterogeneity within the tumour has a direct consequence on personalized medicine that further needs 

detailed research. As such, the central dogma of a microarray data analyses can pave the way 

for innovative opportunities for early diagnosis of malignancies. For instance, a 

precautionary double mastectomy on finding the BRCA1 gene with only 87% probable 

chance of acquiring the disease shows the promising nature of this field.  

Cancer can be seen as network deregulation of pathologies and processes that 

govern differentiation, proliferation, and apoptosis in the cellular microenvironment. The 

questions that can be answered with systems biological approaches are of the following 

types: What are the cellular pathways involved in the pathology? How to use these 



pathways to improve predictions? What are the effects of a perturbation on a pathway? 

Many more questions can be proposed. Mathematical modelling provides tools to capture 

these issues using model driven systems biology of cancer. Multiscale modelling of cancer 

and its interaction with drugs is a current research area aimed at resolving various 

complexities of this disease. These models can help to quantify and recapitulate 

experimental observations. With the power of model driven or knowledge-based models, 

hypotheses can be tested in silico before performing experiments in the wet lab.  

The great motivating factor is that systems biology of cancer allows us to 

contemplate cancer cells at the molecular level and to detect phenomena unobservable 

through the microscope. Moreover, in developing countries like India and the country's 

food bowl Punjab where cancer incidence rate is the highest and the mortality rate is 

increasing (http://www.ncrpindia.org/), survival rates are much worse because of late 

detection and low quality or inexistent healthcare facilities where telemedicine can play a 

vital role [1]. Thus, cancer systems biology approaches discussed here offer new 

promising insights to defeat cancer that requires a paradigm shift from the traditional 

handling of such patients.  

1.2  STATEMENT OF PROBLEM 

Contemporary bioinformatics and systems biology are an emerging discipline 

expanding beyond traditional bioinformatics, with a focus on developing computational 

technologies for real-world biomedical bottlenecks. The problem statement of this thesis 

can be stated as four concerns: 

1)  The design of gene ontology (GO) based models to realize physiology is the first 

primary concern. Although GO annotations may develop into a powerful tool in the future, 

they are currently limited and incomplete since they depend on database entries by 

individual investigators. This is particularly problematic, as the translation of biological 

data into GO terms is highly dependent on a researchers view and scientific background of 

a given subject. Even more concerning is the limited quality control of the data entries. In 

addition, just as the initial GO assignments may initially be time consuming and difficult, 

the problem of keeping results and annotations up to date adds another layer of complexity 

to the problem. The success of descriptive ontology based full physiological model 

depends on validated GO databanks. 

2)  In the recent past, scientists witnessed an overload of GO database ontologies for 

describing domain specific entities. GO databanks put forward ways to organize 

information. In addition, each GO based solutions provides a different outlook into the 



problem being considered. To advance seamless information discovery, computational 

tools are required to regularly query across ontologies and develop tailor-made databases 

from the standard GO databanks. Efficient GO data mining tools are indispensable for 

representing comprehensive biological systems in an unambiguous and computationally 

tractable way.  

 3)  With the advent of whole-genome sequencing and high-throughput microarray 

experimental technologies, transcriptome analysis is an important challenge for analyzing 

these large-scale data sets and extracting discernible biological information from them. 

Existing statistical or bioinformatical approaches have several challenges for extracting the 

differential expressed genes to make a distinction between tumour subtype/phenotypes and 

integrating heterogeneous genomics data effectively to advance cancer research.  

4)  In order to promote human health, advances in the microarray database technology 

and sequencing technologies must be rendered into successful clinical practices. 

Computational systems biology is reviving a long-standing dream of modelling a whole 

organism in silico or in other words, formalizing life. For a systematic disease like cancer, 

the idea is to construct a model of the human physiology at the level of the whole body.  

Most of the existing models are temporal based using ordinary differential equations 

(ODEs). In general, most solid tumours have cells that migrate and diffusion properties, 

therefore spatiotemporal models are necessary (Partial differential equations). Models need 

to be developed based on the mechanisms of biological processes that utilizes 

experimental data, validates, and predicts the outcome. 

1.3  LITERATURE SURVEY 

In recent years, considerable efforts have been devoted to computational systems 

biology and contemporary bioinformatics methods. The review of selected state-of-the-art 

for gene ontology data mining and systems biology of cancer and their related issues 

which have been considered in this thesis are divided into sub-headings as discussed 

below: 

1.3.1 Ontology 

The term ontology was originally used to define a philosophical discipline. 

Ontologies have been studied by philosophers since the time of the ancient Greeks [2] yet 

today the term ontology is defined as the explicit specification of a conceptualization for 

use in computer science and information systems [3, 4]. The conceptualization is a 

representation of a worldly phenomenon that captures all the concepts and requires 



ontology to satisfy the subsequent conditions [5]: first, all concepts and constraints on the 

concepts must be explicitly defined. Second, it must capture the state of knowledge from a 

domain as agreed upon by a group of people. Third, it must be computationally amenable. 

Ontology can support a variety of applications including knowledge engineering, 

artificial intelligence, information retrieval, and integration of databases [6]. The study and 

use of ontologies has been gaining attention over the past decade due to the exponential 

growth in the biological space in open domain [7]. Much of the prior research has focused 

on technical aspects of ontology management. This includes the development of languages 

for representing ontology [8], yet not much attention has been paid to the investigation of 

domain based issues related to ontology engineering tools [9]. Creating these ontology 

based tools takes a lot of effort and time and acts as one of the main obstacles faced by 

developers of ontologies. Therefore, identifying a relevant knowledge source and 

organizing it as a part of an ontology are serious challenges [10].  

The design of ontology is still more of a craft than an engineering task [11]. 

Existing ontology creation methodologies provide a range of options, techniques, and 

guidelines to help ontology construction [12]. Ontology architecture can be classified [13] 

and  ontology creation methodologies can be sorted into top-down and bottom-up views 

[14]. Top-down methods start with an abstract view of the domain and expand it with 

detailed specifications [15, 16]. Bottom-up methodologies start from the specification of a 

certain task and obtain generalizations [17, 18]. Some methods take a middle-out method 

where the ontology creation starts with key concepts and then generalizations and 

specializations are created [19]. The key challenges of all these ontology creation 

methodologies are identifying a relevant knowledge source and a significant manual 

exertion. Hence, there is increasing interest in the automated creation of ontologies from 

widely available knowledge sources [20]. If this knowledge could be extracted and 

organized automatically, it could be effectively used to create domain ontologies. 

However, prior research on systematic analyzing and using the World Wide Web as a 

source of knowledge for the creation of domain ontologies is limited.  

1.3.2 Biological Ontologies 

Ontologies enhance inter-operability between heterogeneous data sources and 

enable the reuse of data. Ontologies have emerged as the chosen mode of representation of 

domain-specific concepts and specifications in biology. There is a good review of 

biological ontologies with examples that describe its creation, applications and future 

opportunities [21]. The open biological and biomedical ontologies foundry lists over 



hundred active bio-ontologies (http://www.obofoundry.org/) currently used by the 

biological and biomedical community [22]. The most widely used of all the computational 

biology ontologies is Gene Ontology (GO) [23]. The concept of gene ontology was 

introduced for annotating data in a more relevant and tractable form, so that usable 

information from the databases can be extracted. Even though more general definitions of 

GO were previously proposed, an aspect of biological relevance is a tool for the unification 

of biology [23]. It is in fact a large public database providing a set of controlled gene 

products vocabulary based on their role within a cell. It also holds data from diverse data 

resources like GenBank to generate gene annotation data [24]. Scientists deposit their 

biological findings in GenBank to expedite research, for example RSP-09 lipase gene was 

submitted to the database with accession number EU414610 [25]. This facility is being 

extensively exploited by researchers from various backgrounds. Therefore, biological 

ontologies curation future require cross-linking structure, support and recognition for 

prosperity of this field [26].  

1.3.3 The Gene Ontology 

The pioneering works of the Gene Ontology (GO) (http://geneontology.org/) 

informatics resource transformed genomics biology to a descriptive biology [27]. At the 

time of its conception, the need for GO was powerful and straightforward: different 

molecular-biology databases were using different terms to describe important information 

about gene products [28]. GO started its operation in 1998 as a collaborative attempt for 

knowledge integration from FlyBase (Drosophila), the Saccharomyces Genome Database 

(SGD) and the Mouse Genome Informatics (MGI) project [29]. Currently, more than 

fifteen bio-curator groups are working for manual and automatic annotations of GO. GO is 

the benchmark genomics product ontology based informational database warehouse 

functionally cross-linked with different species and annotated knowledge databases. This 

is an extremely useful informational resource for classes of species with restricted 

experimentally validated biological knowledge where electronic/computer inferred 

annotations occasionally provide and fill biological information gaps [30].  

GO provides a standardized, species-independent representation for the 

characteristics of genes and gene products where gene products are the biochemical 

materials produced by gene expression. GO provides a controlled vocabulary for 

describing characteristics of gene products and is composed of three major components 

that are the heart of physiology, namely, biological processes (BP), cellular component 

(CC) and molecular function (MF) [collectively termed as (BPCCMF)]. The process of 



assigning GO terms to gene products is referred to as annotation [31]. Figure 1.1 and 

Figure 1.2 illustrate the rapid growth of GO both in terms of the number of GO terms and 

the total number of GO annotations assigned to gene products. The present and up-to-date 

GO repository statistics information can be seen at following web link (http://www-

test.geneontology.org/page/current-go-statistics).  

 

Figure 1.1 Number of terms in Gene Ontology 

 

 

Figure 1.2 Number of Gene Annotations 

There is increasing research interest in identifying new relations and connections between 

the three ontologies of the GO [32-34]. Effective data mining techniques are needed to 

extract value from gene expression data represented by gene based ontologies [35-37]. 
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1.3.4 GO Data Mining  

Data mining holds the key for the knowledge discovery process in huge databases 

by extracting or mining knowledge from colossal quantities of data [38]. The vital aspect 

of data mining is data retrieval in order to find knowledge in a database warehouse for 

additional utilization and to present the newly obtained knowledge in a user friendly 

manner  [39]. Data mining is an important component of the knowledge discovery process 

and employs algorithmic techniques to reveal implicit patterns and relationships from data 

[40] by means such as user-centric model architecture [41]. Data mining algorithms are 

routinely applied to bioinformatics data to convert the data into meaningful information 

that can be of value to researchers [42, 43]. [44] presented an outline of the field of 

knowledge discovery and data mining (KDD) with some related issues. 

Many researchers have attempted to create ontology from target oriented data 

mining to work out specific goals. Presently, the majority of all gene ontology 

developments workflow are aimed at computerized data mining [45-47] and are capable of 

providing knowledge discovery services on the grid/cloud computing environment [48, 

49]. Other directions about possible interactions among ontology have aimed at modelling 

concepts in different fields like the semantic web [50] and information science [51]. 

The GO database repository is continually being developed by collaborations, 

which has created a huge knowledge repository [33] that has made it very difficult to find 

relevant components of knowledge from it. When queried with keywords, this data 

warehouse may provide a large amount of knowledge that often includes hundreds of 

irrelevant terms along with other technical issues like data manageability as illustrated in 

Figure 1.3. Thus, collecting conceptually consumable information from large ontologies 

has proven to be a very difficult task. GO data mining based on ontology pruning is a 

solution that removes irrelevant concepts or useless elements to create a subset ontology 

with relevant elements [52]. Earlier research indicated that pruning is effective in building 

specific domain based ontologies in medicine [53, 54]. Also, there is claim that pruning 

increases the effectiveness of a sub-ontology by retaining only relevant concepts [55]. This 

need for a more enhanced version of GO, recently being developed at the following web 

link (http://beta.geneontology.org/) and provides a better user experience and integrated 

data handling capabilities that will ultimately advance the understanding of physiology. In 

addition, all gene ontological data will be released on a periodical basis, freely offered and 

can be downloaded in varied formats from the updated GO web link (http://www-

test.geneontology.org/page/download-ontology). This will inspire researcher’s in particular 



scientific communities to use this gene ontological database warehouse to build specific 

tailor-made databases to fulfil their needs from the standard GO ontology repository.  

 

Figure 1.3 Error message when GO was searched for ‘plants’ 

These tailor-made databases or specific domain ontologies tools can be built using 

data mining in GO. One of the benefits of GO data mining is the generation of user-centric 

association rules focused on patterns of interest to the user [56]. Mining patterns involving 

user specified concepts reduces the search space by eliminating items that are not of the 

user’s interest [57]. The most important benefit of GO data mining is the ability to 

generate multi-level association rules by shifting the abstraction level in the dataset.  

Efficient data mining algorithms are needed to mine the wealth of explicit and 

implicit information embedded in data annotated using ontologies. GO data mining takes 

advantage of the structure, semantics and relations of the ontology [58]. Another 

perspective of GO data mining as shown in Figure 1.5 is its wide usage in a variety of 

ways to provide a functional perspective on the analysis of computationally predicted gene 

sets. The analysis of microarray results through analyzing the over-representation of GO 

terms within the differentially represented genes [59, 60] is a common practice.  

Although gene based data mining and knowledge discovery have experienced 

increased recognition and success recently [61], a generalized GO framework that 

describes and unifies data mining and bioinformatics is still lacking. Also, there is a need 

for intrusion detection in database systems to be developed as web GO ontologies to 

protect data from misuse [62, 63]. This requires implementation of rewriting SQL queries 



for exposure of data infringement [64]. Such a unifying bioinformatics solution [65] can 

lead to further development of the specific field knowledge through the power of open 

source technologies.  

1.3.5 Untangling Biology through Open Source Bioinformatics  

 Most of the biological solutions on the web are promoted using open source 

technologies also follows the principle of open source initiative available at web link 

(http://opensource.org/osd). GO usage adheres to the creative commons policy and 

licensing (http://wiki.creativecommons.org/Frequently_Asked_Questions) and has been 

developed using open source technologies. A vital aspect of GO data mining is data 

retrieval in order to find knowledge in a database warehouse for additional utilization and 

to present the newly obtained knowledge in a user-friendly manner. There are huge 

opportunities in semantic web mining for biological discoveries through development of 

knowledge extraction management system [66]. 

 Drupal (https://drupal.org/) is popular among many of the open source web content 

management system frameworks available [67]. It offers a versatile approach to style, 

management, and organizing content maintained in a dynamic fashion rather than static 

web pages. Recently, various frontends for biological ontologies like Tripal [68], DBSF 

[67], EMBRACE [69], RNA-Seq Atlas [70], CASIMIR [71], PepX [72] uses the power of 

Drupal. This growing list of Drupal users makes it effortless for integration and expansion 

into comparative genomics oriented database in the near future.  

Recently, the Plant Ontology Consortium is considering shifting the base to Drupal 

6 (http://wiki.plantontology.org/index.php/Plant_Ontology_Web_Site_Update:_2013) as 

shown in wikipage. A very good review for overcoming the challenges of DNA barcoding 

in plants with bioinformatics solutions is presented along the lines of popular support for 

mitochondrial cytochrome c oxidase 1 gene (COI) barcoding in animals [73]. There is also 

great need for plant ontological databases as per the assessment report given in late 2005 

[74] where bioinformatics can play a major role [75]. Such requirements can be dealt with 

designing of effective biological database management solutions in a particular domain 

[76]. Efficient development of extensible prototypes helps in seamless retrieval of 

information which is necessity for biological discoveries exploiting semantic web [77]. 

There is also need for integrative analysis approaches such that all the data can be 

accessible and queried using unified tools. 

Gene ontological solutions are descriptive sciences based on integrative and 

collaborative approaches [78] which will bridge the gap between bioinformatics and gene 



ontology data mining using open source (http://en.wikipedia.org/wiki/Open_source) 

software power. The various  bioinformatics challenges with clear objective function [79] 

enable progress in gene identification that can be solved with computational intelligence 

methods [80]. Computational tools like Scigress Explorer Ultra 7.7 dcoking software [81], 

Swiss PDB viewer tool [82] are playing a vital role in modelling approach with research in 

chemical/mechanical/molecular studies [81, 83] of Cytochrome P450 [84], heme enzymes 

etc. These studies are contributing significantly to scientific community from different 

perspectives [85-87].  The major research concerns like cross-boundary decision support 

systems and their proposed conceptual models like CaDHealth [78] for clinical work 

practices can also be implemented using open source bioinformatics.  

1.3.6 Historical Background of Cancer 

 The first report of metastatic cancer was found in Edmontosaurus fossils 

(Cretaceous) and neoplasms were discovered in a Neanderthal skull (35000 BC), Egyptian 

and Incan mummies [88]. The oldest account of cancer in humans can be found in 

Egyptian papyri written between 3000-1500 BC. Several of the papyrus scrolls including 

the Georg Ebers papyrus, the Edwin Smith papyrus (circa 1600 BC) and the Kahun papyri 

(circa 1825 BC) provide detailed information of diseases and conditions that are consistent 

with modern descriptions of cancer. In Greece, the father of medicine Hippocrates de Cos 

(460-370 BC), wrote about cancer in his Corpus Hippocraticum. He used the terms 

carcinos and carcinoma to reference to chronic ulcers or growths that seemed to be 

malignant tumours and scirrhus for a cancer with a hard consistency. In Greek, carcinos 

means crayfish, canker, cancer, tumour, while skirros means solid tumours. The word 

cancer comes from a Latin translation by the Roman doctor Celsus (28 BC-50 AD) of the 

Greek word carcinos. In Latin is means crab, crayfish, dunce and cancer, canker and was 

inspired by cancerous lesions that resembles a crab [89]. Galien (131-201) used the Greek 

term oncos, meaning mass and referred to a growth or tumour that looked malignant [90]. 

Evidence of cancer has also been made in art history from several works by Rubens and 

Rembrandt. This allowed physicians to discover physical changes that suggested tumour in 

the breast of models they painted [91]. The next 2000 years witnessed several key events 

that helped to refine further the still ongoing main areas of cancer investigation and 

treatment. The journey to present age systems biology of cancer comes into picture in the 

last 60 years with the decoding of DNA code that leaded to further developments as 

illustrated in the timeline Figure 1.4. 

 



Figure 1.4 Key milestones in Cancer Genomics depicted over a time graph of total 

number in Pubmed Publications (Adapted from 

Key milestones in Cancer Genomics depicted over a time graph of total 

number in Pubmed Publications (Adapted from [67]) 
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Figure 1.5 Illustration of data driven systems biology workflow  

 

Figure 1.6 Illustration of model driven systems biology workflow 

 



1.3.7 Systems Biology of Cancer 

Systems biology is transforming cancer research [91, 92].There are several 

definitions of systems biology proposed till date [93-98] which can be differentiated into 

two schools of thought. As such, one branch of systems biology is based on data-driven 

methods where as the other one is based on model-driven methods. In the past, 

computational systems biology [99] research has been dominated by bioinformatics 

methods which aim at sequence alignments, finding patterns using data mining approaches 

and being overtaken by sophisticated statistical tools these days [100] handling large 

datasets produced from sequencing technologies like microarrays as shown in Figure 1.5. 

Various stochastic approaches [101, 102] for systems biology of cancer based on data 

driven approach is currently underway. The second school of thought is based on models 

which simulate the dynamics of biological system and studies the dynamical behaviour of 

biological systems by focusing on the interaction of their components [103] as shown in 

Figure 1.6. The idea is that these behaviours and in particular biological functions are 

intrinsic properties of the systems that emerge from the interactions between components 

and cannot be revealed by the study of individual components [104]. Since cancer is a 

disease of interactions, the systems biology cancer research deals with interactions within 

signaling pathways and between signalling pathways, interaction between cells and their 

microenvironment [105]. The most famous review on hallmarks of cancer systems biology 

recapitulated a quarter century of molecular oncology research and anticipated a major 

change in our paradigm of cancer research [88, 90] which are the backbone of data driven 

and model driven systems biology of cancer. 

1.3.8 Data Driven Systems Biology of Cancer 

Over the last decade, systematic characterization of gene expression or 

transcriptome profiling of cancer samples has been largely performed with either 

microarray technologies or Sanger sequencing methods [67]. Microarrays, which are based 

on synthesis of oligonucleotide probes and subsequent fluorescence through target 

hybridization, provide high throughput and low-cost measurement of mRNA abundance or  

gene expression [106]. They have been used to survey every major type of cancer [107, 

108].  

High-throughput hybridization-based microarrays have been widely used in cancer 

research as a tool to systematically profile gene expressions since their first introduction in 

1995 [109]. As independent of the platform and the analysis methods [110, 111] used, a 



result of a microarray experiment is the most often a list of differentially expressed genes. 

This technology has greatly impacted our understanding of human diseases as well as 

clinical practice, such as tumour classification, treatment response and outcome prediction 

[112, 113]. Now, with the routine availability of high-throughput DNA sequencing, 

millions of sequencing fragments of lengths between thirty six and two hundred sixty two 

bp (base pair) and higher can be routinely profiled [114] using either SAGE like [115] or 

global sequencing strategies [116]. 

The systematic profiling of various cancer types using statistical methods has been 

among the first applications of microarray-based transcriptomic studies in the late 1990s 

[117-119] and has since remained at the forefront of applications targeted by new omics 

technologies. In order to directly answer questions such as detecting genes which are 

differential expressed in samples which exhibit a specific genomic alteration, the most 

direct method is to stratify the samples based on the genomic alteration and analyse the 

gene expression in relation to this stratification [120-122]. Another approach which does 

not require explicit stratification is to compute the correlation between each DNA copy 

number and each gene expression, or formulate the problem as a regression problem [123], 

in order to detect genomic loci whose amplification is strongly associated to variations in 

expression of some genes [124]. Comparative methods can also be employed on identified 

genes and their biological pathways as illustrated in the study of abiotic stress [125]. 

Major efforts have been put into analyzing microarray data. Many different 

methods are becoming readily available as comparison of several methods for Affymetrix 

microarray data analysis [126] used for disease profiling is studied [127]. One issue 

existing in most of these methods is how to interpret the results when hundreds of genes 

are found to be important. This includes the earlier approaches such as Fisher’s exact test 

[128], Gene Set Enrichment Analysis (GSEA) [129], Parametric Analysis of Gene Set 

Enrichment (PAGE) [130].  There is huge literature available on normalisation of 

microarray data [131, 132], also comparison of different normalization strategies in the 

context of cDNA microarrays is also reported [133].  A review on statistical tests for 

differential expression in cDNA microarrays is also given [134]. The fold change can be 

found in some earlier literature on microarray data [135, 136]. Even though the 

performance of the different methods is in the same range, there can be significant 

differences. It is observed that there is no single best method as analysis depends on many 

factors including the data analysed, the number of samples and of features, and the 

experience of the programmer [137, 138].  



 The application of gene expression profiling in cancer has significantly aided the 

identification of genes involved in pathogenesis [139, 140] and progression [141, 142], has 

enabled the identification of prognostic expression signatures, and has provided a method 

for sub grouping heterogeneous cancer types [143]. Most studies have relied on gene 

expression microarrays to survey broadly the expression level of many genes such as ER 

and HER2 status usually measured by pathologists in the clinics can be recovered, 

allowing in principle the automatic classification of each tumour in one of the four class 

subtypes few genes [144].   

This approach can be visualized as bottom up approach where computational 

biologists extract biological knowledge after analyzing data from huge microarray datasets 

[145] or next generation sequencing technologies data [146]. Such models are heuristic 

based which integrate observations while finding differentially expressed genes [147]. 

Data driven models are basically heuristics to make general little assumptions about the 

internal mechanisms of the system and are well suited in the situations of uncertainty [7, 

148]. At present, an automatic ontological analysis approach, which helps us interpret such 

heuristic results, is the de facto standard for the secondary analysis of high throughput 

experiments. 

1.3.9 Model Driven Systems Biology of Cancer 

Systems biology aims at sketching the main traits of the cell, i.e. the major 

transitions, the signalling pathways or the interactions between key players involved in a 

biological process [103, 149]. Technologies like Fluorescence Resonance Energy Transfer 

(FRET) are used to observe nano-scale interactions inside living cells for sensitivity 

analysis and can improve nucleic acid detection [150]. The knowledge in networks has 

also increased tremendously over the past decades, due to the emergence of high 

throughput technologies and our capability of analysing them [151]. It is assumed long 

time back that cellular processes are based on complex networks of interacting genes and 

proteins [152]. More recently, cancer was referred to as systems biology or a network 

disease [91]. As a result, modelling cancer starts with the study of possible deregulations 

of normal cell cycle. 

Cancer cells often fail to respond to external signals that would halt proliferation of 

normal cells, therefore in cancer cells, cell cycle checkpoint mechanisms that should stop 

the cycle in abnormal situations are altered. For all these reasons, the study of a normal 

cell cycle seems to be a good starting point to the study of cancer cell cycle [153]. The 

transitions from one phase to another are thus monitored by checkpoint controls. Since 



cancer is a disease of uncontrolled and excessive proliferation, some of these checkpoints 

malfunction in many different cancers. One of the first mathematical interpretation of cell 

cycle was published in 1962 [154]. Later in 1990s several groups developed complex 

models of cell cycle mechanisms [155]. Since then articles related to cell cycle modelling 

have exploded [156].  

In 1974, [157] proposed the theory of a restriction point for animal cell 

proliferation. Many models have explored the restriction point from a theoretical point of 

view. Among them [158], studied the effect of varying concentrations of the genes that 

have an influence on the restriction point. Similarly [159], among others characterised the 

molecular features of the restriction point. [160] reproduced the experiment done by [161] 

that aimed at identifying the precise time of the restriction point in late G1 and to conclude 

[162] measured the importance of some cell cycle actors in the control of the positioning 

of the restriction point. From the clinical perspective, radiation oncology is prevalent and 

has become indispensible tool for cancer research [1, 163, 164].   

One popular formalism used when modelling quantitative data is use of chemical 

kinetics [165] based on systems of nonlinear ordinary differential equations. The most 

appropriate type of networks for ordinary differential equation (ODE) modelling being 

reaction networks from biological point of view. Some works have been proposed on the 

translation of Boolean models to ODEs models [166] and that some methodological works 

are currently done on the automatic translation of reaction networks to influence networks. 

Some more recent computational analyses have been further performed on this model 

[162]. Theoretical works have explored some of these networks motifs and transposed the 

biochemical reaction network into an influence network [167] which requires agent based 

modelling.  

Agent based modelling is a powerful simulation modelling technique that has seen 

a number of applications in the last few year, including cancer biology [168]. It allows one 

to encapsulate complex patterns of objects behaviour in the form of rules [169]. Agents 

interact in a competitive and repetitive fashion. Agent rules can incorporate physical and 

chemical laws as illustrated in the tutorial [170]. For example, in an agent based model of 

liver lobule response to intoxication by paracetamol, the rules governing cell behaviour 

were based on physical adhesive cellular properties and physical motion equations [171].  

The long-term goal of mathematical modelling is to construct a virtual object that 

would mimic this object’s behaviour in real conditions, understand, and predict the 

behaviour of perturbations. In recent times, mathematical modelling and simulations of 



biological processes has become an important tool. However, only a few models of solid 

avascular tumour growth [172] and multidimensional tumour growth models [173-175] 

have been proposed and a few models of tumour growth coupled with the process of 

angiogenesis [176, 177] were developed [178-180]. Recently, a few models incorporating 

chemotherapy drug treatments with/without angiogenesis have been proposed [181-183].  

Thus, there is a great demand for multiscale modelling [174] that takes into account 

multiple spatial, temporal or structural scales and is of particular importance in studying 

cancer. There are numerous applications of multiscale modelling approach in cancer 

biology [184] leading towards physiological models.  

1.3.10 Physiological Models 

There are several independent physiological models reported [185-188] in the 

history of mathematics and medical science since first publication of “De motu cordis” in 

1628 detailing cardiac yields in animals. These models are self-sufficient in their particular 

domains but for a full physiology of human beings, there is still huge research gap. With 

the advancement in computing power, the first human physiological model was proposed 

[189] which is freely available (http://faculty.pnc.edu/pwilkin/human.html) as a software 

package to advance the research in human physiology. The last five decades has witnessed 

major breakthroughs from an informatics point of view of the central dogma of molecular 

biology with the emergence of genomics leading to physiological functions [190]. Recent 

contributions to anatomy with statistical inferences based on classification methods like a 

principal component analysis [191] were drawn  along with various integrative approaches 

for dynamic modelling and simulations of physiological time series has given promising 

insights [192, 193]. Also, a genomics view point can further led to the growth of new ideas 

and concepts guiding genome structural design or the realization of physiological states 

model [194].  

The post genome era aided by next generation sequencing (NGS) technologies and 

current microarray database technology paves the path for functional genomics. This 

enables scientists to decipher novel genes ultimately leading towards physiological picture 

of the organism under observation. The success of physiological models lies in the 

validation of inferred genes with the wet lab experimental biological database [190]. There 

are several scientists and researchers throughout the world contributing towards human 

physiology but in independent manner. Therefore, there is an urgent need for collaboration 

and integration of useful biological data using contemporary bioinformatics to make 

holistic data warehouses or data grids where the integration can be done.  



One of the best examples in this direction is available in the link 

(http://www.physiome.org/) for the IUPS Physiome Project, which still lacks support of 

different established independent groups in the physiological field. In recent times, multi-

scale, multi-level models were proposed for integrating advancements in the field of 

biomedicine [195]. Also, systems biology approaches that lead to a physiological picture 

were proposed for research using top-down or bottom-up prototypes [196].  Due to the 

interdisciplinary nature of work, systems biology gives holistic solutions by unifying 

existing and evolving knowledge to interpret a full physiology. As such, systems biology 

has gained so much significance and has bridged the gap between experiments in vivo, in 

vitro, and in silico working in tandem for reproducible results [197]. Therefore, definite 

objectives for integrative physiology such as informational science are defined by 

computational multiscale modelling of physiological systems [198]. The complex nature of 

biological systems poses huge challenges for integrative physiology with the solution lying 

with computational framework integrating models and simulation results as described in 

PhySIM link (http://robotics.case.edu/PhySIM/index.html) [199]. Researchers forecast that 

translational medicine can become reality with the availability of descriptive physiological 

data [200]. These prophecies are need for proposing futuristic novel models to take on 

board information from various physiological states models that requires a global, 

collaborative, and integrative approach with omics and NGS technologies playing a 

dominant role. 

1.4 OBJECTIVES OF THE PRESENT STUDY 

Based on the motivation, problem statement and review of literature stated above, 

this thesis addresses these issues with four overall objectives:  

1)  To propose conceptual models to achieve a full physiology after reviewing the 

overall strategy ranging from functional genomics and its ontologies to functional 

understanding. The first objective is to provide some novel insights into how the biological 

data base-based, essentially descriptive, physiological models can be further functionally 

improved in terms of systems biology depending on the accessibility and integration of 

data. 

2)  There is a need for plant species-specific oriented repositories that will be 

continually developed and maintained. In order to illustrate how unambiguously 

representing a physiology of interest may be represented in an unambiguous and 



computationally tractable way, the second objective is to implement a gene ontology data 

mining tool relevant for plant physiological models and provide a centralized plants 

physiology database as a new searching and investigating tool online. 

3)  To understand microarray database technology and the background of cancer, 

currently one of the most threatening diseases, the third objective is to extract functional 

genomics data associated with leukemia. To illustrate data driven systems biology of 

cancer based on computational statistical tools, gene expression profiling of leukemia 

using microarray data analysis is taken up as third objective. 

4)  To understand the knowledge based models for systems biology of cancer. The 

existing mathematical dynamical models lack of sufficient resolution to evaluate drug 

effect at the cellular, molecular and tissue level. Hence, the aim is to study the drug (EGFR 

inhibitor) using computational systems biology approach. To illustrate model driven 

systems biology of cancer based on dynamical mathematical models, multi-scale 

modelling of solid tumour growth and lung cancer treatment using systems biology 

pathway is taken up as the final objective. 

1.5  ORGANIZATION OF THE THESIS 

The present thesis has been organized into six chapters and the work included in 

each chapter has been presented in the following sequence: 

Chapter 1, the current chapter, introduces and lays the foundation for research work 

presented in this thesis. The state-of-the-art survey of gene ontology data mining and 

systems biology of cancer related work has been presented and considerable effort was 

made to ensure that the presented material is supplemented by rich literature cross-

references. 

In Chapter 2, this work propose a gene ontology based models to achieve the goal 

of physiology after reviewing the overall strategy ranging from functional genomics and 

its ontologies to functional understanding. A collaborative research paradigm that 

integrates various elements to represent full physiology in particular domain is the focus of 

the work presented.  

In Chapter 3, a gene ontology data mining tool is implemented after understanding 

the concept for a full physiology explained in the previous chapter. Plants Physiology 

Database (PPDB) that is based on mining a large amount of the gene ontology data 

currently available is presented. PPDB, a new searching and browsing tool is available at 



(http://www.iitr.ernet.in/ajayshiv/), so that plant physiology (biological process, cellular 

component, molecular function - BPCCMF) as a whole can be investigated.  

In Chapter 4, a data driven systems biology of cancer approach is presented for 

gene expression profiling of leukaemia data set. This work presents step wise statistical 

approach based on heuristics for microarray data analysis. This study also describes the 

promising technology of microarray database bioinformatics (MDB). The gene ontology 

data mining or gene enrichment analysis results are also presented after finding the set of 

differential expressed genes. The normalisation results for all samples are shown in the 

Annexure B.  

In Chapter 5, model driven systems biology of cancer approach for lung cancer 

treatment is presented. The multiscale (at cellular level, molecular level and tissue level) 

computational approach of tumour growth model is presented. The study in this chapter 

developed a mathematical model for tumour growth and angiogenesis that simulated a 

solid tumour’s growth/progression with chemotherapy and anti-angiogenesis drugs using 

partial differential equations (PDE) modelling incorporating spatiotemporal processes. The 

downstream pathway of EGFR signalling is implemented using ordinary differential 

equations (ODE). The computer simulated results are shown for signalling pathways of 

TKI-EGFR and IGF1R regulation of various active cells, migrating cells, proliferative 

cells, apoptotic and quiescent cells that could be a united behaviour for the entire profile of 

tumour growth.  

Chapter 6 concludes the work contained in the main body of the thesis and presents 

the suggestions for future work. 

 

 

 

 

 

 

 

 

  



Chapter – 2 

 

GENE ONTOLOGY BASED MODELS TO REALIZE PHYSIOLOGY  

 

2.1  CHAPTER OVERVIEW 

The design of an ontology that represents gene function is critical for addressing 

the challenge of integrating sequence data with the rapid increase in the amount of data 

from functional analyses of genes. Since genes are expressed in temporally and spatially 

characteristic patterns, their products often reside in specific cellular compartments and 

may be part of one or more multi-component complexes. Genes can have more than one 

product that are functionally distinct. An overall strategy clarifies how an ontology-based 

gene function may be implemented using genomic databases is herein dissected. Knowing 

that gene products possess one or more biochemical, physiological or structural function, 

the present strategy is suggested to lead towards physiological models. Thus, this work 

propose a conceptual model to achieve the goal of physiology after reviewing the overall 

strategy ranging from functional genomics and its ontologies to functional understanding. 

The vital importance of the tremendous amount of biological knowledge contained 

in genomic databases has been investigated by analyzing an ontology-based gene function 

that leads to a physiological model. The overall progress accomplished in the functional 

understanding of genes through systems biology has arguably established bioinformatics 

and computational biology as a field of great interest. A system level understanding and 

the approach advocated in systems biology requires a change in our notion, from a 

reductionist approach to a holistic approach. While understanding the role of individual 

genes and proteins continues to be important, the focus has now shifted towards 

understanding a system’s structure, function and dynamics. morphological, physiological 

and molecular studies focus on what is really going on inside tissue cells are typically 

carried out on isolated cell populations due to known difficulties manifested by 

interference and interaction with surrounding cells, the present chapter is believed to 

somewhat contribute to overcoming the difficulties by considering gene ontology based 

models to realize physiology through the efficient management of biological data. 

 

 



2.2  INTRODUCTION 

A tremendous amount of biologically irrelevant data, out of which some usable 

information can be deduced, became available at the dawn of this century. This led to an 

emergent field called bioinformatics. It deals with the problem of handling and analyzing 

large datasets in a beneficial way for researchers. The bioinformatics world is inundated 

with individual genomic data that is being produced at a phenomenal rate. The flood of 

data introduces various challenges that bioinformatics scientists have to face. The various 

bioinformatics challenges can be described as organizing and sorting large-volume 

genomic data, that interprets and presents the functional impacts of genomic variations, 

integrating data to complex network models and translating these discoveries [201]. 

Besides, bioinformatics and systems biology can be presumably viewed as a key to many 

more unresolved issues.  

The collaborated and integrated Human Genome Project (HGP), an international 

project aimed at the identification of the human genome sequence, its structure, and its 

regulation along with function of all sequenced genes and their products. Genes can have 

multiple products that are functionally distinct. To facilitate the functional analysis of 

encoded gene products, the international endeavour of the HGP has been expanded to 

sequence the genome of other life forms like the roundworm, mouse, plants, etc. 

Furthermore, representing gene functions is critical for addressing the major challenges of 

integrating sequence data with the abundant amount of data from analyzing gene functions. 

This requires a brief introduction on the basic terminology used in the work as discussed in 

next subsections. 

2.2.1  Genomics 

Genomics is comprised of two words: gene + omics, which means genome scale 

data as compared to single gene based data. Omics refers to large biological gene based 

databases. Many novel omics field came into existence after the popularity of genomics 

field like proteomics, transcriptomics, etc., although the basic backbone of this entire new 

field is sequenced genomic data. Genomic analysis investigates regular gene expression 

patterns in parallel with all genes comprehensively to understand functional genomics for 

the realization of a physiology. As such, genomics studies have great deal to offer in the 

field of health and drug discovery [202].    

The foundation of genomics has been the next generation of sequencing 



technologies for inclusive biological information. This information can lead to deeper 

insights into the functional roles of genes under study. Genome sequences act as the base 

reservoir that is quickly emerging and needs continually improvements in sequencing 

technologies, quick ontology based annotation techniques and functional analysis of the 

revealed genes. Putting it all together can show the way to any genomic association study, 

which further helps in realizing the functional understanding [203].  

2.2.2  Network Modelling 

Gene network modelling is an important field that has its roots in genomics that 

gives a global outlook of genome data as compared to conventional genotype/phenotype 

research that focused on a single gene basis [204]. Network modelling analysis focuses on 

three phases starting with finding important nodes in the whole network, then the 

functional relationship with other nodes directly connected and afterwards with all other 

nodes indirectly connected through whole network. This led to a functional understanding 

between different networks of experimentally verified data that ultimately helps us to 

understand the physiology as a whole with different views. Since there are thousands of 

metabolic reactions working simultaneously and not independent of each other, graph 

based computational methods tackle the complexity of such networks and decodes several 

hidden biological properties [205]. Several gene based metabolic databases are available 

such as Kyoto Encyclopedia of Genes and Genomes (KEGG) [206, 207], MetaCyc [208, 

209], and BioCyc [210], Wikipathways [211], pathway interaction database [212] 

accelerating biological discoveries.  

The different types of biological networks in the field of systems biology are 

commonly represented as mixed graphs known as cell signalling pathways. The nodes in 

these networks are mostly proteins, but also can be metabolites, lipids, second messengers, 

or peptides. Interactions designate information flow and can be activation or inhibition. 

One of the first methods used to build those types of networks was yeast-2-hybrid (Y2H) 

screens. So experimentally, protein-protein interactions can be determined in high 

throughput using the yeast-2-hybrid screen system. However, evolving research is going 

on to connect the network of a cell to other things against connecting molecular 

components within cells as considered so far. For example, the Food and Drug 

Administration (FDA) approved drugs and their direct target proteins can be seen using 

network modelling. This is an example of a network that connects drugs to their molecular 

targets. These networks are bipartite graphs, containing two types of nodes. Nodes in 



biological networks can be connected through more abstract types of interactions. For 

example, genes can be connected based on the disease caused by mutations in those genes. 

In this particular example, each node corresponds to a distinct disorder, coloured based on 

the disorder class. A network representation that connects genes and proteins with more 

abstract concepts can be used for data integration. Anchoring many experiments with the 

genes identified by the experiments can be used to find dense regions in a bipartite graph 

of genes and experiments to find defined functional models and this was done by while 

analyzing the yeast network [213].  

2.2.3  Biological Cataloguing using Gene Ontology 

 Gene Ontology (GO) is a buzzword these days as genomic datasets can be nerve-

racking due to heaps of raw data produced from different laboratories across the world. 

The knowledge from these datasets can be gained from the abstract objects of gene 

ontology explaining the biological meaning of these objects having common relationships 

represented in the form of Directed Acyclic Graph (DAG) [33]. It acts as an incremental 

regular annotation tool sorting genes into three distinct classes as Biological Process (BP), 

Cellular Component (CC), and Molecular Function (MF) within cell. On this pattern, the 

whole physiology is revealed as the physiological model consists of BP+CC+MF 

(collectively termed as BPCCMF) and each of these has its own ontology. Overall, GO 

annotation is a perfect model for complex genome biology to interpret physiology [27].  

Although GO annotations may develop into a powerful tool in the future, they are 

currently limited and incomplete since they are dependent on database entries by 

individual investigators. This is particularly problematic since the translation of biological 

data into GO terms is highly dependent on a researchers view and scientific background on 

a given subject. In many cases, there is no perfectly fitting GO term available to describe 

the biological data, making a ‘best fit’ annotation necessary. Even more concerning is the 

very limited quality control of the data entries. In addition, just as initial GO assignments 

may initially be time consuming and difficult to make, the problem of keeping results and 

annotations up to date adds another layer of complexity to the problem. Therefore, 

investigating the sensitivity of GO annotations with a variety of database entries, which are 

relevant for the particular problem of research interest, are the primary concern. Moreover, 

gene ontology data mining is evolving so rapidly that biological discoveries now 

dependent on these genome databanks and has been transformed from biological sciences 

to informational sciences. 



2.3  FROM GENOMICS TO PHYSIOLOGY 

 

Figure 2.1 Dissected flow of information - from genomics to physiology 

The combination of network models and GO with the input of functional genomics 

paves the path for a functional understanding, which ultimately leads to physiology models 

as shown in Figure 2.1. These physiology models are supposed to be experimentally tested 

and verified. Dynamic physiological models are represented as a series of mathematical 

equations or differential equations. This leads to chaotic behaviour of the system. As such, 

GO-based gene functions can lead to a better physiological model concealing 

mathematical complexity. However, the visualization of models is more convenient for 

comprehension rather than the quantification of a non-linear system behaviour using 

mathematical equations. If the schematic representation of a model is changed, it does not 

end up reflecting the same in a mathematical model. This can be a most time consuming 

and error prone operation. The proposed model is an enhanced integrative approach with 

different modules from genomics to physiology. The use of high computational techniques 

at various modules must ensure a programming interface for a viable flow of information 

between these modules. It is noteworthy that more work needs to be done in the area of 

descriptive physiological ontology that will boost the path to an integrative physiology 

ontology [199]. The research can arguably be intensified with functions assigned to 

identify genes along with organization and the control of genetic pathways in order to 

debug the physiology in detail [214]. The goals to be achieved by consistent computational 

modelling of physiological systems include deciphering biological information from false-

negative and false-positive results and rationalizing coherent mechanism needed to grasp 



physiology [215]. 

Functional understanding is an implied and derived product of network modelling 

and GO. Ontology-based gene functions are needed to achieve a biological objective to 

which a specific gene or gene product contributes. The roles of genes can be well 

established after getting individual genes associated with other genes that are more 

accurately verified and annotated. To understand the aspect more clearly, GO tools can be 

used to collect information from different databases in order to see how biological 

processes interact with each other and to analyze their collective function by correlation 

methods relevant for the establishment of a functional gene network. This network always 

checks for GO updates to achieve satisfactory reliability in understanding individual gene 

functions that enable an understanding of the fully functional system [216]. Hence 

functional understanding is an automated process with the aid of a new form of text mining 

using GO and pathway ontologies. While GO considers gene function leading to 

physiology, pathway ontologies consider function as bio-chemical reactions and 

interactions leading to an ordered assembly of one or more molecular networks [217]. For 

example, any molecular function can be searched using the AmiGO browser for all 

possible combinations annotated to the particular GO term [218]. This makes GO able to 

optimally find entities with related functions and biological processes where traditional 

methods based on sequence similarity fail to match. Such functional understanding gives 

researchers an opportunity to know how sequences can be evolved in order to get the same 

output [219]. The more advanced functional understanding can be achieved using tools 

like the Gene Ontology for Functional Analysis (GOFFA) with several user friendly 

utilities [220]. In this way, it is possible to decipher GO data more effectively and 

dynamically leading to the generation of new hypotheses. Also, after proper functional 

understanding, functional characterizations of pathways can be developed on the sidelines 

of GO annotations by making functionality templates that further boost up the process of 

discovering new metabolic pathways [214]. Such a pathway representation was illustrated 

using the EcoCyc database [221, 222]. 

2.3.1  Two Way Associations - Network Analysis and Genome Annotation 

 Understanding ontologies is a way forward from biological knowledge contained in 

database, such as GenBank, to a physiological model conceivable through cellular 

components, biological processes, and molecular functions. In order to implement such a 

way forward, understanding networks through the usage of various pathway softwares 



combined with the knowledge of interactomics is highly recommended. All this 

knowledge comes in handy for researchers who understand ontologies and networks, 

which leads to the functional understanding of any organism as shown in Figure 2.2. 

 

Figure 2.2 Modelling approach to understanding of ontology based gene function 

This paves the path for deciphering a promising area of biological science known 

as microarray database (MDB) technology. MDB technology allows for the expression 

levels for hundreds or thousands genes. The differentially expressed genes can be 

understood from different pathway analysis tools applied to existing biological pathways 

and by using in-built databases and resources that are publically available [223]. The 

molecular function ontology component can be understood by using Cytoscape, an open 

source tool for integrating interaction networks with high-throughput expression data and 

other molecular states. Similarly, biological process ontology and cellular component 

ontology can be studied using two pathway software tools namely Pathway Studio (a 

proprietary product of Ariadne Genomics) [224] and Ingenuity Pathway Analysis (IPA), a 

proprietary product of Ingenuity Systems Inc. [225]. The Cytoscape software supports a 

plug-in extensibility to study various additional components of interest. For example, the 



MiMI [226] plug-in annotates interactions from the Medical Subject Headings (MeSH) 

[227] and the Online Mendelian Inheritance in Man (OMIM) [228] as well as GO, and 

normalizes data from all of these different sources in order to merge all of the annotated 

and normalized data using alignment techniques. Recently, the most popular Rat Genome 

Database (RGD) [229] diagrams were made from the Pathway Studio and added to the 

Pathway Portal [230]. Another work that illustrated the enormous predictive capability 

aspect of metabonomics analyses for the determination of drug toxicity was the Ingenuity 

Pathway Analysis [231]. With the help of IPA, it is possible to perceive and comprehend 

biology at multiple levels by the integration of heterogeneous data. This gives an insight 

on molecular and chemical interactions, cellular phenotypes, and disease processes in the 

specific system. These three tools can use gene annotated databases from GenBank to 

interpret interactomics, from GO to interpret molecular biological functions, from Pathway 

Studio database to investigate cellular components and from the Ingenuity's Knowledge 

Base to extract information regarding various biological processes [232]. Network 

visualization and modelling tools are in fact a turning point for grasping data relationships 

[233]. By this way, scientists can analyze their or others experimental work, browse 

different pathway collections, do literature mining, and share their data for both results 

analysis and future reference with other scientists.  

Due to the availability of pathway and genome databases, cell signalling pathways 

can be reconstructed using genome annotations and validated through supplementary 

information related to its physiology and microenvironment reactions. This requires a great 

effort to supplement both these independent fields of network modelling and annotated 

genome since certain missing links erupt in the network as all the sub pathways like 

catalysts might not be annotated in the genome database. There are several 

implementations like Pathologic module of Pathway Tools software set committed to 

querying and computing with BioCyc database [234] where whole signalling networks are 

reconstructed using annotated genomic databases [205]. The aim of all of this is to provide 

a clear picture of functional understanding. 

2.3.2  Microarrays Heralded Functional Genomics Blueprint 

As a central dogma revolves around molecular genetics [235], functional genomics 

generates an understanding of  functionality at the genomics level by giving a know-how 

of gene structure by assigning functions to them and the evolution of biological systems. 

Here the main lead role can be played with MDB technology that can assign functions to 



genes. Therefore, microarray data can be treated as functional genomics data and provide a 

great leap in understanding the perturbations at the genome level. Many life scientists are 

of the opinion that differential gene expression obtained from microarray study helps in 

delineating a system level understanding of the biology of interest. This has allowed genes 

to be analysed by gathering established classifications of an organism. Hence, MDB is 

considered a breakthrough for functional genomics [236]. The biological interpretation of 

these microarrays can be performed by a general approach displayed in Figure 2.2. 

Nowadays, the interrelated physiology and anatomy fields are activated by MDB to 

seek answers to life sciences old questions with the help of holistic practice. Integration of 

these fields with MDB technology are able to bring out evolutionary relationships with 

biological information inherent under the wraps of physiological models of any organism 

whether eukaryotes or prokaryotes. This integration can be achieved with existing and 

upcoming bioinformatics methods with a modular approach to understand the whole 

system at the genomic level, which is the backbone of functional genomics. As such, 

functional genomics can reveal physiology with information and technology principles 

working in tandem to assign a function to ten’s of thousands of genome data concurrently 

under observation and know the working of complex biological systems. This is one of the 

greatest challenges, defining the relationship between functional genomics and 

physiological models and thus the integration of MDB comes into the limelight. 

Predictions in life sciences are not as easy with arithmetical precision as in conventional 

science due to fast changes within a cell, tissue, or organism under consideration. 

Therefore, principal bioinformatics methods and evolving tools are key to physiology, 

studying with universal format like Minimum Information about a Microarray Experiment 

(MIAME) [237] to annotate microarray data in its basic step. The annotation of microarray 

data in an unambiguous fashion can be easily managed by using GO [33] to have an 

insight of proper biological knowledge as data mined from microarray databases can be 

extracted and stored as a biological tractable term in the GO database, which helps the 

clarity of the system to be physiologically modelled.  

The above explanation can be understood as a modelling approach towards 

physiology derived from Figure 2.1 using microarray technology as shown in Figure 2.3.  

This approach clearly shows that MDB along with the ability of bioinformatics to execute 

regular patterns of gene expression level by synchronizing diverse genome information 

leading to functional genomics in collaboration with GO. The next generation up-to-date 



bioinformatics processes evolve the functional understanding of the system as the 

knowledge stored in MDB heralds functional genomics to a more conceivable full 

physiology.  

 

Figure 2.3 Modelling approach to physiology using microarray technology 

This modelling framework can act as a guide for coupling the varied biological 

modules in order to understand the organism under observation as a single complex system 

for a meaningful physiology. Moreover, a meaningful physiology is tied up to automation 

in gene ontology module and this realization moves from a predictive to integrative to 

descriptive biology. 

2.4  INTEGRATION OF BIOLOGICAL DATA 

At present, all research indications speak in favour of the key challenge in 

integrative biology: providing physiological models that facilitate the development of 

novel drugs against diseases such as cancer, HIV, Alzheimer’s disease, against which 

effective therapeutics currently does not exist. Even though such “full physiological 

models” are not always attainable due to inadequate biological data and/or their 

appropriate integration, functional genomics can be currently considered as a reliable 

functional basis upon which such models are expected to rely. Integrating systems biology 

models and biomedical ontologies is consequently needed in order to understand the 

background of many currently incurable diseases, primarily in terms of identifying new 

therapeutic targets as a necessary step for the target validation by relevant experimental 

techniques. Understand at the system level is an approach currently advocated in systems 

biology, yet it has also generated a significant debate in the literature. Thus, systems 



biology inspired collaborated and integrative methods are needed for modelling 
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standardization like GO. It is clear from the picture that integrating the data and sharing 

the data will lead to the ultimate goal of a full physiology. As such, a hypothetical full 

physiological model is supposed to have its full biological process (BP), full cellular 

component (CC), full molecular function (MF) and with its specific full ontologies 

respectively. Connecting individual ontologies from various data resources is a key step 

leading to a universal full physiological model. As such, this model is supposed to have its 

full BPCCMF with its specific full ontologies. After understanding the concept for a full 

physiology, the same has been implemented in the next chapter by using the power of 

contemporary bioinformatics. The aim of the proposed integrated model is to augment the 

prototype development processes for multiscale-multilevel physiological models in the 

future. 

2.5  DISCUSSION AND CONCLUSION 

Functional understanding is not only necessary but also a sufficient prerequisite for 

approaching a physiological model, since it is tied to functional genomics data recognized 

through ontology-based implications and derivatives. This standpoint was found critical 

for an explosive progress in systems biology over the last few years. There remains a giant 

information gap of how genes and physical traits are related and influence each other. 

While this is now the post genome era, their direct influence on specific phenotypes is still 

not well understood. A huge database warehouse is needed to integrate the relevant 

available data of genes and databases containing detailed information of physical traits. 

This will aid researches move seamlessly from genes to physical and physiological 

attributes to better understand their influence and effects.  

Now days, a new breed of scientists called bioinformaticians or systems biologists 

are dealing with the deluge of data being produced using high throughput technologies like 

MDB. It is pertinent to mention here that these new breed of researches might not be 

perfect data miners but data mining should be one of the required skills. There is a huge 

demand of such researchers in this field since the majority of knowledgeable professionals 

in this field are from a computer science or information technology background that learns 

biological skills or biologists who later learn the art of computer technologies. Also at the 

same time, the new terminologies, concepts, and models are persistently coined in the 

emerging field with different meanings in this overlapping field. Existing scientific 

communities join the new field, exert various influences, and shape it in sometimes 

unexpected ways. 



As the better understanding of many pathological conditions is the ultimate goal of 

the full physiological models is systems biology. These systems approaches to biology 

emphasize the structure and dynamic behaviour of biological systems and the interactions 

that occur within them. Systems biology depends on the accessibility and integration of 

data across different domains and levels of granularity. Biomedical ontologies, which are 

ultimately expected to facilitate this integration of data, are frequently used to annotate 

bio-simulation models in systems biology. 

High throughput computational methods and informational resources have become 

an integral part of descriptive gene ontology based research that will integrate with 

validated experimental works [238]. However, data integration for a fuller physiological 

and biological picture includes a collaboration of gene ontology data mining, physiological 

and phenotype data that has several levels of complexities. The lower level of complexity 

lies in integrating similar databases with different languages and protocols that can be user 

queried and with unified responses. The challenge is how to present and translate multiple 

programming languages and protocols. The middle level of complexity lies in the 

correlation of integrated data to derive useful information from numerous pools of 

combined data. These correlations derived information will help in testing and generating 

innovative hypothesis about biological processes. The upper level of complexity lies in 

using the information from these two levels to make a foundation for dynamical models to 

simulate and analyse the results [95]. 

The development of such a gene ontology based solution will lead to genome wide 

associated studies with a capability for functional genomics as a whole. From this 

descriptive ontology based physiological model, further tailored prototypes can be 

developed that will ultimately lead to a full physiological picture of any organism under 

observation. The envision and success of such a complex full physiological tailored system 

to be functional, intelligible and trustable depend on the validated gene ontology 

databanks. Such a systems biology solution needs the continuous involvement of the 

modeller and best high performance computing automated methods since these gene 

ontology databanks are rapidly evolving. 

2.6 AUTHOR’S RESEARCH CONTRIBUTION 
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Chapter – 3 

GENE ONTOLOGY DATA MINING TOOL FOR INVESTIGATION 

OF PLANTS PHYSIOLOGY  

 

3.1  CHAPTER OVERVIEW 

Representing the way forward from functional genomics and its ontology to a 

functional understanding and physiological model in a computationally tractable fashion is 

one of the ongoing challenges faced by computational biology. To tackle this, we propose 

an application to contemporary database management for the development of PPDB, a 

searching and browsing tool for the Plants Physiology Database that is based on mining a 

large amount of the gene ontology data that is currently available. The working principles 

and search options associated with the PPDB are publicly available and freely accessible 

on-line (http://www.iitr.ernet.in/ajayshiv/) through a user-friendly environment generated 

by Drupal-6.24. Since genes are expressed in temporally and spatially characteristic 

patterns and that their functionally distinct products often reside in specific cellular 

compartments and may be part of one or more multi-component complexes, this work is 

intended to be relevant for investigating the functional relationships of gene products at a 

system level with the goal of a full physiology.  

PPDB is a new searching and browsing tool for the Plants Physiology Database, so 

that plant physiology (biological process, cellular component, molecular function - 

BPCCMF) as a whole can be investigated. The Plants Physiological model was built using 

computing power as an abstraction of the plants gene ontology data with common 

vocabulary, systemization of knowledge, standardization and easy to use functionality that 

acts as an educational resource for plant biologists and bioinformaticians. It contains the 

latest full compendium of curated expression data entries for plants and is freely offered to 

researchers and companies worldwide via open access. Due to a substantial flexibility in 

the structure and organization of the Plants Physiology Database, it is capable of being 

conveniently upgraded in the future with new data entries from various sources and more 

efficient approaches to data mining. 

 

 



3.2  INTRODUCTION 

The completion of the Human Genome Project in 2003 [239], advances in the field 

of sequence analysis, and the recent completion of the pilot phase of the 1000 Genomes 

project [240] paved the way to creating models that can decipher the functions of living 

systems. Functional genomics employs various techniques such as microarrays, proteomics 

and transcriptomics to describe the complete picture of any gene function and gene 

interactions [241]. It focuses on the central dogma of molecular biology involving DNAs, 

RNAs and proteins as well as post translational effects in order to provide viable insights 

into the functions and behaviour of genes. With the advent of functional genomics, an 

unprecedented amount of data has been generated which is not arranged in an ordered 

fashion. For this reason, scientists are first engaged in creating databases containing 

physiologically meaningful information extracted from a huge amount of data. Many 

groups emerged and created databases such as Protein Data Bank, Swiss-Prot, GenBank, 

FlyBase when the sequencing of DNA started. They focused within their particular 

scientific group of people without integrating the knowledge lying in these databases 

[242]. For this research gap to be filled, representatives from major groups allied with 

mouse, drosophila and yeast databases founded the Gene Ontology (GO) Consortium in 

1998 to collaborate on ways of assimilating the information contain in  these databases 

[243]. 

The concept of gene ontology was introduced for annotating the data in a more 

relevant and tractable form, so that usable information from the databases can be extracted. 

Even though the more general definitions of GO were previously proposed, an aspect of 

biological relevance is a tool for the unification of biology [23]. It is in fact a large public 

database providing a set of controlled gene products vocabulary based on their role within 

a cell. It also holds data from diverse data resources to generate gene annotation data [24]. 

This facility is being extensively exploited by researchers from various backgrounds. It can 

be used to express viral gene functions and describe the three major components that are 

the heart of physiology, namely, biological processes (BP), cellular component (CC) and 

molecular function (MF) [collectively termed as (BPCCMF)]; however, it does not directly 

describe these three major components underlying physiology in a way that is unique to 

any particular disease. For instance, tumour genesis is the physiology of abnormal 

functional deviations in eukaryote kingdom and cannot be considered as a legitimate GO 

term [244]. Thus, the challenge is to see how GO terms may be employed to understand 



important pathophysiological conditions such as cancer. A network model of tumour 

genesis was in fact found to depict the GO cellular processes like proliferation, apoptosis, 

differentiation, mitogenesis, and immune function that are intimately involved in the 

occurrence of tumour genesis [245]. The potential solution for such challenges also lies in 

unification of key GO terms related to pathophysiological state of affairs to grasp the 

meaningful information. Based on this GO terms unification, the lymphomas pattern 

construction in the herpes virus infected tissues was stated and well explained [246, 247]. 

There are numerous virus genes with similar BPCCMF that act as host genes. The patterns 

found in the oncogenes of host derived transcription factors [248] and virokines genes 

training the alteration of host immunity [249, 250] are relevant findings. Such 

breakthroughs have paved the way for the development of 700 novel terms for plant 

pathogens, most of which are associated with the interactions between the species [251] to 

model host pathogen systems using GO. 

 

Figure 3.1 From functional genomics to physiology via gene ontology. 

Physiology and anatomy are closely related scientific domains that work in tandem. 

Both must be integrated to understand the entire physiology mechanism of any system. 

The integration of mathematical models is needed in order to understand how the system 

works as a whole. It can also be done in a modular fashion in order to understand 

physiology of a specific module that is part of the overall system. A more conceivable 

descriptive physiology is rooted in functional genomics and gene ontology as shown in 

Figure 3.1. One of the best examples is that of the Physiome Project dedicated to 

understanding animal physiology by integrating knowledge from various resources and 

network models [252].  

Due to the explosion of genomic data, physiology is becoming more quantified, 

relying on an extensive utilization of computer power [216, 253]. Accordingly, the present 

work demonstrates how contemporary database management can be combined with a data 

mining approach in order to construct an annotated gene ontology database relevant for 

plant physiological models. The model needs to feature the relationships between gene 



products on one side, and BPCCMF on the other side, highlighting the fact that gene 

products, similar many other functional entities, contain domains that are responsible for 

diverse molecular functions and participate in alternative interactions with other 

bioentities.  

3.2.1  From Gene Ontology to Functional Understanding 

Physiology is the science of how functions take place in living systems. This 

requires a thorough understanding of how organisms, organ systems, organs, cells and bio-

molecules carry out their chemical and physical functions. Gene products (proteins) are 

essential for the function of the cellular environment and are considered the workforce of 

living systems at a molecular level. To approach a full physiological model, a huge amount 

of biological knowledge contained in various databases needs to be sorted out by 

differentiating different types of data subjected to a double integration: i) vertically from 

atomic and molecular levels, over cell and organ levels, all the way to the level of a whole 

organism and (ii) horizontally comprising gene, anatomy and phenotype data. Connecting 

individual ontologies from various data resources is a key step leading to a universal full 

physiological model. As such, this model is supposed to have a full BPCCMF with 

specific full ontologies.  

 

Figure 3.2 From gene ontology to functional understanding. 

Annotation deals with a gene product associated to a particular BPCCMF 

underlying physiology determined by specific evidence or references from various 



database resources. GO has categorized entities into thousands of genetic attributes, 

managed in a hierarchical order through mutual relations. It essentially provides insights 

into BPCCMF by defining three distinct types of ontology. BP ontology is a specific 

biological objective that is contributed by a gene product. CC ontology is the position in 

the cell compartment where gene products are in a surface-dynamic condition. It describes 

locations by defining the levels of sub cellular structures and macromolecular complexes. 

Molecular function ontology refers to the biochemical activity of a gene product [29]. This 

function is a single activity reflected through binding with other bioentities to maintain the 

stability of the complexes and contribute to the conversion of one entity to another [254]. 

These three gene ontology terms describing physiology as a whole in conjunction with 

network modelling, derive a functional understanding of the entire system as shown in 

Figure 3.2. Functional understanding is the main challenge, since all functions at different 

levels can be related to each other like biological processes [255]. Therefore, the 

interactions between genes can globally be observed by means of a network of 

functionally-related genes in terms of GO annotation [217, 256].  

3.3 DEVELOPMENT OF PPDB USING GO ANNOTATION 

The primary aim of the PPDB is to explore plant physiology (BPCCMF) only in 

terms of gene ontologies and their relationships, giving ready information access to 

understand plant specific genomics [30]. This could be considered as the use case for the 

GO database and AmiGO [218], the official web browser and search engine 

(http://amigo.geneontology.org) of GOC provided by Berkeley Bioinformatics Open-

source Projects. The PPDB prototype acquired significant traits for the plant research 

community by providing: 1) a controlled vocabulary related to plants, 2) searching and 

browsing for the GO terms in the Plants Physiology Database, and 3) viewing the 

associated ancestors and children terms with their detailed descriptions. 

3.3.1  Motivation and Origin of PPDB  

 The pioneering works of Gene Ontology Consortium (GOC) resource 

(http://geneontology.org/) transformed the manner of thinking of genomics biology. GO 

started its operation in 1998 as a collaborative attempt for knowledge integration from 

FlyBase (Drosophila), the Saccharomyces Genome Database (SGD) and the Mouse 

Genome Informatics (MGI) project [29]. Currently, more than fifteen bio-curator groups 

are working for manual and automatic annotations of GO. GO is the benchmark genomics 



product ontology based informational database warehouse functionally cross-linked with 

different species and annotated knowledge databases. This is extremely useful 

informational resource for classes of species with restricted experimentally validated 

biological knowledge where electronic/computer inferred annotations occasionally 

provides and fill the biological information gap [30]. All gene ontological data will be 

released on a periodical basis, freely offered and can be downloaded in varied formats 

from the GO webpage (http://www.geneontology.org/GO.downloads.database.shtml). This 

will motivate researchers of particular scientific communities to use this gene ontological 

database warehouse to build specific tailor-made databases to fulfil their needs from the 

standard GO ontology repository. Similarly, the Plant Ontology Consortium (POC) 

resource (http://www.plantontology.org/) initiated their work by integrating three species-

specific ontologies for flowering plant researchers to perform comparative analyses. The 

plant ontology browser and software were also developed by the GOC [257]. Recently, the 

POC is considering shifting the base to open source Drupal 6 (https://drupal.org/) content 

management system (CMS) as illustrated in wiki page 

(http://wiki.plantontology.org/index.php/Plant_Ontology_Web_Site_Update:_2013).  

While several related database tools have been published with distinguished 

capabilities and limitations, there is no committed tool available that renders 

comprehensive genomic information about plant physiology exclusively like PPDB to the 

best of author’s knowledge. Moreover, user needs are not satisfied by the existing 

investigating tools due to the absence of a collaborative and controlled vocabulary on plant 

physiology. Hence, a plant physiology database was developed as a new investigating tool 

to give ready information access. This will save valuable time and effort for the relevant 

researchers.  Further, users can download the latest updated database and its database 

schema on plant physiology. The technical knowhow or manual is also provided for life 

scientists to build their own local PPDB mirror, which is missing in most of investigating 

tools published to the best of author’s knowledge. Besides this, the GO structure is 

depicted by DAG (Directed Acyclic Graph) where terms are connected by edges (two 

transitive relations) within a hierarchy using is-a and part-of relationship. Due to the cross-

references across other databases in GO, the GO terms are species independent. However, 

a quantity of low-level nodes/terms in DAG could possibly be related to a particular 

species (for example plants) although DAG nodes/terms integrity at high-level are not 

species dependent relative. These factors gave the insight for compiling more than 200 



plants gene ontology data entries currently available in GO promoting plants (species-

specific) database.  

PPDB was developed from scratch using data mining in a GO database with 

keyword ‘plants’ and ‘plant’ with Drupal 6 to make an investigation tool for understanding 

plant physiology as a whole. The GO datasets used in PPDB are downloaded from the 

GOC resource website. A subset of GO is termed as GO Slim 

(http://www.geneontology.org/GO.slims.shtml) which is a user created database fitting to 

one’s own requirement. PPDB can be taken as ‘slim’ related to plant ontology curated 

from database release_name as 2012-03-24 and release_type as assocdb. It catalogs 

extracted GO terms specifically for plant species with fine-grained plant ontology. The 

focus was to develop a simplified investigation tool for giving a physiological 

understanding of plant biology by coupling the Drupal CMS and Gene Ontology database. 

PPDB will act as a continuing resource tool distinctively for the scientific society studying 

plant biology that will ease the discovery of biological processes. 

3.3.2  Computer Hardware and Software 

The operating system and other application software were launched on the Dell 

Precision T7400 Tower Workstation machine with multi-core Intel Xeon processors and 

an advanced memory, as well as the RAID (Redundant Array of Independent Disks) 

options in order to power through the most complex applications aimed at maximizing the 

performance of the PPDB. All the software support for building PPDB was provided 

through open source software and utilities that are available free of charge. Two different 

kinds of the software services employed were responsible for preparing the database 

system and for preparing the PPDB website, respectively. The basic software backbone of 

the database system is Linux (http://www.ubuntu.com/), Apache (http://www.apache.org/), 

MySQL (http://www.mysql.com/) and PHP (http://www.php.net/) [collectively known as 

LAMP system]. ‘Ubuntu 11.10 Oneiric Ocelot’ Linux provided the operating system, 

while Apache 2.2.20 acted as the web server. MySQL 5.1.58 was exploited to provide the 

relational database management system, while PHP 5.3.6 (The Hypertext Preprocessor) 

was in charge of the scripting language support for rendering dynamic web pages.  

PPDB web site was created using an open source CMS platform namely Drupal-

6.24. There are numerous motivating biological database internet frameworks based upon 

this CMS because of its gaining popularity inside the computational biologist community. 



The strong and protractible approach through its numerous modules with powerful 

community supported themes provided a look and feel of the web site. PPDB is regulated 

by a green-clean theme and can be downloaded freely from the Drupal website 

(https://drupal.org/project/green-clean). This offers a versatile approach to style, 

management, and organizing content maintained in a dynamic fashion rather than static 

pages. PPDB can be integrated with different Drupal frontends for ontologies (like Tripal 

[68], DBSF [258], EMBRACE [69], RNA-Seq Atlas [70], CASIMIR [71], PepX [72]; 

these are only few examples within the growing list of Drupal usage) to expand into 

comparative genomics oriented database in the near future. It may also use Drupal’s inbuilt 

searching method or integrate Google search for data mining, a filtering database if 

required, and catalogue of the plant-specific genomic data accordingly as it grows with 

community support.  

3.3.3  Data mining and Database Design 

Ontological databases are exponentially increasing with scientific discoveries 

through the dilation of storage power in computers. It is a herculean task for the plant 

community to extract and study the desired information from a physiological viewpoint in 

a minimum time from large databases. Data mining holds the key for the knowledge 

discovery process in huge databases by extracting or mining knowledge from colossal 

quantities of data [38]. The vital aspect of data mining is data retrieval in order to find 

knowledge in a database warehouse for additional utilization and to present the newly 

obtained knowledge in a user friendly manner.  

Data mining for PPDB focuses on data retrieval process using exact keywords like 

‘plant’ or ‘plants’ to advance the feature of information access. All the relevant data stem 

from the GO database that works as a repository. An in-depth knowledge of the Relational 

Database Management System (RDBMS) functionality was required for the successful 

search. Searching in a huge database was consequently performed by executing Structured 

Query Language (SQL) queries required for flexibility in data mining. The stepwise 

procedure for identifying annotated plant-specific genomic data with supervised data 

mining tool is as follows: 

Step 1: Export the latest full GO database on MySQL database. [Raw Data Collection]  

Step 2: Extract relevant tables using SQL queries. [Feature Extraction] 

Step 3: Use of the keywords ‘plant’ and ‘plants’ for further refinement. [Feature Selection] 



Step 4: Classify the search results based on the different ontologies BPCCMF. [Feature 

Classification] 

Step 5: Store the obtained results on PPDB schema. [Training Dataset] 

Step 6: Design and code the interface for the end user. [Testing and Evaluation] 

Based on this procedure, each individual plant or plants entry was searched in all 

the 44 tables exported having more than two hundred ninety million rows of records. It 

was found that 35 tables contained genes or proteins related to plants. Having performed 

an extensive search to find out relevant information, more than 200 entries were associated 

with the particular keywords that are scattered at different source tables. All the search 

results were afterwards discriminated using their ontologies, such as biological process, 

cellular component and molecular function. This classified and annotated plant genomic 

data with 149 BP terms, 36 CC terms, 21 MF terms were finally stored in the Plants 

Physiology Database. It allows appending of scripting languages and CMS for producing 

web pages with this annotated genomic data.  

For better understanding of the functionality, the database schema and the ontology 

database can be downloaded by clicking on the downloads link on website. The heart of 

PPDB schema is eight relational tables encompassing the blueprint of the database as 

shown in Figure 3.3. The database tables can be described by the key legend as follows. 

The key, located next to id INT(11), is the Primary Key of the table. The F Signature 

represents the Foreign Key to another table. A gray diamond key is related to a column 

that cannot have a NULL value, while a white diamond key denotes a column which can 

have a NULL value. The relationship between any two tables A and B, denoted by the 

interconnecting lines, means a Foreign Key relationship between A and B. The colour of 

the links does not indicate anything important, except distinction among various 

relationships.   

3.3.4  Availability  

The PPDB is available in the public domain through a user friendly environment 

accessible at www.iitr.ernet.in/ajayshiv/ or www.iitr.ac.in/ajayshiv. The on-line tool is 

interoperable and is tested using the Firefox, Chrome and Internet Explorer browsers.  

 

 

   



 

Figure 3.3 Blueprint of PPDB 

Bearing in mind both the growing in silico approach towards biological 

information and the lack of collaborative and controlled vocabulary information on plant 

physiology, the Plants Physiology Database was constructed. The PPDB as browsing tool 

is explained in detail by taking a search example illustrating gene ontology data mining 

tool in Annexure A. 

3.4  MAKING A LOCAL PPDB MIRROR 

The whole data repository can be obtained from the latest PPDB database that is 

available under the downloads link at the PPDB web site. The detailed stepwise 

description or manual of installing the database with examples of SQL queries is available 

as well. One is supposed to have full super user privileges on the UNIX variant machine in 

order to be able to perform the following steps: 

i)  open the terminal from dash and type terminal and press enter or either press 

ctrl+alt+T, 

ii)  give the command apt-get install php5 mysql-server apache2 (this command will 

install the latest version 5 of PHP and the MySQL server with the Apache http 

server), 

iii)  give the command gunzip ppdb.gz in the directory where the downloaded PPDB 



database is placed, 

iv)  give the command mysql –u root –p 

which gives the mysql prompt to give further commands as shown in step v) below. 

v)  mysql> CREATE DATABASE pp; 

mysql> GRANT ALL ON pp.* TO ‘ ‘@’localhost’; 

mysql> quit 

mysql pp < ppdb. 

This protocol makes a local mirror server with the full PPDB database. The major 

benefit is that a multidisciplinary training of a new generation of scientists and engineers 

may be feasible. 

3.5  CHALLENGES, COMMUNITY AND SUPPORT 

The PPDB in its preliminary stage can grow with small incremental changes, 

similar to vocabulary works (like conventional branches of biology) that are always 

incremental. The biological data acquisition process grows over time with community 

support. To promote usage of a database by larger plant scientific community, a quick 

demonstration of the website is available on front page of the website or by clicking on the 

‘Help Center’ section on the left panel of the website.  This section also provides support a 

page that offers customized technical support to meet needs of bench scientists and 

researchers. The continuing work of developing a physiological database underlies great 

challenges in maintaining and renewing the biological ontology database.  

 The PPDB interface to the ontological database permits browsing and searching, 

as well as submitting gene annotations via a ‘Submit Data’ webpage shown in Figure 3.4. 

The project envisions active involvement from the scientific community to contribute to 

the growth of this ontological database and with help of collaborations with existing 

database resources and promising plant scientists. As annotated submissions to the PPDB 

grow, expert moderators are needed (from members of biological branches and plants 

research community) to ensure that curated plant gene ontologies fulfil the requirements of 

the entire user community. There are enormous benefits of community support, for 

example, the revisions of GONUTS [259] by non-staff members have recently surpassed 

the EcoliWiki [260] due to the large community base [218, 261]. The community groups 

interested in collaborating with PPDB can contribute plant genomic databases, open source 

software resources and other relevant suggestions for by email to the author.  



 

Figure 3.4 Submitting the gene annotations via ‘Submit Data’ webpage 

PPDB also provides a feedback mechanism shown in Figure 3.5 to address the 

issues and problems that will be discovered by potential users. The database will be 

updated bi-yearly taking into account community feedback and ensuring the management 

of version controlled releases of PPDB. The foremost challenge is the precise computation 

on submitted genomic annotations since it is often unsystematic, ambiguous, presenting 



them in computer tractable form. PPDB can be extended to work with communities and 

journals to have a ‘collaborative and controlled PPDB catalogue’ to allow easier data 

access giving insights into plant biology that will facilitate scientific progression. 

 

Figure 3.5 Display showing various options for providing feedback 

3.6  DISCUSSION AND CONCLUSION 

 The methodology for building PPDB is dynamic in nature, whereas manual 

curation is a static approach. Manual curation is best suited if updating is not done 

frequently. The volume of data for bioinformatics is increasing on a daily basis, so it is 

hard to maintain huge databases using manual curation. Once the mining of data related to 



plants is done, the queries once written will not be changed whenever the database is 

changed at the source website. The database only has to be updated. By relying on several 

plus points of dynamic methods of data mining, this computationally extensive approach 

was used for developing PPDB. 

 

 

Figure 3.6 Outline of the future PPDB developments 

 

 The present development is the first phase of the overall PPDB project. The central 

repository of PPDB can support non RDBMS data resources, such as flat data files, OBO 

and XML files. PPDB may be the starting point for the development of several other 

database tools extending the support of the system for the plants physiology database. An 

outreach facility may also be included for bioinformaticians and researchers who want to 

share their ideas on plant gene ontology data. The term enrichment analysis can be done in 

near future by using the Account Login option, as provided in the Help Center. The future 



plans are best described by Figure 3.6. The PPDB website allows user to submit data 

entries by filling an on-line form under the Submit Data section of the website. However, 

before updating the PPDB at regular intervals, data validity needs to be ensured. Similarly, 

some more efficient data mining techniques for the existing PPDB database are going to be 

provided (for example, users may customize Drupal’s internal search engine with 

advanced modes or integrate Google search for data mining), while keeping an eye on the 

other GO databases and published literature with information on plant physiology 

incorporating the manual curation. The data purification and suitable conversion will be 

needed as part of the quality control of data in order to obtain valid new data entries for the 

PPDB. Updating the PPDB at regular intervals will take care of the “tsunami” of data 

available worldwide. Thus, Figure 3.6 is an outline of the future developments in the 

framework of phase 2 of the PPDB effort.  
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Chapter – 4 
 

MICROARRAY DATA ANALYSIS FOR LEUKEMIA   

 

4.1  CHAPTER OVERVIEW 

In order to illustrate a data driven system on the biology of cancer based on 

computational statistical tools, a gen55-60,69-72e expression profiling of leukaemia was 

performed with a focus on the central dogma of microarray data analysis. First, this study 

describes the promising technology of microarray database bioinformatics (MDB) which 

takes the centre stage after completion of the human genome project (HGP). This 

technology in collaboration with computational systems biology research serves as key to 

functional genomics via gene ontology data mining/enrichment analysis to find regularities 

in large genome datasets produced at a phenomenal rate. Based on these approaches, this 

work uses a refined statistical approach based on heuristics. The medical diagnosis of two 

subtypes of cancer ALL (acute lymphoblastic leukemia) and AML (acute myeloid 

leukemia) is very complex owing to their clinical resemblance. As such, heuristics models 

are well suited for identifying which genes are differentially expressed in two different 

types of cancer patients. The results of the microarray data analysis provides invaluable 

information that can pave the way for innovative opportunities for early diagnosis of 

malignancies and building explicit disease sketches. 

4.2  INTRODUCTION 

Molecular biology revolution started with ground breaking work of James Watson 

and Francis Crick who solved the structure of DNA (deoxyribonucleic acid) with a two 

paired chain of chemical bases known as the double helix in a spiral form. This structure is 

composed of four different nucleotides A (adenine), T (thymine), C (Cytosine), G 

(Guanine) alias bases. Base properties help in the creation of chemical bonds A-T and C-G 

by complementary characteristic according to the Watson-Crick rule in two strands of 

DNA, which gave new insights in the field of molecular biology [262]. In light of such 

advancements, researchers are toiling to reveal the series of actions in genetic information 

such as how does DNA make RNA (ribonucleic acid) formulate proteins thus defining 

their interrelationship and role within cells [235]. The research has progressed in this 

direction with the initial draft of the human genome sequencing project to understand 



biological information corresponding to Homo sapiens [263]. The completion of the HGP 

in 2003 [264] and similar sequencing projects for other organisms like yeast, human fly, 

roundworm and the common mouse [265] produced an avalanche of data. As of 2013, 

2568 organisms have been completely sequenced in different laboratories across the world, 

which is evident from tens of thousands of gene expression studies published [266]. This 

explosion of data from different resources can be coined as biological big data. All this 

leads to information mining driven by high throughput computing power thus empowering 

the thinking of life scientists, computational biologists and researchers ultimately breeding 

an emerging discipline called bioinformatics. 

 Bioinformatics is presumed to be a solution to the biological goals and mission 

defined by the National Institutes of Health, USA (NIH) presenting an opportunity and 

ambition with great challenges [267]. While there is a long way to go, advancements in 

research capabilities with the evolving bioinformatics field are leading to a visualization of 

biological landscapes from different perspectives. Bioinformatics is an interplay exploiting 

basic sciences such as mathematics, physics, chemistry, computer science and biological 

sciences such as molecular biology, structural biology, pathway biology to present a 

comprehensive picture. To understand complex biological systems, many science fields 

come under the umbrella of bioinformatics with numerous applications. Moreover, 

defining a new field of science is always a difficult task since young disciplines have fuzzy 

borders.  

Along similar lines, in order for the field of data driven systems biology to mature, 

novel statistical and computational analysis methods are needed to deal with the growing 

amount of high-throughput data from genomics and genetics experiments. Systems biology 

is a pragmatic approach which consists of four steps [268]: first, large scale data are 

collected to describe all the components of the system for instance at the DNA level, RNA 

level and so forth. Second, the components of the system are systematically perturbed by 

genetic means, drugs or controlled environments that are monitored, if possible, on a 

global scale with all genes assayed. Third, a model is built and iteratively refined so that its 

predictions fit experimental observations; finally, specific perturbations are designed and 

performed to test models and distinguish between competing hypothesis [89]. It is a shift 

from a traditionally ‘reductionist’ to a more holistic, integrative, system-based approach to 

understanding the dynamics and organizational principles of living systems [269]. 

 



4.3  MICROARRAY DATABASE BIOINFORMATICS (MDB) TECHNOLOGY 

This is a massive technology used to estimate a synchronized gene level expression 

database of genes placed in certain order using high performance computing (HPC) power. 

This technology allows a global gene expression space to be built on probes with any 

organism that has a sequenced genome. With this state-of-art in the field technology, RNA 

abundance can be monitored in parallel fashion [270] which facilitates the generation of 

hypothesis about an entire genome under study using global gene expression space. 

Moreover, the expressive data can be interpreted by consequently mining the microarray 

database taking a whole genome into account [271] since in the past only a single gene by 

gene basis explanation was put into practice. As such, this technology is a fascinating tool 

to unravel the secrets of life in contrast to traditionally available polymerase chain reaction 

(PCR) technologies, western blot and northern blot methods. It helps in clarifying why 

gene expression levels fluctuate under various conditions/stages like when a cell is in the 

developing stage. An important application evolved from which is the study of patterns in 

normal and diseased cells. Overall, this technology has witnessed rapid growth in the 

exploration of gene expressions and the varied domain of genomics. As such, microarray 

databases heralded a functional genomics blueprint. 

4.3.1  MDB Warehouses 

 Microarray database technology yields manifold data in the form of image data 

and gene expression matrices before and after the microarray analysis. Since the 

microarray data is massive and costly to produce, certain companies and research groups 

like Affymetrix, Alphagene, Biodot, Broad Institute, Genometrix, Qiagen, OncorMed 

[236] make their data available to the world through online repositories. These public 

vaults are known as microarray database warehouses. The wealth of shared microarray 

data is of great importance to the scientific community, which can do their analysis and 

develop innovative computer algorithms to further recondition the data. Also, the data 

from diverse MDB warehouses can also be integrated to demystify biological perplexity 

which is also an upcoming field. Microarray data can be submitted to Gene Expression 

Omnibus (GEO) [272] on the National Centre for Biotechnology Information (NCBI) 

database server or ArrayExpress [273] on the European Molecular Biology Laboratory -

European Bioinformatics Institute (EMBL-EBI) database server as soon as it is published 

[274]. 



4.4  DESIGN OF MICROARRAYS 

There are many types of microarray designs available these days depending on the 

substrate used [274]. Broadly, these can be classified as single-colour microarrays and 

two-colour microarrays. Single-colour microarrays are known by name oligonucleotide 

microarrays whereas two-coloured microarrays are known by name complimentary DNA 

(cDNA) microarrays alias two-coloured microarrays. Single-colour microarrays use an in-

situ method for probe making with perfect match oligo and mismatch oligo to accurately 

calibrate with reference to sequence to check for any cross hybridization of genetic data as 

depicted in Figure 4.1. 

 

Figure 4.1 Single-colour microarray design 

 

 

Figure 4.2 Two-colour microarray design 
 

Two-colour microarrays use a spotting method for probe making with cDNA 

obtained from two samples labeled with fluorescent Cy3/Cy5 (Cyanine3/5 - green/red) 

dyes generally used for comparing two conditions such as normal versus diseased RNA 

samples or before and after treatment data. These labelled samples are further hybridized 

as shown in Figure 4.2.  

4.4.1  Working of MDB  

  First, the basic microarray technological terms are explained as: 

i)  Feature: A microarray element. 
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This quantified raw data matrix is further statistically scrutinized in the microarray 

analysis process to get the desired output results for which the experiment is performed or 

hypothesis is drawn. 

4.4.2  Systems Biology Workflow to Analyze MDB 

Analyzing MDB in a systems biology workflow depends on several initial steps in 

order to prepare high-throughput experiments so the results are accessible for biological 

analysis and modelling. While these steps are not typically  used to define systems 

biology, they are deemed necessary for enabling a systems biology approach [275]. Once a 

biological and/or clinical question is posed, the workflow happens in the following order:  

First, the experimental design is defined to efficiently answer the problem, then  

high throughput experiments are done according to Figure 4.3. After that, a scanner makes 

an analysis of the microarray, sequencing slides or phenotyping screening, and creates 

images that are processed using relevant algorithms that quantify the raw signal.  This is 

followed by background correction that corrects the systematic sources of variability to 

improve the signal-to-noise ratio.   The quality of data is reviewed for both the image 

analysis and background correction steps.  At this stage, the information from the 

background correction is still rough. Useful biological information relevant for biologists 

needs to be extracted from the data. Once this information is extracted, the data can be 

used in a transversal analysis for clinical biostatistics, classification or systems biology 

approaches.  Finally, the results need to be validated, interpreted, which and produce leads 

for new experiments.  

  A bioinformatics workflow and computational systems biology approach are 

cynical processes involving the acquisition of data and pre-processing, modelling and 

analysis. The integration and sharing of knowledge sustains the capabilities of this cycle to 

predict and explain the behaviour of biological systems. Therefore, for a successful 

workflow, there needs to be a robust enabling processes that annotates, manages and 

computes data [89].  

4.5  DATA FOR MICROARRAY ANALYSIS 

The raw data microarray cel files/arrays used in this work are obtained from the 

Broad Cancer Institute, USA and are available in the open domain in supplementary files 

at weblink:  



(http://www.broadinstitute.org/cgi- in/cancer/publications/pub_paper.cgi?mode=view&pap 

er_id=63) as shown below in Table 4.1. The Human Genome Array(Probe) HGu95 and 

HGu95Av2 are obtained from Affymetrix website [276] after making account on the 

website. 

     Table 4.1 Raw Microarray data cel files 
No Array 

1 CL2001011101AA 
2 CL2001011102AA 
3 CL2001011104AA 
4 CL2001011105AA 
5 CL2001011108AA 
6 CL2001011109AA 
7 CL2001011110AA 
8 CL2001011111AA 
9 CL2001011112AA 
10 CL2001011113AA 
11 CL2001011114AA 
12 CL2001011116AA 
13 CL2001011118AA 
14 CL2001011119AA 
15 CL2001011120AA 
16 CL2001011121AA 
17 CL2001011122AA 
18 CL2001011123AA 
19 CL2001011124AA 
20 CL2001011134AA 
21 CL2001011150AA 
22 CL2001011151AA 
23 CL2001011153AA 
24 CL2001011154AA 
25 CL2001011126AA 
26 CL2001011127AA 
27 CL2001011128AA 
28 CL2001011129AA 
29 CL2001011130AA 
30 CL2001011131AA 
31 CL2001011132AA 
32 CL2001011133AA 
33 CL2001011137AA 
34 CL2001011138AA 
35 CL2001011139AA 
36 CL2001011140AA 
37 CL2001011142AA 
38 CL2001011143AA 
39 CL2001011144AA 
40 CL2001011146AA 
41 CL2001011149AA 
42 CL2001011152AA 



Each of these 42 cel files mentioned in Table 4.1 contains one .CEL file per chip, 

which contains PM (Perfect Match) and MM (Mismatch) values for each probe in the chip 

and the Presence/Absence calls for one per probe set. They can be interpreted as a 

statistical test of the spot foreground intensity in the experimental sample respect to the 

background intensity distribution. Also, separate PM/MM values are converted into a 

single expression matrix containing one column per chip with absolute intensity values and 

one row per probe set in the given raw data. 

The biological example from this research work [108] showed that there is a 

genetic translocation that occurs in the leukemia dataset on the assumption that the disease 

is different due to certain mutations. In our work, we consider the microarray database of 

Human Genome Array(Probe) HGu95 shown in Fig. 5.1 and HGu95Av2 obtained from 

Affymetrix [276] and Labelled Sample(Target) of leukemia dataset samples obtained from 

the Broad Institute [277]. The low-level analysis (making background correction of 

microarray data, normalization of the data) is performed for quality control to extract 

specific features. The results are summarized with an aim to quantify and compare large 

scale gene expression data (with the assumption there are only a few significantly affected 

genes). The analysis of microarray data is performed using dChip [278] and R [279] 

software to summarize the results in addition to a calculation of the gene-level expression 

entities and outlier inspection for obtaining the pre-processed output. Rcom software 

package is required to run R in the company of dChip.  

4.5.1  Affymetrix Array Data and Background Correction  

The Affymetrix HGu95 probe is a standard array format with a feature size of 

20µm, with oligonucleotide probe length of 25-mer with approximately 16 probe pairs or 

sequences in Human Genome u95 set as per the critical specifications mentioned in its 

datasheet [276]. In the hybridization process, even after washing there is some 

disproportion left on the substrate that acts as a noise. It is important to record the correct 

intensity strength in gene expression level studies. As such, a background correction 

becomes necessary for making the intensities analogous. The background correction is 

done by Affymetrix Microarray Suite 5.0 (MAS 5.0) proprietary method. Background 

correction produces five major files namely .exp (having experimental information), .dat 

(having image obtained after scanning), .cel (quantified matrix values), .cdf (chip 

description file), .chp (having levels of gene expression) for a particular probe (for 

example HGu95 probe). The core output file is a .cel binary file containing Perfect Match 



(PM) Oligo and Mismatch (MM) Oligo as illustrated in Figure 4.1 with intensity values for 

each probe to be measured for the gene expression level. This is computed using presence 

and absence calls, which are a perfectly quality control measure thus producing microarray 

data gene expression matrix. 

4.6  RESULTS AND DISCUSSION OF MICROARRAY ANALYSES 

The total genes to be analyzed were 12600 and the group maa was created 

containing 42 leukemia microarray datasets, which were treated as 42 samples and a single  

sample group. This is done since more samples in a single group augment the prospect of 

picking quality samples to improve gene expression calculation and to discover patterns 

from an analysis. In addition, the more target oligos are present in the sample, the better 

the model fit and outlier detection. In the preliminary step, we analyzed the gene 

annotation terms with supplied gene information and a sample information file along with 

gene IDs in the Entrez Gene (http://www.ncbi.nlm.nih.gov/gene), 2354 redundant probe 

sets with 10272 unique genes comprising of 1200 gene ontology terms, 1200 protein 

domain terms, 872 pathway terms and 372 chromosome terms were found. Further steps 

involved in the microarray analysis alongside results and discussion are given below: 

4.6.1  Microarray Data Normalization 

Background correction removes background noise for the reliability of the 

experimental performance whereas microarray probes are made comparable and scaled for 

multiplicative factor. There is also a huge possibility that scanned images having 

inequality on the overall brightness or errors that crept in due to technical issues like batch 

effects, machinery and other miscellaneous factors. In this case, microarray data 

normalization becomes a prequalifying criteria to start an analysis of microarray data to 

make these arrays analogous for designing good experiments. The focal point of 

normalization is the renovation of microarray data by eliminating non-pertinent 

aberrations. Since this step is crucial for a better analysis in the research work, normalized 

results for all the 42 samples are shown in Annexure B.  

Normalization, which is referred to as a low-level analysis, corrects the systematic 

sources of variability to improve the signal-to-noise ratio in order to make more accurate 

biological and/or clinical interpretations. Historically, normalization begins in the area of 

messenger RNA (mRNA) expression microarrays. Lowess normalization proposed bi-



colour microarrays. Normalization is still an active research area for current high-

throughput technologies [89].  

Inherent sources of variability directly affect signal measurements. In a certain 

manner, blocking in experimental designs already incorporates the effects that need to be 

corrected. Normally, correcting the batch effect is s part of normalization process. Yet, 

blocking cannot account for every variability source. In fact, every experiment is singular 

and indicates a specific variability that needs correction. For example, spatial artefacts are 

often seen in microarray experiments and there are many spatial normalization methods for 

correcting them for gene expression [280], comparative genomics hybridization (CGH) 

[281] and DNA methylation [282] microarrays. The CGH and method MicroArray 

NORmalisation (MANOR) [283] improves the signal-to-noise ratio on array and should be 

habitually used during an analysis of microarray data.  

Researchers have also suggested using the ITerative and Alternative normalisation 

and Copy number calling for affymetrix Snp arrays (ITALICS) [284] based on multiple 

regression to correct the effect of the GC-content that affects Affymetrix GeneChip SNP 

arrays. For the next generation sequencing (NGS) data, systems biologists are given free 

access to the available software FREEC  [285] and suggested methods for correcting the 

effect of GC-content on read counts in NGS data [286]. 

 While the effect of both spatial bias and GC-content can be readily discerned, the 

shape and magnitude of the bias varies from one study to another. Therefore, 

normalization has to be adaptive and specified for each experiment. It is very important to 

identify and investigate all parameters that can bias the signal and these need to be 

discussed with platform providers and the operator in charge of the platform, since they are 

familiar with the protocol steps affecting signal measurement. The data normalization is a 

vital step that needs to be carefully considered since it can affect reliability, accuracy and 

validity of downstream analysis [287].  

 In this work, we make use of a simple method invariant set normalization method 

[110, 278] to normalize microarray data by picking one array in the set with a median 

overall future intensity to ensure the same weight of RNA across all the samples. The 

rationale is to fine-tune the overall chip intensity of the arrays to a comparable level. In 

this method, we designate one of the microarrays as a baseline microarray after computing 

measures of central tendency. The remaining microarrays are normalized against this 



baseline microarray after assigning ranks to similar genes and plotting a median curve 

from first to last, ranking invariant probes by fine-tuning the entire intensity values by 

fitting the normalized microarray data using smoothing curve. The scatter plot of perfect 

match and mismatch data before normalization and after normalization along with M-A 

plot before normalization and after normalization results are shown in Annexure B.  

 
Figure 4.4 Normalization result of CL2001011121AA 

Figure 4.4 portrayed the case of a single normalization result showing the output before 

normalization and after normalization of the microarray CL2001011121AA with a 

baseline microarray CL2001011134AA. The normalized results were produced for all 42 

samples in similar manner and are shown in Annexure B. The running median curve 

through rank invariant probes becomes the new y=x curve as shown and all values are 

adjusted accordingly. The data obtained from arrays come in the form of fluorescent Red 



(Cy5 or R) and Green (Cy3 or G) dye intensities and is fitted at the slope of the line around 

one. Another better representation for gene expression space is done by a forty-five degree 

scale rotation using M-A plots. In the case of gene expression plots, we take logs since 

increase and decrease are symmetric under log. In biological terms, log2 means a two-fold 

change. M-A plots or MvA plots are also shown in this figure, which converts hybridized 

intensity values to log ratios by computing mean and then transforming with log function. 

Most of the genes in this plot are located at 0 because log(1)=0. 

4.6.2  Model Based Expression Index (MBEI) Method 

MBEI is a robust weighted average method that considers the average probe 

intensity within one probe set where varying levels of gene expression are down weighted 

[110]. We found expression/signal values using 'Model-based expression' modelling 

method and 'Mismatch probe (PM/MM difference)' as a background subtraction with 5th 

percentile region (applied PM only method). The results (maa_array_summary file) of this 

method analysis after calculation of the measures of central tendency is shown in Table 

4.2. 

Table 4.2 Microarray output analysis maa_array_summary 

No  Array  Raw Median 

Intensity  
P call 

percentage 
Percentage 

Array 

outlier 

Percentage  
Single 

outlier  
1  CL2001011101AA  1519  48.2  0.76  0.069  
2  CL2001011102AA  1202  38.3  2.645  0.402  
3  CL2001011104AA  1795  49.5  0.594  0.147  
4  CL2001011105AA  1106  36.9  2.519  0.371  
5  CL2001011108AA  1512  38.7  3.065  0.175  
6  CL2001011109AA  1592  46.6  0.626  0.133  
7  CL2001011110AA  1447  46.3  0.309  0.06  
8  CL2001011111AA  1435  47.5  0.238  0.081  
9  CL2001011112AA  1258  49.8  0.95  0.166  
10  CL2001011113AA  1133  43.8  0.958  0.105  
11  CL2001011114AA  1817  45.7  1.022  0.099  
12  CL2001011116AA  1624  46  1.204  0.298  
13  CL2001011118AA  1533  34.8  0.784  0.249  
14  CL2001011119AA  1342  42.4  3.849  0.211  
15  CL2001011120AA  2305  37.3  1.014  0.235  
16  CL2001011121AA  1234  43.5  0.99  0.138  
17  CL2001011122AA  1460  47.4  1.275  0.465  
18  CL2001011123AA  1654  44.7  0.8  0.578  
19  CL2001011124AA  3127  36.8  10.233  0.991  
20  CL2001011134AA  1465  45.2  1.449  0.462  
21  CL2001011150AA  1898  45.6  0.855  0.255  



22  CL2001011151AA  1592  47.1  1.243  0.248  
23  CL2001011153AA  1071  44.4  0.744  0.16  
24  CL2001011154AA  1235  44.4  1.236  0.391  
25  CL2001011126AA  1295  46.6  0.594  0.195  
26  CL2001011127AA  1181  44.5  2.067  0.287  
27  CL2001011128AA  1691  46.5  0.293  0.204  
28  CL2001011129AA  1184  39.4  0.38  0.115  
29  CL2001011130AA  1174  37.4  1.996  0.283  
30  CL2001011131AA  945  40.3  0.879  0.318  
31  CL2001011132AA  1248  41.4  0.594  0.182  
32  CL2001011133AA  1160  42.4  0.578  0.201  
33  CL2001011137AA  812  36.1  4.776  0.61  
34  CL2001011138AA  1953  46.9  0.824  0.188  
35  CL2001011139AA  1980  46.8  1.378  0.105  
36  CL2001011140AA  898  37.8  1.727  0.347  
37  CL2001011142AA  1541  43  0.317  0.149  
38  CL2001011143AA  1663  40.7  0.475  0.179  
39  CL2001011144AA  1267  38.4  1.972  0.191  
40  CL2001011146AA  1852  40.6  0.515  0.251  
41  CL2001011149AA  1684  45.6  0.76  0.151  
42  CL2001011152AA  1777  43.1  0.863  0.1  

 

We use MBEI because it diminishes inconsistency for low gene expression 

approximations and eradicates the cross-hybridizing probes and the consistently 

mismatch/negative probes.  

4.6.3  Outlier Detection 

The output summary file obtained in the previous step was the result of the model 

fitting process which shows that CL2001011121AA has 0.99 % array outliers and 0.138 % 

of single outliers are for whole microarray dataset/probeset. After calculating MBEI values 

as above, we can view cel image files, which are updated and the outliers are overlayed in 

the image at the same time. The percentage of probe sets are termed as array outlier in one 

array, the percentage of probe pairs are termed as a single outlier in one array. The array 

outliers displayed in white colour for elevated standard error and single outliers were 

displayed in purple for discounted dimensions on behalf of the whole probeset as shown in 

Figure 4.5. 

On similar lines, we can view cel images for all the samples but this subject of 

microarray image analysis is very beautifully explained in the latest published book [288]. 

Since array outliers and single outliers are marked after calculating gene expression 

values, the MBEI method down weighted high standard errors represented by array 



outliers might be produced while pooling replicates or defective fold changes. The image 

spikes represented by single outliers were replaced during the model fitting process to get 

rid of poor results. The smaller quantity of outliers indicates good and reliable samples 

whereas samples with a large number of outliers need to be checked. They should be 

removed and the steps mentioned in 4.6.2 and 4.6.3 should be redone. 

 

Figure 4.5 CL2001011121AA cel image range covers 1st percentile (black) to 95th 
percentile (yellow). Outliers are shown in white and purple 
 

4.6.4  Filter Genes to Find Interesting Genes 

In this step, we take the one group as baseline and the other as experiment group. 

Then filtering criteria is made based on absolute differences using the lower bound of fold 

change. The baseline group consists of ALL samples and Experiment group consists of 



MLL samples with variations across samples taken as 0.50 < Standard deviation / Mean < 

1000.00 and the P call percent in the array used must be greater than or equal to 20%. The 

results of the investigation will be more dependable by initially excluding genes with little 

or no variation across the samples or genes that are missing in the bulk of the samples. On 

comparing the ALL and MLL samples, 604 differential expressed genes were found which 

satisfied the comparison filtering criteria (using lower bound fold change, absolute 

differences) with a false discovery rate (number) of fifty permutations.  Figure  4.6  shows  

 

Figure 4.6 Probeset Panel for human leukocyte interferon gene 

the result of the human leukocyte interferon gene found in the probeset panel with six 

quadrants. The first quadrant shows 16 probes with PM/MM/BG values in 

CL2001011121AA array sorted in order of increasing MBEI values, the second shows the 

heatmap, the third shows perfect match values only because of the PM method used, the 



fourth shows plotting of MBEI values against standard errors with colour dot as outlier, the 

fifth is for checking residuals which can be informative at times and the sixth shows the 

sensitivity of probes plotted against their standard errors. For this particular gene in 

question, it took seven rounds of iterations with 96.90% of variation having 0 array 

outliers, 0 probe outliers and 7 single outliers. Similarly, we can see the probeset panels for 

all the revealed differential expressed genes for further analysis. These significant genes 

act as pre-processed output for high-level analysis of genomic data. 

4.6.5  Hierarchical Clustering of Samples 

The basic hierarchical clustering was performed on the genes found in the previous 

step using Euclidean distance for calculating the distance to find the nearest neighbour and 

merge nodes. Biological replicates rely heavily on the same cell line grown-up in diverse 

tableware whereas in a systems biology analysis there should be more replicate samples 

treated under one group as we have done. By using filtered genes and replication, the 

process can corroborate the quality of the microarray analysis and circumvent the absent 

call variant genes in the microarray. The result of the microarray analysis after hierarchical 

clustering of samples is shown in the heatmap file available at 

www.iitr.ac.in/ajayshiv/cluster.html since the file size is too big to be incorporated here. It 

can be used to interpret highly expressed genes in a certain assembly of samples and the 

closeness of clusters. It is noted that genes with analogous patterns across gene expression 

space fit in a related functional group.  

4.6.6  Correlation Matrix Based on Genetic Association Study 

Figure 4.7 shows the correlation matrix based on genetic association study of 

clustered genes with a comparable expression mould with a given gene. In this correlation 

matrix based on a correlation coefficient, red indicates highly similar correlated, white 

points out no similarity at all and blue depicts a negative correlation.   

4.6.7  Gene Ontology Data Mining / Gene Annotation Enrichment Analysis   

Gene Set Enrichment Analysis (GSEA) is a statistical test that can identify sets of 

genes belonging to a particular biological category, which plays an important role in 

distinguishing between two classes of gene expression data. The test is particularly 

sensitive since small changes that are coordinated across the set can be detected. The test 

helps reveal the biological mechanisms responsible for the difference between the two 

classes because the test set has an a priori biological theme. The prior biological 



knowledge exists for the feature annotations and are available in different databases. The 

genes were classified in this step depending on their functional category and as a result 

anchor genes were mapped to chromosomes. The result of mapping of all chromosomes is 

shown in the heatmap file available at www.iitr.ac.in/ajayshiv/chromo.html since the file 

size is too big to be incorporated here. 

 

Figure 4.7 Correlation matrix 

 

A gene annotation enrichment analysis was made on clustered genes that have the 

following classification parameters: “‘C1’ identifies the number of genes in a cluster or list 

with this annotation term, ‘C2’ indicates the number of annotated genes in this cluster or 

list, ‘C3’ recognizes the number of all genes on array that have this annotation term, ‘C4’ 



is used to categorize all annotated genes on an array. The ‘P-value’ is used to establish the 

binomial approximated p-value for hypergeometric distribution.” From an analysis, there 

were 2335 probe sets for the same genes in all other samples and were discarded from the 

annotation enrichment analysis. The results after calculation based on gene ontology data 

mining reported 80 significant genes with 358 estimated false positives and 357554 

cluster-term pairs evaluated at p-value threshold 0.001000 as shown in Table 4.3. 

Table 4.3 Results based on Gene Ontology Data Mining 

C1 C2 C3 C4 P-value Term Name 
4 50 48 5898 0.000749 actin binding 
5 436 10 5898 0.000983 adherens junction 
29 48 2198 5898 0.000948 binding 
50 93 2198 5898 0.000879 binding 
7 7 2198 5898 0.000998 binding 
86 1195 283 5898 0.000170 biosynthesis 
5 12 350 5898 0.000409 cell cycle 
18 133 350 5898 0.000924 cell cycle 
5 139 30 5898 0.000779 cell cycle arrest 
42 53 3310 5898 0.000374 cell growth and/or maintenance 
72 98 3310 5898 0.000294 cell growth and/or maintenance 
4 16 167 5898 0.000890 cell organization and biogenesis 
10 256 61 5898 0.000392 chaperone 
165 595 1305 5898 0.000771 cytoplasm 
4 18 110 5898 0.000300 cytoplasm organization and biogenesis 
4 33 76 5898 0.000837 cytoskeletal protein binding 
5 50 76 5898 0.000465 cytoskeletal protein binding 
4 18 60 5898 0.000029 cytoskeleton organization and biogenesis 
64 1195 179 5898 0.000014 cytosol 
19 1195 36 5898 0.000204 cytosolic large ribosomal subunit (sensu Eukarya) 
43 2276 64 5898 0.000488 cytosolic ribosome (sensu Eukarya) 
18 1671 27 5898 0.000952 cytosolic small ribosomal subunit (sensu Eukarya) 
6 63 93 5898 0.000484 defense/immunity protein 
8 484 24 5898 0.000963 di-, tri-valent inorganic cation transport 
9 252 58 5898 0.000995 endopeptidase inhibitor 
12 110 222 5898 0.000928 enzyme regulator 
19 1195 38 5898 0.000394 eukaryotic 43S pre-initiation complex 
18 1671 27 5898 0.000952 eukaryotic 48S initiation complex 
8 507 23 5898 0.000989 Exocytosis 
6 410 16 5898 0.000999 feeding behavior 
7 265 33 5898 0.000825 G2/M transition of mitotic cell cycle 
4 26 97 5898 0.000819 GTP binding 
4 31 73 5898 0.000565 GTPase 
4 88 29 5898 0.000981 guanyl-nucleotide exchange factor 
12 37 704 5898 0.000863 hydrolase 
5 8 704 5898 0.000992 hydrolase 
4 4 884 5898 0.000505 integral plasma membrane protein 
153 250 3023 5898 0.000980 intracellular 
20 1195 40 5898 0.000281 large ribosomal subunit 
10 391 45 5898 0.000999 lipid biosynthesis 
6 146 45 5898 0.000963 lipid biosynthesis 
12 98 236 5898 0.000558 lipid metabolism 
82 1715 185 5898 0.000163 macromolecule biosynthesis 
11 17 1501 5898 0.000737 membrane 
181 407 2151 5898 0.000549 metabolism 



4 265 9 5898 0.000793 mitochondrion organization and biogenesis 
4 12 172 5898 0.000297 mitotic cell cycle 
5 5 1039 5898 0.000170 nucleic acid binding 
142 629 1039 5898 0.000905 nucleic acid binding 
5 7 784 5898 0.000689 nucleus 
4 18 96 5898 0.000179 organelle organization and biogenesis 
4 6 472 5898 0.000539 organogenesis 
11 449 46 5898 0.000966 oxidoreductase, acting on CH-OH group of donors 
7 29 291 5898 0.000424 physiological processes 
4 88 29 5898 0.000981 plasma glycoprotein 
7 9 1211 5898 0.000373 plasma membrane 
5 152 29 5898 0.001000 plasma protein 
9 252 58 5898 0.000995 protease inhibitor 
82 1715 185 5898 0.000163 protein biosynthesis 
200 1195 798 5898 0.000927 protein metabolism 
27 914 89 5898 0.000965 protein tyrosine kinase 
6 12 608 5898 0.000638 receptor 
5 20 215 5898 0.000630 receptor signaling protein 
14 139 211 5898 0.000496 regulation of cell cycle 
7 107 82 5898 0.000780 reproduction 
4 10 289 5898 0.000953 response to pest/pathogen/parasite 
5 12 403 5898 0.000784 response to stress 
52 1634 117 5898 0.000823 ribonucleoprotein complex 
52 2276 83 5898 0.000660 ribosome 
64 969 259 5898 0.000996 RNA binding 
5 20 220 5898 0.000699 RNA polymerase II transcription factor 
7 107 82 5898 0.000780 sexual reproduction 
7 100 88 5898 0.000786 small GTPase regulatory/interacting protein 
18 1671 27 5898 0.000952 small ribosomal subunit 
6 99 67 5898 0.000978 specific RNA polymerase II transcription factor 
4 110 23 5898 0.000961 steroid biosynthesis 
45 2276 69 5898 0.000669 structural constituent of ribosome 
51 800 236 5898 0.000935 structural molecule 
17 435 95 5898 0.000865 transcriptional activator 
4 5 584 5898 0.000443 transferase 
  
 

The results after calculation based on protein domain data annotation reported 8 

significant protein domains, 98 estimated false positive and 97945 cluster-term pairs 

evaluated at p-value threshold 0.001000 as shown in Table 4.4. 

Table 4.4 Results based on Protein Domain annotation 

C1 C2 C3 C4 P-value Term Name 
4 22 127 6567 0.000774 Cytochrome c  heme-binding site 
9 398 37 6567 0.000510 Dbl domain (dbl/cdc24 rhoGEF family) 
4 80 5 6567 0.000001 Dynein heavy chain 
4 11 267 6567 0.000716 Immunoglobulin/major histocompatibility complex 
9 372 43 6567 0.000906 Protein kinase C, phorbol ester/diacylglycerol binding 
5 110 44 6567 0.000923 Steroid hormone receptor 
5 18 253 6567 0.000477 Zn-finger, C2H2 type 

 

The results after calculation based on pathway annotation reported 2 significant 

pathways, 16 estimated false positive and 15889 cluster-term pairs evaluated at p-value 



threshold 0.001000 as shown in Table 4.5. 

Table 4.5 Results based on Pathway annotation 

C1 C2 C3 C4 P-value Term Name 
45 553 82 1722 0.000414 Cytoplasmic Ribosomal Proteins 
9 129 33 1722 0.000908 Nuclear Receptors 
 

The results after calculation based on chromosome annotation reported 31 

significant, 113 estimated false positive and 112809 cluster-term pairs assessed at p-value 

threshold 0.001000 as shown in Table 4.6. 

Table 4.6 Results based on Chromosome annotation 

C1 C2 C3 C4 P-value Term Name 
13 132 304 8477 0.000977 10 
5 22 304 8477 0.000936 10 
5 25 241 8477 0.000613 10q 
10 102 241 8477 0.000679 10q 
4 7 494 8477 0.000350 11 
9 59 322 8477 0.000370 11q 
5 55 81 8477 0.000186 12q24 
5 19 345 8477 0.000804 16 
6 28 345 8477 0.000789 16 
4 21 160 8477 0.000587 16q 
4 24 160 8477 0.000997 16q 
10 927 27 8477 0.000957 16q24 
4 24 146 8477 0.000710 17p 
5 100 62 8477 0.000886 17q11 
4 99 37 8477 0.000982 17q25 
19 283 236 8477 0.000438 19p 
4 10 289 8477 0.000240 19q 
4 9 469 8477 0.000942 1p 
8 502 33 8477 0.000918 1p13 
4 97 36 8477 0.000823 1q42 
6 19 527 8477 0.000773 2 
4 8 527 8477 0.000853 2 
11 94 307 8477 0.000608 2q 
5 22 307 8477 0.000978 2q 
5 22 307 8477 0.000978 2q 
121 1645 467 8477 0.000979 3 
4 10 241 8477 0.000120 3p 
6 1342 7 8477 0.000998 3q12 
4 40 93 8477 0.000966 4p 
5 350 16 8477 0.000594 5q11 
28 401 308 8477 0.000901 6p 
23 474 185 8477 0.000395 6p21 
 

 



4.7  DISCUSSION AND CONCLUSION 

The list of significant genes or differentially expressed genes in provisions of 

probabilities was found. This helps to find the functional relationships between genes in 

MDB warehouses by linking annotations of GO. Moreover, clusters with filter genes are 

able to distinguish ALL and MLL in an unsupervised clustering. Systems biology 

application of MDB enhances further research in diagnostics, prognostics, disease markers, 

target validation and targeted therapies. The recent case with a precautionary double 

mastectomy on finding the BRCA1 gene with only 87 percent probable chance of 

acquiring the disease shows the promising nature of this field. We endow with upcoming 

field of microarray bioinformatics that will ignite the passion of life scientists and budding 

researchers to work in this field. To the best of author’s knowledge, no comparative 

experimental test has been carried out on systems biology processes that clearly 

distinguish between truly differentially expressed genes and false positives. This can be a 

future work with great potential. The analysis on the leukemia microarray data is to be 

done for another input data set – the latest Affymetrix-deposited HG files: HG-U133 gene 

info2.xls, HG-U133 gene info2 Gene Ontology.xls and HG-U133 gene info2 Protein 

Domain.xls (or other most recent files, if deposited in the meantime) in the near future. In 

addition, high throughput technologies produce a huge amount of data that requires 

reliable annotations (also termed metadata) in order to provide significant biological and/or 

clinical interpretations and fit to be used in systems biology approaches. Therefore, for any 

experiment, the quality and availability of gene annotations is essential for biological 

discoveries. To conclude, the modern era of functional genomics propelled by MDB 

technology paves the way to elucidate physiological model of any disease. Therefore, 

bioinformatics applications and systems biology will be able to facilitate in decoding the 

life sciences concealed knowledge to beat diseases using a personalized medicine decision 

support system. 
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Chapter – 5 

 

MULTISCALE MODELLING OF SOLID TUMOUR GROWTH FOR 

LUNG CANCER TREATMENT   

5.1  CHAPTER OVERVIEW 

This study developed a mathematical model for tumour growth and angiogenesis 

that simulated a solid tumour’s growth/progression with chemotherapy and anti-

angiogenesis drugs using partial differential equation (PDE) modelling. The PDE 

compartmental model incorporated spatiotemporal processes including cellular and tissue-

mediated diffusion, cellular transport and migration, cell proliferation, angiogenesis, 

apoptosis, vessel maturation and formation to model tumour progression and transition 

from avascular to vascular growth. The angiogenesis process coupled with the solid 

tumour growth model on a reaction–diffusion kinetics framework portrayed the 

spatiotemporal development of the generalised functions of a tumour’s micro-environment 

viz., nutrients and growth factors that regulate the tumour’s growth during angiogenesis. 

Most cancers involve an endothelial growth factor receptor/extracellular signal-regulated 

kinases (EGFR/ERK) signalling pathway, which are related to the cell-division cycle 

promoting tumour cells. Treatment is studied from tyrosine kinase inhibitors (TKI) in 

EGFR signalling, which are distributed through the blood vessels of a tumour’s 

microvasculature. This showed a huge potential for in-vitro experiments due to the 

availability of clinical and expression data information, which helps in learning about the 

responses to treatment. Using ordinary differential equations to model the systems 

pathway of downstream pathway of EGFR signalling (SOS�RAS�RAF�MEK� 

ERK�PI3K�AKT), we performed computational simulations to determine the 

facilitation of glucose, oxygen, tumour angiogenesis factor (TAF), drug (TKI), tumour 

growth factor alpha (analogue of EGFR) and angiogenesis inhibitor. The simulation results 

showed signalling pathways of TKI-EGFR and IGF1R regulation of various active cells, 

migrating cells, proliferative cells, apoptotic and quiescent cells could be a united 

behaviour for the entire profile of tumour growth. The results established the dual role 

behaviour played by angiogenesis as TKI-EGFR and VEGF inhibitors are furnished to 

diminish tumour incursion. In addition, the neovasculature can transport nutrients to 

neoplasm cells to continue cell metabolism, thus enhancing the rate of cell endurance. 



Hence, simulation results suggest that the co-expression of EGFR and IGF1R activates a 

higher number of ERK receptors compared to down and over-expressions. There is a good 

agreement between the simulations, an experimental wild type mouse model and clinical 

data. 

5.2  INTRODUCTION 

In recent times, mathematical modelling and simulations of biological processes 

has become an important tool. However, only a few models of solid avascular tumour 

growth [172] and multidimensional tumour growth models [173-175] have been proposed 

and a few models of tumour growth coupled with the process of angiogenesis were 

developed [178-180]. Recently, a few models incorporating chemotherapy drug treatments 

with/without angiogenesis have been proposed [181-183]. 

In multiscale modelling of biological systems, biological species, such as an 

organism, a cell, and an organelle or sub cellular structure are often explored at different 

microscopic levels. Studying biological elements at different levels (molecular level, 

cellular level, tissue level, etc.) helps to understand the whole system as a single entity. 

However, the system takes into account spatial modelling (a single cell through whole 

body) and temporal modelling (nanosecond through entire lifespan) that the entire 

biological system will be thoroughly understood by recognizing how the processes at 

different levels work together. Systems biology inspires the development of a model using 

a non-reductionist approach, starting with the simplest basic model [289]. This is because 

biological systems are synergistic and integrative behaviour happens in a non-predictable 

fashion. Most studies have focused only on a single scale such as genes, proteins, cells, 

tissues, organs, organ systems, and the entire body. Currently, the emphasis is on 

developing novel and efficient algorithms, methods, tools and scientific approaches to 

seamlessly integrate the path from microscale to macroscale. 

Malignant tumours usually develop out of a few cells that have vanished or no 

longer respond to normal regulatory mechanisms, probably due to mutations and/or an 

altered gene expression [290, 291]. As a tumour progresses, the genetic instability causes 

sustained alterations in the biological mechanisms such as cell invasion, angiogenesis, and 

metastasis, resulting in complex tumour formations. Moreover, the tissue that surrounds 

tumours, including avascular tumours, diffuses a supply of nutrients to the tumours. 

Anterior to the development of a blood supply, these tumours are unable to establish an 

adequate supply of nutrients that maintains the tumour’s cell mass despite a continuous 



supply of nutrients on the surface of the tumour. The limited availability of vital nutrients 

(glucose and oxygen) will appear within the cell mass as noticeable gradations. Tumour 

cells react to this by self-induced changes in their physiological and metabolic processes 

along with altered genes and protein expressions [292, 293]. Furthermore, it would be 

advantageous to have better insight into heterogeneous microenvironments on the growth 

regulation and malignant development of avascular tumours [294]. 

Multi-cellular tumour spheroids frequently used with in vitro models of avascular 

tumour growth for studying fluctuations in physiological status along with micro-

environmental factors that naturally occur in tumours [295, 296]. Spheroid tumour cells 

can be cultivated under controlled conditions with specific parameters including tumour 

volume, the number of cells, viable and fraction of necrotic cells, and saturation size by 

regulating the nutrient supply [297, 298]. Spheroids receive their supply of nutrition by 

diffusion from extracellular bodies or the surface of the cell [292, 296]. Therefore, when 

the mass increases, the nutrient-deprived inner regions of the cell are changed. Spheroids 

acquire several key attributes of avascular tumours, including proliferation arrest, 

metabolic changes, gene alterations and protein expression, necrosis and a resistance to 

drugs. Furthermore, spheroid growth curves demonstrate the same movements as nodular 

tumours in live bodies, including quasi-exponential growth and saturation in size [299]. A 

descriptive model that clarifies the controlled growth and viability in spheroids proposes 

that during the initial development, growth viability factors reach every cell in the 

spheroid. During this initial development, a mass is made up of growing cells. During 

growth, the core of the spheroid experiences a decrease in the concentration of growth 

factors leading to a fall in the threshold value and becomes inactive. However, the 

spheroid remains active because of the outer proliferating cells, yet there is a continuing 

decrease of the central concentration of viability factors. After the concentration of 

viability factors are under the threshold value, necrotic cell death happens and the 

spheroids attain the centre of the necrosis regions. Controlled experiments indicate that 

simple molecules such as oxygen and glucose are the viability factors in spheroids [297, 

298]. In addition, limited data indicates small protein factors inhibit growth [300]. 

Currently, factors influencing a tumour’s growth or inhibit a tumour’s viability system, 

including avascular tumours in live bodies, have not been substantially identified.   

Earlier models of tumour growth that involved cellular dynamics are basic 

empirical mathematical expressions [299, 301], rate equations of cell populations [295, 



302-305], cellular automata models of interacting cells [306, 307], cellular geometry [308], 

cellular automata and continuous chemical and blood flow. A few models employed a 

fusion of cellular spaces for representing cell behaviour and mathematical equations on the 

flow of plasma and chemicals for tumour growth modelling [309, 310]. Recently, three 

dimensional tumour growth coupled with angiogenesis and chemotherapy has been 

modelled [311]. In this article, we propose a multi-scale, multi-cellular model along with 

anti-angiogenesis and endothelial growth factor receptor (EGFR) inhibitor treatment. At 

the cellular scale, the model incorporates the growth of tumours, migration, tumour 

multiplication, quiescence and apoptosis. For the extracellular level, the model integrates 

diffusion, convection, consumption, secretion, production and nutrition uptake such as 

glucose, oxygen, drug, growth factors viz., VEGF inhibitors and tumour angiogenesis 

factors. At the molecular level, drug and growth factors interact through a systems pathway 

analysis. Data from earlier multi-cellular spheroids experiments governed the simulation 

constraints [292, 298, 299]. 

The EGFR family initially documented (170 kDa protein on the membrane of A431 

epidermoid cells) forms a genus of the transmembrane receptor tyrosine kinase 

superfamily members (HER1/ ERBB1, HER2 / ERBB2, HER3 / ERBB3, HER4 / ERBB4) 

found through probing complimentary DNA molecules synthesized from EGFR [312-314]. 

These receptors are often found in various epithelial, mesenchymal, and neural origin 

tissues. In fact, several types of cancers such as breast, brain, throat, colon, kidney 

pancreas, and ovary overexpress EGFR [315, 316]. At least 60% of non-small cell lung 

cancers (NSCLCs) display an overexpression of EGFR, yet no overexpression is noticed in 

small cell lung cancer [317]. The reason for EGFR overexpression may be due to several 

epigenetic mechanisms, gene amplification, and oncogenic viruses [315]. It has been 

shown that EGFR expression is associated with a poor prognosis [318]. EGFR ligands 

could also be influential with lung tumorogenesis. NSCLCs express EGF, tumour growth 

factor-alpha and amphiregulin, and stimulate EGFR and its posterior signalling pathways 

[319]. With the majority of patients, specific reactions from a small portion of NSCLC that 

responds to these agents are determined by acquired mutations/alterations in EGFR 

tyrosine kinase domain with a reaction to selective inhibitors such as gefitinib or erlotinib 

[320-322]. It is very common that EGFR mutations involve NSCLC with women, Asians, 

individuals with lung cancer and non-smokers who have tumours [323, 324]. EGFR 

mutations are hardly ever seen in small cell-lung-cancer, squamous cell carcinomas of the 



lung, or other avascular malignancies. Therefore, the stimulation of somatic EGFR 

mutations properly belongs to a genus of NSCLC. The primary drug set (EGFR-TKI) 

inhibiting posterior receptor signalling such as gefitinib and erlotinib selectively target the 

intracellular EGFR domain. The acquired mutation of EGFR is the most significant 

predictors of a cells reaction to TKIs [316, 317]. Moreover, EGFR-TKIs for NSCLC with 

EGFR alterations notably increased the actual response time and chance of amelioration-

free existence as evident from positive random trials in contrast to standard platinum 

therapy. Eight-five percent of lung cancers are NSCLC, which have a high mortality rate 

after the lung resection, therefore, there is a need to study how EGFR (HER1/ERBB1) and 

IGF1R signalling pathways works in cancer treatment. Hence, we developed a model of 

EGFR inhibitors in conjunction with IGF1R signalling pathway. 

5.3  MATHEMATICAL MODELLING OF TUMOUR GROWTH 

Several factors play a major role in tumour growth, such as nutrient supply, 

metabolite waste clearance and tissue density have been extensively studied in earlier 

tumour growth models [325-327]. In our model, we treat nutrient concentrations and 

growth promoters as typical leading factors of vascular and avascular tumours. Previous 

models have examined tissue pressure, cell growth and the movement toward areas of 

lower pressure [328-330]. It is assumed that oxygen and glucose control the metabolic 

activities of tumour cells such as consumption and secretion rates of oxygen and glucose 

and anti-angiogenesis (or VEGF inhibitor) and chemotherapy drug uptake rate. Here, it is 

again assumed that tumour angiogenesis factor-induced vessels are unable to inhabit the 

necrotic core of tumours due to a cell’s density and pressure. Hence, as TAF 

concentrations, interstitial pressure and tissue density increase the centre of a tumour, the 

angiogenic vasculature becomes more compact and convoluted. The size and age of the 

vessels develops iteratively after budding from pre-existing vessels, therefore, tumour 

vessels differ spatiotemporally in their capacity to maintain basic functions, such as 

nutrition and waste elimination. Vascular growth supplies the necessary nutrition to 

otherwise nutrient deficient tumours, which enables the growth of tumours and ultimately 

to metastasis. Here in our model, we assumed both the tumour growth and angiogenesis is 

integrated together. 

It is commonly known that the intensified growth of tumour cells increases the 

need of critical nutrients required for synthesising DNA to RNA making proteins, which 

supply carbon for creating the assimilation force of a tumour cell. On the other hand, it is 



difficult for hydrophilic aliments such as micronutrients, amino acids, fatty acids, glucose 

and vitamins to transit through the cytomembrane [331]. In our model, we consider 

nutrient concentrations of oxygen (required by cells for aerobic metabolism) and glucose 

as generic elements. The oxygen accessibility to cells directly influences tumour cell 

processes (growth metabolism, angiogenesis and metastasis) [332, 333]. The circulatory 

system is comprised of several types of blood vessels. The three kinds of blood vessels 

viz., capillaries, veins and arteries transport oxygen that is bound to haemoglobin to the 

entire body. Arteries transport oxygen rich blood to the capillaries away from the heart, 

which quickly moves into the tumour tissue. Healthy tissue also eliminates waste by 

moving it from the cell back to the haemoglobin, which is carried to the heart and lungs. 

Therefore, the spatiotemporal development for oxygen levels (a) is presumed to happen by 

diffusion, proliferation of red-blood-cells, the elimination through tumour cells, and 

convection as follows: 
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In the above Equation1, the first term is the diffusion term, the second being 

convection term, third term is O2 released by the blood cells and the last term being O2 

uptake by the cells. Vessels are pruned when Agei = 0. All the rate constants are taken 

from the earlier experimental data given in Table 5.1. 



Table 5.1 Parameters and constants used in the model 

Symbol Value Unit Description Reference 

Da  8x10-14  m2/s Oxygen diffusion coefficient  [325]  

ρa 6.8x10-4 mol/(m3s) Oxygen supply rate  [325] 

λa 0 6.8x10-4  ml/(m3s)  Oxygen consumption rate  [294] 

Db  6.7x10-7 cm2/s (5.2-7.2)  glucose diffusion coefficient  [168] 

ρb  3x10-5  mol/(m3s)  glucose permeability rate  [168] 
λb 0.28 m mol/hr glucose uptake by cells  [168] 
λb1 0.2 m glucose decay rate [168] 

Dc  1.2x10-13  m2/s  TAF diffusion coefficient  [311] 

ρc 2x10-9  mol/(m3s)  TAF secretion rate [311] 
λc 0 ml/cm3s TAF consumption rate  [311] 

Dd 1.5x10-14  m2/s  Drug diffusion coefficient [311] 

ρd  2.5x10-7  ml/(cm3s)  Drug consumption rate  [311] 

λd 1x10-8  ml/(cm3s)  Drug decay rate  [311] 

De 2.9x10-7  cm2/s VEGF diffusion rate  [334] 
ρe 0.6 m mol/hr VEGF secretion rate  [334] 

λe 0.1x10-4   cm/s VEGF permeability  [334] 
λe1 0.2 [range 0.1-0.4] VEGF decay rate  [334] 
kactive 1.0   Rate of CVE addition by active cells [311] 
kquiescent 0.1   Rate of CVE addition by quiescent cells  [311] 
kAR1 1.0   Vessel radius constant  [311] 
kAR2 500.0   Vessel radius constant  [311] 

K 4.5x10-15  cm2/mmHg2sec  Interstitium’s hydraulic conductivity [311] 

Lp 2.8x10-9  m/mm Hg-sec  Microvascular wall’s hydraulic conductivity  [335] 

P 1.49x10-9  m/sec  Vascular permeability coefficient  [311] 
σT  0.82   Average osmotic reflection coefficient  [335] 
σD 0.1   Average osmotic reflection coefficient  [311]  
pV  0.3546 mmHg  Osmotic pressure of plasma  [311]  
ρi  0.2667 mmHg Osmotic pressure of interstitial fluid  [311] 
ρV 30 mmHg Capillary/vascular pressure  [336] 
p0 60 mmHg Tumor pressure  [337] 

dV 1.0 mol/m3  Interstitial drug concentration [311]  

a0 8.4 mol/m3  Standard nutrient O2 concentration  Estimated 

b0 10.5 mol/m3  Standard waste (Co2) concentration  Estimated 

c0 4.361024 kg/m3  Standard TAF concentration  [338] 

d0 2.13 mol/m3  Standard drug concentration  Estimated 

e0 1.0 mol/m3 Standard VEGF concentration  Estimated 
 



In the similar fashion, the concentration of glucose (b) is governed by the following 

equation: 
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In Equation 7, the first term is diffusion, the second being convection, third term is glucose 

source, fourth term is glucose uptake by the cells and the last term is natural decay of 

glucose. Tumour cells require substantial levels of glucose and oxygen and collect waste 

during the tumour’s growth process due to poor waste elimination dynamics. Henceforth, 

it reduces biosynthesis, cell activity or results in cell death. 

Tumour cells consume nutrients faster than normal cells, which further causes a 

lack of oxygen in avascular tumours. Due to the lack of oxygen, tumour cells secrete a 

tumour angiogenesis factor (TAF) that stimulates new vessels from vasculature cells in 

oxygen depleted regions [339]. Generally, the drugs can be classified into different types 

such as cytotoxic, anti-angiogenic inhibitors or growth factors. Anti-angiogenic drugs 

reduce the rate of ATF secretion, which restrains the development of neovasculature cells. 
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In Equation 9 above, the first term is diffusion, the second a convection term, third term is 

TAF released by tumour cells, the fourth term is the removal of TNF through blood vessels 

in which the rate of secretion, )(acρ  is directly proportional to the oxygen level, Dc is the 

diffusion coefficient of TAF in tumour tissue, λc is supply rate of TNF through new vessels 

as defined by [335, 340]. The TKI inhibitor of EGFR signalling [341] is governed by the 

following equation 
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In Equation 11 above, the first term is diffusion, the second is convection, third 

term is drugs released by cells, the fourth term is uptake by cells and the last term is drug 

decay. In Equation12, “ Lp is the hydraulic conductivity of tumour microvasculature wall, 

S(kv)/V is the surface area per unit volume of drug transport in the tumour, pv is the 

vascular pressure, pi is interstitial pressure, πv is the osmotic pressure of the drug, πi is the 

osmotic pressure of the interstitium, σT is the average osmotic reflection coefficient of the 

drug, Pev is the Peclet number, defined as the ratio of convection to diffusion magnitude 

across the capillary wall” [311, 342]. Previous studies showed the control of tumour 

growth in wild type mammals by infusion of angiogenesis inhibitors. Therefore, we 

incorporated vascular endothelial growth factor (VEGF) inhibitors, which play a role in 

anti-angiogenesis process [334] that is given by 
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In the above Equation13, the first term is diffusion term, the second being convection term, 

third term drug released by cells, the fourth term is uptake by cells and the last term being 

drug decay. We define the state of the cell such as apoptosis, migration, proliferation and 

active as follows. Let mD  and mG  are the drug and glucose concentrations of the cells 
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where AT is the active threshold and dT is dead threshold respectively; 

For cell migration, we estimate the mean value of phospholipase C gamma1 µ(PLCγ), is a 

protein in the body, which plays a role in cancer metastasis and subsequently blocking it 

stopped cancer from spreading. The migration potential of the cell is taken as the rate of 

change of the PLCγ is given by 
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The probability of choosing the “attractive location” in migration position is taken by 
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where iG  is the concentration of glucose at location i, iF  is the concentration of 

fibronectin and iε  is the error term, which is Gaussian distribution with mean 0 and 

variance 1 andφ ∈(0,1) representing the search precision [343] which is considered as 0.7. 

The probability of migration of tip endothelial cell is defined as 
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where the first term is chemotaxis in response to VEGF [334] and second term in response 

to fibronectin. α, vw  and β  are the positive rate constants, fV
 and F  are the 

concentration of VEGF and fibronectin respectively, kl  is the directional vector along k th  

direction (left, right, top and bottom). 

Tissue regeneration and vessel branching process in two and three dimensional grid is 

given as 
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DmA is the concentration of VEGF and drug respectively at lth candidate site 

and its neighbors and w1 is small value taken as 0.01. 

5.3.1  ODE Model of EGFR and IGF1R Signalling Pathways 

 In this section, we formulate the system of ordinary differential equations 

(Equations 22 - 39) of all the species (SOS-RAS-RAF-MEK-ERK-PI3K-AKT) involved in 

the EGFR signalling pathways as shown in Figure 5.1.  
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Figure 5.1 Schematic diagram of EGFR Signaling Pathway 
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The initial concentrations of all the species are taken from previous experiments 

[344] given in Table 5.2 .  

Table 5.2 Initial conditions of the state variables 

Species Initial value 

C1 IGFR_active_0=600.0 

C2 EGFR_active_0=8000.0 

C3 SOS_0=0.0 

C4 DSOS_0=120000.0 

C5 Ras_active_0=0.0 

C6 Akt_0=600000.0 

C7 Ras_0=120000.0 

C8 Raf_0=120000.0 

C9 Raf_active_0=0.0 

C10 Mek_0=600000.0 

C11 Mek_active_0=0.0 

C12 Erk_active_0=0.0 

C13 Erk_0=600000.0 

C14 P90Rsk_active_0=0.0 

C15 P90Rsk_0=120000.0 

C16 PIK3_active_0=0.0 

C17 PIK3_0=120000.0 

C18 Akt_active_0=0.0 

  

The chemical kinetics and the rate constants are taken from earlier studies and 

some are estimated as given in Table 5.3. The constant enzyme values RafPP_0 = 120000; 

PP2A_0 = 120000; RasGapActive_0 = 120000 are taken from previous research [344]. 



Table 5.3 Rate constants 

Constants Reference 

K1=0.02;  [344] 
K2=0.02;  (Estimated) 
K3=694.731;  [345] 
K4=500;  (Estimated) 
KE=6086070;  [345] 
KI=100000;  (Estimated) 
K5=161197;  [345] 
K6=1509.36;  [345] 
K7=0.126329;  [345] 
K8=0.884096;  [345] 
K9=2.83243;  [345] 
K10=185.759;  [345] 
K11=9.85367;  [345] 
K12=8.8912;  [345] 
K13=0.0213697;  [345] 
K14=0.005;  [344] 
K15=10.6737;  [345] 
K16=0.0566279;  [345] 
kf_PI3K_active=0.005;  [345] 
kM_p90Rsk_Erk=763523;  [345] 
kRas_SOS=32.344;  [345] 
kM_Ras_SOS=35954.3;  [345] 
kM_ERK_MEK=1007340;  [345] 
kM_DSOS_p90Rsk=896896;  [345] 
kM_PIK3_IGF1R=184912;  [345] 
kPIK3_EGFR=10.6737;  (Estimated) 
kM_PIK3_EGFR=184912;  (Estimated) 
kM_Akt_PIK3=653951;  [345] 
kAkt=0.005;  [344] 
kM_Erk_PP2A=3496490;  [345] 
kPIK3_Ras=0.0771067;  [345] 
kM_PIK3_Ras=272056;  [345] 
kM_Raf_Ras=62464.6;  [345] 
kM_Mek_Raf=4768350;  [345] 
kRaf_Act=15.1212;  [345] 
kM_Raf_Act=119355;  [345] 
kM_Ras_RasGab=1432410;  [345] 
kM_MEK_PP2A=518753;  [345] 
kM_Raf_RafPP=1061.71;  [345] 

 



5.4  RESULTS 

 

 
Figure 5.2(a) Vascular tumour growth under drug treatment up to 240 hours of simulation. 
Various cells are colour coded: necrotic cells (black), active cells (blue), quiescent cells 
(cyan) and proliferative cells (pink); Figure 5.2(b) Under no treatment 

Figure 5.2(a) 

Figure 5.2(b) 



 
 

 
Figure 5.3(a) The distribution of fibronectin under treatment in various cell regions of 
vascular tumour growth as colour coded up to 240 hours of simulation; Figure 5.3(b) No 
treatment 

Figure 5.3(a) 

Figure 5.3(b) 



 

 
Figure 5.4(a) The 3D plots of glucose, oxygen, TGF-alpha and TAF concentrations under 
drug treatment up to 240 hours of simulation; Figure 5.4(b) Concentration profiles of 
glucose, oxygen, TNFalpha and TAF among various cell regions are colour coded up to 
240 hours of simulation; 

Figure 5.4(a) 

Figure 5.4(b) 



 

 
Figure 5.4(c) The 3D plots of glucose, oxygen, TGF-alpha and TAF concentrations under 
no treatment up to 240 hours of simulation; Figure 5.4(d) Concentration profiles of 
glucose, oxygen, TNF-alpha and TAF under no treatment among various cell regions are 
colour coded up to 240 hours of simulation 

Figure 5.4(c) 

Figure 5.4(d) 



 

 
 

Figure 5.5(a) Profile of migrating cells vs. time; Figure 5.5(b) proliferative cells vs time 
under drug treatment up to 240 hours of simulation 

Figure 5.5(b) 

Figure 5.5(a) 



  

 
 

Figure 5.6(a) Profiles of active cells vs. time; Figure 5.6(b) apoptotic cells vs. time under 
drug treatment up to 240 hours of simulation 

Figure 5.6(a) 

Figure 5.6(b) 



 
 

 
 

Figure 5.7(a) Profiles of quiescent cells vs. time; Figure 5.7(b) vessel cells vs. time under 
drug treatment up to 240 hours of simulation  

Figure 5.7(a) 

Figure 5.7(b) 



 

 

Figure 5.8(a) Effective amount of EGFR vs. time;
among various cell regions (colour coded);
240 hours of simulation 
 

Effective amount of EGFR vs. time; Figure 5.8(b) Drug (TKI) distribution 
among various cell regions (colour coded); Figure 5.8(c) Threshold of PLCγ vs. time up to 

Figure 5.8(a) 

Figure 5.8(b) 

Figure 5.8(c) 

 

 
 

 

Drug (TKI) distribution 
of PLCγ vs. time up to 



 

 
 

Figure 5.9(a) Prolife of various cell types with drug (TKI); Figure 5.9(b) Profiles of 
various cell types without drug up to 240 hours simulation 

Figure 5.9(a) 

Figure 5.9(b) 



 
 

Figure 5.10 Number of active ERK receptors vs. time 

  
Figure 5.11 Number of active EGFR and IGF1R receptors vs. time 

 



 
 

Figure 5.12 Number of ERK receptors activated by EGFR and IGF1R simulations in wild 
type 
 

The simulation of in vitro tumour growth along with cell distributions in various 

zones have been done at each given time point. We initially took the nutrient 

concentrations such as oxygen, glucose, tumour angiogenesis factors, drug and vascular 

endothelial growth factors to be homogeneous a0, b0, c0, d0 and e0, respectively. The 

boundary conditions were set for each nutrient, drug and growth factors for numerical 

computation purposes were made. Equations were normalized and Neumann boundary 

conditions were applied with zero flux around the boundary and solved with PDESolver in 

Matlab2010a. At initial time point t0, the number of cells in two-dimensional and three-

dimensional grids was placed accordingly. Tumour growth was modelled with respect to 

time utilizing the biophysical quantities such as oxygen, glucose, TAF, drug, and the level 

of VEGF were the calculated data point. Drugs were introduced to the blood stream and 

the relative level was measured at each grid point chronologically. Tumour growth was 

simulated for 240 hours, which gave enough time for a transition from 

an_avascular_to_a_vascular growth. Certain assumptions of  model were made a) 

angiogenesis is induced by tumour cells that produce new vessels from previous vessels 



quiescent state; b) cell cycle of 24 hours; c) cells reversibly enter quiescence when cell 

nutrient intake is less than a particular threshold value; d) cells irreversibly become 

necrotic when cell nutrient intake will be zero; and e) tumour pressure [337] and capillary 

pressure [336]. 

 Figure 5.2(a) shows tumour volume and morphology changes during the avascular 

and vascular tumour growth under treatment and without treatment Figure 5.2(b). Once it 

transforms to a vascular stage, the tumour was characterized by an expansion of different 

cell types that are colour coded: active cells (blue), the necrotic core (black), quiescent 

cells (cyan) and proliferative cells (pink). The distribution of the fibronectin under drug 

treatment in different cell regions are colour coded as active cell zone (blue), quiescent 

zone (demarcated with yellow) and proliferative zone (cyan) as shown in Figure 5.3(a) and 

without treatment Figure 5.3(b). During the transformation from the avascular state to 

vascular state in tumour growth process, the cells quickly uptake oxygen and release a 

huge amount of waste during protein or DNA synthesis or cell proliferation. Figure 5.4(a) 

shows the 3D plot of the distribution of metabolic state profiles under drug treatment such 

as oxygen, glucose, TAF and TGF-alpha (analogue of EGFR); Figure 5.4(b) represents 

concentrations of various zones under drug treatment that are colour coded, active cells 

(blue), quiescent (yellow), proliferative (cyan). Figure 5.4(c) shows the 3D plot of the 

distribution of metabolic state profiles under no drug treatment such as oxygen, glucose, 

TAF and TGF-alpha; Figure 5.4(d) represents concentrations of various zones under no 

drug treatment, which are colour coded as active cells (blue), quiescent (yellow), 

proliferative (cyan). Below the threshold value, the oxygen level drops, the endothelial 

cells (EC) become quiescent and EC move to high VEGF, low drug concentration. This 

condition impairs the tumour and the cell cycle prolongs, resulting in the transition from 

avascular to vascular and causes cell death at the core tumour region. The number of 

tumour cells does not change; yet, the percentage of dead cells to inactive cells augments 

over time. The angiogenesis process is initiated and the supply the nutrients for further 

renewal of cell proliferation to support the growth of tumour. The simulations show that 

the vessels appeared to be confided to the outer edges of the tumour, resulting in more 

oxygen near the edge of the tumour and less or no oxygen at the tumour core, glucose 

accretion occurred throughout the tumour mass. However, the most concentrated level of 

oxygen was found just inside the outer edge of tumour, possibly from the proximity of 

active cells and the inability to adequately eliminate waste. Tumour angiogenesis factors 



tend to focus more within the tumour’s core, especially in low oxygen and glucose content 

regions were categorized by high waste content. Active cells were found near the edges of 

tumours were there are higher levels of oxygen and sufficient waste elimination.  This was 

seen in a large number of tumours and not within dead regions of the tumour as shown in 

Figure 5.4(b). Tumour actuated angiogenesis was studied for the local interstitial pressure 

using a sophisticated pattern based model for endothelial cells which induced a 

proliferation of TAF gradients. Thus, the model calculates tumour interstitial pressure and 

the blood vessel circulation’s intricate relationship gauges the growth factors accessibility 

and spatio-temporal deviation in nutrients.  

 Figure 5.5(a) shows the profile of the distribution of migrating cells with time 

variation. One can observe that the number of migrating cells gradually decreases and 

becomes almost zero after 85 hours until 190 hours and proliferative cells shows the 

oscillatory behaviour as shown in Figure 5.5(b), first increase after 85 hours of simulation 

and then falls drastically and further increases. This is due to the action of drug and anti-

angiogenesis or VEGF inhibitor treatment. Figure 5.6(a) represents the profiles of the 

active cells showing increase up to 85 hours and gradually decreases until 150 hours and 

becomes stable and again raises after 180 hours whereas the apoptotic cells are almost zero 

up to 105 hours and later gradually increases up to 200 hours of simulation and becomes 

stable as shown in Figure 5.6(b). The reason is that once the drug and anti-angiogenesis 

inhibits the number of active cells and thereafter falls gradually and the apoptotic cells 

start to increase when there are no metabolites supplied to the cells. The quiescent cell 

population is zero until 70 hours and gradually increases until 105 hours and then falls 

down as shown in Figure 5.7(a). This is because of a reduction of cell metabolites after 105 

hours of treatment. The plot between vessel numbers with time variation shows the 

behaviour of a sigmoid curve that initially increases and gets saturation after certain period 

as shown in Figure 5.7(b). Thus, the model indicates that endothelial cells move to high 

VEGF gradient.  In contrast to low-pressure tumours owing to a robust outwards 

interstitial fluid convection, high-pressure tumours with lower drug concentrations and low 

crowded vessels are prone to mature as a dendritic cell formation.  Furthermore, there will 

be a reduction in oxygen influx as well as residuals, favouring necrosis or else cell 

quiescence in the core tumour region. As a result, one could anticipate a more rapid 

proliferation of vascularized cells at the edge of the tumour following a dendritic structure 

within. In this study, the tumour morphology with respect to tyrosine kinase inhibitor in 



EGFR/ERK, we tested a tumour model both with and without the drug. The simulation 

results in Figure 5.8(a) shows that the effective average amount of EGFR increases until 

120 hours and then gradually falls, which is an inverted parabola curve. Figure 5.8(b) 

indicates the drug profile (TKI, EGFR inhibitor) distribution among various zones of 

tumour regions that are colour coded up to 240 hours of simulation. Figure 8(c) shows the 

profile of the threshold value of PLCγ, showing TKI molecules binding by EGFR lower 

the effective EGFR and accounts for the low PLCγ value. PLCγ value initially increases up 

to 105 hours and then gradually decreases, which indicates a fewer number of cell 

migration. We performed our simulations both under the conditions of drug concentration 

and with no drug. Profiles of different cell types such as proliferative cells, active cells, 

migration cells, quiescent cells, apoptotic cells and endothelial cells with drug treatment is 

shown in Figure 5.9(a) and a profile of all the cell types without drug treatment is shown in 

Figure 5.9(b). We observed that the proliferation rate of active cells become reduced, made 

a more solid tumour morphology and produced significant cell apoptosis with TKI induced 

EGFR inhibitor treatment. When no treatment is given, the results showed diminutive 

tumour growth control yield and a subsequent increase of cells in the necrotic region as 

well as active region.  

We framed the ODEs for the downstream signalling of EGFR signalling pathway. 

We solved the system of ODEs using the Runge-Kutta method (ODE15solver) in 

MATLAB2010a. Figure 5.10 shows the profile of active ERK receptors activated by the 

TKI inhibitor in the EGFR signalling pathway. We ran the simulation for 30 minutes and 

found that the average number of active ERK receptors initially increases and then falls 

after 3 minutes, showing the behaviour of an inverted parabola as shown in Figure 5.10. 

Since there are studies of non-small cell lung cancer and brain tumours like glioma and 

glioblastoma multiforme showing only TKI inhibitor in EGFR signalling that gives 

resistance to the tumour cells, we implemented the inhibition of EGFR in conjunction with 

IGF1R signalling pathways. The simulations of EGFR and IGF1R up to 240 minutes in 

Figure 5.11 shows the plots of the wild type expression (blue), down-expression (cyan) 

and over-expression (green) with the number of active EGFR and IGF1R receptors with 

respect to time. We performed the wild type simulations of EGFR and IGF1R receptors 

and found the number of active ERK receptors are higher for co-expression of EGFR 

along with IGF1R compared to the other conditions such as EGFR and IGF1R wild type 

expression, EGFR and IGF1R down-expression, EGFR wild type and over-expression of 



IGF1R, over-expression of EGFR and IGF1R wild type as shown in Figure 5.12. The 

simulation results are consistent with an earlier noteworthy immunohistochemistry study 

showing a higher co-expression of IGF1R plus EGFR acts as a prognostic basis 

representing NSCLC initial stage cases. 

In order to investigate the tumour growth model for robustness, we performed a 

sensitivity analysis to assess if any specific parameters have affected the outcome. For this, 

several factors such as diffusion rate, supply and consumption rate of nutrients (oxygen, 

glucose), TAF, drug and VEGF values are altered by ±1%, ±5%, and ±10% in the 

parameters table used in the model. We measured the number of active cells, examined the 

change of system response to the base level activity, and found that the kinetic rates of 

oxygen, glucose, TAF, VEGF, drug and vascular pressure are sensitive variables. 

5.5  DISCUSSION 

Understanding how an entire systems work together is often done by studying 

biological systems at the micro to macro level by using multi-scale modelling, which can 

incorporate a wide range of time spans, from nanoseconds to years and from a single gene 

to an entire genome. This model produces an integrative understanding of different aspects 

of biological systems.  The proposed multi-scale tumour growth model integrated with 

angiogenesis process uses a system of partial differential equations based on reaction–

diffusion kinetics, which illustrates the development of nutrient delivery such as glucose, 

oxygen, drugs, tumour angiogenesis factors and vascular endothelial growth factors. These 

factors control and influence the growth of new vessels from existing vessels in the case of 

tumours. Laboratory models have shown that cells migrate towards blood vessels and 

develop over time. Tumour cells are attracted to the higher nutrient levels near blood cells, 

which may account for this movement.  At the same time, blood vessels also move in the 

direction of the tumour’s core and form a complex network of vessels. This may be due to 

the high VEGF-gradient that is in proximity to the tumour, which draws endothelial cells 

thereby intensifying vessel branching [346]. The activity of tumour cells indicates the 

toxicity of a given treatment. Higher levels of drugs can also bring about tumour cell 

transitions (active, inactive or dead). The body level pharmacokinetics models were used 

to determine the intravascular drug concentration as proposed [347, 348]. To simplify the 

model, drug levels remained the same or on par with constant intravenous drips. 

Nevertheless, the plasma drug levels verses time is easily simulated with population 

kinetics modelling and the drug dose was affected via extracellular area, vessel radius and 



the force disparity in blood capillaries [349]. The dose of drug age as a result was more 

likely to disseminate in a near to low force territory and not capable of diffusing within the 

interior tumour-compartment. The presence of a drug in a tumour’s interstitial region can 

be affected by the varying pressure levels found in capillaries and outside of cells so that 

drugs find the path of least resistance by diffusing into low-pressure areas away from the 

centre of the tumour cell. The normal growth rate of a vessel was assumed to be 

0.6mm/day in normal tissue [350], which will be increased for vessels surrounding the 

tumour region. Despite earlier studies that imitated angiogenesis by tip cell division [334, 

351, 352], we considered the influence of the nutrient availability to the cells for vessel 

maturation. Interstice-tumour-pressure was found to be much higher than the pressure of 

the surrounding tissue and the core of the tumour had the highest level of pressure [340]. 

Few studies [337, 353] have suggested that the high tumour pressure is due to the compact 

nature of tumour cells rapid mitosis, which pushes normal tissue trapping interstice fluids 

and increases pressure at the core of the tumour.  

The multi-scale modelling of the tumour at different levels (cellular, molecular and 

tissue) coupled with the angiogenesis process is evaluated with the TKI inhibition of 

EGFR signalling pathway and VEGF inhibitor. At the tissue level of the model, the 

tumours inter cell space-pressure accounts for pressure from tumour mitosis and vascular 

perfusion. It can also determine the vascular and tumour pressure during tumour 

proliferation. The proposed model is not restricted to avascular tumours and can be 

applicable to all kinds of tumours. We built a system of partial differential equations to 

model the metabolites and growth factors such as oxygen, glucose, drug, TAF distributions 

and VEGF inhibitors at intratumoral levels by incorporating tumour pressure-induced 

interstitial fluid convection. Anti-angiogenic inhibitors target pre-angiogenic vessels and 

may cause apoptosis of the endothelial cells. 

The regulation of the EGFR family receptor tyrosine kinases depends on precise 

interactions between interconnected parts and systems. The alteration of a single protein or 

sequence can severely disrupt its regulation. Yet, mutations are the entry point for 

therapies of targeted inhibition of dysregulated EGFR signalling. In fact, the transfer of 

DNA during the normal regulation of EGFR family signalling is one the most studied of 

the receptor tyrosine kinase family, especially at the atomic-level with new studies 

continually providing new insights and novel directions. A recent study discovered the 

asymmetric homodimer assembly is critical for kinase activation [354]. Other studies 



examined the systems that trigger mutations and anti-mutation structures specifically in the 

area of kinase, have given deep insights regarding the mechanisms of EGFR family 

activation and resistance to small molecule inhibitors. Our results indicate that treatment 

by EGFR inhibitors slows the advancement of the tumour. The trussing of TKI molecules 

towards EGFR lowers the EGFR in force, which effects the low threshold value of PLCγ 

and diminution in the number of cell migration. Consequently, it reduces tumour invasion, 

which is consistent with other simulation studies [341]. However, due to the twin facets of 

angiogenesis, the survival rate of the tumour cell does not always diminish. Lately created 

vessels deliver a considerable quantity of EGFR inhibition molecules to obstruct the EGFR 

signalling passageway guiding tumour growth inhibition in the initial phase resulting in 

diminished cell endurance. In tandem, the new-found vessels transport a large amount of 

oxygen and glucose to tumour growth cells that boosted cell endurance at advanced 

phases. The effects of the dual roles of angiogenesis disclose that cancer progression can 

be arrested or decreased by using EGFR inhibitor treatment and insulin-like growth factor 

1 (IGF1) receptors at the same time. Our simulations demonstrate that our proposed model 

shows good agreement with experimental data on the knock out mouse model and great 

potential for translating it to clinical work. 

The computational simulations performed in this work demonstrate the potential of 

integrating a drug evaluation coupled with angiogenesis in the proposed model. Multiple 

cell types of tumour progression, including active cells, proliferative cells, quiescent cells 

and apoptotic cells along with drug and growth factors were computer-generated. 

Moreover, we integrated several tissue specific biophysical parameters such as diffusion 

and secretion rates of metabolites, drug, growth factors, tissue density, vascular pressure 

and intratumoral, etc., depicting a three dimensional tumour growth blueprint.  Due to the 

huge potential of the modular approach, the model can be extended in nature and 

incorporate additional functions or properties related to drugs, tissue perfusion and 

comprehensive signalling pathways. The model can be tailored for patient specific 

therapeutics with some other additional inputs and standardization. The model proposed in 

this study predicts and its potential applicability will be a valuable prognostic platform for 

drug discovery and therapeutic planning. Future work can further refine the model by 

incorporating several other factors for insights using in silico three-dimensional tumour 

growth models moving from ‘bench side’ inventions to a patients ‘bedside’.  However, 

simulations for high dimensional in silico approaches necessitate high throughput 



computing power besides tedious computational time and cost. 

5.6  CONCLUSION 

This study presents a new solid tumour growth multi-scale-modelling at the 

cellular, molecular and tissue levels with an angiogenesis module and TKI in EGFR 

signalling pathway integrated with anti-angiogenesis or IGF1R inhibitor treatment. A 

system of PDEs framework were used to alter the level of various nutrients supplied to the 

cells such as glucose, oxygen, drug, TAF and VEGF in the tumour microenvironment at 

the cellular level. VEGF angiogenesis inhibitors were shown by blood vessel formations 

and maturation owing to the tumour cells because of the infused nutrients forming new 

blood vessels at the tissue level. A system of ODEs was used to simulate the posterior 

mechanics of EGFR/ERK signalling integrated with IGF1R signalling pathway at the 

molecular level. Our simulation results give a demonstration of joint actions of active cells, 

migrating cells, proliferative cells and quiescent cells regulated by the active ERK 

receptors including EGFR and IGF1R receptors depicting sketch of tumour evolution. The 

dual effects of angiogenesis were also found on EGFR inhibition treatment to decrease the 

tumour invasion, as well as supply nutrients to tumour compartments to promote cell 

endurance at later time stages. Thus, our simulations suggest that EGFR and IGFR1 co-

expression activates more ERK receptors when compared to down-expression or over-

expression of EGFR and IGF1R. There is a good agreement between the simulations, an 

experimental mouse model and clinical data. 

5.7 AUTHOR’S RESEARCH CONTRIBUTION 
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Modeling of Solid Tumor Growth and Treatment: Lung Cancer as Case Study” Submitted 

to Elsevier Mathematical Biosciences. 

 

  



Chapter – 6 

 

CONCLUSION AND FUTURE SCOPE OF WORK 

  

6.1  CONCLUSIONS 

Despite more biological data and faster computers, the primary driving force is intellectual 

activity that will spur new ideas, approaches, allow the further development of the field and its future 

establishment as the crown of biological sciences. This work tried to meet all four objectives in a 

single piece of work and the results indicated that we have succeeded in taking constructive steps 

toward each goal. As such, these works hope to advance the understanding of contemporary 

bioinformatics and cancer systems biology relevant to research in life sciences. 

The design of an ontology that represents gene function is critical for addressing 

the challenge of integrating sequence data, which has seen a rapid increase in the amount 

of data from functional analyses of genes. The overall strategy presented in this thesis 

clarifies how an ontology-based gene function may be implemented using genomic 

databases. The vital importance of the tremendous amount of biological knowledge 

contained in genomic databases has been investigated by analyzing an ontology-based 

gene function that leads to a physiological model. The proposed model contributed to 

overcome the difficulties by considering gene ontology based models to realize physiology 

through the efficient management of biological data. Thus, a huge database warehouse is 

needed to integrate the relevant available data of genes and databases containing detailed 

information of physical traits. This will aid researches move seamlessly from genes to 

physical and physiological attributes to better understand their influence and effects. The 

development of such a gene ontology based solution will lead to genome wide associated 

studies with the capability of functional genomics as a whole. From this descriptive 

ontology based physiological model, further tailored prototypes can be developed that will 

ultimately lead to a full physiological picture of any organism under observation. The 

success of such a promising, complex, and full physiological tailored system that is 

functional, intelligible and reliable depend on the validated gene ontology databanks. Such 

systems biology solution requires the continuous involvement of a modeller and the best 

high performance computing automated methods that can use rapidly evolving gene 

ontology databanks.  

After understanding the concept of a full physiology model, the same has been 



implemented using the power of contemporary bioinformatics. The Plants Physiological 

model (PPDB) was built after mining data from gene ontology (GO) as an abstraction of 

the plants gene ontology data with a common vocabulary, systemization of knowledge, 

standardization and easy to use functionality that acts as an educational resource for plant 

biologists and bioinformaticians. This classified and annotated plant genomic data with 

149 BP terms, 36 CC terms, 21 MF terms, and 37 annotated terms were finally stored in 

the Plants Physiology Database. Hence, a plant physiology database was developed as a 

new investigating tool to give ready information access and the plant physiology 

(biological process, cellular component, molecular function - BPCCMF) as a whole can be 

investigated. This will save valuable time and effort for relevant researchers.  Further, 

users can download the latest updated database and its database schema on plant 

physiology. The technical knowhow or manual is also provided for life scientists to build 

their own local PPDB mirror, which is missing in most of the investigating tools published 

to the best of the author’s knowledge. The working principles and search options 

associated with the PPDB are publicly available and freely accessible on-line 

(http://www.iitr.ernet.in/ajayshiv/) through a user-friendly environment. It contains the 

latest full compendium of curated expression data entries for plants and is freely offered to 

researchers and companies worldwide via open access.  

Through this thesis, we hope to enlighten the reader on the computational systems biology 

approaches applied to cancer research. These approaches offer promising insights to defeat cancer. 

The heuristics models are well studied and suited for identifying which genes are 

differentially expressed in two different types of cancer patients. The results of the 

microarray data analysis provides invaluable information that can pave the way for 

innovative opportunities for an early diagnosis of malignancies and building explicit 

disease sketches. The data driven systems biology of cancer found the list of significant 

genes or differentially expressed genes in provisions of probabilities for leukemia dataset. 

This helps to find the functional relationships between genes in MDB warehouses by 

linking annotations from GO. Moreover, clusters with filter genes were able to distinguish 

ALL and MLL in unsupervised clustering. In addition, the quality and availability of gene 

annotations is essential for biological discoveries. The modern era of functional genomics 

propelled by MDB technology paves the way to elucidate physiological model of any 

disease. Therefore, bioinformatics applications and systems biology will be able to 

facilitate in decoding the life sciences concealed knowledge to beat diseases using a 



personalized medicine decision support system. 

The knowledge based cancer systems biology study presents a new solid tumour 

growth multi-scale-modelling at the cellular, molecular and tissue levels with an 

angiogenesis module and TKI in EGFR signalling pathway integrated with anti-

angiogenesis or IGF1R inhibitor treatment. A system of PDEs framework were used to 

alter the level of various nutrients supplied to the cells such as glucose, oxygen, drug, TAF 

and VEGF in the tumour microenvironment at the cellular level. VEGF angiogenesis 

inhibitors were shown by blood vessel formations and maturation owing to the tumour 

cells because of the infused nutrients forming new blood vessels at the tissue level. A 

system of ODEs was used to simulate the posterior mechanics of EGFR/ERK signalling 

integrated with IGF1R signalling pathway at the molecular level. Our simulation results 

give a demonstration of joint actions of active cells, migrating cells, proliferative cells and 

quiescent cells regulated by the active ERK receptors including EGFR and IGF1R 

receptors depicting sketch of tumour evolution. The dual effects of angiogenesis were also 

found on EGFR inhibition treatment to decrease the tumour invasion, as well as supply 

nutrients to tumour compartments to promote cell endurance at later time stages. Thus, our 

simulations suggest that EGFR and IGFR1 co-expression activates more ERK receptors 

when compared to down-expression or over-expression of EGFR and IGF1R. There is a 

good agreement between the simulations, an experimental mouse model, and clinical data. 

6.2  A WISH FOR DEVELOPING COUNTRIES  

Systems biology of cancer aims at designing tailored treatment for each patient. One can also 

ask if the cost of this personalized medicine is affordable. Progress based on new technologies is often 

expensive. To start with, it will be based on the availability of targeted therapeutic molecules for all 

investigation points. This means developing hundreds of new drugs.  

On one hand, pharmaceutical companies focus on blockbuster drugs applicable to most 

people. This is a model of the average patient and the opposite of personalized medicine. With 

systems biology and personalized medicine comes preventive medicine. This prevention should bring 

important gains in terms of reducing the price of costly treatments and of course patient suffering. 

Making personalized medicine a reality is therefore primarily a matter of political will and 

organization [89]. 

6.3  FUTURE SCOPE  

The aim of the proposed integrated model is to augment the prototype development 



processes for multiscale-multilevel physiological models in the future. Moreover, a model 

has to be regarded as a transient object that assists biologists. It is in the nature of scientific 

models to become obsolete. Thus, a model has to be superseded by more refined and more 

up-to-date models. 

Due to a substantial flexibility in the structure and organization of the Plants 

Physiology Database, it is capable of being conveniently upgraded in the future with new 

data entries from various sources and approaches that are more efficient for data mining. 

The same implementation can be extended for other organisms, pathological conditions, 

etc., after mining gene ontological data in near future. 

To the best of author’s knowledge, no comparative experimental test has been 

carried out on systems biology processes that clearly distinguish between truly 

differentially expressed genes and false positives. This can be a future work with great 

potential. The analysis on the leukemia microarray data can be done for another input data 

set, the latest Affymetrix deposited HG-U133 files (or other most recent files, if deposited 

in the meantime) in the near future.   

The work related to the structure of dynamical modelling can be extended for 3D 

simulation integrating more factors like blood flow, intratumoral pressure. In addition, 

high throughput technologies produce a huge amount of data that requires reliable 

annotations (also termed metadata) in order to provide significant biological and/or clinical 

interpretations and fit to be used in systems biology approaches. 

Contemporary bioinformatics along with systems biology applications facilitate in 

decoding the life sciences concealed knowledge to win over diseases using personalized 

medicine decision support system in the near future. As such, four areas with novel 

techniques are required to realize the potential of personalized medicine: 1) Handling high 

throughput genomic data; 2) deducing the functional genomics and the effect of genomic 

variation; 3) integrating and relating complex genetic interactions with phenotypes using 

systems biology approaches; and 4) translating these findings into medical practice. 

Processing individual genomic data will be a big issue. High throughput genomic data 

profiling can replicate current leukemia classification based on present-day techniques in 

genetic marking, morphology, immunophenotype. Specificity and sensitivity are high for 

subcategories with specific therapeutic consequences and turnaround time will also be 

short. It can complement prevalent diagnostic standards and may even define superior 



classification systems in the near future. 

Due to rapidly evolving field, the issues related to literature mining which is 

incarnation of all prior knowledge having huge potential. This comes into picture while 

doing thorough review of literature related to this research work. For instance, nearly 

seventeen million citations of published articles in the MEDLINE database alone exist. It 

is found that it is complex task to search relevant data in biomedical domain. The 

centralized data resource with proper cataloging and annotation for related literature is also 

one of the needs of the hour for gaining a quicker overview. This can be taken into account 

as one of the future work. 
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Annexure – A 

 
PLANTS PHYSIOLOGY DATABASE AS BROWSING TOOL   

 

 

 

The PPDB is available in the public domain through a user friendly environment 

accessible at www.iitr.ernet.in/ajayshiv/ or www.iitr.ac.in/ajayshiv as shown in Figure A.1.  

 

Figure A.1 PPDB Front Webpage 

 



After clicking the Internet Link under Web Links as shown in Figure 1, a display of the 

webpage is shown in Figure A.2. 

 

Figure A.2 Webpage after clicking the Internet Link under Web Links 

 

To indicate some of the functional features of PPDB, a search example for 

searching ‘protein storage vacuole or GO:0000326’ is described below. The initial display 

of PPDB that is relevant for retrieving data from the database is given in Figure A.3. 

Besides entering keywords or a specific GO accession number, the “SEARCH FOR” 

option offers the possibility of specifying either “Full Physiology” (BPCCMF), (biological 

process, cellular component, molecular function) three constitutive terms of physiological 

GO or any single one. In the instructive exercise, the search was performed by choosing 

“Enter Keywords = GO:0000326” and “Search for = Full Physiology”, while the “Search 

in” option was associated with the “All fields” option checked. The display showing the 

search results is given in Figure A.4 with a broader view of showing major fields like 

“Accession No.”, “Name”, “Ontology/Type” and “EMBL-EBI Link”.  

 



 

Figure A.3 Display showing various search options of PPDB 

 

Figure A.4 The search results obtained by specifying Enter Keywords = GO:0000326 



 

Figure A.5 Detailed description of GO:0000326 obtained by clicking on “Details” in the 

Accession No. column 

A thorough description of GO:0000326 can be accessed by clicking on “Details” 



given in the Accession No. column. The detailed description of term name represents 

Accession No, Ontology, Synonyms, Definition, Comment, Subset, Source, WikiURL as 

shown in Figure A.5. 

Every term has a unique identifier and a name defined by the Gene Ontology 

Consortium [23, 243]. This was done in order to unify the information with other available 

databases. The Accession No. is prefixed with the GO to form a unique zero-padded seven 

digit identifier. Definition and Comment deal with added information about the term. 

The Subset fields attribute shows up the GO slim term if it exists for the searched 

term.  Source shows a reference from where the term is taken, e.g. a PubMed ID or some 

other reference. WikiURL indicates usage comments for the term on the Gene Ontology 

Normal Usage Tracking System (GONUTS) [259] having editable wiki for every GO 

entity for registered users, while the EMBL-EBI Link links to the European Molecular 

Biology Laboratory - European Bioinformatics Institute database in order to provide a 

wide background of information for researchers [23, 29, 243]. 

The description is followed by two tables containing the objects that are the 

ancestors and children of GO:0000326 in terms of their functional and ontological 

interrelationships, respectively. Besides offering the possibility to further browse and 

analyze each of the objects directly from the tables, it is important to note two additional 

links namely, “[+] View this term in EBI QuickGO (Sourced via AmiGO) [261]”, “[+] 

View this term in directed acyclic graph form (Sourced via AmiGO)” being above and 

below the tables, respectively show the PNG (Portable Network Graphics) image [218].  

By clicking on the upper link, a scheme illustrating functional relationships of the 

14 ancestor Gene Ontologies of GO:0000326 pops up Figure A.6. Expanding this link 

provides a further link to a very useful resource ‘EBI's QuickGO Reference Manual’ [261] 

for purposes of information. From a physiological point of view, this type of scheme is 

quite handy for analyzing the locations and interactions of sub cellular structures and 

macromolecular complexes being in their active states, taking into account that the sub 

cellular structures are mainly gene products that have different biological and chemical 

functions. In other words, the expression of genes in temporally and spatially characteristic 

patterns is associated with the structurally distinct products that reside in specific cellular 

compartments and may be part of one or more multi-component complexes. By selecting 

the bottom link, another scheme featuring only the ontological relationships of the 14 

ancestor GO terms shows up, see Figure. A.7. 



 

Figure A.6 The functional
GO:0000326, elucidating the definitions, interactions and locations of sub cellular 
structures and macromolecular complexes being in their active states

 

The functional relationships of the 14 ancestor Gene Ontologies of 
GO:0000326, elucidating the definitions, interactions and locations of sub cellular 
structures and macromolecular complexes being in their active states 

 

relationships of the 14 ancestor Gene Ontologies of 
GO:0000326, elucidating the definitions, interactions and locations of sub cellular 



Figure A.7 Ontological relationships of the 14 
Directed Acyclic Graph form

This short example illustrates that 

Ontological relationships of the 14 ancestor GO terms of GO:0000326 in 
Directed Acyclic Graph form 

This short example illustrates that the plant physiology of interest can be 

 

ancestor GO terms of GO:0000326 in 

plant physiology of interest can be 



unambiguously represented using the PPDB in a computationally tractable way. By 

selecting adequate search options depending upon specific physiology, the PPDB is able to 

trace very intricate GO relationships in the sense of the cause-consequence considerations, 

thus substantially facilitating collection of novel insights into physiology of plants at a 

system level. 

  



 Annexure – B 

 
NORMALIZED RESULTS   

 

Figure B.1 Normalization result of CL2001011101AA 



 
Figure B.2 Normalization result of CL2001011102AA 

 

 
Figure B.3 Normalization result of CL2001011104AA 



 
Figure B.4 Normalization result of CL2001011105AA 

 

 
Figure B.5 Normalization result of CL2001011106AA 



 
Figure B.6 Normalization result of CL2001011109AA 

 

 
Figure B.7 Normalization result of CL2001011110AA 



 
Figure B.8 Normalization result of CL2001011111AA 

 

 
Figure B.9 Normalization result of CL2001011112AA 



 
Figure B.10 Normalization result of CL2001011113AA 

 

 
Figure B.11 Normalization result of CL2001011114AA 



 
Figure B.12 Normalization result of CL2001011116AA 

 

 
Figure B.13 Normalization result of CL2001011118AA 



 
Figure B.14 Normalization result of CL2001011119AA 

 

 
Figure B.15 Normalization result of CL2001011120AA 



 
Figure B.16 Normalization result of CL2001011121AA 

 

 
Figure B.17 Normalization result of CL2001011122AA 



 
Figure B.18 Normalization result of CL2001011123AA 

 

 
Figure B.19 Normalization result of CL2001011124AA 



 
Figure B.20 Normalization result of CL2001011126AA 

 

 
Figure B.21 Normalization result of CL2001011127AA 



 
Figure B.22 Normalization result of CL2001011128AA 

 

 
Figure B.23 Normalization result of CL2001011129AA 



 
Figure B.24 Normalization result of CL2001011130AA 

 

 
Figure B.25 Normalization result of CL2001011131AA 



 
Figure B.26 Normalization result of CL2001011132AA 

 

 
Figure B.27 Normalization result of CL2001011133AA 



 
Figure B.28 Normalization result of CL2001011137AA 

 

 
Figure B.29 Normalization result of CL2001011138AA 



 
Figure B.30 Normalization result of CL2001011139AA 

 

 
Figure B.31 Normalization result of CL2001011140AA 



 
Figure B.32 Normalization result of CL2001011142AA 

 

 
Figure B.33 Normalization result of CL2001011143AA 



 
Figure B.34 Normalization result of CL2001011144AA 

 

 
Figure B.35 Normalization result of CL2001011146AA 



 
Figure B.36 Normalization result of CL2001011149AA 

 

 
Figure B.37 Normalization result of CL2001011150AA 



 
Figure B.38 Normalization result of CL2001011151AA 

 

 
Figure B.39 Normalization result of CL2001011152AA 



 
Figure B.40 Normalization result of CL2001011153AA 

 

 
Figure B.41 Normalization result of CL2001011154AA 

  



 Annexure – C 

 
CONNECTING THE DOTS   

 

The heading of this Annexure is taken from the first story told by Steve Jobs, ex 

CEO of Apple Computer and Pixar Animation Studios, on June 12, 2005 at Stanford 

University, where he said: 

“Again, you can't connect the dots looking forward; you can only connect them 

looking backwards. So you have to trust that the dots will somehow connect in your future. 

You have to trust in something - your gut, destiny, life, karma, whatever. This approach 

has never let me down, and it has made all the difference in my life.” 

These motivational words give me direction during thesis writing. The initial goal of my 

doctoral research is to study contemporary applications of database management in bioinformatics, but 

as the work progressed, new research interests were also evolved. Henceforth, development of gene 

ontology data mining tool using contemporary bioinformatics and systems biology of cancer became 

the central issue. The work progressed in four distinct but logically connected parts, each with a 

different focus, different results, and directed by different supervisors. As such, it was anticipated that 

contemporary bioinformatics and computational systems biology applications will expand in 

innovative directions. Such new disciplines have fuzzy boundaries due to rapidly evolving 

topics. Existing scientific communities join the new field, exert various influences and 

shape it in sometimes unexpected ways. These directions will be dictated by biological research 

questions of high clinical relevance, and by progress in investigation technologies.  

While connecting the dots, recent genomic studies disclose association between 

human genetics and plant genetics in the book “What a plant knows: a field guide to the 

senses” [355] where researcher predicts that genome wide similarity studies on plants 

genes could unveil biological complexities of cancer besides lead to behavioural studies in 

animals. Such similarity studies have great impact and can accelerate medical research 

initiatives where plants can be used for clinical trials on cellular level. In the current year 

2014, published studies on sea anemone [356, 357] found that the complex interaction 

network of genes in anemone bear a resemblance to the genes present in the animals and 

therefore sea anemone can be treated as half plants and half animals. 

The ideas presented in this thesis have not become mainstream so far, and still 

matters of current research but we can anticipate that they will soon bring important 



insights in all living forms leading to plants animal continuum gene based studies. This 

requires a holistic-integrative approach and meta analysis across different omics databases. 

Scientists are cognisant of ongoing research and assets required in their respective field, 

yet in the form of modular pieces of a puzzle as illustrated in Figure C.1. New breed of 

researchers who believe in open source philosophy for the betterment of society are needed 

to integrate biological pieces of puzzle that can be easily accessible. HPC infrastructure 

such as cluster, cloud or grid computing is definitely required for data storage, data 

transfer, data computation and access control. Such massively parallel infrastructure 

allows many tasks to be run simultaneously in order to reduce the effective computation 

time. Efficient bioinformatics definitely relies on strong information and technology 

support. To conclude, integration of many layers of gene based information is necessary 

and really important to understand the holy grail of living systems as shown in Figure C.1. 
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Figure C.1 Linking biological pieces of puzzle for novel relationships and deeper insights 

 


