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ABSTRACT

As newswire data is growing continuously at a very fast pace, the need

for techniques generating instantly digestible and concise format news

information is emerging. My research goal in dissertation thesis is to de-

velop models that can automatically extract summarized and interesting news

information. Aiming to solve the problem of low engagement time of news audience

and several other news journalism problem.

There has been great progress in automatically extraction and generation of

facts, trivias and other interesting information from news media data such as trivia

generation, event detection, headlines generation, sentiment analysis, question-

answering systems. However, in-spite of these approaches the news audience

engagement time is still low. Also, these solutions are often based on different

learning models. My goal is to develop general and scalable algorithms that can

work over any language, any domain and any media format having textual content.

The model (E3) in this thesis address these shortcomings. They provide effective

and efficient keyphrases for multilingual and multi-format news data. They provide

a set of features to rank the set of keyphrases. Furthermore, a method is provided

to enrich the extracted keyphrases by finding the types and input query related

information like role played by person entity. This kind of information is very

helpful in cases where many people, multiple organization and multiple location

are mentioned. As it is very difficult for a reader to keep track of all the mentioned

entities. Henceforth, readers often losses interest in the news concept and the

network traffic gets lost. Also, we have specifically chosen the keyphrase based

summary as they provide a high-level overview of news data in a short span of

time with little effort.

iv



We have evaluated our unsupervised system E3 on varying input queries, from

general topics (E.g. Election) to specific topics (E.g. Bihar Election) to demonstrate

the efficiency and effectiveness of our keyphrase extraction and keyphrase en-

richment method over existing state-of-the-art. Our experimental results show

that E3 performs significantly better than the defined baselines on seven different

parameters. We also investigate the effect of the use of linguistic and syntactical

features in keyphrase extraction, with an user case study and found that our

system is fairly robust.

Keywords: Automated News Summarization, Keyphrase Extraction, Keyphrase
Enrichment, Keyphrase Ranking, Natural Language Processing.
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1
INTRODUCTION

News media is a place where ideas, events and opinions are turgid with a

wide range of data formats. Such as long text (articles), short text (head-

lines, tweets, hashtags), videos and others. According to Reuters’ report

also, the content published by news medias is Big Data. The news is continually

being published in multiple languages by multiple sources in multiple data formats.

Also, the number of news audience is very large and growing significantly for the

mobile device users. Figure 1.1 shows that NBC News source has itself over 13

million unique visitors each month1 and around 2 million unique mobile web US

viewers. However the amount of time a user gives to a news application is only

about 3 minutes per visit, according to the survey conducted by PEW2. One of

the major reason for news audience’s low engagement time is information over-

load. A news reader itself has to analyze such huge amount of information. Thus,

the news audience is compelled to make random picks among the search results.

Consequently, significant information related to the input query may lose. Cur-

rently, there is a high need for instantly digestible, precise and concise information,

providing a broad overview of news data.

In view of this, popular news aggregators like Google News, Yahoo News indexes
1https://www.quantcast.com/nbcnews.com
2http://www.journalism.org
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CHAPTER 1. INTRODUCTION

Figure 1.1: NBC News monthly news traffic (source: Quancast)

the information publish by online news media. They provide ergonomic solutions

for news exploration, such as news categorization (on topics like Sports, Politics),

location specific news, recent and popular news, etc. However, such solutions are

adhoc, as they do not provide quick insights about the query. News audience is

still required to spend more time to understand the happenings and evolution of

the news events. For instance, on 26 January 2016 Google Search suggested 227

million results for ‘Paris Attack’. Whereas Google News returned just 5% results

for the same query. However the 5% of 227 million is not really small, it is about

46 million URLs. And that too the results were multilingual. The reason behind

such large number of results is, the search engines do not semantically analyse

and summarize the texts. They just return the complete document details using

syntactical features like frequency, inverse document frequency, word position and

others.

Hence, there is an emerging need for techniques enabling news audience to

asses the relevant news information faster and easier. For this problem query

relevant summarization system seems a promising solution, as summaries are not

cluttered with details. With the help of summary a user can quickly recognize the

content and easily filter the irrelevant news stories.

3



CHAPTER 1. INTRODUCTION

Traditional work done to summarise news content is by generating trending

headlines and snippets, having an average length of 10 tokens per headline

(for detailed analysis of news headlines, see Appendix A). However, users are

seeking instantly digestible news information. They want news in even more

compact form, that is sufficient enough to provide all the relevant and important

information. Although such general summaries do not work well for all, as some

user may be interested in some other news concepts and entities whose details

may get missed on standardized summary results. For instance, we passed a

news article to an online summarizer tool3, and its results shown in Figure 1.2.

However, if a news reader is interested in reading about ‘Kerala Temple’, then

they may skip the article by reading Figure 1.2(a) sentence based summary. As

a result, prominent information may lose. To mitigate the problem we present a

keyphrase based news summary, as the information provided by set of keyphrases

is usually self contained and complete. Keyphrase mining is the state-of-the-art

approach for such scenarios. Here keyphrase is a group of words, describing some

prominent information about the input document. However, keyphrase follows no

standard structure or grammatical rules like sentences does. Keyphrases are just

a permutation of group of words which is contextually meaningful. For example,

‘Bihar Election Result’, ‘Bihar BJP Candidate’, ‘Grand Alliance’. The result obtained

by our keyphrase based system E3 is shown in Figure 1.2(b). Also, we can observe

from the Figure 1.2 that it is comparatively faster and easier to gather knowledge

via keyphrase than sentence based news summary.

In this thesis, we aim to convert the voluminous News data into small group

tokens which are easy to understand and conveys maximum knowledge to news

audiences. Also, our aim is to develop techniques using minimum computational

resources, so that applications can be deployed even on low processing devices like

mobile phones.

Applications: The Keyphrase extracted from news corpus can be used for news

classification, index generation, query expansion, meta-tag suggestion, hashtag

generation, disambiguation through related keyphrase sets, and many more. Com-

panies earning on the basis of Ad revenues, can also use appropriate keyphrases to

bring related users to the related news stories.
3https://www.tools4noobs.com/summarize/

4



CHAPTER 1. INTRODUCTION

Figure 1.2: News article summarization (a) Sentence based (b) Keyword based
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CHAPTER 1. INTRODUCTION

1.1 Technical Challenges

However, there are some technical challenges that make using keyphrases for news

event exploration far from being straightforward. In-spite of keyphrase extraction

from multilingual and multi-data format news, some other major challenges are:

• Distinguishing informing news keyphrase from other non-informing keyphrases.

• Identifying duplicates among the keyphrases to minimize redundancy. For

instance, the two keyphrases are very similar to each other: “Bihar Election

Results”, “Bihar Polling Results”.

• Ordering the selected keyphrase such that the keyphrase based summary

seems interesting to news audiences.

1.2 Thesis Contribution and Outline

The major research contribution in our effort to leverage heterogeneous news data

for query based keyphrase mining to improve the news exploration task are:

• We present E3, a novel keyphrase based news event exploration engine for

obtaining a global description of heterogeneous news.

• We demonstrate the importance of linguistic and syntactical features of

text. On comparison with state-of-the-art systems results show that E3 has

significantly improved over keyphrase extraction in terms of informativeness

and interestingness.

• We introduce the notion of novelty, activeness and recency in time interval as

a means for keyphrase ranking along with the frequency of the keyphrase.

• We discovered temporal roles played by frequently associated entities in news

media and their time period of involvement.

• We provide an effective method to disambiguate entities present in news

corpora with no requirement of external knowledge base.

6



CHAPTER 1. INTRODUCTION

• We propose a new mechanism for evaluating the domain Independence of

keyphrase extraction process. For this we use Plot Keywords from IMDB, and

further use it as testing dataset.

Chapter 2 gives background details for keyphrase extraction and news event

exploration approaches. Chapter 3 is an introductory chapter of the E3 model

that introduces the preliminaries of E3 and keyphrase generation and enrichment

process for multilingual, heterogeneous data format news media. The Chapter 4 dis-

cusses the linguistic and synthetic Keyphrase Extraction algorithm and Keyphrase

Enrichment algorithm in detail. Chapter 5 presents the experiments and results,

along with an evaluation of approaches discussed in Chapter 2. Next, in Chapter 6

we demonstrate our system E3 and gives an overview of our dataset collected for

various specific and general input queries. Finally, Chapter 7 concludes the thesis

and discusses directions the work can be extended.

7
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2
LITERATURE REVIEW

This chapter provides the necessary background to explore the subject of

this thesis. The review starts with keyphrase extraction which is the main

axis of the thesis. It then continues with a discussion of existing news

exploratory systems.

2.1 Keyphrase Extraction

Keyphrases helps in analyzing large amount of information quickly, by allowing

the readers to skim irrelevant text. To extract a set of keyphrases from textual

data various modern techniques, such as Topic Learning [4] and Keyphrase mining

[5], have been developed. However, in comparison to topic learning, the output of

Keyphrase mining provides a wide range of informative and important phrases. As

Keyphrase mining provides good coverage of all the major topics [6].

For efficient Keyphrase extraction, several highly subjective approaches are

there. However, still many domains follow manual keyphrase extraction task

[7]. For instance, research paper keywords are assigned by researcher, webpage

keywords are assigned by SEO specialist, news journalist assigns related tags

to news articles. As assigning keyphrases manually is a tedious task requiring

complete knowledge of concept. Consequently the great majority of news articles

comes without related tags. Hence, automatic extraction of keyphrases will save a

8



CHAPTER 2. LITERATURE REVIEW

lot of time and effort by alleviating the need of manual assignment of keywords.

Our proposed work is also keyphrase centric, as recent literature has shown that

Keyphrase mining is the state-of-the-art solution to summarize large documents.

Some of the recent automatic keyphrase extraction techniques developed are

discussed below.

Keyphrase Extraction Algorithm: KEA [8] employs a supervised Naive

Bayes classification model to extract important phrases from a single document.

The model is trained using features like term frequency, inverse document fre-

quency, phrase position and probability of a phrase to be a keyphrase in the training

dataset. The technique has been improved by Multi-purpose Automatic Topic In-

dexing (Maui) [9] by incorporating the additional set of Wikipedia based features

and changing the classifier with bagged decision trees.

Microsoft Web N-gram Language Models: Micro-ngram [10] is also a super-

vised technique trained on the real world web scale indexed data of Microsoft Bing.

The multilingual model is trained to break the input sentence into phrases. Where

each phrase has a maximum likelihood of occurrence in the training corpus. Micro-

ngram does not directly use static distribution of the corpus. They first smooth

the weights (probabilities) of input strings to minimize the prediction errors, so

that unseen words do not get assigned with zero probability. They proved that

Micro-ngram outperforms the other N-gram models trained on Gigaword corpus

and Google Web 1T N-gram corpus on the various natural language processing and

web search tasks.

Topical Phrase Mining from Text Corpora: Different from aforementioned

supervised methods, ToPMine [11] follows a frequent pattern mining based un-

supervised approach. ToPMine discovers phrases that are frequent as well as

statistically significant. The approach first converts the bag of words into bag of

phrases and then the semantically related bag of phrases are connected to a com-

mon topic name, using topic modelling approach. The technique has been improved

by SegPhrase [12] by incorporating the additional phrase quality estimation

and using Random Forest classifier. SegPhrase estimate the quality of phrases

using popularity (word frequency), concordance (point-wise mutual information,

point-wise KL divergence), informativeness (average IDF) and completeness.

9



CHAPTER 2. LITERATURE REVIEW

2.1.1 Limitation

The aforementioned approaches performance is good for standard passage text,

however their results do not scale well for extracting keyphrases from the news

media corpus. They do not provide optimal summary for news data in terms of

importance and interestingness. This has happened because the writing style of

both passage text and news data, especially headlines differ a lot (see Appendix A).

Thus, the systems fail to identify interesting, as well as complete information about

the news corpora. As a result why and how the news concept are connected to the

input query led to poor results. For instance, given input query ‘Election’ and a

connected concept ‘Nitish Kumar’, even a supervised system like KEA did not able

bring connecting information like ‘chief minister candidate’. Also identifying the

boundaries of words in news media data where string are not in correct sentential

and grammatical form, is another challenge with the existing systems.

To achieve the above two goals, i.e., news query based keyphrase mining; and

using knowledge from multiple data formats in a joint way to improve the news

exploration task, we propose a keyphrase mining approach. And bring together

the linguistic and syntactical knowledge from different data forms to combine the

information in a synergistic way. We also rank the generated list of keyphrases

on the basis of phrase novelty, activeness, recency in time period and frequency

values according to the input query timeline.

2.2 News Event Exploration

Popular news aggregators like Google news, Yahoo news indexes the information

published by online news media and enables users to explore the keyword based

news corpus in real time. Since keyword based document retrieval fetches large

amount of information, such search engines provide only adhoc solutions for news

exploration. They do not provide quick insights and user is still required to spend

more time to understand the event happenings and evolution of news. To mitigate

the problems with exploration of large amount of news documents, researchers has

developed event centric news exploration systems, such has Global Database of

Events, Language, and Tone (GDELT) [13], EventRegistry [14], Searching with

10



CHAPTER 2. LITERATURE REVIEW

Strings, Things, and Cats (STICS) [15] and Europe Media Monitor (EMM) [16].

Global Database of Events, Language, and Tone: GDELT contains more

than 200 million news events records with global coverage from 1979 to the present,

using news reports from multiple newswire sources. GDELT stores the events

records in CAMEO format, capturing two actors and the action performed by

Actor1 upon Actor2. Figure 2.1 shows an instance of query made into GDELT

database and the results obtained from them.

Figure 2.1: GDelt Database query and result format (source: [1])

EventRegistry: Form groups of cross-lingual articles to describe similar events

and represent them as a single event. Using vector space model of article title,

body and detected named entities, the clusters are formed. From articles in each

cluster, EventRegistry extracts event location, date, entities and what is it about.

Homepage of EventRegistry shows real time events, location associated with

the event and number of articles comprised by the event. Figure 2.2 is showing

the snapshot of EventRegistry homepage. According to the statistics shown in

Figure 2.2, on the daily basis EventRegistry captures more than 60 thousand news

articles and further summarize them into an average of 2000 events.

Searching with Strings, Things, and Cats: STICS uses keywords, entities,

and semantic categories to aggregate documents. Based on named-entity disam-

11
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Figure 2.2: EventRegistry Homepage (source: [2])

biguation, the search engine returns documents containing the query’s entities.

Using newswires RSS feeds news content is gathered in multiple languages and

then merge into extracted information according to disambiguated mentions of the

persons, organisations and locations. Figure 2.3 shows the homepage of STICS and

the top trending entities in news along with latest news articles.

2.2.1 Limitation

Although, both types of system provide up-to-date related news information in real

time, but they overload the user with large amounts of results. For instance, given

input query ‘2014 FIFA world cup’, event centric EventRegistry suggested 11,504

news event headlines, and the content centric STICS suggested 1,286,369 news

articles, however not all of them may be useful. Existing work does not aim to

12
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Figure 2.3: STICS Homepage (source: [3])

provide a comprehensive coverage of entities linked to any event. Like for event

based query, the system returns only popular entities linked, not focusing on what

connection those entities have to the event. Having no such information, makes

it difficult to search relevant information, as we can see in Figure 2.4, the overall

distribution of person over an event. We observed that ‘General’ topic news query

(like ‘Election’, ‘ISIS’) mostly contains large number of mentions than specific news

queries (like ‘Bihar Election’, ‘Paris Attack’). It is difficult to query again and again

in order to know the role of each entity is playing in the event. Also, even though

news articles still contains majority of the information, the headlines and video

data format are moving fast to capture the ‘prominent share’, and more data forms

are about to join them in near future. However, to the best of our knowledge, no

attention has been focused on using multiple data formats to extract news content.

Also the aforementioned system does not suggest any important and interesting

news concepts, meme, entities that are emerging during the input query. They

do not focus on reducing the resulting query specific data, focusing primarily on

13
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Figure 2.4: Distribution of person over event

event coverage. For example, for event ‘Bihar Election’ more than 4000 articles

are retrieved using EMM, thus the information overflow problem is still prevail-

ing. Lacking in some of the important data analysis tasks, like identification of

prominent news concepts, additional associated information, and many others.

These tasks are left for the reader to analyse. Clearly, there is a need for a system,

enabling readers to get a broad overview of news data and thus, reducing the

burden of understanding wide information.

Thus, news query based keyphrase mining and knowledge extraction from

multiple data formats in a joint way to improve the news exploration task, have not

been attained so far. This thesis fills the gap by bringing linguistic and syntactical

knowledge together from different data forms, such as headlines and video captions.

And then combines the information in a synergistic way to rank the generated

list of keyphrases on the basis of phrase novelty and activeness in the input

query timeline (an other features mention in Chapter 4). We performed several

experiments to evaluate the efficiency of our method on different grounds of quality

and quantity. We observe that our system outperforms the state-of-the-art. The

user case study also proves that our linguistic and syntactic features improves the

keyphrase extraction process over previous methods (in both single data form-news

headline and multi-data form), thus showing for the first time the beneficial effects

of exploiting multi-data knowledge in a joint fashion.
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3
SYSTEM OVERVIEW OF E3

In this chapter, we surfaced an introductory overview of the approach to be

used to mine important and interesting keyphrases from given entity’s news

data. The chapter is divided into three sections. In the first section, we have

discussed about some preliminary ideas required to formulate the solutions and a

formal statement stating the problem we have solved in this dissertation. The next

section describes about the type of data we have worked with in proposed engine E3.

Final section of the chapter presents a glimpse of the engine E3, discussing about

various steps required to extract keyphrases from news corpus and for enriching

the keyphrases. The detailed procedure of each module has been discussed in later

chapters. In particular, this chapter shows how the proposed engine for news event

exploration evolves in successive processing stages to gain its final shape.

3.1 Preliminaries

Definition 1. News Concept is an abstract idea about the particular goal, action

or behavior connected with the news document. Integrating all news concepts

provides full congruity of news document.

Definition 2. Keyphrase is a short and meaningful group of words describing

prominent news concepts and entities mentioned in news document.
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Definition 3. Time Series T = {v[1], v[2], · · · , v[n]} with length |T| = n is a se-

quence of real value observations, where v[i] is count of number of times the

keyphrase appeared in news headlines for day i. A query q is popular during time

interval T[i, j], where ti ≤ t j, such that ∀t∈[ti ,t j]
v[t] ≥ mean(T).

Definition 4. Novel Keyphrase is popular only during query time interval, as it

appears frequently within the considered time interval, not before.

Definition 5. Active Keyphrase is the one appearing frequently within the con-

sidered time interval, and have appeared frequently before also.

Problem statement: For given heterogeneous news data, we aim to summa-

rize news results using relevant and prominent keyphrases. Also, our goal is to

enrich the extracted keyphrases by assigning tag, rank, class, time-interval, role

and related connections with respect to input query in order to make the set of

keyphrases interesting to read. The goal is achieved when the set of keyphrases

shown to N persons and more than N/2 persons should find it interesting. Where

interestingness can be measured on the basis of frequency, collocation and com-

pleteness of the topic covered by the output set of keyphrases.

3.2 Glimpse of E3

Given an input query q, system E3 extracts keyphrases and stores them in a

keyphrase template, as shown in Figure 3.1. Since keyphrases provides a high-level

overview of news events in a short span of time. Consequently, using keyphrase we

can provide fast information without requiring too much of efforts and time. Over

the top, our proposed system E3 organizes keyphrase into a template consisting

three sections: Type, Ranking and InfoBox. The keyphrase of type person, location
and organization are stored in Type section. The novel, active and f requent
keyphrases are stored in Ranking section. Information like role played, time

interval, top most associated types and news concept of the selected keyphrase are

stored in InfoBox section. For reference, see Figure 3.1 showing details for ‘Bihar

Election’. This kind of organization of information is very helpful in cases where

many people, multiple organization and multiple location are discussed. As it is
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Figure 3.1: E3 System Working Example for q: ‘Bihar election’

very difficult for a reader to keep track of all the mentioned entities, hence they

require external engines to know more information about the mention. Henceforth,

readers often loses interest in the news concept and the network traffic gets lost.

Also the burden on user is increasing as they have to search and analyse the results

rigorously in order to learn relation between news concept and entities mentioned.

Figure 3.2: E3 System Architecture
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Figure 3.2 depicts the architecture of our system E3, while Algorithm 1 summa-

rizes the actual procedure performed. The primary contribution of our system E3

lies in Keyphrase Extraction and Keyphrase Enrichment. The first component in

our pipeline collects news data related to the input query (line 2 to 4). The further

steps consist in identifying the candidate phrases, potentially relevant to the news

query. For this we pass the collected data to two different extractor, explained in

Chapter 4. The series of steps performed to select valid phrases is shown in line 7

to 11. After keyphrase extraction and keyphrase cleaning (line 12), the keyphrases

are assigned ranks further (line 13). To enrich the extracted keyphrases, they are

passed to following modules (line 15 to 19):

• Type_Discovery: Finds the type of keyphrase.

• Keyphrase_Ranking: Assigns rank to the keyphrase using global list of

ranked keyphrases kpSet.

• Time_Interval: It gives the time period when the keyphrase was present in

our the collected news headlines database.

• EmergentActive_Classifier: Tags the novel and active keyphrases.

• InfoBox_Mining: It extracts further related information like role played,

associated entities and others.

3.3 E3 Data Collection

As shown in Algorithm 1: Step 3, E3 collects multi-form data like short text, long

text, image and video textual content and stores them as a record. A brief outlook of

different data types use by E3 is shown in Figure 3.3. Where meta-tags, headlines,

image and video captions are considered as short text and others as long text.

For input query q, our Data Collection module scrapes related news data

published by news media. The module can either use news search engines like

Google News, Yahoo News or online news structured repositories like GDELT [13],

EMM [16], iMM [17]. In our developed system we are using our in-house iMM

system that periodically extracts news headlines (video title) along with their URL,
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Figure 3.3: E3 News input data types
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publication date, article (or video caption), snippet and meta-keywords. To prepare

R related to q, we select the URL from iMM database if q is contained by the URL’s

headline (video title) or URL’s meta-keywords. Then, the URLs are use to extract

the other data. After complete data collection, some automatic preprocessing (such

as removal of advertisement sentences, de-duplication of news) is performed over

the collected data.

In the proposed system, we use our in-house iMM system that periodically

extracts news headlines along with their URL, publication date and news keywords.

iMM system has been working since January 2014 and has collected more than

30 million news headline till date. Article content and meta-description related

to news headline are not extracted by iMM system. These are obtained by our

module after performing web-query using the collected URLs. In summary, for

given query q, we prepare a set of news records Rq, where each record is described

by Quintuple {Headline, Keywords, Meta-description, Article, Publication Date}. For

‘Bihar Election’ query, we prepared 216 records for further processing.
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4
KEYPHRASE EXTRACTION AND ENRICHMENT

To keep track of long-lasting global news stories, keyphrases are one of

the current state-of-the-art. They can be leveraged to provide suboptimal

summaries in terms of relevance and interestingness. Chapter 3 discussed

the heterogeneous data collection stage of E3. This chapter explains how the

prominent and interesting information is extracted from the collected data. Section

4.1 describes how keyphrases are extracted by E3 in detail, along with supporting

examples. Section 4.2 explains how one actually enrich the keyphrases.

4.1 Keyphrase Extraction

A naive solution is to output the meta-keywords (related tags) associated with news

articles as keyphrases. However, the great majority of articles come without meta-

keywords. As a result, meta-keywords are not sufficient enough to describe the

news data completely. For example, around 20% news URLs, obtained for ‘Bihar

Election’, do not have a meta-keyword. Over the top, meta-keywords are very

generic (top-level category), assigning them manually is a tedious task, requiring

complete knowledge of news concept. Hence we require an efficient selection of

relevant phrases. Consider the n-grams ‘he told reporters’, ‘commonly found’, such
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strings represent valid phrase, but it does not make much sense to mark the

n-grams as valid keyphrase, as it does not provide any conceptual knowledge. So

we need an efficient way to extract prominent and informative keyphrases from

the news data.

On our careful observation, we found that news headlines are short in length

and contains special tokens such as colon (:), apostrophe (’), quotes (", ’), hash (#),

dash (-) to emphasize important information. On the other hand, snippets and news

articles are long passage texts and are governed by grammatical rules. Thus, we

present two different keyphrase extractors to handle both kinds of writing styles.

Syntactic Extractor utilises special characters as discussed in Algorithm 2

for keyphrase extraction. News headline tokens containing # is directly stored in

keyphrase set (line 1). In case of colon (dash), the news headline is splited into

two parts using colon (dash) and the shortest part among the two is declared

as keyphrases (line 3 to 6). In case of quotes (line 7) the part of text enclosed

inside the quotes is declared as keyphrase as shown in line 8 to 10. For reference

see Figure 4.1, showing extracted keyphrases in blue for various types of news

headlines. From Figure 4.2 and Figure 4.3, we can see that the syntactic approach

can also be used effectively to extract keyphrases from multi-lingual news headlines

and news tweets.
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Figure 4.1: E3 Syntactic Extractor on short text (news headlines)

Figure 4.2: E3 Syntactic Extractor on multilingual news

Figure 4.3: E3 Syntactic Extractor on news tweets

Linguistic Extractor applies language specific part of speech (POS) tagging

over snippets and articles. After the POS tagging, we change the part of speech of
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punctuation marks, adjectives, cardinal numbers, conjunctions to noun, as shown

in line 2 to 6. Then we select all the collocated nouns and store them as keyphrases.

For reference, a snippet and its POS tagging is shown in Figure 4.4. The adjectives

(JJ) and prepositions (IN) collocated with nouns (NN) and its family (NNP) are

returned as keyphrase (‘Designer-politician Shaina NC’, ‘Reinvent Banaras’ and

‘Revival of Banaras Handlooms’) along with continually collocated nouns (‘Lakme

Fashion Week’).

Figure 4.4: E3 Linguistic Extractor on news snippet and article

At the end, when all the news records in R are processed, we obtain a set of

keyphrases Rk, along with the number of times they are generated.
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4.2 Keyphrase Enrichment

The size of generated keyphrases Rk may be large and noisy. To resolve this prob-

lem, our Keyphrase Enrichment module helps in extracting valuable and actionable

information by filtering and ranking the extracted keyphrases. The keyphrases are

filtered using news media specific stopwords such as update, video, photo, pti and

others. Next, we apply case normalization and remove the duplicate keyphrases.

At this point, noisy keyphrases are removed. The remaining keyphrases are passed

through the Type discovery, Novel-Active classifier, Keyphrase ranker, and InfoBox

miner modules. The working of each module is explain in the following subsections.

4.2.1 Type Discovery

In Type Discovery module, the language specific NER tagger is used to classify

keyphrase into three types: Person, Location and Organization. However, exist-

ing NER taggers do not perform well for Indian named entities. Hence, we use a

separate list1 of Indian named entities for the tagging purpose (see Appendix B). A

keyphrase without any above NER type, are termed as a News Concept. For ‘Bihar

Election’ query, a sample keyphrases for each type is shown in Figure 4.5.

Figure 4.5: Type Discovery for ‘Bihar Election’

1https://github.com/NikkiJain09/Transliteration
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4.2.2 Keyphrase Ranking

The module organizes keyphrases according to the value of frequency, novelty,

activeness and time period recency. Frequency of keyphrase is already computed

during keyphrase extraction process. To compute the value of novelty and active-

ness, we first extract the time intervals qt for input query q, during which the q
was highly popular in news headlines. Next, a keyphrase is novel if its frequency is

very high in news headlines only during qt. Similarly, a keyphrase is active if its

frequency is high around qt.

A naive approach for ranking would be treating frequency of keyphrases as

prominent feature. However, the most frequent phrase seems more generic and

rarely provide interesting insight about the news story. For instance, the top most

frequent phrases for various queries is shown in Table 4.1. Like in case of ‘Bihar

Election’ it is obvious for ‘Bihar’ to come, it is not providing any insightful detail

about the query. Since a individual reader processes only a small part of the

keyphrase story, such an approach would give an incomplete information view and

could therefore easily deviate readers especially if there are data irrelevant to the

action of interest.

Table 4.1: Frequency wise topmost keyphrase

Query Top-most Keyphrase
Election Bjp, Bihar
Bihar Election Bjp, Bihar
ISIS Syria, Islamic State
Paris Attack Islamic State, France

Therefore, we hypothesize that learning active and novel phrases is prominent

for news reader engagement. This is challenging from a frequent phrase model per-

spective as we have to stamp each keyphrase with time intervals. And annotating

the phrase as Novel and/or Active, if satisfies the above mentioned conditions.

For instance, in Figure 4.6 ‘Grand Alliance’ and ‘NDA’ are discovered as novel

and active keyphrases for ‘Bihar Election’ query, as ‘Bihar Election’ time interval

completely overlaps the ‘Grand Alliance’ time interval. And ‘NDA’ occurrence is

quite significant during ‘Bihar Election’ time interval. Also, novel keyphrases

interestingness is supported by the fact that most of them have low news article
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Figure 4.6: ‘Bihar Election’ and Novel Keyphrases

contextual percentage as they are frequently mentioned in meta-keywords (or

related tags), snippets, headlines, URLs which users mostly read. For instance,

article content present in various keyphrases are shown in Figure 4.7 for ‘Bihar

Election’.

Figure 4.7: Novel keyphrase distribution
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Thus, using following features of keyphrases to rank we can have important

and interesting keyphrases on the top. In Keyphrase k Time Series T = {v[1], v[2],

· · · , v[n]} with length |T| = n, where v[i] is count of number of times the keyphrase

appeared in news headlines for month i.

1. Frequency ( f ): It reflects the importance of the keyphrase to news corpus.

Larger the normalized value greater the involvement keyphrase have. Note

that we have already removed stopwords specific to the news media from the

set of keyphrases prepared earlier.

fk =
∑n

j=1 v[j] /
∑

k
∑n

j=1 v[j] (4.1)

2. Novelty (η): The value reflects whether the keyphrase emerged during the

input query time interval (novel).

Keyphrase k is novel during the input query q time series Tq = {w[1], w[2],

· · · , w[m]}

ηk =

1, if ∀i∈[T1,Tn] v[i] = mean(T) and i ∃ [w1, wm]

0, otherwise
(4.2)

3. Activeness (α): The value reflects whether the keyphrase was actively

present during the input query time interval (active).

Keyphrase k is active during the input query q time series Tq = {w[1], w[2],

· · · , w[m]}

αk =

1, if for any v[i] = mean(T) and i ∃ [w1, wm]

0, otherwise
(4.3)
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4. Temporal Recency (τ): The keyphrase having the recent active participa-

tion in the news corpus have lower value and vice-versa. During ranking

time we take the inverse of this normalized value to bring interesting and

important keyphrases on the top.

Keyphrase k last active month is j such that v[j] ≥ mean(T) and

τk = |n-j| is minimum ∀ j∈[T1,Tn] (4.4)

5. First Occurrence Count (ρ): The value indicates the number of times a

keyphrase was mentioned in the first half of parent news article. Higher the

value of ρ greater the chance of k to occur on top of ranking list.

ρk =

1, if Quintuple [Article] first half section

0, otherwise
(4.5)

6. Meta-Tag Presence (Π): The value indicates the number of times the

keyphrase was used by journalist as a related tag to identify the news article.

Higher the value of Π greater the chance of k to occur on top of ranking list.

Πk =

1, if k ∃ Quintuple [K eywords]

0, otherwise
(4.6)

7. Headline Presence (~): The value signifies the number of times the keyphrase

was mentioned in the news headline. Higher the value of ~ greater the chance

of k to occur on top of ranking list.

~k =

1, if k ∃ Quintuple [Headline]

0, otherwise
(4.7)
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4.2.3 InfoBox Miner

Using InfoBox Miner we discover News Related information for selected keyphrase

k with respect to query q. For instance, ‘Lalu Prasad Yadav’ role present in Google

search engine InfoBox is ‘Indian Politician’ (a general one). Whereas, our system

E3’s InfoBox give more specific role. Like as shown in Figure 4.8 ‘Lalu Prasad Yadav’

role returned is ‘Grand Alliance’, as ‘Lalu Prasad Yadav’ is one of the member

of Grand Alliance group formed. Also E3’s InfoBox displays type-wise top most

connections k have. The connections are determined with help of co-occurrence

value of the keyphrases in Rk. To find the role played by k we extracts lines from

news data were both k and q are present. Then using extracted lines absolute

distance is calculated between k and all other the keyphrases present in Rk.

The keypharse having minimum mean-distance is selected as k’s role. Generally,

keyphrases with type person and organization are preferred for InfoBox mining, as

they are actors, performing some actions.

Figure 4.8: ‘Lalu Prasad Yadav’ InfoBox for ‘Bihar Election’

E3 InfoBox also provides Histogram to compare all associated news concept

with k. The horizontal axis in Histogram represents the associated news concepts

with k and the vertical axis plots frequency of those keyphrases in news data

containing k and q. Figure 4.9 shows the Histogram for ‘Lalu Prasad Yadav’.

The timeline of k in the news query is also shown along with the aforementioned

information for more insights about the presence of k in q. Figure 4.10 shows one

such timeline for ‘Lalu Prasad Yadav’. The horizontal axis shows the q monthly
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Figure 4.9: ‘Lalu Prasad Yadav’ associated news concept Histogram

time interval and vertical axis depict the frequency of k in the corresponding

month.

Figure 4.10: ‘Lalu Prasad Yadav’ associated news concept Histogram

31



C
H

A
P

T
E

R

5
EXPERIMENTAL WORK

In this chapter, we present the results of our experimental evaluation of

E3 on both quality and quantity basis. We used both fine and lose-grained

news queries to test our system with present state-of-the-art. For evaluation

purpose, we used only English news corpora, as many state-of-the-art are not

multilingual. However, to the best of our knowledge, there is no such gold standard

corpora for such comparison, so we divided our evaluation task into three. First,

evaluating the richness of keyphrases discovered by our system. Then, we evaluate

the meaningfulness of discovered keyphrases. And finally, we asked human judges

to compare the keyphrases obtained from E3 to find out the overall interestingness

of our proposed system.

5.1 Richness of Keyphrases

To evaluate the completeness of keyphrase based information extraction by our

system E3, we selected KEA and ToPMine as a baseline. We trained the KEA model

over seven different queries’ news corpora, collected using our Data Collection

module and their respective news records’ meta-keywords as the key. The training

data have more than 1.08 Million tokens. The training of KEA model is required as
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available model is trained on standard passage text, which is written in different

style from news data.

Figure 5.1 and Figure 5.2 shows the results obtained by KEA, ToPMine and

E3 for both general and specific news queries. The columns describe the Active,

Novel, Person, Organization, Location, News Concept and the number of meta-

keywords contained in the set of keyphrases obtained from the algorithm. However,

the records in each type are not unique, problems like co-resolution exists, hence

duplicate named entities are present. The individual row in figures lists the results

obtained by using the same news corpora as input to all E3, ToPMine and KEA for

keyphrases discovery.

From Figure 5.1 and Figure 5.2 we can infer that the keyphrases discovered

by E3 have a significant contribution to the task of keyphrase extraction, which

show that semantic information, even if minimal, is important for keyphrase based

information extraction. Some of the noteworthy observations are:

• While comparing the two systems, we note that our proposed system E3

discovered more number of associated entities. Hence, making it possible to

extract entities information using InfoBox mining, or some other interesting

memes, trivia, related to both the query and entity.

• The number of active and novel keyphrases returned by our system is fairly

high, hence leading to a better set of news concept, as activeness and novelty

are the key for interesting and effective understanding of results.

• Also, on manual inspection of the results, we observed that the news concepts

generated by KEA system is more general, not giving much insight about the

actions happening inside the news corpus. For instance, given query paris
attack, our system E3 generated many news concepts giving information

about the attack like: Paris Terrorist, Islamic State, Mastermind, Paris

Stadium, Bataclan, Paris Theater, 2015, Deaths, Victim, and many others,

on the other hand KEA’s news concept give any information related to the

attack.

Another significant advantage of our linguistic-syntactic approach is that it

scales better to unknown languages.
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Figure 5.1: Quantity Comparison for General Topics: KEA and E3’s keyphrases
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Figure 5.2: Quantity Comparison for Specific Topics: KEA and E3’s keyphrases
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5.2 Meaningfulness of Keyphrases

We were also interested in comparing the keyphrases discovered from E3 against

the searches made by online readers. To evaluate this, we used Google trending

searches and observed that the set of keyphrases discovered by our proposed system

E3 contains most of the related searches to the input query, shown by Google Trend.

For instance Table 5.1, shows the result. Each row individually compares between

Google’s related trending search and E3’s keyphrase set for the input query. Cases

where system E3 was not able to match with the Google’s trending search are:

1. Misspelled. For example, ‘Bihar election commison’

2. Co-reference. For example, ‘Election commission india and Indian Election

Commission’; ‘Bihar panchayat election and Bihar panchayat polls’

3. Subset Match. For example, ‘2016 election and 2016 election UK’

Table 5.1: Comparison: E3 keyphrase and Google Trend query

Number of Bihar Election Election
Related queries 23 50
Spelling mistakes 3 3
Complete match 7 25
Matches including Subsets 13 35

5.3 Quality of Keyphrases: User Case Study

To ensure a fair comparison of interestingness, importance and collocation of the

discovered keyphrases, we asked humans to evaluate the keyphrases generated

by current state-of-the-art supervised (KEA), unsupervised (Micro-gram) and our

proposed unsupervised linguistic-syntactic (E3) approaches. We tested all the

aforementioned keyphrase extraction methods over news headlines data. To ensure

that the results will be totally unbiased, we covered the broad range of all events

occurred in past. We prepared a survey form1 (Figure 5.3) having 10 different
1http://goo.gl/forms/if8lRXEtIJ
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topic keyphrases: Events FIFA, 26/11 attack, Earthquake , Entities Google, Greece,

Obama, Salman Khan, Concept Scam, Budget. And asked the evaluators to rank

the anonymous results on the basis of Coverage, Meaningfulness and Overall
Quality. Additionally, a question was asked to rate the overall result of the all three

algorithms per question. More than 100 computer science students participated in

this experiment to evaluate KEA, Micro-gram and E3. And we found that a careful

combination of the features we propose yield up better results. However, in user

case study we did not compared E3 with the results of STICS, EMM, EventRegistry

as the results retrieve from them are very large for evaluation in single day.

Figure 5.3: User case study survey form front page

Survey result is available at the link2 in footnote. Figure 5.4 shows result for

keyphrases on the event ‘Earthquake’, given by E3 (ALGO 3), TopMine (ALGO 1),

Micro-ngram (ALGO 2).
2https://goo.gl/fM5yfF
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Figure 5.4: User case study result for ‘Earthquake’

The quality based user study showed that our method is fairly robust, as the

identification of prominent and interesting news concept does not require any

training. The study also show that we are able to improve over previous high

performing news exploration, and keyphrase extraction methods (in both single

data form-news headline and multi-data form), thus showing for the first time the

beneficial effects of exploiting multi-data knowledge in a joint fashion.

5.4 Quality of System: Example based
Comparison

To evaluate the quality of news exploration through our presented system E3, we

compared it with the state-of-the-art event-centric (EventRegistry) and content-

centric (STICS) systems. We compared the aforementioned systems with E3 on the

following grounds:

• News Summary generated

• Named Entities discovered

• Information Retrieved with respect to query
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5.4.1 News Summary generated

For input query q: ‘Bihar Election’ results obtained from STICS, EventRegistry

and E3 are shown in Figure 5.5, Figure 5.6 and Figure 5.7 respectively. The total

number of documents returned by STICS for q are 355. Number of events returned

by EventRegistry are six, where the average number of articles inside each event

is 21. And the total number of keyphrases discovered by E3 for q is 487. E3 have

two views of keyphrase based summary, one is tile based showing keyphrases one

by one (Figure 5.7(a)) and another is 3-D tag cloud showing all the keyphrases in

one place (Figure 5.7(b)).

Figure 5.5: STICS output for ‘Bihar Election’

We also compared the aforementioned systems for several other general and

specific queries. The number of articles returned by both the systems are still

very large to get an overview of an input query and also requires much effort to

read large documents. Thus, we can say that here our system E3 out-performs the
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Figure 5.6: EventRegistry output for ‘Bihar Election’

state-of-the-art systems (STICS and EventRegistry).

5.4.2 Named Entities discovered

Since news events are full of actors, having impact on each other. Hence, discovering

all named entities present in given news corpora is very important task for further

information collection and knowledge enrichment. However, we observed for several

news queries ranging from general domain to specific domain very less number of

entities are returned by STICS and EventRegistry.

For instance for query ‘Bihar Election’, Figure 5.8 shows that only 20 named

entities were found by STICS and Figure 5.9 shows that 40 named entities were

discovered by EventRegistry. We observed that STICS at max displays 20 common

entities and EventRegistry shows 40. However, for some General queries like

‘Olympics’, ‘Elections’, ‘Scam’ have multiple entities are involved which are difficult

to summarize in the aforementioned systems. For instance, both the systems did

not return some of the popular entities like ‘Jitan Ram Manjhi’, ‘Sonia Gandhi’,

‘Rahul Gandhi’, ‘Congress’ and many others. Whereas our system E3 returns

majority of the named entities involved either having strong impact or low impact.

Also E3 categories the named entities into different sections (Person, Location,

Organization and News Concept), for refernce see Figure 5.10.
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Figure 5.7: E3 keyphrase outputs for ‘Bihar Election’ (a) Keyphrase Tab (b) Tag
Cloud

5.4.3 Information Retrieved with respect to query

Mostly there are multiple entities associated with a news query. For instance, the

number of Person’s returned by E3 for query ‘Bihar Election’ was more than 127.

It’s very rare to know about all the entities. Hence, external knowledge base comes

to help. However, in order to know details about an entity we need to make a

complex query in order to retrieve the correct entity. For instance we queried for

‘R. Nagarajan’ on Wikipedia, Freebase and BabelNet, present in news concept ‘IIT
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Figure 5.8: Named Entities discovered by STICS for ‘Bihar Election’

Fees Hike’. As we can see in the Figure 5.11 ‘R. Nagarajan’ is mislinked to a former

Indian cricket umpire, whereas ‘R. Nagarajan’ is a Professor at IIT Madras. Hence,

a reader having poor information about IIT and Indian Cricket may get mislead by

the retrieved information. To avoid such misleading and complex query burden, E3

uses in-built news corpora details to automatically link the entities with correct

information.

Also, we found that search engines like Google provides a General role infor-

mation box for entities, which is mostly not of interest to news audience. Like in

Figure 5.12(a) for ‘Lalu Prasad Yadav’ associated with news query ‘Bihar Election’,

Google search engine returned ‘Indian Politician’. Whereas the audience inter-

ested in some specific information may not find the information interesting. Hence,

to mitigate this problem E3 displays Speci f ic role played by the entity during

the news query time interval. For instance, Figure 5.12(b) shows that for ‘Lalu

Prasad Yadav’ E3 returned ‘Grand Alliance’, as he was one of the member of Grand

Alliance.
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Figure 5.9: Named Entities discovered by EventRegistry for ‘Bihar Election’

Figure 5.10: Named Entities discovered by E3 for ‘Bihar Election’ (showing top
most row)
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Figure 5.11: Information found in knowledge base for R. Nagarajan

Figure 5.12: Information Box for ‘Lalu Prasad Yadav’ associated with ‘Bihar Elec-
tion’ (a) Google Search (b) E3 System
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6
SYSTEM DEMONSTRATION AND RESULTS

To mitigate the information overflow problem in news domain, we have contrived

an easy to use and robust user interface for efficient keyphrase based news event

exploration. Homepage of our system E3 is shown in Figure 6.15. To enable the

audience with broad overview of news data E3 extracts and enriches keyphrases

by tagging, ranking and finding role related to the input query.

Figure 6.1: E3 Homepage for ‘Bihar Election’
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Following are the main functionality offered by the system E3:

• Keyphrase based Summary

• Timeline based Keyphrase Comparison

• Top associated persons and their InfoBox

• Organisations

• Locations plotted on Bing maps

• Tag Cloud of keyphrases

• Time-interval and histogram of associated keyphrases

The front end of the system is developed in HTML and Bootstrap CSS. The

back-end comprises of python scripts and DJango Framework. The system stores

the results into a SQLite database so that system does not have to process over and

over again on the same data. The detailed information about each of the features

provided by the system are:

Keyphrase based Summary: For an input query we display the E3’s ex-

tracted keyphrases in a bi-directional lane. The keyphrases are sorted by their

importance derived from the number of occurrences in collected news corpus. The

keyphrase are also annotated with novel and active tags depending upon their

novelty and activeness value. Also, we augment images acquired from DuckDuckGo

API to the keyphrases. Figure 6.2 shows a section of keyphrases extracted by E3

for ‘Bihar Election’. Also, in Figure 6.2 novel and active keyphrases annotated with

tags at bottom of tile.

Timeline based Keyphrase Comparison: Using this functionality we can

compare the keyphrases with help of their relative temporal activities. On clicking

‘Plot Timeline’, an overlapping time-series plot is generated. The horizontal axis is

the time scale, ranging over the time period of input query, while the vertical axis

shows the combined frequency of occurrence of keyphrase in the collected news

corpus. Figure 6.3 shows the timeline comparison for ‘Bihar Election’ keyphrases:

‘RJD’, ‘Grand Alliance’, ‘Bihar Election’. Hence, we can infer that on an average
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Figure 6.2: E3 Keyphrase based Summary for ‘Bihar Election’

Figure 6.3: E3 Timeline based Keyphrase Comparison

‘RJD’ is more popular then ‘Grand Alliance’, however during September, 2015 to

January, 2016 ‘Grand Alliance’ is more on rise in ‘Bihar Election’.

Top names and Infobox: Here we provide the top names associated with

the input query, sorted by their frequency. We augment each person tile with its

image using DuckDuckGo API. Clicking on a person’s name generates a InfoBox

on right side of the screen. The InfoBox comprises the mostly associated Location,

Organisation, People and keyphrases during the input query time interval. The
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InfoBox also display information related to the role a person play during the input

query time interval.

Figure 6.4(a) Histogram shows the togetherness of a keyphrase with the InfoBox

entity using their co-occurrence value. Horizontal axis shows the keyphrases and

Vertical axis shows their frequency of occurrence. An option to plot-timeline for the

InfoBox entity is also provided. Figure fig:E3-histogram(b) shows the timeline as a

pop-up for ‘Bihar Election’ top associated entity: ‘Lalu Prasad Yadav’.

Figure 6.4: E3 Keyphrase(a) Histogram and (b) Time-plot for ‘Lalu Prasad Yadav’

Organisations: In this tab we provide the name of top most associated organi-

sations with the search query.

Locations: Locations related to the input query are shown using Bing Map

jotted with push-pins [18]. The legend of the push-pins is provided in a column to
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the right, see Figure 6.5.

Figure 6.5: E3 Locations for ‘Bihar Election’

Tag Cloud: As shown in Figure 6.6, a 3-D structure cloud is used to summarize

all the related keyphrases in an unified place. The distance between the various

keyphrases shows their relative degree of relatedness, where the most related ones

are near and least related ones are a at distance. The font size of each keyphrase

is proportional to its impact over the input query, measured through its number of

occurrence in the collected news data. Since the tag cloud is interactive, so a user

can focus on his/her interested entity just by moving cursor around.

6.1 News Event Database Collection

We collected keyphrases and enrichment data for more than 50 queries. We col-

lected data on varying input queries, from general topics (Eg. Election) to specific

topics (Eg. Bihar Election). And stored in a SQLite database.

We have nearly 8 tables to store all the keyphrases and related data for varying

input queries. The tables with data related to search query ‘Bihar Election’ are

shown below. Note: In any table, its tupple having value as “N/A” indicates that no

information is available for that Table tupple and attribute pair.
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Figure 6.6: E3 Keyphrase Tag Cloud for ‘Bihar Election’

Figure 6.9 shows the screen-shot for Table storing keyphrases for requested

input query. The Primary key for the Table is 〈searchQuery, key〉. For each

〈searchQuery, key〉 pair active, novel (emergent) and frequency of occurrence

(score) is stored inside the Table, which are further used to display the keyphrases.

Figure 6.7: E3 database Table screen-shot for Keywords

Figure 6.8 shows the screen-shot for Table storing month-wise occurrence

of a keyphrase with respect to input query. The Primary key for the Table is

〈searchQuery, key, month〉. This information is used to plot the timeline for a

given entity.

For each searchQuery and the Person entities, Table shown in Figure 6.9 stores

the data with their frequency of occurrence (score), showing relatedness of entity

with the searchQuery. The Primary key for the Table is 〈searchQuery, name〉.
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Figure 6.8: E3 database Table screen-shot for Timeline

Figure 6.9: E3 database Table screen-shot for Names

Figure 6.10 shows the screen-shot for Table storing information for each search-

Query and entity most related entities of each category like name (assoc_name),

location (assoc_loc), organisation (assoc_org), keyphrase (keyPhrase) and the role

of played by entity related to searchQuery. The Primary key for the Table is

〈searchQuery, name〉. This information is used to design InfoBox for a Person
entity.

Figure 6.10: E3 database Table screen-shot for Person

Figure 6.11 shows the screen-shot for Table storing information for each search-

Query and Organisation type entity with a score indicating the relative impor-
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tance of the organisation with respect to the searchQuery. The Primary key for the

Table is 〈searchQuery, organisation〉.

Figure 6.11: E3 database Table screen-shot for Organisation

Figure 6.12 shows the screen-shot for Table storing information for each search-

Query and Location type entity with a score indicating the relative importance

of the location with respect to the searchQuery. The Primary key for the Table is

〈searchQuery, location〉.

Figure 6.12: E3 database Table screen-shot for Location

Figure 6.13 shows the screen-shot for Table storing information for each entity

found for searchQuery, an URL of image is fetched from DuckDuckGo and stored

along with the wikipedia link for the name. This URL and wikipedia link is used

load the image and to give a brief description about the entity. The Primary key for

the Table is 〈searchQuery, name〉.
Figure 6.14 shows the screen-shot for Table storing information for each entity

(name) found in the searchQuery its associated keyphrase and its frequency is

stored. The data stored in Table is further use to plot histogram for entity and

its associated keyphrases. The Primary key for the Table is 〈searchQuery, name,

keyphrase〉.
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Figure 6.13: E3 database Table screen-shot for ImageURL

Figure 6.14: E3 database Table screen-shot for Histogram

A series of python scripts are executed whenever a new query is made to E3 to

update the Database. Some of the major tasks done by scripts are: adding all the

keyphrases, with the information about their activeness and novelty, histogram

and time period of involvement. Finding images and Wikipedia links related to

keyphrases, and further inserting them into the database. Also, adds associated

names, locations, organizations, top keyphrase and the role of entity in relation to

the news query.

6.2 Domain Specific Data Analysis

6.2.1 Entertainment

We collected news data for several movies released in 2016 (see Figure 6.15).

Some of them are: ‘Baahubali’, ‘X-men’, ‘Deadpool’, ‘Batman v Superman’, ‘Kung

Fu Panda’, ‘Star Wars’. We extracted all the above movies plot keywords from

IMDB site and used them as baseline to compare with our system E3 generated

keyphrases. On comparison we found on an average more than 20% of the IMDB
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manually created keywords completely match with keyphrases generated from E3.

On careful observation, we found that there are also some partial matches like

‘Female Leads’ (E3 Keyword), ‘Female Protagonist’ (IMDB plot keyword); ‘Fathers

Ignoble Death’ (E3 Keyword), ‘Death of Father’ (IMDB plot keyword); and many

such having similar meanings to IMDB plot keywords. The number of such partial

matches we found on an average is more than 30%. Including both the types of

matches more than 53% of matches were in common with the IMDB plot keywords.

Figure 6.15: IMDB Plot Keywords

On manual inspection, we found that most of the plot keywords like ‘world

destruction’, ‘telekinesis’ are present in ‘Star Wars’ IMDB plot keywords, however

they are not found in news data related to ‘Star Wars’. And as we are extracting

keyphrases, not generating them hence its not even possible to retrieve them. In

Figure 6.16, we show all IMDB plot keywords for Bollywood Movie Baahubali.
From the Figure 6.16, we can see that good number of complete and partial matches

are found by E3. Some of the best suitable matches in case of partial match is

shown inside the square bracket. Indeed, we observed for other movies also, that in

case of partial match E3 best partial matches are better in explaining the concept.
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Figure 6.16: IMDB Plot Keywords v/s E3 Keyphrases

Hence, we can say that our system E3 works well even for specific domain data

without any formal domain level training.
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CONCLUSION AND FUTURE WORK

In this thesis, we presented an approach to summarize the news data using

keyphrases. To extract keyphrases from heterogeneous news data we introduced

syntactic and linguistic features with multilingual capability. Furthermore, we

developed a news event exploration engine E3 for exploration and enrichment of

news event and concepts. The engine classifies the keyphrases into Active, Novel
and None; tags keyphrases into Person, Location, Organization and News Concept.

E3 also ranks keyphrases using value of activeness, novelty or frequency and

identifies the role of associated tags with respect to news query. The quantitative

and qualitative results from performed experiments confirms that E3 outperforms

state-of-the-art system in informative and interestingness aspects.

Future Work: The available keyphrase extraction algorithm is not very ef-

ficient with respect to running time, because of dependency on Named Entity

Recognizer (NER) and Part of Speech (POS) Tagger. Our algorithm is currently

for English, but it is possible to convert this algorithm to different languages.

The language dependency of this algorithm is mainly caused by NER and POS

tagger. Only NER and Part of speech tagger rules are language dependent. In the

future, we will study keyphrase extraction from audio scripts for more information

retrieval.
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NEWS HEADLINE AND BNC COMPARISON

The purpose of the comparison is to determine the extent to which the New

Headline corpus resembles characteristics of standard text corpus. Our

comparison of the News Headlines corpus with the British National Corpus

(BNC) is based primarily upon analysis of the part-of-speech content of each corpus.

The details of English News headline and BNC corpus are shown in Table A.1 and

Table A.2. As there are multiple variations between the news headline and the

BNC corpus in terms of POS distribution (see Figure A.1 and Figure A.2). Some

notable exceptions are:

• Great proportion of nouns, adverbs and determiners in News Headlines than

BNC.

• Wide difference in the proportion of adjectives and verbs.

Hence, the Natural language processing and Text Mining tools developed for

standard text does not works well for News Media corpus. Therefore, we need to

have News specific tools.
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APPENDIX A. NEWS HEADLINE AND BNC COMPARISON

Table A.1: English News Headline Corpus

Number of Words 17 Million
Average Headline Words 10.22
Number of Headlines 10 Lakh

Figure A.1: News Headline Keyword Statistics

Table A.2: English British National Corpus (BNC)

No of Lemmatised Words 6318
Average word occurrence 800
Total number of words 100 Million

Figure A.2: BNC Keyword Statistics
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INDIAN NAMED ENTITY RECOGNITION

S INCE our problem focuses on retrieving the associated named entities,

Named Entity Recognition was the natural choice over a list of available

Indian names. However, existing NER taggers do not perform well for

Indian named entities. Some of the prominent reason behind this anomaly are:

spelling variations (Example, “Roza” and “Rosa”), ambiguous names (Example,

“Kamal” is a name of flower and also a name of a person) and several other.

Therefore, we use two different state-of-the-art NER for the tagging purpose.

For instance, for the headline “Unstoppable Yuvraj Singh Targets to Take 2019

World Cup By Storm ” Stanford-NER fails to detect “Yuvraj Singh” were as Illinois-

NER identifies the entity. Still, there are cases where both fails to detect entities,

for instance, “Mahagathbandhan to form govt: Nagmani”, both the state-of-the-art

NERs fails to identify “Mahagathbandhan” and “Nagmani” as a named entity.

Hence, we use a separate list1 of Indian named entities generated from the dis-

sertation work of Avinash Kumar, Integrated Dual Degree-2015 for the tagging

purpose. The list contains more than 55 thousand Hindi, English parallel named

entities.

1https://github.com/NikkiJain09/Transliteration
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