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ABSTRACT 

Time series data mining refers to the process of extracting relevant information from time series data. 

Trend analysis of time series data refers to a set of techniques which help to reveal hidden patterns in 

time series data and it is important as it helps to make prediction based on past data. Time series mining 

finds its applications in a number of fields like medical, finance, weather forecasting and many more. In 

this report trend analysis of air quality data has been discussed. 

 Air pollution has been a major concern of study as it can have adverse impact on human health as well 

as ecosystem. Not much research has been carried out on air quality data of India. The cities in India 

have been classified into Tier I, Tier II and Tier III on the basis of their population by Reserve Bank of 

India. This report aims at doing the trend analysis of air quality of Tier I cities in India. The Tier I cities 

included are New Delhi, Mumbai, Chennai and Bengaluru. The air quality data included parameters are 

SO2, NO2, NOx, NO, CO, O3, temperature, relative humidity, PM2.5 and PM10. 

The air quality data collected has a large number of dimensions and hence to reduce dimensionality, 

after a number of experiments, principal component analysis has been found to be the best technique for 

dimensionality reduction to reduce the number of variables under consideration. The results of 

interpretation of principal component analysis have been used to provide a useful description that can be 

interpreted in terms of sources of air pollution. After removing seasonality from air quality data ARIMA 

model has been applied to better understand the data and also predict future values in the time series 

data. GARCH model has also been applied on the data and the results of ARIMA and GARCH model 

are quite comparable. In previous studies, ARIMA has been applied only on static data but in this study 

SDA (Streaming Data ARIMA) has been proposed that applies ARIMA model on streaming data and 

estimates how various parameters of ARIMA model change with every iteration based on window size 

of streaming data. The results of SDA and ARIMA on static time sequence are compared and have been 

found to be very promising. 

Keyword Index: Air Quality Data India, Tier I cities in India, pollutants, trend analysis, streaming data 

ARIMA 
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CHAPTER 1 INTRODUCTION AND MOTIVATION 

1.1  Overview 

Air quality data collected from Central Pollution Control Board, India website has been analyzed for 

the concentrations of various pollutants involving CO, O3, etc. in order to identify the trends and 

sources of air pollution. The government of India has divided the Indian cities into three tiers on the 

basis of population by Reserve Bank of India in order to allocate house rent allowance to the 

employees employed in these cities. The Tier-I cities in India are Ahmedabad, Bengaluru, Chennai, 

Delhi, Hyderabad, Kolkata, Mumbai and Pune. In this report, air quality data of four Tier I cities have 

been collected from Central Pollution Control Board, India. The cities included are Delhi, Mumbai, 

Bengaluru and Chennai. The hourly data of various pollutants collected for these cities include SO2, 

NO2, NOx, NO, CO, O3, temperature, relative humidity, PM2.5 and PM10 over a range from 2006 to 

2016. 

In this report trend analysis of hourly air quality data of Delhi, Mumbai, Bengaluru and Chennai from 

2006 to 2016 has been carried out. It involves the graphical analysis of hourly data of pollutants like 

SO2, NO2, NOx, NO, CO, O3, temperature, relative humidity, PM2.5 and PM10 and identifying 

seasonal patterns of pollutants and then identifying various sources of air pollution responsible for 

that pattern. In this report photochemical activity resulting in the observed behavior of pollutants has 

also been illustrated. 

A number of statistical techniques including principal component analysis have been carried out. 

Principal Component Analysis (PCA) has been applied to the four Tier I cities and the PCA results 

have been used to identify associations between various parameters of the dataset [1]. The factors 

being considered for checking and validating pollutant emissions include seasonal and time-of-day 

factors along with photochemical activity leading to transformations producing Ozone and nitrogen 

dioxide. After application of principal component analysis on standardized air quality data, varimax 

rotation has been performed on the components identified and then association of factors or identified 

components to sources of air pollution has been made. 

In [8] and [9] the application of Autoregressive Integrated Moving Average (ARIMA), implemented 

by Box-Jenkins approach to predict air quality data has been mentioned. The ARIMA model involves 

three steps namely model identification, parameter estimation and performance evaluation. The 

various measures of model performance identification are done in terms of mean square error, mean 
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absolute error, mean absolute percentage error etc. After that the model can be used to predict future 

values of air quality data based on previously observed values. In [10] the usage of GARCH model to 

analyze air quality data is mentioned. The results of GARCH and ARIMA model have been compared 

and found to be quite comparable and it ensures the correctness of the model parameters predicted. 

ARIMA [16] and GARCH have been the traditional and most popular models for static time sequence 

but these models have not been applied on streaming data. In this report ARIMA [16] model has also 

been applied on streaming air quality data and the proposed approach is named as SDA (streaming 

data ARIMA). The ARIMA model is applied on a stream of fixed window size and then for every 

consecutive and cumulative stream fixed window size the model parameters are analyzed and 

compared with the model parameters of whole dataset. The results of SDA and ARIMA on static time 

sequence have been compared and found to be quite comparable. 

 

1.2  Motivation 

There are a number of factors affecting our environment adversely. Air pollution has emerged as one 

of the bigger threats to the environment of India. In this field much research has been carried out 

across the world but in India not much research is done. The seriousness of the issue and the positive 

impact which can be caused due to the outcome of this study is the major source of motivation to 

analyze the past data of ambient air quality of major cities of India. The factors of motivation can be 

listed as below: 

 There is a need to identify the trends in the concentration of air pollutants over a number of years 

and use them to identify the major sources of air pollution. 

 Trend analysis of air quality data can help to identify hidden patterns and associations among 

various pollutants which are not visually obvious. 

 

1.3  Problem Statement 

 This report focuses on analyzing the air quality data of four Tier I cities in India. The cities included 

are Delhi, Mumbai, Bengaluru and Chennai. The main objectives of the study involve: 

 To analyze the levels of major pollutants like SO2, NO2, O3, NOx, NO, CO, etc. in four above 

mentioned Tier I cities in India and their variations over the period of time. 
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 To identify various meteorological and photochemical processes responsible for the trends 

obtained. 

 Use statistical methods like principal component analysis to reduce dimensionality and identify 

hidden patterns. 

  To provide meaningful interpretation of principal component analysis results to find associations 

of identified components to sources of air pollution. 

 To do trend analysis on static air quality data and analyze the results. 

 To do trend analysis on streaming air quality data and assess the results obtained. 

 

1.4 Organization of Report 

The rest of the report is organized as follows. The chapter 2 illustrates the literature reviews done; 

chapter 3 contains the proposed framework for the work done. Chapter 4 illustrates the techniques used 

to analyze the air quality data and illustration of the experimental results obtained. Chapter 5 contains 

the discussion on our research so far and the conclusion drawn from the discussion. In the last reference 

section all the research papers which are referred for this study is listed down.  
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CHAPTER 2 LITERATURE REVIEW 

In [1] one year air quality data from an urban roadside location in Central London has been analyzed 

using statistical techniques like principal component analysis and also uses Gaussian plume models. 

This study illustrates a high pollution time of winter where there was a steep increase in the pollutants 

was detected and the reason for this was elevated nitrogen dioxide concentrations. It also shows the 

principal component analysis application to find the factors and then associate these factors with the 

sources of air pollution. 

In [2], a study has been carried out to investigate the relationship among nitric oxide, nitrogen dioxide, 

oxides of nitrogen, Ozone, and carbon monoxide for two year data of an urban site in Delhi, India. This 

study uses simple statistical techniques like mean and trend line fitting to identify trends and 

relationships among the pollutants. 

In [3] Sarath Guttikunda et al. have done the urban air pollution analysis by considering six cities of 

India namely Pune, Chennai, Indore, Ahmedabad, Surat and Rajkot. In their report they have given 

detailed analysis of the pollution level in the considered city and their impact on the health of people. 

This is a detailed report about air quality data and it mentions causes of air pollution in the cities, the 

adverse health impacts that can be caused by air pollution as well as proposes what-if scenarios for 

2020. 

A number of studies related to trend analysis of air quality data have been carried out like the ones 

mentioned in [4], [5] and [1]. These studies have been done on the air quality data of Iran, China and 

Central London and used graphical and statistical techniques to analyze the trends. In India [2],[3], [6] 

and [8] are few of the studies carried out in order to identify the relation among various pollutants and 

also mapping the identified components to sources of air pollution has been done. 

The work in [7] and [11] mentions the detailed application of principal component analysis on time 

series data. The study carried out in [11] uses daily air pollution data to do principal component analysis 

and then provides associations of the identified factors to the sources of air pollution and then these 

factors are associated to mortality rates in the country. In [12] mentions the application of 

Autoregressive Integrated Moving Average (ARIMA), implemented by Box-Jenkins approach to predict 

air quality data. In this Air pollution index, which is used as a measure of air quality in Malaysia, has 

been used to predict air quality in a region. The model used in this study is formed in three steps namely 
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model identification, parameter estimation and performance evaluation. There are various measures to 

identify model performance in terms of mean square error, mean absolute error, mean absolute 

percentage error etc. After that the model can be used to predict future values of air quality data based 

on previously observed values. 

In [9] mentions the application of Autoregressive Integrated Moving Average (ARIMA), implemented 

by Box-Jenkins approach to predict air quality data. In [9] Air pollution index, which is used as a 

measure of air quality in Malaysia, has been used to predict air quality in a region. The model used in 

this study is formed in three steps namely model identification, parameter estimation and performance 

evaluation. There are various measures to identify model performance in terms of mean square error, 

mean absolute error, mean absolute percentage error etc. After that the model can be used to predict 

future values of air quality data based on previously observed values. In [8] Inderjeet Kaushik et al. have 

carried out trend analysis of air quality using ARIMA model. In this study the levels of various air 

pollutants like carbon dioxide, nitrogen oxides etc. are analyzed and a model based on Box-Jenkins 

approach has been developed to predict air quality. 

In [10] GARCH model has been used to predict the air quality trends in future for 8 monitoring sites in 

Taiwan. This study uses a combination of ARCH, GARCH and multivariate analysis to predict 

associations between various pollutants and also for variation of air quality trend prediction. 

 

 

 

 

 

 

 

 



6 

 

CHAPTER 3 PROPOSED WORK 

In this report the trend analysis of air quality data of four Tier I cities in India has been carried out. The 

hourly data for various pollutants like NO, CO, PM2.5, etc. has been collected from Central Pollution 

Control Board, India for four Tier I cities in India namely Delhi, Mumbai, Bengaluru and Chennai.  

The hourly data collected contained some missing values i.e. for every pollutant there were some days 

when the concentration recordings were unavailable. In order to make the data to be used for doing trend 

analysis, imputation of missing values has been done using the linear interpolation method. Three 

methods were identified to fill in the missing values. First method being deleting the records with 

missing values but this method leads to distortion of data so this method was not used. Second method 

being using mean substitution i.e. replace missing values with nearby mean values or the whole mean 

value of the particular parameter, this method preserves the mean but at the same time leads to a low 

standard deviation hence this was not used. Third method being imputation ,several tests were made so 

that it doesn’t lower the standard deviation and also the mean value is not disturbed , hence interpolation 

has been used to fill in the missing values.  

After that the data has been normalized using z-score method. The next step involves the application of 

principal component analysis on normalized data to reduce dimensionality of data. After that the results 

of principal component analysis are used to identify the correlated components which are then 

undergone to rotations to map to sources of air pollution. 

ARIMA and GARCH model has been applied on the air quality data and the parameters of both the 

models are compared to establish the correctness of the parameters. Streaming Data ARIMA (SDA) has 

been proposed in which ARIMA model has been applied on streaming data of fixed window size and the 

changes in the model parameters are analyzed. The results of SDA and ARIMA on static time sequence 

has been compared and the results have been found to be quite comparable. 
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CHAPTER 4 EXPERIMENTAL RESULTS 

4.1 Dataset Description 

 The air quality data is obtained on hourly basis for various pollutants over a range of year 2006 to 2016. 

The data collected involved some missing values which have been interpolated to convert it to a usable 

dataset. The cities being considered in the report include New Delhi (stations included are Anand Vihar, 

ITO and IGI Airport), Mumbai (stations are Bandra and Airoli), Chennai (stations are IIT and Alandur) 

and Bengaluru (stations are BTM and Peenya). The parameters being considered in the analysis of Tier I 

cities are PM2.5, relative Humidity, SO2 (Sulphur Dioxide), PM10 (Particulate Matter), O3 (Ozone), 

NOx (Oxides of nitrogen), NO2 (Nitrogen Dioxide), NO (Nitric Oxide), CO (Carbon Monoxide) and 

Temperature. The dataset is collected on hourly basis and is then aggregated on monthly, seasonally and 

yearly basis for purpose of analysis. 

4.2 Data Preprocessing 

 The dataset is collected for four Tier I cities namely, New Delhi, Mumbai, Chennai and Bengaluru are 

from 1-Jan-2006 to 14-Apr-2016. The dataset collected contained some missing values so in order to fill 

in the missing values three methods were considered. First method being deleting the records with 

missing values but this method leads to distortion of data so this method was not used. Second method 

being using mean substitution i.e. replace missing values with nearby mean values or the whole mean 

value of the particular parameter ,this method preserves the mean but at the same time leads to a low 

standard deviation hence this was not used. Third method being imputation ,several tests were made so 

that it doesn’t lower the standard deviation and also the mean value is not disturbed , hence interpolation 

has been used to fill in the missing values so as to get a usable dataset to do analysis. After imputing the 

missing values using interp1d interpolation method. After that every parameter is normalized using z-

score method as calculated in eq. (4.2.1). For a value x of parameter X, z-score is as below: 

           
         

        
                               (4.2.1) 

where mean(X)  is calculated as per eq. (4.2.2) is the average value of parameter X over N number of 

records being considered and stdev(X) is the standard deviation of X. 



8 

 

         
    

 
 
                                         (4.2.2) 

4.3 Investigation into relationship among various pollutants 

The yearly variations of Oxides of Nitrogen (NOx), Ozone (OZONE), Nitrogen Dioxide(NO2), Carbon 

Monoxide (CO), Nitric Oxide (NO) and Sulphur Dioxide (SO2) for Delhi are shown in Figure 4.3.1. 

Similarly for Mumbai, Bengaluru and Chennai the variations are in Figure 4.3.2, Figure 4.3.3 and Figure 

4.3.4. Table 4.3.1 summarizes the yearly variation of various pollutants for Delhi, Mumbai, Bengaluru 

and Chennai. Below figures shows the seasonal variation of four Tier I cities for years 2006-15 

summarized for NO, NO2, NOx, OZONE, SO2 and CO. 

Table 4.3.1: Yearly variation of pollutants 

Pollutant Delhi Mumbai Bengaluru Chennai 

NO Shows seasonal 

variation over years 

Shows seasonal 

variation from 2014-16 

Shows seasonal 

variation 

NO concentrations 

were lower than NOx 

during the initial years 

2009-2013 but after 

that NO concentrations 

are greater than NOx 

due to more 

photochemical activity. 

NO2 Shows seasonal 

variation over years 

Shows seasonal 

variation from 2014-16 

Shows seasonal 

variation 

NO2 concentrations are 

higher than NOx due to 

NO titration effect. 

NOx Shows seasonal 

variation over years 

Shows seasonal 

variation from 2014-16 

. Concentration of NOx 

is greater than NO and 

less than NO2 except 

when NOx achieved its 

highest in 2014. This 

behavior is attributed 

to changing 

environmental 

conditions which favor 

photochemical 

reactions leading to 

NO titration effect. 

Shows seasonal 

variation. 

Ozone It has been almost stable 

from 2008-14 but there 

is steady decline after 

2014 owing to increased 

emission of 

chlorofluorocarbons 

(CFCs). 

Ozone increased from 

2011 to 2013, 

decreased from 2013 

to 2014 and after 2014 

it is almost constant. 

In the available dataset 

of Bengaluru Ozone is 

not present. 

Not present in the 

available dataset. 

SO2 SO2 has gradually 

decreased during the 

study period, an 

Not much variation in 

concentration over the 

There are 277 

instances of SO2 that 

has exceeded the 

There are 169 

instances of SO2 in 

2012,2013 and 2014 
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estimate made based on 

data from ground-based 

monitoring stations. 

Whereas, majority of 

the stations are located 

in urban areas, where 

environmental 

regulations have 

reduced pollution levels 

locally. There are only 

some stations in India 

that collect 

measurements near 

power plant emissions. 

 

study period. prescribed standard of 

80.00 µg/ m³ and those 

instances appear in 

year 2013, 2014 and 

2015, the reason being 

increasing vehicular 

pollution, as mentioned 

more in Alarming 

situation in Bengaluru 

for other pollutants 

increasing 

concentration in 

Bengaluru. 

that has exceeded the 

prescribed standard of 

80.00 µg/ m³. 

 

CO CO and Ozone are 

positively correlated 

CO increased in 2010 

and achieved highest 

concentration in 2015 

and again declined in 

2016.Ozone and CO 

are negatively 

correlated during the 

course of time. 

Not much variation 

over the years. 

For CO adequate 

numbers of 

observations are not 

present in the dataset. 

 

 

Figure 4.3.1: Yearly variation of NO, NO2, NOx, OZONE, SO2 and CO from 2006 to 2016 in Delhi 

http://scroll.in/article/720033/a-bangalore-neighbourhoods-toxic-air-portends-indias-future
http://scroll.in/article/720033/a-bangalore-neighbourhoods-toxic-air-portends-indias-future
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Figure 4.3.2: Yearly variation of NO, NO2, NOx, OZONE, SO2 and CO from 2006 to 2016 in Mumbai 

 

Figure 4.3.3: Yearly variation of NO, NO2, NOx, SO2 and CO from 2006 to 2016 in Bengaluru 

 

Figure 4.3.4: Yearly variation of NO, NO2, NOx, OZONE, SO2 and CO from 2006 to 2016 in Chennai 

With the semi-arid climate in Delhi four seasons have been identified as: Jan-Mar, Apr-Jun, Jul-Sep, 

Oct-Dec and the seasonal variations of NO, NO2, NOx, Ozone, SO2 and CO for the year 2006-15 are 

shown in Figure 4.3.5. For Mumbai, Bengaluru and Chennai seasonal variations are in Figure 4.3.6, 

Figure 4.3.7 and Figure 4.3.8. 
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Figure 4.3.5: Seasonal variation of NO, NO2, NOx, OZONE, SO2 and CO in Delhi 

 

Figure 4.3.6: Seasonal variation of NO, NO2, NOx, OZONE, SO2 and CO in Mumbai 
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Figure 4.3.7: Seasonal variation of NO, NO2, NOx, OZONE, SO2 and CO in Bengaluru 

 

Figure 4.3.8: Seasonal variation of NO, NO2, NOx, OZONE, SO2 and CO in Chennai 

Table 4.3.2: Seasonal highest and lowest contribution of various pollutants of Tier I cities 
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From Table 4.3.2 it is found that Delhi is the worst city to stay and Bengaluru is the best city to stay in 

all the four quarters. From the above four seasonal variation figures in Delhi it is deduced that there is a 

strong seasonality between NO, NOx and NO2. Their concentrations are considerably higher during 

winter. Also, the Ozone levels are highest during summer as the Ozone production is enhanced by the 

suitable meteorological conditions for the chemical production of Ozone. CO and Ozone show higher 

concentrations during summer and lower concentrations during winter. The aggregated monthly 

variations of NO, NO2, NOx, OZONE, SO2 and CO are shown in Figure 4.3.9 below. 

 

Figure 4.3.9: Monthly variation of NO, NO2, NOx, OZONE and CO in year 2015 in Delhi 

From data available variations of temperature and humidity in Delhi show that temperature reaches its 

maximum of 38
o
C during summer and minimum during winters. Also a negative correlation is seen 

between temperature and humidity of Delhi. 

 

Figure 4.3.10: Monthly Variation of Temperature and Relative Humidity in Mumbai in 2015 
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Above Figure 4.3.10 for monthly variation of temperature and relative humidity in Mumbai shows that 

the temperature is almost constant whereas humidity increases from May-Sep. No correlation between 

temperature and humidity as temperature is almost constant and humidity varies independent of it. 

 

Figure 4.3.11: Monthly Variation of Temperature and Relative Humidity in Bengaluru in 2015 

Above Figure 4.3.11 for monthly variation of temperature and relative humidity in Bengaluru shows that 

temperature and humidity are almost constant. Below Figure 4.3.12 for Temperature Variations of 

Delhi, Mumbai, Bengaluru and Chennai shows that Delhi has maximum temperature during summer and 

lowest temperature during winters. While Mumbai has almost the same temperature throughout the year 

between the range of 28-34
o
C.For Bengaluru the temperature varies between 26-32

o
C and for Chennai 

the temperature ranges between 25-36
o
C. From Oct 2015-Mar 2016 the temperature of Chennai falls 

down. 

 

Figure 4.3.12: Temperature Variations of Delhi, Mumbai, Bengaluru and Chennai in 2015 
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Below Figure 4.3.13 for Humidity Variations of Delhi, Mumbai, Bengaluru and Chennai shows that 

Chennai exhibits high humidity during Apr-Jul 2015 and has moderate humidity from Jul-Oct 2015 and 

then the humidity increases from Nov 2015-Mar 2016. 

 

Figure 4.3.13: Humidity Variations of Delhi, Mumbai, Bengaluru and Chennai in 2015 

Below figure shows the NOx and CO contributions of Tier I cities during 2009-16. Mumbai has been the 

main contributor for NOx and Delhi being the highest contributor for CO during the time range. 

 

Figure 4.3.14: NOx and CO contributions of Tier I cities during 2009-16 

 

Figure 4.3.15: Hourly variability of annual averaged hourly concentrations of NO, NO2, NOx, OZONE 

and OX (sum of Ozone and NO2) for the period from 2006 to 2016 in Delhi 
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Figure 4.3.15 shows the hourly variability of annual averaged hourly concentrations of NO, NO2, NOx, 

OZONE and OX (sum of Ozone and NO2) for the period from 2009 to 2016 in Delhi. From Figure 

4.3.15 it is deduced that the concentration of NO is highest during midnight to 4:00a.m.in the morning 

due to increased level of traffic emissions. Concentration of NO decreases after 8:00a.m due to its 

reaction with O3 which leads it to the oxidation to NO2. Concentration of NO is lowest at 11:00a.m 

which conforms to the highest photolytic activity [2] during the time. 

Concentration of NO2 decreases till 7:00a.m in the morning due to below reaction that eventually leads 

to the production of O3. 

NO2 + hvr ==> NO + O               (4.3.1) 

O + O2 + E ==> O3 + E                 (4.3.2) 

NO + O3 ==> NO2 + O                (4.3.3) 

In eq. (4.3.1) there is no O3 production as the O3 produced during eq. (4.3.2) is then destroyed by its 

reaction with NO in eq. (4.3.3) which leads to its oxidation to NO2. Concentration of NO2 start 

increasing after 4:00p.m and is highest at around 1:00 in night. Concentration of O3 increases after 

7:00a.m due to increased photochemical activity during the time and peaks around 2:00p.m after which 

it starts declining. During the same time NO2 decreases as it is a preliminary in the formation of O3. 

Thus, in summarized way, Ozone concentrations vary negatively with NOx i.e. the concentration of 

Ozone falls rapidly for higher values of NOx. NO and NO2 vary positively with NOx i.e. the 

concentrations of NO and NO2 increase with the increasing values of NOx. NO is higher than NO2 and 

Ozone when the concentration of NOx is higher. These observations represent the complex chemical 

reactions wherein NO reacts with O3 to form NO2 which is called as NO titration effect.  

From Figure 4.3.16 nitrogen-dependent and nitrogen-independent contributions are identified [2]. It 

shows the plot of OX (NO2+Ozone) and NOx to be fitting a linear regression model and nitrogen-

dependent and nitrogen-independent contributions. NOx-dependent region can be contributed to local 

pollution sources and photochemical reactions as the level of NOx level’s increase/decrease leads to a 

simultaneous increase/decrease in the total oxidants level. NOx-independent region can be contributed to 

level of ozone at background level as the concentration of NOx is unaffected by the change in 

concentration of oxidants.  
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Figure 4.3.16: Nitrogen-dependent and Nitrogen-independent contributions 

4.4 Application of PCA on Tier I cities Air Quality Data 

Principal Component Analysis (PCA) has been applied to the four Tier I cities and the PCA results have 

been used to identify associations between various parameters of the dataset[1]. The factors being 

considered for checking and validating pollutant emiisions include seasonal and time-of-day factors 

alongwith photochemical activity leading to transformations producing Ozone and nitrogen dioxide . 

The various steps involved in the principal component analysis [1] are described below. First step is to 

find the covariance of normalized table (it is the rotated version of COEFF from princomp method of 

MATLAB). If the resultant matrix S is symmetrical, it implies that eigen vectors are orthogonal. PCA 

identifies the principal components that are perpendicular to each other, hence knowing about 

orthogonality is important 

Table 4.4.1: Delhi Covariance Matrix 
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Table 4.4.2: Mumbai Covariance Matrix 

 

Table 4.4.3: Bengaluru Covariance Matrix 

 

Table 4.4.4: Chennai Covariance Matrix 

 

As can be seen from Tables above, covariance matrices of all Tier I cities are symmetrical, hence their 

eigen vectors are orthogonal. The correlation matrices of four Tier I cities below shows the parameters 

with correlation greater than 0.5 and less than -0.5 shaded in red. Table 4.4.9 enlists the various positive 

and negative correlation of various pollutants across Tier I cities as obtained from above tables of 

correlation matrices. Second step is to determine the Eigen values to identify the number of principal 

components to be considered. After performing pca on data COEFF matrix, loadings matrix, is obtained. 

Suppose there are n numbers of variables then COEFF is an nXn matrix. 
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Table 4.4.5: Delhi Correlation Matrix 

 

Table 4.4.6: Mumbai Correlation Matrix 

 

Table 4.4.7: Bengaluru Correlation Matrix 

 

Table 4.4.8: Chennai Correlation Matrix 
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Table 4.4.9: Positive and Negative correlation of various pollutants across cities 

CITY Positive Correlation References for 

Positive 

Correlation 

Negative Correlation References for 

Negative 

Correlation 

Delhi SO2, PM10 [6] None None 

NO2, NOx [2] 

NO, NOx [2] 

NO, NO2 [2] 

CO, NOx [2] 

Mumbai PM10, PM2.5 [17], [18] None None 

Bengaluru NO, PM2.5 [18] Temperature, Relative 

Humidity 

[19] 

NO, Relative Humidity [19] 

Chennai Temperature, SO2 [2] CO, SO2 [2] 

NO2, NOx [2] 

NO, NOx [2] 

NO, NO2 [2] 

 

It is used to interpret the principal components. In order to analyze the closeness of two variables v1 and 

v2 , analyze the loadings matrix column wise and club together the values with high absolute value (e.g. 

criteria could be absolute value>0.5). For Delhi, Mumbai, Bengaluru and Chennai COEFF matrix is 

shown in Table 4.4.10, Table 4.4.11, Table 4.4.12 and Table 4.4.13. 

Table 4.4.10: Delhi PCA Table 
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Table 4.4.11: Mumbai PCA Table 

 

Table 4.4.12: Bengaluru PCA Table 

 

Table 4.4.13: Chennai PCA Table 

 

Third step is to interpret the coefficient for principal components. As the data is standardized, the 

relative magnitude of those coefficients within a column can be directly assessed. Each column here 

corresponds with a column in the output of the program labeled Eigen vectors. Significant values (i.e. 

the values greater than 0.4 and less than -0.4) are considered important. 

In PCA first need to find the components with largest variances as these components contain the most 

information and hence can help to summarize the air pollution data. Principal component analysis results 
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depend on the scale of input data [11], therefore, need to decide whether there is a need for rescaling. As 

mentioned in the data preprocessing section z-score scaling has been used on the input data.  

The main objective of applying PCA on air quality data is to provide usable description in components 

understandable in terms of sources of air pollution. The parameters are normalized using z-score method 

before PCA application. In each, principal component is a linear combination of standardized 

concentrations. The vector ai={ai,1,ai,2…ai,10}, for i, j in{1,2…10} are real constants and the constant ai,j 

are called loadings. The loadings are chosen such that they satisfy the following conditions. Firstly, the 

length of the vectors ai equals 1. Secondly, the principal component with the highest variance is chosen 

as the first principal component. Thirdly, the component with the second maximum variance is chosen 

as the second principal component such that first and second principal components are uncorrelated. 

In general, the ith principal component is chosen such that Var (PCi) is maximal on the condition that 

PCk and PCi are uncorrelated for k in {1,2,…i-1}. 

Another output obtained from PCA of data is SCORE matrix. SCORE gives the actual principal 

components as calculated by princomp method. It gives the observation in terms of latent variables. The 

magnitudes of the coefficients give the contributions of each variable to that component. As the data has 

been standardized, they do not depend on the variances of the corresponding variables. Another output 

obtained from PCA is the LATENT matrix. It gives the Eigen value of covariance of principal 

components. 
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Table 4.4.14: Delhi LATENT matrix 

 

Table 4.4.15: Mumbai LATENT matrix 

 

Table 4.4.16: Bengaluru LATENT matrix 

 

        Table 4.4.17: Chennai LATENT matrix  
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The proportion of variation determined by each eigen value is given in the third column. The first five 

principal components in Table 4.4.14 explain 77% of the variation. This is an acceptably large 

percentage. An Alternative Method to determine the number of principal components is using Eigen 

values Plot. 

 

Figure 4.4.1: Delhi Eigen Value Plot 

 

Figure 4.4.2: Mumbai Eigen Value Plot 

 

Figure 4.4.3: Bengaluru Eigen Value Plot 
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Figure 4.4.4: Chennai Eigen Value Plot 

4.5 Factor Analysis of standardized Principal Components 

In order to use principal components for the summarization of air pollution data include the first 

principal components which represent maximum variance in the data and the rotation of the principal 

components. The purpose of the rotation is to be able to find variables that can represent different 

sources of air pollution. 

For Delhi, by interpreting the eigen values in Table 4.4.14, it has been found that first 5 eigen values 

represent about 77% of the data, it is considered as a good amount of variance. After examining the 

correlation loadings of component in Table 4.4.10 need to apply varimax rotation on the first 5 

components. The rotation is chosen in a way that sum of new five squared correlation loadings as shown 

in Table 4.5.1 is maximal. 

Table 4.5.1: Varimax Rotations of components of Delhi 

 

rComp1 is mostly correlated with NOx, NO2 and NO. rComp2 is related with SO2 and PM10. rComp3 is 

mostly related with PM25 and Temperature. rComp4 is mostly related with Relative Humidity. rComp5 

is related with Ozone. 
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For Mumbai, by interpreting the eigen values in Table 4.4.15, it has been observed that the first 5 eigen 

values represent about 72% of the data, it is a considerable good amount of variance. After examining 

the correlation loadings of component in Table 4.4.11 need to apply varimax rotation on the first 5 

components. The rotation is chosen in a way that sum of new five squared correlation loadings as shown 

in Table 4.5.2 is maximal. 

Table 4.5.2: Varimax Rotations of components of Mumbai 

 

rComp1 is mostly correlated with PM2.5 and PM10. rComp2 is related with Ozone. rComp3 is mostly 

related with Humidity and NO2.  rComp4 is mostly related with SO2 and NOx. rComp5 is related with 

Carbon Monoxide. 

For Bengaluru, by interpreting the eigen values in Table 4.4.16, it is found that the first 5 eigen values 

represent about 72% of the data, it is considered as a good amount of variance. After examining the 

correlation loadings of component in Table 4.4.12 need to apply varimax rotation on the first 5 

components. The rotation is chosen in a way that sum of new five squared correlation loadings as shown 

in Table 4.5.3 is maximal. 

Table 4.5.3: Varimax Rotations of components of Bengaluru 
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rComp1 is mostly correlated with Temperature and relative humidity (they are negatively correlated). 

rComp2 is related with PM2.5 and carbon monoxide. rComp3 is mostly related with NO and NO2. 

rComp4 is mostly related with PM10. rComp5 is related with SO2. 

For Chennai, by interpreting the eigen values in Table 4.4.17, it has been found that the first 5 eigen 

values represent about 80% of the data which represents a very good amount of variance. After 

examining the correlation loadings of component in Table 4.4.13 need to apply varimax rotation on the 

first 5 components. The rotation is chosen in a way that sum of new five squared correlation loadings as 

shown in Table 4.5.4 is maximal. 

Table 4.5.4: Varimax Rotations of components of Chennai 

 

rComp1 is mostly correlated with NO2, NOx and NO. rComp2 is related with SO2 and temperature. 

rComp3 is mostly related with relative humidity. rComp4 is mostly related with PM2.5 and carbon 

monoxide. rComp5 is related with Ozone. Below Table 4.5.5 summarizes the various components 

identified after application of PCA on Tier I cities. 

Table 4.5.5: Component Identification of Tier I cities 
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4.6 ARIMA Model Fitting and Comparison with GARCH Model 

ARIMA model and GARCH model has been applied on the data. Stationarity of parameter 

Delhi_NO2_ITO has been checked and the results are in Table 4.6.1. After a number of iterations, it is 

found that (1, 1, 2) as (p, d, q) is the combination with least AIC (Akaike information criteria) and BIC 

(Bayesian information criteria) [14] for the parameter Delhi_NO2_ITO. After that ARIMA model has 

been fit and the results are in Figure below. The ARIMA model results for Delhi_NO2_ITO , 

Mumbai_Temp_Bandra, Blr_Temp_BTM and Cheni_Temp_IIT and the results are in Figure 4.6.1, 

Figure 4.6.2, Figure 4.6.3 and Figure 4.6.4 respectively. 

Table 4.6.1: Stationarity Test Results 

 

 

Figure 4.6.1: Delhi ARIMA Model Fitting 

 

Figure 4.6.2: Mumbai ARIMA Model Fitting 
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Figure 4.6.3: Bengaluru ARIMA Model Fitting 

 

Figure 4.6.4: Chennai ARIMA Model Fitting 

Comparison with GARCH Model 

Generalized Autoregressive Conditional Heteroscedasticity (GARCH) Model [10] has also been 

considered for model fitting of Delhi_NO2_ITO, Mumbai_Temp_Bandra, Blr_Temp_BTM and 

Cheni_Temp_IIT. In order to apply GARCH model and find the best fit, GARCH model is applied on 

diff of all parameters considered above for ARIMA model and the results obtained shown in Figure 

4.6.5, Figure 4.6.6, Figure 4.6.7 and Figure 4.6.8 below are quite comparable [15] with ARIMA model 

fitting results. 

 

Figure 4.6.5: Delhi GARCH Model Fitting 
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Figure 4.6.6: Mumbai GARCH Model Fitting 

 

Figure 4.6.7: Bengaluru GARCH Model Fitting 

 

Figure 4.6.8: Chennai GARCH Model Fitting 

4.7 Proposed SDA 

ARIMA model has been applied on static data in many research works [9] [12] but it has not been 

simulated for streaming data. In this work ARIMA model has been applied on streaming air quality data 

and the results obtained are quite comparable with static data ARIMA. The window size selected for the 

parameters is 350 records as this window size was found to be giving the best results. For 

Delhi_NO2_ITO the plot of AR and MA coefficients is shown in Figure 4.7.1. It shows the AR and MA 

parameters vary inversely. Also, the result obtained after applying SDA on Delhi_NO2_ITO are same as 

the static ARIMA results obtained. 
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Figure 4.7.1: AR and MA plot for SDA on Delhi NO2 data 

The proposed SDA has also been applied on parameters Delhi_Temperature_AV, 

Mumbai_Temp_Bandra, Blr_Temp_BTM and Cheni_Temp_IIT of Delhi, Mumbai, Bengaluru and 

Chennai. For Delhi_Temperature_AV ARIMA(1,1,2) has been found to be the best fitting model for 

static data of parameter Delhi_Temperature_AV for a total of 2662 records for period ranging from 

2009-16 and the window size of 350 records at a time is considered.  The plot of AR and MA 

coefficients of Delhi_Temperature_AV for ARIMA model fitted during the process are shown in Figure 

4.7.2 below. The iteration 4 in Figure 4.7.2 shows a ARIMA (0, 1, 0) model. 

 

Figure 4.7.2: Plot of AR and MA for SDA on Delhi_Temperature_AV 

ARIMA(1,1,2) fits the model for static data of parameter Mumbai_Temp_Bandra for a total of 3758 

records for period ranging from 2006-16 and the window size of 350 records at a time is found to be the 

optimal window size to be considered.  The plot of AR and MA coefficients of Mumbai_Temp_Bandra 

for ARIMA model fitted during the process are shown in Figure 4.7.3 below.  
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Figure 4.7.3: Plot of AR and MA for SDA on Mumbai_Temp_Bandra 

ARIMA (1, 1, 1) fits the model for static data of parameter Blr_Temp_BTM for a total of 2403 records 

for period ranging from 2009-16 and the window size of 350 records at a time is found to be the optimal 

window size to be considered. The plot of AR and MA coefficients of Blr_Temp_BTM for ARIMA 

model fitted during the process are shown in Figure 4.7.4.  

 

Figure 4.7.4: Plot of AR and MA for SDA on Blr_Temp_BTM 

In order to fit the model for Cheni_Temp_IIT the parameter has been stationarized by using log 

operation on Cheni_Temp_IIT. After that ARIMA (1, 1, 1) fits the model for static data of parameter 

Blr_Temp_BTM for a total of 2430 records for period ranging from 2009-16 and the window size of 

350 records at a time is found to be the optimal window size to be considered.  The plot of AR and MA 

coefficients of Cheni_Temp_IIT for ARIMA model fitted during the process are shown in Figure 4.7.5.  
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Figure 4.7.5: Plot of AR and MA for SDA on Cheni_Temp_IIT 

The above figures show how AR and MA parameters vary over the changing window size for 

temperature parameter of four Tier I cities. The results obtained after applying SDA and ARIMA o static 

whole dataset are found to be quite comparable and hence SDA can be used for streaming time series 

data. 
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CONCLUSION AND FUTURE WORK 

In this report, the air quality data of four Tier I cities (Delhi, Mumbai, Bengaluru and Chennai) in India 

have been analyzed using both graphical and statistical techniques. The air quality data has a large 

number of dimensions so in order to reduce dimensions, after experimentation, principal component 

analysis has been found to be the best technique to reduce dimensionality and identify the hidden 

associations between various pollutants depending on the region. The components identified from 

principal component analysis have been applied with varimax rotation to give a more clear description 

of identified components in terms of sources of air pollution. 

Autoregressive Integrated Moving Average (ARIMA), implemented by Box-Jenkins approach, along 

with GARCH model has been used to predict air quality data. In this work, SDA has been proposed in 

which ARIMA model has been used on the streaming data of fixed window size and the results obtained 

are quite satisfactory and hence provide a way to use this model on other kinds of data as well. 

In this study few parameters have been used for SDA, so future scope would be to use SDA on more 

parameters and compare their results with ARIMA on static time sequence. Also, this work has done 

trend analysis only for Tier I cities in India so future work would be to use discussed techniques for Tier 

II and Tier III cities as well. Also datasets of other fields like medical, social network, census, etc. can 

be used for SDA. Also GARCH model can be used for streaming data. 
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