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ABSTRACT 

Image quality assessment means estimating the quality of an image. Image quality is a 

characteristic of an image that measures the perceived image degradation. The quality of image 

gets affected due to the noise or distortion occurred during the acquisition, transmission, storage 

and compression. Broadly, quality can be measured in two ways - subjective and objective. In 

subjective methods humans are asked to rate the video on different scales according to the 

perceived quality. Objective methods eliminate human involvement by determining the quality 

of an input image automatically using some algorithm or mathematical model. With the 

advancement of digital technology, assessing quality automatically becomes more important. 

We propose a simple yet efficient objective quality assessment method, structural similarity 

based on high order moments. SSIM is based on the assumption that human eye is capable of 

extracting structural information by viewing the image and this structural information is a good 

measure of quality. Loss of structural information is considered as loss of quality.  We attempt to 

extend the SSIM by incorporating shape parameters of distributions. Quality of image is loss if 

shape of objects is not preserved. High order central and joint moments are used as shape 

descriptors in our new approach. We show that a high order moment adds useful extra 

information to SSIM, which is relevant in quantification of local structures. We also show that 

this additional information improves the correspondence of SSIM with human perception. 

Results are taken on various types of distorted images of a standard dataset and new SSIM is 

validated against SSIM index, mean square error and subjective ratings. 
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INTRODUCTION 

         

emand of image-based applications is increasing day–by-day, thus the importance of 

simple and reliable assessment of image quality is increased. These images pass 

through various pre-processing stages before they reach human observers. Different 

type of distortion occurs during different pre-processing stages, e.g., capturing, compressing, and 

transmitting images from one device to another. For example, during image compression 

blurring effects arises which leads to degradation in quality. Moreover, in the transmission stage, 

some data is loss due to limited bandwidth which also results in quality loss of the received 

image. In order to enhance and maintain the quality of images, it is essential to estimate the 

quality at each stage. 

   The task of image quality assessment (IQA) methods is to predict the quality of images and 

videos in agreement with human perception. A lot of work has been done on IQA over the past 

years. To estimate quality, we have to understand how human being perceives images or videos. 

Quality also varies according to the interest, experience and expectation of the viewer. Broadly 

quality assessment methods are divided in two categories, subjective and objective assessment 

methods. 

1.1. Subjective quality assessment methods 

In this approach, quality assessment is performed by human beings. Video clips are shown to 

evaluators and they are asked to rate the video on different scales according to perceived quality. 

The advantage of this method is that, it is reliable but it is expensive, consumes lot of time and 
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not applicable to real time applications. The different Subjective quality assessment methods [1] 

used are: 

1.1.1 Double Stimulus Continuous Quality Scale 

The distorted and original video sequences are shown to the evaluators in random order and 

order is not known to the evaluators. Rating of video quality is done on scale of 0–100 (with 100 

denoting excellent rating and 0 as bad rating). 

1.1.2 Double Stimulus Impairment Scale 

 In this procedure, the evaluators are aware of the reference and processed video/image sequence, 

and rate the sequences from very annoying to good. 

1.1.3 Single Stimulus Continuous Quality Evaluation 

As its name suggests, only processed video/image sequence is shown to the evaluator. Evaluator 

rates each video sequence according to the perceived quality, from bad to excellent. Mean is 

calculated over all sequences to rate the overall quality of video.  

1.1.4 Absolute Category Rating  

Only processed video is shown to evaluator for rating. One rating is provided by evaluator for 

the overall quality of video using scale ranging from zero to five. 

1.1.5 Difference mean opinion score 

DMOS give the difference between original and distorted sequence‘s mean opinion score 

(MOS). Less the value of DMOS score better will be quality of distorted image. 

Advantage 

 Subjective methods are most accurate and reliable quality assessment measures. 

 They serve as a benchmark for objective quality assessment methods. 

Disadvantage 

  They are expensive and time consuming because they need a large number of observers. 

  Real time quality assessment is not possible. 
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  Results of subjective rating depend upon the emotional state of the observer and physical   

conditions such as viewing distance, lighting condition, etc [17]. 

1.2 Objective quality assessment methods 

In Objective methods, quantitative measures and mathematical models are developed that can 

automatically measure the image quality according to human perception. Objective methods are 

classified into the three categories, depending upon availability of a reference image. The first 

classification is full-reference, second is no-reference and third is reduced reference. In full 

reference approach, original video is available for comparing with distorted video. No-reference 

quality assessment method is used when reference image is not available. In reduced reference 

method, some attributes are extracted from original image and are used for comparison with 

distorted image [2].  

                          Original Image  

       Quality of Image 

                     Distorted Image 

Fig.1.1. Flow diagram of Full Referenced IQA. 

 

 

                                                            

                       Quality of Image 

                    Distorted Image         

Fig.1.2. Flow diagram of Reduced Referenced IQA. 

 

 

                      Distorted Image  Quality of image 

 

Fig.1.3. Flow diagram of No Referenced IQA. 

 

IQA  method 

 

IQA  method 
 

IQA  method 
 

Extracted features 
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1.2.1 Type of objective assessment metrics  

Various types of metrics are formulated for quality determination. Some of them are described 

below: 

1.2.1.1 Data metrics: 

Data metrics are the metrics which do not consider the content of the signal during quality 

determination. Computation is done by comparing original and reference image, pixel-by-pixel. 

Mean square error (MSE) and Peak signal to noise ratio (PSNR) are two commonly used data 

metrics.  

1.2.1.2 Picture metrics 

These metric are designed using human visual system and try to include features like color 

perception, contrast sensitivity. Picture metrics specifically report the impacts of distortion on 

perceived quality. SSIM (Structural Similarity Index Measure) is one of the popular picture 

metric used for quality assessment. 

1.2.1.3 Packet and bit stream- based metrics 

It measures the effect of network losses on the image quality. Parameters from the transport and 

bit stream are analyzed to gain information like packet loss probability, delay, jitter etc. This 

information is used while modeling metrics that predicts the quality of image/video. V-Factor 

metric belong to this class. 

1.3 Applications of quality assessment 

 One of the direct applications of this work, image quality assessment (IQA) is to use it as a 

standard measure for many of the image processing algorithms. As there are many algorithms 

related to denoising and restoration is available that removes noise and blurriness from the 

image and gives a clear image to us. IQA is used to choose one of the best perceptual quality 

images from the restored images. 

  Quality assessment is a technique used for analyzing the trial design and used to prevent this 

design from errors and biases. Quality assessment is required for the performance measurement 

of capturing devices (camera), processing or computing algorithms, and various compression 

algorithms and also can be used to measure the quality of service of networks. These tools find 
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to be very useful if it embedded with recommender systems and search engines and in result 

these systems will provide better quality images to the users. 

 The objective of image quality assessment is to build a measurable metric which is having an 

intelligence of computing the image quality properly. Network visual communication is 

another interesting application where IQA measures are used for monitoring the quality-of-

service (QoS) in network. If this better IQA measure is available then one can use this 

technique not only for evaluating the performance of systems and algorithms, but also used to 

optimize these systems and algorithms to produce more promising results to users.  

 Many of the medical technologies are now using image as a data and now it becomes a 

challenging task in hospital to how to efficiently store these images in database, and how to 

transmit and retrieve this medical image information from the large database. Lossy image 

compression is a technique used for storing the image as this technique reduces the data rate. 

The risk with this technique is losing some continued diagnostic information that is present in 

medical images. So, some specific IQA technique is needed that maximizes the level of 

compression but not affect any diagnostic value of image. 

 Images of fingerprints, handwritings, faces, palm prints, and hand shapes are used in many of 

the biometric methods. These biometric systems have to work correctly under the 

circumstances where images may contain some noise or distortion. It is necessary to know how 

much level of quality degradation in image is needed under certain application scenarios. IQA 

measure is a technique different from the traditional computing techniques used till now, and 

provides better result in predicting that how much image quality is degrade. Once it is found 

that how much quality is degraded than some preprocessing algorithm is applied on the image 

which enhances the quality of image and then some pattern recognition algorithm is applied.  

1.4 Performance Metrics 

Predicated quality score (X) is compared with subjective score (Y) by using following 

correlation metrics [11].  

1.4.1 Pearson Linear correlation coefficient (PLCC or CC) 

It is a measure of how much two distributions (predicated quality and subjective score) are 

varying linearly. Range of its value is from -1 to +1 inclusive, where one is for positive 
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correlated, zero is for no correlation, and minus one is for negative correlated. The CC criteria 

help to define for prediction accuracy. 

For the     image in database of size N, CC is given as: 

 

 Where    is subjective score and    is objective score of     image in database. 

1.4.2 Spearman's rank correlation coefficient (SROCC) 

It measures strength of association among two distributions X and Y. Direction of association of 

variables X and Y is indicated by the sign of Spearman's correlation coefficient. If Y tends to 

increase with increase in X, sign is positive and if Y tends to decrease with increase in X, sign is 

negative. Zero value of SROCC indicates both variables are not correlated to each other. 

SROCC is defined as: 

        
 ∑   

  
   

       
                                                                   (2) 

Where    is difference of objective and subjective score of the n
th

 image in the database and N is 

total number of images. 

1.4.3 Kendall rank correlation coefficient (KROCC) 

It is a measure of dependence of two variables on each other. KROCC provides prediction 

monotonicity [12]. It is given by following mathematical equation. 

      
                                              

 
 ⁄       

                                (3) 

where N is total number of images in dataset. For any pair (xk, yk) and (xl, yl) under 

consideration, is concordant  pair  if the both  xk > xk and yl > yl or both xk < xl and yk < yl . They 

are said to be discordant, if xk < xl and yk > yl. or if xk > xl and yk < yl. 
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1.5 Motivation 

The aim is to find an easy and more direct way to compare the structures of the original and the 

distorted images. Digital image is nothing but it is representation of how the values of pixels are 

distributed in 2-D or 3-D space. Local and global distribution of pixel values is one way of 

representing local and global image structure, respectively. This representation is particularly 

useful as attributes of distributions like mean, variance and correlation represents what human 

visual system perceives quite well. However, the moments and their orders which will most 

effectively relate to human perception are unknown.  

 Zhou and Wang [5], proposed Structural Similarity model (SSIM) which considers the loss of 

structural information as degradation in quality. The approach divides structural similarity into 

three parts, namely, similarity in luminance, contrast and structural similarity. In SSIM metric, 

only mean, standard deviation and correlation is used to represent image structure. Distributions, 

local or global, of two images may have same mean, variance and correlation even if their shapes 

are different. 

For elaboration, consider the distributions of different shapes given in Fig.1.4. The distributions 

denoted as A, B, C and D are generated by using different random variable generator functions 

with mean as 0.5 and variance as 0.07. A is a truncated uniform random distribution, B is a 

gamma distribution, C is a beta distribution and D is a Gaussian distribution.  

 

                                     

                                       A                                                                              B 
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                                       C                                                                          D 

Fig.1.4. Shows histograms of A, B, C, D distributions. 

TABLE I.  COMPARISON OF SSIM VALUE OF DIFFERENT DISTRIBUTIONS 

Comparison between Two distributions SSIM  Value 

 

SSIM (A,B) 

 

0.9965 

 

SSIM (A,C) 

 

0.9981 

 

SSIM(B,C) 

 

0.9965 

 

SSIM(A,D) 

 

0.9981 

 

SSIM(B,D) 

 

0.9965 

 

SSIM(C,D) 

 

0.9987 

 

As seen from Table I, although the distributions are of fairly different shapes, SSIM takes very 

high similarity values. It serve as a motivation for our new approach that there is need to 

consider shape parameter along with the mean, variance and covariance. Shape parameters are 

introduced by computing and comparing high order moments of both signals.  
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1.6 Problem Statement  

Given: original image and a processed image (distorted image) 

Constraints:  

 Time bounded - quality to be evaluated in real time. 

 High correlation with human perception or judgments. 

Objective: 

Evaluate the quality or determine the level of distortion present in distorted image by comparing 

it with the available original image.  

1.7 Contributions 

 We have proposed quality assessment method that can be embedded with search engines 

and image recommender systems to recommend high quality images to the users from a 

database of large number of images. 

  Proposed measure goes with human perception better than existing quality assessment 

measures. 

  We have compared proposed method with other existing quality assessment methods and  

results show that our method outperforms them in terms of consistency with subjective 

ratings.  

1.8 Dissertation Overview  

The dissertation comprises of five chapters:  

 Chapter 1 introduces image quality assessment, its applications and the quality metrics we 

have used for our performance analysis. We briefly formulate the problem and summarize 

the contributions made in this dissertation. 

 Chapter 2 reviews the work related to objective image quality assessment methods and their 

limitations. 

 Chapter 3 introduces proposed method, structural similarity index based on high order 

moments. 



Structural Similarity Based On High Order Moments  2016

 

  
10 

 
  

 Chapter 4 compares the proposed method with other existing methods. Results are taken on 

various types of distorted images of standard IQA databases and it is shown that the proposed 

method outperforms all of them. Performance of proposed method is evaluated by using 

quality metrics 

 Chapter 5 summarizes the dissertation and provides some open problems in this area for 

future extensions of this work.  
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RELATED WORK 

emand of image based applications is increasing day by day, so there is great need of 

quality prediction approach that can estimate the quality of image or video 

automatically in real time. Various quality assessment metrics have been proposed 

with different accuracy and complexity. The reliable assessment plays a major role in meeting 

the QoS standards and improving the end user quality. Thus, in the recent years, a lot of work is 

done on the development of quality assessment models that can closely match the human 

perception. 

2.1  Mean Square Error and Peak Signal-to-Noise Ratio 

MSE is a most widely used full reference quality metric, calculated by taking average of the 

squared intensity differences of processed and original image pixels.  

    
 

  
∑        

  
                                                                          (4) 

Where xi is 
  

i
th

 pixel of orginal image, yi is 
  

i
th

 pixel of distorted signal and N is number of 

pixels. 

2.1.1 Advantage 

 Easy to compute and understand. 

 Have clear physical significance. 
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2.1.2 Limitations 

MSE has many drawbacks such as: 

1. Distortion-agnostic 

MSE and PSNR both are distortion-agnostic [4]. They do not consider the type of distortion 

present in image. Some distortions are more or less appealing than other depending upon the type 

of distortion. Both images shown in Fig.2.1, have same PSNR value but the quality of both the 

images are different because right image (b) contains high frequency noise and human eye is not 

capable to  notice the high-frequency noise whereas left image (c) has low frequency noise 

which is localized and visible to human eye. 

2. Content-agnostic 

Human perception also depends upon the location of distortion. Left image contained noise in 

bottom region where we have lot of content so distortion cannot stand out where as in image (c) 

distortion is present in a region having less content activity which makes it clearly visible. 

 

        

                    (a)                                                  (b)                                              (c) 

Fig.2.1. Image (a) is reference image and (b) and (c) has different distortion but has same PSNR [4]. 

PSNR value for both images (b) and (c) is same but they have different quality. So PSNR and 

MSE are not consistent with human eye perception [3].  
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2.2  IQA model based on error sensitivity  

It is a Full–reference model, signal whose quality has to be determined is thought as a sum of 

error signals and undistorted original signals. It is assumed that the quality loss of an image is 

directly related to the perceptibility of error signals. MSE and PSNR is a simplest implementation 

of this. Two different quality images may have same MSE. Some errors are more visible than 

other, so there is need to weight different type of errors according to their visibility [16]. Mannos 

and Sakrison [5] proposed IQA model using human visual system to weight different errors 

according to the visibility.  

2.2.1 Framework  

Generic IQA or VQA model using HVS framework is shown below:  

 

Fig.2.2. System diagram of error sensitivity based IQA system [5] 

2.2.2 Stages of error sensitivity VQA model:  

Stages of VQA model is described below: 

2.2.2.1 Pre-processing:  

In this stage, various operations are performed to eliminate distortion:  

1. The processed and original signals are aligned properly.  

2. The input signals are transformed into a color space visible to human eye [13].  

3. Digital pixel value is converted into luminance values of pixels.  
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2.2.2.2 CSF Filtering:  

The contrast sensitivity function (CSF) describes the sensitivity of the HVS to different spatial 

and temporal frequencies that are present in the visual stimulus [14]. Input signals are weighted 

according to this function.  

2.2.2.3 Channel Decomposition:  

The input signals are divided into sub-bands according to the spatial, temporal frequency and 

orientation. Some methods also implement channel decompositions based upon the neural 

responses. Discrete cosine or wavelet transforms are used for channel decomposition.  

2.2.2.4 Error Normalization 

The error in each sub-band is computed and normalized according to its visibility. 

2.2.2.5 Error Pooling 

In this stage, error signals from different channels are combined to give single value. Usually 

minkowski norm is used for pooling. 

 (    )   ∑ ∑       
 

   
 

 ⁄                                                             (5) 

Where      is the error of the i
th

 component in the j
th

 channel, and    is a exponent which can take 

value from 1 to 4. 

2.2.3 Research gaps  

This error-sensitivity approach depends upon a lot of assumptions. Perceptional quality is best 

estimated by weighting different noise signals according to their visibility but still some of 

limitation exists in this VQA model. 

2.2.3.1 Quality definition problem  

There is no standard definition of image quality. It is not stated anywhere that degradation of 

quality should be directly related to the visibility of errors. Some errors are clearly visible but not 

objectionable.  
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2.2.3.2 Real world images Complexity  

Mostly psychophysical experiments are performed by injecting simple figures, such as square 

waves, bars, or sine waves as an input but images in real world are more complex. So more work 

has to be done by considering the complexities of real images.  

2.2.3.3 Decorrelation Problem  

It is assumed that all the dependencies in the input signal are removed during preprocessing but it 

is not true all the time. When linear channel decomposition like wavelet transform is used strong 

dependencies still exist.  

2.2.3.4 Cognitive Interaction Problem  

Quality of image is also influenced by viewing distance, content of the image, interest of the 

viewer etc. These factors are not considered during assessment of the quality of images.  

 

2.3  IQA model based on structural similarity 

Natural image signals are highly structured; their pixels exhibit strong dependencies and these 

dependencies carry information about the structure of the objects [5]. Wang et al. proposed the 

model [14] which uses the structural information to determine quality of images. It is assumed 

that human visual system views and processes an image by extracting its structural information. 

Therefore, change in the structural information is considered as loss of quality. The approach 

divides structural similarity into three parts, namely, similarity in luminance, contrast and 

variation as shown in Fig.2.3. A main difference of the structural similarity index from the 

previous approach is that quality loss is considered as change in structural information instead of 

visibility of errors 



Structural Similarity Based On High Order Moments  2016

 

  
16 

 
  

 

Fig.2.3. System diagram of SSIM [5] 

 

 

Luminance of signal is calculated by finding the average of pixels intensity. 

                      

   
 

 
∑   

 
                                                                    (6) 

Luminance comparison function compares mean of original and distorted signals. 

       
         

   
     

    
                                                                (7) 

Standard deviation is used to determine contrast of the signal and given by: 

   (
∑        

  
   

   
)

 

 
                                                             (8) 

Similarly contrast comparison function is given by 

       
         

   
     

    
                                                            (9) 

Structural comparison is calculated by determining correlation coefficient between original and 

distorted signal. The correlation coefficient is a quantitative measure of how much one signal 
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varies in comparison to the other signal. One signal will equal to other when both have the same 

structure 

 

Where  

     
 

   
∑        (     )

 
                                              (11) 

 

The resulting value of luminance, contrast, and structure comparisons are combined to give 

SSIM index value. 

 

 Putting α=1, β= 1 and ϒ =1 we get following equation. 

          
(         )(        )

(   
     

    )(   
     

    )
                                              (13) 

Where   ,    and    are constants equal to K1L, K2L and K3L respectively. L is a range of pixel 

intensities. K1, K2 and K3 are constants <<1. SSIM is calculated locally by taking window size of 

8 * 8 and window is moved pixel by pixel. The overall quality is given by taking average of all 

SSIM measures computed locally. 

SSIM satisfies the following conditions: 

1. Symmetry: SSIM give same resultant value when A is compared to B or B is compared to A. 

                           i.e SSIM(B, A) = SSIM(A, B);  

2. Bounded:  Resultant value of the SSIM measure lies between 0 and 1. SSIM(A, B) ≤ 1.  

3. Unique maximum: The value of SSIM is one (maximum value) if and only if A is equal to B. 

                                     SSIM(A, B) = 1 if and only if A = B.  

 2.3.1 Advantage 

 The problem of suprathreshold is avoided as it does not depend upon psychophysics to 

measure quality. 
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  The problems of decorrelation and real world image complexity are also avoided because it 

does not predict the quality of image by accumulating errors related with psychophysically 

understood simple patterns. Instead, quality is determined by comparing structures of both 

original and distorted images. 

In Fig.2.4, conventional methods fail to explain why the perceived quality of these images is 

different but it can be easily explain by SSIM. Quality of images keeps on decreasing, as more 

structural information losses. 

 

Fig.2.4. Shows images of Boat having same mean square error MSE=210[5]. 

In Fig.2.4 Image (a) is original image of boat, (b) is contrast stretch image having similarity 

index equal to 0.9168, (c) is image with shifted mean having SSIM=0.9900, (d) is distorted 

image of (a) compressed by JPEG compression, having SSIM =0.6949, (e) is blur boat image 

having SSIM=0.7052 and (f) is boat image containing salt- pepper noise, SSIM=0.7754. 
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All the images have same mean square error i.e 210. Despite this, perceptual quality of all 

images is different. It is difficult to explain with error sensitivity method why the images have 

different quality but it is easily explained with the structural similarity approach as quality of 

images keeps on decreasing, as more structural information losses. 

2.3.2 Limitations 

As in SSIM metric, author is using only mean, standard deviation and co-relation to compare the 

structure of images but two images may have different shape even if they have same mean, 

variance and covariance. Let us compare proposed SSIM values of pairs of original and 

processed real world images shown in Fig. 2.5 to DMOS.  

                                      

                                               (a)                                                                    (b) 

 

                                       

                                         (c)                                                                    (d) 
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                                      (e)                                                                      (f) 

 

                                                     

                                     (g)                                                                          (h) 

Fig.2.5. Assessment of 6 images from CSIQ [10] database 

(a) is the original butter_ flower image and (b) is a blurred image. (c) is an original snow leaves 

image and (d) is JPEG 2000 compressed image of (c). Similarly, (e) is the original turtle image 

and (f) contains adding Gaussian white noise. (g) is original bridge images  and (h) is a contrast 

stretch image of (g). 
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TABLE II.  SSIM AND DMOS VALUES OF IMAGES SHOWN IN FIG. 2.5 

Comparison between two 

images 

SSIM Value DMOS 

(Subjective rating) 

SSIM((a),(b)) 0.5131 0.953 

SSIM((c),(d)) 0.5152 0.757 

SSIM((e),(f)) 0.5105 0.329 

SSIM((g),(h)) 0.5123 0.777 

 

As can be seen from the Table II, the SSIM values between all the original and distorted images 

are nearly the same, whereas the corresponding DMOS values are quite different. Values show 

that, SSIM is not consistent with subjective ratings. 

 

2.4  Multi-Scale Structural Similarity Index (MSSIM) [7] 

Human perceivability of image depends upon the distance of the observer from an image, 

sampling density and the perceptual capability of user‘s visual system. Depending upon these 

factors, subjective rating also varies. A single scale SSIM may appropriate for specific settings 

only. To incorporate more details of image, Multi Scale SSIM [7] is a convenient way. Original 

and distorted signals are given as an input to the system. In this low pass filter is applied and then 

image is down sample by a factor of two, this process is repeated iteratively. The highest scale 

image is indexed as Scale M, and the original image as Scale 1. At the n-th scale, the structure 

and contrast comparison are computed and denoted as cn(x, y) and sn(x, y), respectively. The 

luminance, lm(x, y) is compared only at highest scale M. 

All three measures, luminance, structure and contrast comparison, at different scales are 

combined together to provide overall SSIM evaluation. 
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Importance of components are adjust by setting value of   ,    and ϒ. To simplify, all 

parameters are set to same value   =    = ϒ. Single –Scale SSIM is considered as special case 

by setting     and    equal to zero. 

2.5  Three-Component Weighted SSIM (3-SSIM) [8] 

The performance of SSIM is less effective on the noisy and blurred images. Three weighted 

component is proposed to address this problem. Image is decomposed into 3 regions smooth, 

edges and textures region. These three regions have different importance for human perception, 

thus different weights are given to the SSIM according to the region in which it is calculated. 

SSIM is calculated in following steps. 

1. Compute the SSIM map 

2. Decompose the original image into edge, texture and smooth region as shown in Fig.2.6. 

Region where gradient magnitude is large is marked as edge region, region with low gradient 

magnitude is marked as smooth region. Textured regions are regions having gradient value in 

between these two thresholds.  

3. Compute SSIM over these 3 regions. The weight for edge regions was taken as 0.5, for 

textured and smooth regions it was taken as 0.25.  

4. Combine the weighted SSIM values, by taking their average to get single value of quality 

measure. 

 
Fig.2.6. System diagram of 3-SSIM [8] 
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HIGH ORDER MOMENT BASED SSIM 

 

igital image is nothing but it is representation of how the values of pixels are 

distributed in 2-D or 3-D space. Two images are structurally similar, if the 

distribution of intensities or pixel values are same along all directions. Two 

distributions are exactly same if all moments up to nth order are same. In addition to 

measurement with the lower order moments like mean, variance and correlation coefficient, 

measurements based on high order moments are required to represent information about the 

shape of the distribution. Shape of a distribution might be an important measure for perceptual 

quality assessment. Obviously, quality of image is degraded when shape of image distribution is 

not preserved.  

High order moments of distribution are used in our algorithm to compute the similarity between 

the original and processed signals. These moments are descriptors of shape of a distribution. 

Third order moment is normalized with respect to standard deviation, known as skewness. It 

measures the symmetry of the distribution about its mean. It is given by following equation: 

 

    
 [      

 ]

  
                                                                   (15) 

 

Two signals X and Y are compared by Skewness measure as: 

 

              
          

   
     

   
                                                   (16) 
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Flatness or peakness of the distribution compared to the normal distribution with the same 

variance is measured by fourth order moment. It is normalized by dividing it by standard 

deviation, also known as kurtosis.  

   
 [      

 ]

  
                                                                     (17) 

Where    is a Kurtosis of distribution X. 

Similarly, Kurtosis of two distribution X and Y, i.e distorted and referenced, is compared by  : 

              
        

  
    

   
                                                        (18) 

Fifth and sixth moments can be interpreted in terms of low order moments. Fifth moment 

measures the importance of tail with respect to mode in causing skew. Fifth moment normalized 

with respect to standard deviation, is known as hyperskewness, can be given as: 

     
 [      

 ]

  
                                                                    (19) 

Hyperskewness of original signal X and distorted signal Y can  be compare as: 

                   
            

    
      

   
                                        (20) 

Sixth moment can be used to describe further shape parameters. 

In the same way we calculate and compare sixth standardized moment (hyperflattness ). 

 

    
 [      

 ]

  
                                                                     (21) 

 

                    
          

   
     

   
                                         (22) 

Kurtosis, Skewness, hyperskewness and hyperflattness value may go to infinity; to deal with these 

pathological cases, (16), (18), (20) and (22) would satisfy following conditions. 

General representation of (16), (18), (20) and (22) can be given as 

 

          

           
                                                                           (23) 
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TABLE III.   SHOWS THE PATHOLOGICAL CASES FOR (23) 

Value of A 

Considered 

Value of B 

considered 

Value of expression 

( ) 

∞ Real value 0 

Real Value ∞ 0 

∞ ∞ 1 

- ∞ -∞ 1 

∞ -∞ -1 

- ∞ ∞ -1 

 

 

Along with the high order standardized moment, central moments, coskewness and cokurtosis, 

are also used in our approach to measure how the both original and distorted signals change 

together. 

Coskewness is a measure of how the shape of two distributions is changing together. It measures 

the symmetry of probability distribution of one signal with respect to the probability distribution 

of another signal. 

 Coskewness of two variables X and Y are defined by two equations: 

 

These measures are normalized with respect to skewness. All values are shifted to positive after 

subtracting mean from each pixel values to obtain the value of coskewness between 0 and 1. 

Let      is denoted by    ,      by       and      is the minimum value of       and      

values. After applying all the normalization equation can be given as  

                  
 [                       ]  

  
   ( √   

  )
 
√   
   

                         (26) 
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                          (27) 

 

Cokurtosis measures the degree of flatness or peakness of one distribution with respect to other 

distribution. Higher cokurtosis value means both distributions tend to go their extreme values at 

same time. Cokurtosis values are normalized with respect to kurtosis. 

Normalized Cokurtosis of two distributions ‗X‘ and ‗Y‘ can be given by three equations. 

                  
 [      

 (    )]  

  
       ( √  
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√  
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 ( √  

  )
 
  

                                (30) 

Where E[X] is an expectation value of X. 

Along with mean, variance and covariance in (7), (9) and (10) are combined with (16), (18), 

(20), (22), (26), (27), (28), (29) and (30) to get a new SSIM index as shown in Fig 3.1, which is 

given as 

 

Where α, β, ϒ and ρ are constants used to set comparable importance of these components. C is 

constant added to avoid a situation when numerator or denominator converges to zero. C is   

equal to (kL)
2
, range of  pixel values is denoted by L and k << 1. For grey scale images pixel 

ranges varies from 0 to 255, so L is 255.  
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Fig.3.1. System diagram of propose method 

 

3.1 Limitations overcome 

The proposed SSIM is computed locally, taking window size of 8*8, for the images shown in 

Fig. 1.4  and the various SSIM values obtained are given in Table IV. 

TABLE IV.   PROPOSED SSIM VALUES FOR DIFFERENT PAIRS  OF DISTRIBUTIONS SHOWN IN FIG. 1.4 

Comparison between Two 

distributions 

SSIM  Value 

(proposed method) 

SSIM(A,B) 0.002 

SSIM(A,C) 0.011 

SSIM(B,C) 0.004 

SSIM(A,D) 0.021 

SSIM(B,D) 0.013 

SSIM(C,D) 0.008 
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As seen in the histograms, shown in Fig.1.4, all the distributions are of different shapes. New 

proposed SSIM does better than the existing SSIM [5] in distinguishing the distributions. Results 

are also taken on the real world images shown in Fig.2.5. 

TABLE V.  PROPOSED SSIM VALUES AGAINST DMOS VALUES OF IMAGES SHOWN IN FIG.2.5 
 

Comparison between 

two images 

Proposed SSIM Value DMOS 

(Subjective rating) 

SSIM((a),(b)) 0.3816 0.953 

SSIM((c),(d)) 0.4661 0.757 

SSIM((e),(f)) 0.5063 0.329 

SSIM((g),(h)) 0.3697 0.777 

 

According to DMOS values, image 2(b) has more distortion compared to other images and 2(f) 

has least distortion present. Same is indicated with proposed SSIM values unlike the existing 

SSIM [5] seen from Table I. 
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RESULTS AND DISCUSSION 

4.1. Experiment1:  

Proposed SSIM is validated against existing methods and subjective ratings by taking results on 

various kinds of distortion. The proposed SSIM is calculated only on luminance component of 

the shown images in Fig.4.1. The values of proposed SSIM are given in Table VI. 

                        
                                  (a)                                                                          (b) 
 

                       
                                   (c)                                                                         (d) 
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                                         (e)                                                                       (f) 

Fig.4.1. Visual assessment of 6 set of images from CSIQ [10] database. 

Image (a) is original image and (b) is a blur image, (c) is the  image with different contrast, (d) 

contains additive pink noise, (e) is compressed image compress by JPEG and (f) is further 

compressed image by JPEG2000.  

The proposed SSIM is calculated on images shown in Fig.4.1. Results are shown in Table VI. 

TABLE VI.  PROPOSED SSIM VALUES AGAINST DMOS VALUES OF IMAGES SHOWN IN FIG.4.1 

Comparison between two 

images 

Proposed SSIM Value DMOS 

(Subjective rating) 

SSIM((a),(b)) 0.3411 0.750 

SSIM((a),(c)) 0.7293 0.371 

SSIM((a),(d)) 0.6549 0.565 

SSIM((a),(e)) 0.5293 0.657 

SSIM((a),(f)) 0.355 0.827 

 

It is clearly seen from the results, the proposed SSIM measure is consistent with subjective 

ratings, shown in Table VI. 

Scatter plots of the subjective ratings (DMOS) versus (a) Mean Square Error (MSE) (b) SSIM 

applied locally on the window size 8*8 (C) proposed SSIM applied locally on the window size 
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8*8 over 900 images of CSIQ database are shown respectively in Fig. 4.2, 4.3 and 4.4 to 

compare the performance of proposed SSIM with MSE and existing SSIM. 

 

 

       

Fig.4.2. Plot of DMOS VS MSE  

 

       

Fig.4.3. Plot of DMOS VS SSIM 
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Fig.4.4. Plot of DMOS VS proposed SSIM 

 

In the plot of Fig.4.2, Fig.4.3 and Fig.4.4, each black point corresponds to image quality 

measured by the objective approach versus subjective rating of that image. Plots show the 

relation between DMOS and objective approach. It is seen that the proposed SSIM goes better 

with DMOS values than other methods. 
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4.2. Experiment2: 

Results are taken on images with different extents of various types of distortions to find how well 

the proposed method agrees with human perception. The CSIQ dataset, which contains 900 

images, is considered. The dataset contains undistorted images and corresponding set of multiple 

distorted images. The distortions considered belong to six different categories, namely, due to 

additive white Gaussian and pink noise, blur, contrast, JPEG and JPEG 2000 compression. 

Different extents of these distortions are also considered. The proposed SSIM values are 

compared with the subjective DMOS measure for four categories of distortions, owing to 

similarity in observations within images with noise and compression distortions. 

4.2.1.  Distortion type- Blur 

               
                       (a)                                               (b)                                                  (c) 

 

              
                        (d)                                            (e)                                               (f) 

Fig.4.5. Image (a) is original image and (b), (c), (d) and (e) are images with different level of 

blurriness present [10]. 
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Proposed SSI M is applied on images with various levels of blur, and the values are shown in 

Table VII in comparison to the corresponding DMOS values. As can be seen, the proposed 

measure is in agreement with human perception. 

TABLE VII.  PROPOSED STRUCTURAL SIMILARITY INDEX VALUES OF IMAGES SHOWN IN FIG.4.5 

Comparison between two 

images 

Proposed SSIM Value DMOS 

(Subjective rating) 

SSIM((a),(b)) 0.9124 0.078 

SSIM((a),(c)) 0.7765 0.202 

SSIM((a),(d)) 0.6075 0.482 

SSIM((a),(e)) 0.4181 0.779 

SSIM((a),(f)) 0.2451 0.953 

 

In order to compare the proposed SSIM measure to the existing SSIM and MSE measures, 

scatter plots of the subjective ratings (DMOS) versus ( a ) MSE ( b ) Existing SSIM ( c ) 

proposed SSIM is shown respectively in Fig. 4.6, 4.7 and 4.8. The SSIM measures are obtained 

by computing it locally on the window size 8*8 over 150 blurred images of CSIQ database. As 

can be seen, the linear correlation between human percept ion and the proposed SSIM is the 

highest. 

 

 

 
Fig.4.6. Plot of DMOS VS MSE for blurred images 
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Fig.4.7. Plot of DMOS VS SSIM for blurred images 

 

 
Fig.4.8. Plot of DMOS VS proposed SSIM for blurred images 

 
 

 

 

 
4.2.2.  Distortion type- contrast 

 
Proposed SSIM is applied on images with various levels of contrast, and the values are shown in 

Table VIII in comparison to the corresponding DMOS values. As can be seen, the proposed 

measure is almost in agreement with human perception.  
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                  (a)                                                  (b)                                                   (c) 

                                             

                   (d)                                                   (e)                                                  (f) 

Fig.4.9. Image (a) is original image and (b), (c), (d) and (e) are images with different level of 

contrast present [10]. 

TABLE VIII.  PROPOSED STRUCTURAL SIMILARITY INDEX VALUES OF IMAGES SHOWN IN FIG.4.9 

Comparison between two 

images 

Proposed SSIM Value DMOS 

(Subjective rating) 

SSIM((a),(b)) 0.9368 0.090 

SSIM((a),(c)) 0.8525 0.212 

SSIM((a),(d)) 0.5806 0.342 

SSIM((a),(e)) 0.4635 0.389 

SSIM((a),(f)) 0.4521 0.398 
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In order to compare the proposed SSIM measure to the existing SSIM and MSE measures, 

scatter plots of the subjective ratings (DMOS) versus (a) MSE (b) Existing SSIM (c) proposed 

SSIM is shown respectively in Fig. 4.10, 4.11 and 4.12. The SSIM measures are obtained by 

computing it locally on the window size 8*8 over 150 contrast altered images of CSIQ 

database. As can be seen, the linear correlation between human perception and the proposed 

SSIM is the highest.  

 

Fig.4.10. Plot of DMOS VS MSE for contrast altered images 

 

 

Fig.4.11. Plot of DMOS VS SSIM for contrast altered  images 
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Fig.4.12. Plot of DMOS VS proposed SSIM for contrast stretch images 

 

4.2.3.  Distortion type- additive pink noise 

Proposed SSIM is applied on images with various levels of additive pink noise, and the values 

are shown in Table IX in comparison to the corresponding DMOS values. As can be seen, the 

proposed measure is in agreement with human perception. 

 

                

                  (a)                                                   (b)                                              (c) 
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                    (d)                                                   (e)                                                (f) 

Fig.4.13. Image (a) is original image and (b), (c), (d) and (e) are images containing different 

level of additive pink noise [10]. 

TABLE IX.  PROPOSED STRUCTURAL SIMILARITY INDEX VALUES OF IMAGES SHOWN IN FIG.4.13 

Comparison between two 

images 

Proposed SSIM Value DMOS 

(Subjective rating) 

SSIM((a),(b)) 0.7582 0.032 

SSIM((a),(c)) 0.5948 0.193 

SSIM((a),(d)) 0.4759 0.352 

SSIM((a),(e)) 0.3537 0.505 

SSIM((a),(f)) 0.2813 0.642 

 

Scatter plots of the subjective ratings (D MOS) versus (a) MSE (b) Existing SSIM (c) proposed 

SSIM is shown respectively in Fig.4.14, 4.15 and 4.16 As can be seen, both existing SSIM and 

proposed S SIM are not in linear correlation with human perception. Structural similarity looks 

less suitable to evaluate images corrupted with pink noise. Similar observations are made on 

images with additive white Gaussian noise. 
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Fig.4.14. Plot of DMOS VS MSE for images having additive pink noise 

 

 

Fig.4.15. Plot of DMOS VS SSIM for images having additive pink noise 
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Fig.4.16. Plot of DMOS VS proposed SSIM for images having additive pink noise 

 

 

 

4.2.4.  Distortion type- compressed by JPEG 2000 

Similarly, Propsed SSIM is applied on image of sky, compressed with different level of 

compression, values are shown in Table X. 

 

                

                    (a)                                                 (b)                                              (c) 
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                   (d)                                                   (e)                                                (f) 

Fig.4.17. Image (a) is original image and (b), (c), (d) and (e) are images containing different 

level of JPEG 2000 compressed [10]. 

TABLE X.  PROPOSED STRUCTURAL SIMILARITY INDEX VALUES OF IMAGES SHOWN IN FIG.4.17 

Comparison between two 

images 

Proposed SSIM Value DMOS 

(Subjective rating) 

SSIM((a),(b)) 0.7582 
0.024 

SSIM((a),(c)) 0.5948 
0.301 

SSIM((a),(d)) 0.4759 
0.655 

SSIM((a),(e)) 0.3537 
0.851 

SSIM((a),(f)) 0.2813 
1.000 

 

It is clearly seen from the results, the proposed SSIM measure quantitatively reflects in more 

degradation in quality. Scatter plots of the subjective ratings (DMOS) versus (a) Existing SSIM 

(b) proposed SSIM applied locally on the window size 8*8 over 150 images of CSIQ database, 

compressed by JPEG compression, are shown respectively in Fig. 4.18, 4.19 and 4.20 to 

differentiate the performance of proposed SSIM with already existing SSIM and MSE.  
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Fig.4.18. Plot of DMOS VS MSE for compressed images by JPEG 2000 

 

 

 

Fig.4.19. Plot of DMOS VS SSIM for compressed images by JPEG 2000 
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Fig.4.20. Plot of DMOS VS proposed SSIM for compressed images by JPEG 2000 

 

It is clearly seen from the plots, the proposed SSIM measure goes with human perception better 

than other methods. 

 

4.3. Experiment 3 

The performance of the proposed SSIM is compared with existing SSIM and MSE by using 

Pearson linear correlation coefficient (CC), Kendall rank correlation coefficient (KROCC) and 

Spearman's rank correlation coefficient (SROCC). The CC criteria help to define for prediction 

accuracy, whereas, KROCC and SROCC provides prediction monotonicity. Results are taken on 

the different type of distorted images of CSIQ database. The value of these performance 

measures needs to be near -1 for SSIM and proposed SSIM, near 1 for MSE. 
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TABLE XI.  CORRELATION  METRICS FOR MSE, AND PROPOSED AND EXISTING SSIM WITH DMOS 

 

Type  

Of 

Distort-

ion 

 

SROCC 

 

 

 

KROCC 
 

 

CC 

NEW 

SSIM 

SSIM MSE NEW 

SSIM 

SSIM MSE NEW 

SSIM 

SSIM MSE 

 

Gaussian 

Noise 

 

-0.8453 

 

-0.9255 

 

0.9239 

 

-0.6435 

 

-0.7544 

 

0.7493 

 

-0.8219 

 

-0.8941 

 

0.9208 

 

Blur 
 

-0.9350 

 

 

-0.9245 

 

0.8622 

 

-0.7720 

 

-0.7665 

 

0.6598 

 

-0.9264 

 

-0.8504 

 

0.8243 

 

Contrast 
 

-0.8263 

 

 

-0.7393 

 

0.7125 

 

-0.6258 

 

-0.5322 

 

0.4981 

 

-0.8338 

 

-0.7221 

 

0.7095 

 

Pink 

noise 

 

-0.8045 

 

-0.8925 

 

0.9264 

 

-0.6024 

 

-0.7075 

 

0.7528 

 

-0.7489 

 

-0.8117 

 

0.9001 

 

JPEG 

 

 

-0.9305 

 

-0.9205 

 

0.8867 

 

-0.7629 

 

-0.7526 

 

0.6934 

 

-0.9356 

 

-0.9019 

 

0.8640 

 

JPEG 

2000 

 

-0.9100 

 

-0.9172 

 

0.8841 

 

-0.7260 

 

-0.7497 

 

0.7141 

 

-0.9119 

 

-0.8749 

 

0.8841 

 

 

A better IQA measure should have higher negative CC, SROCC, and KROCC values. It is seen 

that the proposed SSIM does better than existing SSIM and MSE in all the cases except the cases 

of noises. In fact, surprisingly, for noises, MSE seems to be doing the best, essentially pointing 

out that here structural similarity becomes less important than pixel-wise similarity. 
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CONCLUSION AND FUTURE WORK 

 

N this thesis, we have extended the SSIM measure by introducing distribution shape 

parameters in the existing measure. Higher order moments are used as the distribution 

shape descriptors. It is shown that use of higher order moments adds useful information to 

SSIM relevant to structural similarity between image regions. Experimental results are taken on 

various types of distorted images from the publicly available CSIQ dataset which contains more 

than 900 images. Subjective rating by users is used as ground truth to compare the proposed 

SSIM to MSE and existing SSIM. From the outcome of the comparison, it is found that the 

proposed technique is an effective method of evaluating the image quality with better 

correspondence with human perception. 

Following are the areas where proposed work can be extended. 

 As said earlier, image quality measures can be used in many applications. One such 

application is image and video coding. Usually full reference quality of the image is checked 

after decoding the image. In future, it is intended that the encoding itself is adapted to both no-

reference and full reference quality of the image. The goal is especially to design such a 

technique for region-of interest (ROI) based image coding, such that the quality at non-ROI 

areas does not get degraded to unacceptable amounts. The intension is to test the new method 

on many images and videos with different characteristics and carry out statistical analysis of 

performance. 

 As shown in the results, the proposed SSIM does better than existing SSIM and MSE in all 

the cases except the cases of noises. So more work has to be done regarding this. 

I 

C
 H

 A
 P
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 E
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