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ABSTRACT

A moving window discrete Fourier transform based synchronization technique is proposed

in this research work for a non-contact ultrasonic vibration measurement system. When an

ultrasonic wave is transmitted towards an moving object, it experiences a Doppler shift at

the receiving end depending on the vibrating frequency and distance of the moving object.

Hence, the received ultrasonic signal is phase modulated. The Doppler shift contains all

the information of moving object such as vibration amplitude, frequency, and phase.

Firstly, vibration signal estimation techniques employed in ultrasonic measurement sys-

tems are reviewed. The literature review is focused on the Doppler signal extraction

methods including the theory and analysis pertaining to the background of ultrasonic vi-

bration measurement techniques. The phase modulated ultrasonic received signal in the

vibration measurement system involves constant phase shift due to ultrasonic path length,

phase shift introduced by Doppler effect due to vibrating object, and the parametric phase

shift caused by interaction of high frequency ultrasonic wave and low pressure developed

by vibrating object. Among the three phase shifts, the Doppler phase shift contains the

vibrating signal information and the extraction of Doppler signal helps in knowing the

velocity of the vibrating object, amplitude and phase of the vibration. Various tech-

niques of Doppler phase shift retrieval are categorized based on the modulation index

estimation procedures from the received ultrasonic signal. An analysis is made based on

the information retrieval methods for estimation of vibration signal parameters, range of

the vibration amplitude, frequency, and the preferable carrier frequency for transmission.

Further, the analysis also presents various types of ultrasonic vibration measurement ap-

plications. Apart from the Doppler effect, the theoretical background of parametric effect

in vibration measurement has been analyzed.

Secondly, a synchronization technique is presented for extracting the Doppler signal for

extracting the Doppler signal in ultrasonic vibration measurement system using moving-

window discrete Fourier transform (MWDFT) as a filter. A pair of ultrasonic transducers

is used in which one transducer emits the continuous ultrasonic wave of 40 kHz toward



the vibrating disc and another transducer receives the phase modulated ultrasonic signal.

In this technique, the received ultrasonic signal is tracked for variation in carrier. The

quadrature detection is performed with the help of MWDFT. The FM-to-AM conver-

sion is done by tuned MWDFT filter. A simple multiplier followed by another MWDFT

suppresses the carrier from the received signal and hence the Doppler signal is retrieved.

The retrieved signal is further processed to extract the phase modulating signal by sam-

pling period adjustment of the MWDFT. This signal contains the vibration amplitude

and frequency information. These parameters had been obtained for an electrodynamic

vibration system by implementing the synchronization technique in field programmable

gate array (FPGA).

Thirdly, when the ultrasonic carrier deviation is large because of the vibration frequency,

the received signal appears as AM-FM signal instead of phase or frequency modulated sig-

nal. However, the vibration information is present only in frequency modulating signal. To

separate the AM signal from FM signal, the MWDFT-PLL is modified in such a way that

the sampling pulse generator produces pulses suitable for MWDFT bin-1 and MWDFT

bin-0 for the retrieval of frequency and amplitude modulation signals, respectively. Hence,

this method presents how the frequency and amplitude variation of mono-component AM-

FM could be retrieved simultaneously. The proposed technique involves the feed-forward

and feedback demodulation techniques. In case of feed-forward demodulation, the FM

signal is converted into AM using a filter and the feedback demodulation involves phase

locking schemes. The proposed scheme is capable of extracting Instantaneous Frequency

(IF) and Instantaneous Amplitude (IA) for the signals comprising of large variation in

frequency and amplitude. The wide operating range of the PLL scheme facilitates in

achieving the large variation in AM-FM signal demodulation. In addition, the MWDFT

incorporated in the PLL would extract the message signals in presence of noise. The

proposed scheme is implemented in FPGA to validate the performance of MWDFT-PLL

in decomposition of the mono-component AM-FM signal.

Fourthly, to improve the performance of the proposed scheme for (i) wider range and (ii)

good SNR of demodulated frequency, a closed-loop MWDFT based frequency locked-loop

(FLL) is proposed. With this scheme, message signal is retrieved from sinusoidal frequency

ii



modulated signals. A MWDFT acts as a tuned filter, when the sampling frequency is

integral multiple of the center frequency. The spectra of MWDFT exhibits almost flat

amplitude and phase responses when it is placed in a closed-loop with fixed sampling

frequency. These flat characteristics for variation in input frequency is utilized for tracking

frequency modulated carrier. The small leakage observed in terms of magnitude and

phase errors of MWDFT is further corrected by adaptive sampling frequency control.

The proposed MWDFT-FLL offers frequency demodulation/estimation under following

conditions (i) biased input, (ii) large frequency deviation, (iii) frequency modulation (FM)

of decaying sinusoid, and (iv) noise and harmonics.

Finally, the velocity measurement of moving object is carried out by applying the MWDFT-

PLL and FLL algorithms. In PLL algorithm, a constant velocity of the moving object

is measured in d.c. shift at the out signal. But for FLL algorithm, when a sinusoidal

signal of carrier frequency 40 kHz is transmitted toward the moving object having con-

stant velocity, the linear change in carrier phase shift is experienced because of Doppler

effect in the reflected wave. The linear change in phase shift is reflected as step change

in estimated frequency. Thus, the constant velocity of the moving object is measured in

terms of step change in carrier frequency.
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Chapter 1

Introduction

1.1 Background

Vibration measurement is very important in the field of industrial, medical and scientific

applications. The vibration measurement techniques can be classified into two categories,

(i) contact measurement and (ii) non-contact measurement. Contact type measurements

are carried out by connecting the sensors such as accelerometer, strain gauge, and probes

on the object of vibration. Contact type measurements yield excellent results, but in

some applications contact to the measuring device is not possible because of the speed

and lightweight of measuring devices. Further, the strain gauge do not have long reli-

able life, and requires high gain amplifiers for processing the measured data, thus making

them susceptible to noise amplification problems [1]. Furthermore, measuring surface

may not be smooth for fixing the sensing devices. Some transducers, such as capacitive,

LVDT, magnetic or inductive-type vibration sensors, can measure the vibration of an

object with good resolution but have a limited measuring range less than several cen-

timeters [2]. Magnetic vibration sensors based on electromagnetic principle convert the

vibration parameters into the induced emf. These sensors are relatively complex and large

in structure. An inductive vibration sensors are normally electronic proximity sensors and

their sensitivity, linearity and range are restricted. Thus, they are not suitable for mea-

surement of higher frequency range. Capacitive vibration sensors measure the vibration

parameters using conductive elements or dielectric properties. These sensors offer high

resolution, high precision, and short dynamic response time but their measuring range

is small. They are also affected by parasitic capacitances, slight electrical medium and

electromagnetic fields. The capacitive sensors were used for sensing human proximity to

measure position and space occupant [3]. The pulse oximeter employs the red and in-

frared light emitting diodes (LEDs) to obtain photoplethysmographic (PPG) waveforms
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that relates to the fundamental frequency of heart rate [4], [5]. Thus, these measurement

techniques require contact surface and range of measurement is limited.

To overcome these problems non-contact type sensors are preferred in vibration measure-

ment. In non-contact type of measurement optical methods based on laser interferometric

technique can be used for advanced applications including measurements of lightweight

structures. These optical systems are capable of measuring very small vibration velocities

and displacements with large measurable range. Optical vibrometry has high resolution,

resistance to electromagnetic interference, high accuracy, high precision and fast response.

However, higher velocities, rough surfaces, opaque gases and a dusty environment may

cause problems. Moreover, optical techniques are very expensive [6] and unfamiliarity

to the end user. The optical approaches such as fiber bragg grating sensors and plastic

optical fibers were employed for fiber vibration sensor [7]. These optical methods are more

sensitive to noise when vibrations are converted into variations of the light intensity. Thus,

the overall drawbacks can be overcome by non-contact type of vibration measurements

using acoustic method.

The acoustic sensors and measurement methods are based on the characteristic of sound

waves in a medium. It has a variety of applications in the field of engineering, medical

diagnosis, industrial applications, and communication technologies. The physical param-

eters such as amplitude, frequency, phase, velocity and distance of the moving object can

be sensed by airborne ultrasonic transducers. Some of these transducers include Piezo-

electric, Lead Zirconate Titantate (PZT), Polyvinylidene fluoride (PVDF) and capacitive

types [8]. The ultrasonic transducer such as PVDF has low mechanical impedance but

less intensity [9], capacitive ultrasonic transducer has better impedance matching but

the performance is difficult to predict and control [10], piezoelectric transducers provide

large displacement but highly nonlinear [11], [12]. However, piezoelectric transducers are

mainly used for measuring the dynamic force and acceleration. It has high sensitivity,

high signal-to-noise ratio, large measuring range, simple structure, more reliable, very

high frequency response, non-contact and light weight. It has weak output signal and

not suitable for measurement in static condition. PZT and electrostatic transducers at

40 kHz are commercially available [9]. The acoustic outputs of these transducers are
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higher as compare to PVDF transducer if the same area and applied voltage are consid-

ered. Block diagram representation of non-contact type vibration measurement is shown

in Fig. 1.1. These transducers sense the physical behavior of the vibrating signal and

Fig. 1.1: Block diagram representation of non-contact type vibration measurement

convert them into analog electrical signal. This signal is applied to signal conditioning.

Then, the analog signal is digitized through analog-to-digital (ADC) unit and applied

for processing including amplification as well as filtering. Finally, the processed signal is

passed through digital-to-analog (DAC) and the analog signal corresponds to the physical

parameters are estimated in output signal analyzers or display units.

In vibration measurement systems, ultrasonic signal can be transmitted in pulse mode

[13] or continuous mode [14]. In pulse mode, the transmitted pulse may not reflect prop-

erly at the receiver end, pulses can be missed, low resolution and attenuation of received

pulse are the common problems. The measurement can employ single transducer or two

transducers. A single piezoelectric ultrasound transducer is utilized as a transceiver in

the application of range finding [15]. The time-of-flight is used for measuring the range.

In single transducer measurement, calibration is required to resolve echoes during the

ring down of the transducer. But, unlike capacitive transducers, no high-voltage bias is

required. Further, the pulse mode is commonly employed in heart wall vibration [16].

The technique is more suitable for a single transducer pulse mode but it has lower dy-

namic range compare to continuous wave mode. For Doppler phase shift extraction, the

technique [17] confirmed that it required a dual transducer. Some of ultrasonic vibration

applications can be found from the literature review [18] that focuses on the industrial
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application and measurement methods such as cleaning, welding, cutting, food process-

ing, water processing, sonochemistry etc. Surface acoustic wave (SAW) delay line is used

to optimize SAW structures [19]. When sensing film is used to cover the delay line, the

changes in the properties and dimensions of the sensing material alter the velocity, am-

plitude and phase of the SAW. It considerably reduced the computation complexity and

memory usage of the machine. In another acoustic based application, pulse ultrasound

is employed to measure the velocity component of single phase fluid flow [20], [21]. The

technique is based on the variations in time of flight of two ultrasonic pulses transmit-

ted simultaneously in perpendicular to the flow axis. The cross-correlation function had

applied using the turbulence signals from two locations to obtain the flow velocity. In

medical diagnosis application, a real-time 3-D ultrasound scanning had been used in an

advance medical imaging [22]-[24]. In these techniques, the quadrature demodulation and

decimation algorithms were applied to remove the high-frequency carrier term. Since

the hardwired approach requires high computational complexity, the programmable tech-

nique had been employed for ultrasound colour-flow imaging [24]. Further, in the field

of vibration measurement application, a piezoceramic disc had been used for vibration

characterization of cymbal transducers in power ultrasonic application [25]. It had solved

the drawbacks in the power limitation imposed by debonding of the epoxy layer. An

ultrasonic technique had employed as a powerful rock drilling device using longitudinal-

torsional compound vibration [26], [27]. For the application of multiple targets finding, an

array processing algorithms (beamforming) were used to collect the acoustic data [28], [29]

and the beamforming parameters were determined by various physical constraints such

as target frequency range and speed. When the moving targets were closed to each other,

a factor graph (FG) technique had been employed to track the targets [30]. Furthermore,

a combined effect of acousto-optic and laser interferometry [31] were employed to recon-

struct the 3D pressure field within the vessel and to evaluate the nonlinear distortion of

propagating ultrasonic waves. These are some of the applications where acoustic methods

have been applied successfully.
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1.2 Motivation

When it comes to the field of vibration measurement applications, the acoustic method

of vibration measurement provides cost effective solution with much less error [2]. It can

employ in the rough and opaque surfaces, and it requires less circuitry for implementa-

tion. In non-contact type vibration or velocity measurement, Doppler effect is considered

as one of the most common technique [32]. When the ultrasonic wave is transmitted

towards an moving object, it experiences a Doppler shift at the receiving end depend-

ing on the vibrating frequency and distance of the moving object. Hence, the received

ultrasonic signal is phase modulated. The Doppler shift contains all the information of

moving object such as vibration amplitude, frequency, and phase. However, the extraction

of Doppler shift from the received signal is a challenging research problem. Having the

aforementioned advantages of acoustic techniques, many of the existing non-contact type

vibration measurement techniques have certain drawbacks while estimating parameters

from the received ultrasonic signal. From the literature review, the existing techniques of

non-contact vibration measurement are classified into (i) Conventional method [2], [33]:

Conventional estimator performs well even at high sampling frequency for discrete imple-

mentation. When received signal is not pure sinusoidal or truncated in nature, large bias is

encountered in amplitude estimation. Further, performance depends on how well the time

derivative or integration can be achieved. (ii) Phase operation method [33]- [36]: In this

method, estimators are sensitive to sampling frequency. Thus, it requires fixed number

of samples. Noise performance can be improved by averaging the estimated parameters

but noise is amplified in the process of trigonometrical computation. Vibration frequency

must be known first to estimate amplitude. (iii) Ratio method [37], [38]: This method

is suitable for small vibration amplitude. It also requires intensive computation or large

look-up tables of theoretical Bessel functions for comparison with measured data. Since

all Doppler spectra suffer from poor SNR, signal is highly degraded. It cannot tolerate

even slight nonlinearity. (iv) Correlation method [33], [39]: Correlation method removes

the white noise added to quadrature signals. However, the noise is reduced by averaging

over raw data. This method is applicable only for small vibration amplitudes. Longer the

sequence is used in calculating the correlation functions, better is the estimation. Doppler

5



phase shift based on correlation technique and frequency shift based on cross correlation

were compared in a target velocity measurement [32]. However, both techniques were

exhibited range ambiguity proportional to velocity. This is due to the strong coupling

between velocity and range information in the received signals. (v) Standard deviation

method [40]-[43]: Standard deviation method is performed in two ways; frequency domain

and time domain. Frequency domain technique suffers in finding mean of the signal near

Nyquist frequency with broad spectral spread in low signal-to-noise environment. The

standard deviation methods are better estimators when vibration is large compared to

interference with high SNR and enough samples. It possesses good linearity compare

to ratio method. Time-domain processing is easier and low cost [43], thus superior to

frequency domain processing. Frequency domain processing is slow, therefore these are

slow estimators. Differentiation in the process of estimation increases the high frequency

noise [41]. (vi) Kalman filter method [44]-[46]: Kalman method is stable and robust. It

offers good estimation when vibration is very weak, noisy and distorted with the limited

number of samples. The Kalman filter iteratively estimates the best amplitude and phase

that matches the harmonic motion with a given frequency from noisy data based on the

LMS criteria. (vii) Phase locking method [47], [48]: The received ultrasonic signal is

frequency or phase modulated by the vibrating signal. Different types of phase locked

loops (PLL) and digital phase locked loop techniques had been presented in [49], [50] with

detailed discussion on various PLL components. PLL techniques perform well but easily

affected by additive noise and difficult to remain locked to the desired input. (viii) Least

squares method [51], [52]: In standard least-square method, normalized mean square dif-

ference is defined between the successive demodulated complex signals. The correlation

term, which provides the corresponding minimum least-square value gives the vibration

amplitude information [52]. Spatial resolution depends on sampling periods of the de-

modulated received signal. (ix) Zero-crossing method [53]-[55]: A discrete PLL is capable

of counting the zero-crossing points [56]. In this method the modulation frequency vari-

ation should be much slower than carrier frequency variation. Frequency offset of the

carrier and offset of the sampling frequency have an impact on demodulation [57]. Thus,

these categorized non-contact vibration measurement techniques have certain limitation

when estimating the Doppler signal and extracting the vibration parameters. Apart from
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the Doppler phase shift, parametric phase shift can be introduced in ultrasonic vibration

measurement techniques. The parametric phase shift is resulted due to the interaction of

two or more sound waves. The occurrence of this phase shift depends on the properties

of sound waves and their interaction length [58], [59]. Parametric phase shift introduces

as phase error in Doppler phase shift measurement from received ultrasound wave.

1.3 Objective

This research work aims to propose a vibration parameter estimation technique based

on phase-locked loop [60], [61] with digital signal processing algorithm for the ultrasonic

vibration measurement systems. The PLL scheme mainly composed of four components:

Quadrature filter, phase detector, loop filter and sampling pulse generator (SPG). The

quadrature filter/MWDFT is an IIR filter consisting of a comb filter followed by a complex

resonator. The MWDFT is applied as a filtering process for extracting the quadrature

components of the received ultrasonic signal. The MWDFT algorithm performs an N-

point DFT on time samples where N is the number of samples in defined window. Initially,

MWDFT computes the DFT of the N time samples then, the time window is moved one

sample ahead. Next, new N-point DFT is computed. In this process, the current N-point

DFT is efficiently computed from the results of the previous DFT. The moving of the

time window for each output computation is what leads to the name moving DFT. Then,

phase detector and loop filter are applied to remove the higher frequency components and

noise contained in the received signal. Finally, to avoid the phase and magnitude errors,

the sampling frequency is adaptively adjusted using feedback loop through the SPG unit.

In this context, a synchronization technique is proposed to retrieve the vibration pa-

rameters of a moving object when the received ultrasonic signal contains (i) noise, not

purely sinusoidal and (ii) large carrier deviation because of path length, Doppler effect,

and parametric effects. Further, it should possess the following qualities: (i) insensitive

to sampling frequency variation, (ii) able to measure large vibration amplitude and fre-

quency, (iii) reduced computational complexity, (iv) faster estimation, and (v) ease of

digital implementation.
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To this end, the research work proposes a synchronization technique based on MWDFT

to retrieve the Doppler signal from the received ultrasonic signal. Further, it is observed

that amplitude modulation along with phase modulation is introduced for certain carrier

deviation in the received signal. Therefore, the synchronization technique is modified

for AM extraction so that vibration parameter estimation is not affected by amplitude

modulation of received signal. To improve the performance further, a frequency-locked

loop (FLL) based on MWDFT as a FM demodulator is proposed. Furthermore, the

velocity of the moving object is estimated by the proposed FLL as step change in carrier

frequency. The experimental investigation is carried out by implementing the MWDFT

based PLL, modified MWDFT based PLL, and MWDFT based FLL in FPGA.

1.4 Thesis organization

In chapter 1, The introduction begins with the background of vibration measurement

techniques in section 1.1. Then, the important of acoustic method in non-contact vibration

measurement is highlighted in the following preamble section 1.2. Motivation behind the

science of acoustic vibration measurement and its application with merits and demerits are

described. Next, the main objective of the research work is presented and then, followed

by thesis organization.

In chapter 2, a review of vibration signal estimation techniques employed in ultrasonic

vibration measurement systems is presented. The literature review focuses on the var-

ious techniques of Doppler phase shift retrieval and they are categorized based on the

modulation index estimation procedures from the received ultrasonic signal. Section 2.1

introduces with vibration measurement techniques based on Doppler phase shift. Section

2.2 discusses the theoretical background of Doppler ultrasound vibration measurement,

Doppler signal extraction, different mathematical formulation of modulation index es-

timation methods along with advantages and disadvantages. Further, parametric phase

shift computation is introduced in ultrasonic vibration measurement. Effects of scattering

pressure field on parametric phase shift are also included. Section 2.3 presents an analysis

of various vibration measurement methods. The analysis section also describes the major
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issues arise during ultrasonic vibration measurement, parameter comparison of various

methods, and applications. Section 2.4 summarizes with some remarks.

In chapter 3, a synchronization technique is presented for extracting the Doppler signal

in ultrasonic vibration measurement system using MWDFT as a filter in PLL algorithm.

In section 3.1, vibration measurement methods based on Doppler effect and it’s applica-

tions are introduced. Section 3.2 describes the proposed synchronization technique and

its components along with mathematical analysis for estimation of vibration parameters.

Further, it presents the velocity estimation using the proposed scheme. Simulation studies

conducted on the proposed method are presented in section 3.3. Implementation aspects

of the synchronization technique for testing the electrodynamic vibration system and ex-

perimental results are discussed in section 3.4. Conclusion with some remarks is presented

in summary section 3.5.

In chapter 4, the MWDFT-PLL is modified in such a way that the SPG produces sam-

pling pulses suitable for MWDFT bin-1 and MWDFT bin-0 for the retrieval of frequency

and amplitude modulation signals, respectively. Motivation behind the AM-FM demod-

ulation technique is introduced in section 4.1. Section 4.2 describes the MWDFT PLL

for an AM-FM signal decomposition using adaptive sampling frequency control. Section

4.3 presents an analysis based on Bessel function for AM-FM signal extraction using the

MWDFT-PLL. Section 4.4 discusses the simulation results comprise of tracking range of

the MWDFT PLL, effects of dynamic change in carrier, AM, and FM on demodulated

signals, test cases proving the efficacy of the PLL in faithful retrieval of AM and FM

message signals. Section 4.5 provides the experimental investigations carried out on the

proposed extended PLL scheme. Section 4.6 summarizes this chapter.

In chapter 5, a MWDFT-based FLL algorithm is proposed for retrieving the message

signal from sinusoidal frequency modulated signals. The technique has improved the

range and noise immunity compared to the MWDFT-PLL algorithm. Section 5.1 intro-

duces some of the merits employing closed-loop MWDFT-FLL algorithm in frequency

estimation. Section 5.2 describes the proposed closed-loop MWDFT-FLL for modulation

signal retrieval. Section 5.3 discusses the simulation studies performed on closed-loop

MWDFT-FLL. The experimental performance validation and comparison with existing
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techniques are presented in section 5.4. Section 5.5 presents the measurement of moving

object velocity based on MWDFT-FLL filter algorithm. It also describes the theoreti-

cal background of Doppler velocity measurement using ultrasonic technique. Section 5.6

summarizes with some remarks.

In chapter 6, conclusion is drawn including scope and future work.
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Chapter 2

Non-contact type of vibration measurement
based on Doppler shift

2.1 Introduction

Doppler effect has been widely applied since Austrian physicist Christian Doppler pro-

posed the Doppler effect based on the colors of stars. At first, a non-contact type of

vibration measurement apparatus based on Doppler effect for measuring amplitude and

velocity of a vibrating body had been invented by Howard C. Hardy [62]. Since then,

the Doppler effect has been employed in advanced medical diagnosis such as blood flow

measurements [42], [63]-[66], arterial-heart wall vibration measurements [47], [67], [68],

tissue motion detection [38], [69], also in monitoring the particle size in fluids [70], pro-

duction of volvo cars [71], slow moving structure [34], surface velocity in a liquid [72], and

sonar imaging techniques for monitoring dolphin calf and water quality [73], [74]. The

combined effect of phase shift of the returned RF pulse due to the instantaneous change

of the object position and the Doppler-shift had been employed in vibration measurement

[39], [68]. This method accurately measures small vibrations of ventricle wall. Further,

the analysis based on parametric effects [58] and combined Doppler and the parametric ef-

fects had been proposed in [14], [59], and applied in vibration measurement [72], [75], [76].

The transmitted ultrasonic wave can be contemplated as two different waves as follows

[59]: (i) ultrasonic beam is a plane wave [14] (ii) ultrasonic beam is parabolic [58] at the

source and diffraction effect develops Gaussian expansion [77]. In the second case, scat-

tering effect [78]-[83] caused by the interaction of high pressure due to ultrasonic beam

and low pressure developed by vibrating object has been an issue in parametric phase

shift measurement. The research works on secondary pressure field generation are avail-

able since M. J. Lighthill began his first theoretical analysis on sound waves interaction

[84], [85]. The scattered pressure field involved in vibration measurement can be derived

mostly from the following two generating equations: Westervelt equation [79] and KZK
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(Khokhlov-Zabolotskaya-Kuznetsov) equation [86], [87]. The KZK equation with Gaus-

sian beam expansion have been used to calculate the scattering filed in vibration mea-

surement [88]. Apart from the Doppler phase shift technique, a theory of time-domain

correlation techniques for tissue motion detection had been reviewed by A. Hein [89].

Time-domain techniques are generally more computationally demanding than Doppler.

However, with the tremendous advances in computing power, time-domain methods have

become a practical alternative to Doppler.

When ultrasonic sensor is employed for detecting the moving object, it transmits the ul-

trasonic signal in pulse mode or continuous mode. The ultrasonic sensors can transmit

and receive the pulses with two sensors; one sensor for transmission and another for re-

ceiving the transmitted pulse. secondly, only one sensor can be used for transmission and

reception, this is the well-known triangulation method. Thirdly, the pulses at the trans-

mitter side can be sent on and off mode repeatedly. In these methods, the transmitted

pulse undergoes phase shift according to the distance and vibration of the object. When

the transmitted pulse could not be reflected properly, pulses can be missed, resolution and

attenuation are the common problems. Furthermore, continuous ultrasonic wave trans-

mission is also employed for distance and vibration measurements of an object. Similar

to pulse echo method, the continuous wave method can either employ one transducer or

two transducers. But this method offers good accuracy in detecting the object vibration.

However it suffers from ranging limitation due to wavelength [2]. When the ultrasonic

wave is transmitted towards a moving object, it experiences a Doppler shift at the receiv-

ing end depending on the vibrating frequency of the object, distant of the moving object.

Hence, the received ultrasonic signal is phase modulated. The Doppler shift contains all

the information of moving object such as vibration amplitude, frequency, and phase.

Two types of measurements are important for a moving object. Those are : (i) the dis-

tance detection of moving targets i.e. range finding and, (ii) the estimation of physical

parameters such as amplitude, velocity, frequency and/or phase from original location.

This literature review chapter focused on the classification of modulation index estima-

tion methods in Doppler ultrasonic vibration measurement system. Since the received

ultrasonic signal from the moving targets experience a Doppler phase shift which contains
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the modulation index information proportional to the vibration amplitude. Further, the

Doppler phase shift also consists of vibration frequency and vibration phase. The chapter

also focuses on the different approaches which had been applied over the years for various

applications.

2.2 Phase shift computation in ultrasound vibration

measurement

The principle of an ultrasonic vibration measurement system is illustrated in Fig. 2.1. A

Fig. 2.1: An ultrasonic vibration measurement system

continuous ultrasonic wave transmitted by a transducer (TX) is expressed as

Si(t) = A1 cos(ω0t) (2.1)

where A1 is the amplitude of the transmitting wave and ω0 is the frequency of the trans-

mitting wave. Si(t) is transmitted by a transducer at certain angle θ towards a vibrating

object, whose vibration is

a(t) = a0 sin(ωLt) (2.2)

where a0 is the amplitude of the vibrating signal and ωL is the frequency of the vibrating

signal. From Fig. 2.1, L is the path length from transmitter to the vibrating object or
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from vibrating object to the receiver (RX). The compression (C) and rarefaction (R)

Fig. 2.2: (a) Development of compression and rarefaction pressure (b) Introduction of
rarefaction when the vibration object is moving in left direction (c) Introduction of

compression when the vibration object is moving in right direction [90]

pressures developed on the right side of the test object due to the vibration are shown

in the Fig. 2.2 [90]. The pressure fields cause the air particle to compress together in

some regions and spread out in others. These particles produce high and low pressures

that move away from the test object at the speed defined by velocity of the vibration

object. The movement of high and low pressures is shown in Fig. 2.2 (a). Whenever the

vibration object moves left, one new rarefaction is introduced in the pressure field and

slightly moves the previous pressure fields towards left, which is shown in Fig. 2.2 (b).

Similarly, the movement vibration object in the right direction causes the pressure field

to move right, and one new compression is introduced, which could be observed from Fig.

2.2 (c) [90]. The ultrasonic receiver (RX) placed at a targeted distance receives the signal

S0(t) = A2 cos (ω0t+ φ0 + φD(t) + φP (t)) (2.3)

at certain angle θ; where A2 is the amplitude of the received signal, φ0 is the phase

shift observed in the received ultrasonic beam due to path length, φD(t) is the phase shift

introduced by Doppler effect, and φP (t) is the phase shift introduced by parametric effect.

Therefore, the factors contributing phase shift in the ultrasonic received signal are:
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(i) Total path length (2L) covered by the ultrasonic beam (φ0)

(ii) Doppler effect (φD(t))

(iii) Parametric effect (φP (t)).

2.2.1 Phase shift due to path length

The phase shift introduced in the received signal due to total path covered by the ultra-

sonic beam is

φ0 = k0(2L) =
ω0

c0

(2L) (2.4)

where k0 is wave number, ω0 is angular frequency of ultrasonic beam and c0 is the velocity

of sound.

2.2.2 Phase shift due to Doppler effect

Fig. 2.3: Illustration of Doppler effect

Assuming the source (S) and receiver (R) are moving along the same line with the speed

of Vs and Vr respectively, as shown in Fig. 2.3. At time t = 0, let the source S and

receiver R be separated by a distance d. At time t = 0, S emits a wave that reaches R

at time t later. In this time t the receiver will be moved a distance VRt and the wave,

propagating with velocity c0 would have travelled a distance c0t. The distance travelled

by sound can be expressed as

c0t = d+ vRt (2.5)
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From (2.5)

t =
d

c0 − VR
(2.6)

Now at time ∆tS, the source will be moved a distance VS∆tS. Let the wave emitted at

that instant be received at time t+ ∆tR by R. In this time R would have traveled a total

distance of VR(t+ ∆tR), the total distance travelled by the sound is expressed as

c0(t−∆tS + ∆tR) = (d− VS∆tS) + VR(t+ ∆tR) (2.7)

From (2.7), the receiver interval time between the waves is represented as

∆tR =
c0 − VS
c0 − VR

∆tS (2.8)

The number of waves emitted in ∆tR by the source must be equal to the number of waves

received by the receiver in ∆tS,

fR∆tR = fS∆tS

fR = fS∆tS/∆tR

=
1− VR/c0

1− VS/c0

fS

= (1− VR/c0)(1− VS/c0)−1fS (2.9)

Where fR is frequency received by the observer, fS is the frequency of the source. Con-

sidering the speed of sound c0 is much greater than the velocities of moving objects i.e.

c0 � VS and VR, the binomial expansion yields

fR ≈ (1− VR/c0)(1 + VS/c0)fS = (1− VRS/c0)fS (2.10)

Where VRS = VR− VS is the velocity of receiver relative to the velocity of emitter. Hence

the Doppler frequency is represented as

fD = fR − f0

= −VRSf0

c0

(2.11)
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Negative sign indicates the receiver moving away from the source that will be less than

the frequency measured at the source, whereas the frequency measured by the receiver

moving towards the source will be greater than the frequency measured at the source.

From Fig. 2.1, the velocity of vibrating object normal to the surface towards right can be

written as

V (t) =
da(t)

dt
= ωLa0 cos(ωLt) (2.12)

The velocity component of vibrating object along the incoming and reflected beams would

be V cos θ, where V = ωLa0 cos(ωLt). Thus the velocity of receiver with respect to emitter

is given as,

VRS = 2V cos θ (2.13)

From (2.11), (2.12) and (2.13), the Doppler frequency if derived as

fD = fR − f0 =
2V cos θ

c0

f0 (2.14)

where fR = (1 − (VRT/c0))f0 is the frequency observed by the receiver; f0 is the emitter

frequency. A few Doppler frequency estimators using pulse ultrasonic received signal are

presented in [63]. The Doppler phase shift introduced in the received signal (2.3) can be

written as

φD(t) =

∫ t

0

2πfDdt =
2a0(2πf0) cos θ

c0

sin(ωLt+ φL)

= β sin

(
ωL

(
t+

L

c0

))
(2.15)

where β = 2a0ω0 cos θ/c0 is the phase modulation index introduced by the surface dis-

placement of vibration object in the received signal S0(t); a0 is the vibration amplitude

which is part of β; ω0 = 2πf0; wave number of carrier beam k0 = ω0/c0; phase of the

vibration signal φL = ωLL/c0. The Doppler phase shift (2.15) introduced in the received

signal (2.3) contains phase of the vibration signal φL. Hence, the Doppler phase shift

(2.15) contains amplitude, frequency and phase of the vibration signal. While measuring

the vibration parameters by Doppler effect, the returned signal is more complicated and

the mathematical formulation of the Doppler shift are still subjects of controversy [91],

[92]. The controversies can be listed as (i) Quasi-stationary approximation in Doppler
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effect, which means scattering field by a moving surface is to be considered as stationary

field as if the surface was frozen at that time. (ii) Quasi-stationary method also does

not display fundamental properties of velocity dependent reflection. (iii) A wave propa-

gating in the same medium does not satisfy the same dispersion equation. (iv) Question

of determining co-ordinate boundary conditions for non-uniformly moving object is yet

unanswered. But for the simplified case of a sinusoidally vibrating target, the returned

signal can be represented by a frequency modulation process.

2.2.3 Doppler signal extraction methods for β estimation

Generally, it is important to extract Doppler signal from the received ultrasonic signal in

order to estimate the vibration signal parameters. From (2.3), by ignoring the parametric

phase shift φP (t), the received ultrasonic signal can be expressed as

S0(t) = A2 cos(ω0t+ ωDt+ φ0) (2.16)

where A2 is the amplitude of received signal, ωDt = β sin(ωLt+ φL) is the Doppler phase

shift, and φ0 is constant phase shift due to path length. Correlating transmitted (2.1)

and received (2.16) signals yield a signal:

S0c(t) = [A2 cos(ω0t+ ωDt+ φ0)][A1 cos(ω0t)]

=
A1A2

2
[cos(ωDt+ φ0) + cos([2ω0 + ωD]t+ φ0)] (2.17)

Low-pass filtering to remove carrier frequency 2f0, leaves the Doppler signal as

SD(t) =
A1A2

2
cos(ωDt+ φ0) (2.18)

Directional information cannot be known from the extracted Doppler signal of (2.18). A

number of discrimination techniques [93] can be applied to preserve the Doppler direc-

tional information; those are sideband filtering, offset carrier demodulation, and In-phase

and Quadrature-phase demodulation. In the most commonly employed In-phase and
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Quadrature-phase demodulation technique, the received signal (2.16) is correlated with in-

phase reference Xip(t) = At cos(ω0t) and phase shifted reference Xps(t) = At cos(ω0t+ π
2
).

The resultant In-phase and Quadrature phase signals are

i(t) = S0(t)Xip(t)

=
A2At

2
[cos(ωDt+ φ0) + cos([2ω0 + ωD]t+ φ0)]

q(t) = S0(t)Xps(t)

=
A2At

2
[sin(ωDt+ φ0)− sin([2ω0 + ωD]t+ φ0)] (2.19)

Both i(t) and q(t) are passed through the low-pass filter and amplified,

if (t) = cos(ωDt+ φ0); qf (t) = sin(ωDt+ φ0) (2.20)

The direction of flow is determined by noting the phase relationship between if (t) and

qf (t). If ωD > 0, then qf (t) is lagging if (t) by 90◦. If ωD < 0, then qf (t) is leading

if (t) by 90◦. Different methods of Doppler signal extraction are employed in [94]-[96].

A normalized magnitude difference (NMD) method had been compared with quadrature

method for a vibration amplitude measurement using (2.20) in [13]. Amplitude and phase

information can be extracted from (2.20) by quadrature demodulation. Since the Doppler

phase shift modulation index (β) is directly related to the vibration amplitude of the

displacement field, estimating β is equivalent to estimating the vibration amplitude of the

displacement and/or velocity fields. Different methods of estimation of β are described in

the following section.

2.2.3.1 Conventional method

A simple method of estimation of β can be done using conventional Doppler estimators

[33]. From the received ultrasonic signal (2.16), the vibrating signal can be extracted

by quadrature demodulation. The in-phase and quadrature phase signals of received
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ultrasonic signal [46] are

S0i(t) = A2 cos(ω0t+ φ0 + βsin(ωLt+ φL))

S0q(t) = −A2 sin(ω0t+ φ0 + βsin(ωLt+ φL)) (2.21)

By taking ratio of these two signals yields

S(t) = − tan−1

(
S0q

S0i

)
= β sin (ωLt+ φL) + φ0 + ω0t (2.22)

The extracted vibrating signal is

y(t) = S(t)− S̄(t) = β sin(ωLt+ φL) (2.23)

where S̄(t) is the mean of S(t). Thus, β can be estimated using differentiating [97] or

integrating (2.23).

β =

[
y2(t) +

1

ωL2

(
dy(t)

dt

)2
] 1

2

or β =

[
y2(t) + ωL

2

(∫
y(t)dt

)2
] 1

2

(2.24)

Conventional estimators perform well even at high sampling frequency for discrete im-

plementation. These estimators yield good result even if the carrier frequency and mod-

ulated frequency are related comparably like 0.1 ω0 = ωL. When received signal is not

pure sinusoidal or truncated in nature, large bias is encountered in β estimation. Further,

performance depends on how well the time derivative or integration can be achieved.

2.2.3.2 Phase operation method

From Fig. 2.1, the phase modulated signal at the receiver (2.3), ignoring φP (t) can be

expressed as

S0(t) = A2 cos(ω0t+ φ0 + β sin(ωLt+ φL)) (2.25)

In this method, phase operation is performed on the phase shift introduced by Doppler

effect. The in-phase and quadrature signals [40] obtained from synchronous detection [33]
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to separate the Doppler signal are

Ik = cos(β sin(kωLTs + φL) + φ0)

Qk = sin(β sin(kωLTs + φL) + φ0) (2.26)

where Ts is the sampling period and k is the sampling number. The wide-band discrete

Hilbert transform [98] produces 90◦ phase shift of the local oscillator signal Sosc(k). The

received signal S0(k) and Sosc(k) are correlated and passed through a low-pass filter to

generate a signal Ik. Similarly, the S0(k) and 90◦ shifted Sosc(k) are correlated and fed

to the low-pass filter to obtain a signal Qk. Using Ik and Qk, the phase signal φk and

co-phase signal φ′k are generated by passing through the delays.

φk = tan−1

(
IkQk−1 − Ik−1Qk

IkIk−1 +QkQk−1

)
φ′k = tan−1

(
IkQk−1 + Ik−1Qk

IkIk−1 −QkQk−1

)
(2.27)

The modulation index β can be estimated using successive phase estimator, bi-phase

estimator, and cross-phase estimator. From the phase signal φk and its successive samples,

the difference and sum signals can be calculated as

φ−k = φk − φk−1; φ+
k = φk + φk−1 (2.28)

Multiplying φ−k by cos(ωLTs/2) and φ+
k by sin(ωLTs/2), squaring and adding, the resultant

equation becomes

[φ−k cos(ωLTs/2)]2 + [φ+
k sin(ωLTs/2)]2 = [4β2 sin2(ωLTs) sin2(ωLTs/2)] (2.29)

The modulation index β estimated from the successive phase estimator is

β =

[
[φ−k cos(ωLTs/2)]2 + [φ+

k sin(ωLTs/2)]2

[4 sin2(ωLTs)2 sin2(ωLTs/2)2]

]1/2

(2.30)
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Similarly from co-phase signal, the β can be estimated as

β =

[
[φ′−k cos(ωLTs/2)]2 + [φ′+k sin(ωLTs/2)]2

[4 sin2(ωLTs)2 cos2(ωLTs/2)2]

]1/2

(2.31)

A bi-phase and one shift cross-phase estimators can be formed by combining the phase

and co-phase terms. In the bi-phase estimator

β =

[
[φk/ sin(ωLTs/2)]2 + [φ′k/ cos(ωLTs/2)]2

4

]1/2

(2.32)

The noise suppressed β from the cross-phase estimator is

β =

[
φkφ

′
k−1 − φk−1φ

′
k

2 sin2(ωLTs)

]1/2

(2.33)

In phase operation of β estimation, ωL is assumed to be known. For estimating the

vibration frequency from phase and co-phase signals, the term φ0 can be removed by

filtering, and the phase ratio is

φk − φk−1

φ′k + φ′k−1

= tan2(ωLTs/2) (2.34)

Thus, the vibration frequency is estimated as

fL =
1

πTs

[
tan−1

(
φk − φk−1

φ′k + φ′k−1

)1/2
]

(2.35)

The β estimation using successive phase estimator can be performed with the help of

phase signal φk or the co-phase signal φ′k. The carrier phase term φ0 present in (2.26) is

removed in the process of β estimation through successive phase estimation whereas the

successive co-phase estimator could not remove the carrier phase term. The successive

phase estimator offers wide operating range for β and vibration velocity. In addition,

accurate estimation could be achieved when β is quite large. Bi-phase estimation, com-

bining both phase and co-phase signals, needs one more arctangent operation compared to

successive-phase estimator. But it is less sensitive to variation of sampling rate. Bi-phase

estimator has also fairly performs well over wide range. In the process of β estimation

through cross phase estimator, the uncorrelated noise is reduced by cross multiplications
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of in-phase and quadrature-phase signals. Cross-phase estimator is good for small vi-

bration amplitude. Performance of all these estimators are independent of the phase of

vibration φL.

All phase operation estimators are sensitive to sampling frequency variation and therefore

the fixed number of samples are utilized. Averaging the estimated parameters can improve

the noise performance. However, noise may be amplified while computing trigonometric

function and hence the performance improvement is limited. In all phase operation esti-

mators vibration frequency must be known before amplitude is estimated. As long as the

vibration frequency estimation is maintained in a certain range of accuracy, the vibration

amplitude can then be accurately estimated using one of the algorithms.

2.2.3.3 Ratio method

A Bessel function based estimation procedure is adopted in [38] for β estimation. Ultra-

sonic transmission is assumed as linear wave propagation and parametric effects are not

taken into consideration. The received signal S0(t) is multiplied with the reference sig-

nals r1(t) = r0 cos(ω0t), r2(t) = r0 sin(ω0t) from the local oscillator. After eliminating the

higher order harmonics by a low-pass filter, the resultant Doppler signals can be expressed

in terms of Bessel function as,

d1(t)=K cos(φ0)

(
J0(β) + 2

∞∑
n=1

J2n(β) cos(2n(ωLt+ φL))

)

−K sin(φ0)

(
2
∞∑
n=0

J2n+1(β) sin((2n+ 1)(ωLt+ φL))

)

d2(t)=K sin(φ0)

(
J0(β) + 2

∞∑
n=1

J2n(β) cos(2n(ωLt+ φL))

)

−K cos(φ0)

(
2
∞∑
n=0

J2n+1(β) sin((2n+ 1)(ωLt+ φL))

)
(2.36)

where, K = A2r0/2 , Jn(x) is the nth order Bessel function of first kind. In order to

estimate the vibration amplitude, the spectrum of complex Doppler signal d1(t) + jd2(t)

is calculated. From the amplitude spectrum, A0 = K|J0(β)| and An = 2K|Jn(β)|, n
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= 1,2,3... and their consecutive ratios are A1/A0 = 2|J1(β)/J0(β)| and An+1/An =

2|Jn+1(β)/Jn(β)|, n = 1,2,3... are determined. From these ratios, the modulation index

can be estimated [37]. Phase of the vibration signal is estimated from the fundamental

components of the spectrum of either d1(t) or d2(t).

The ratio method is suitable when argument of Bessel function is small. Ratio method

requires intensive computation or large look-up tables of theoretical Bessel functions for

comparison with measured data. Since all Doppler spectra suffer from poor SNR, the

signal is highly degraded. It cannot tolerate even slight nonlinearity. Since all Doppler

spectra suffer from poor SNR, signal is highly degraded.

2.2.3.4 Correlation method

The received signal containing the small modulation indices are seriously affected by noisy

environment. To remove the noise, an alternative method known as correlation method

is proposed in [33]. This method performs well by averaging over the raw data. The

Doppler complex quadrature signal is represented as

x(t) = cos(β sin(ωLt+ φL) + φ0) + j sin(β sin(ωLt+ φL) + φ0)

= ejφ0ejβ sin(ωLt+φL)

= ejφ0
∞∑

n=−∞

Jn(β)ejn(ωLt+φL) (2.37)

To convert the time-domain procedure in frequency domain, the Fourier transform of x(t)

is determined, and represented in terms of nth order Bessel function of first kind as

X(ω) = ejφ0
∞∑

n=−∞

Jn(β)ejnφL
∫ ∞
−∞

e−j(ω−nωL)t dt

= 2πejφ0
∞∑

n=−∞

Jn(β)ejnφLδ(ω − nωL) (2.38)
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Performing the autocorrelation function of x(t) cancels the unknown phase φ0 and the

vibration phase φL. The autocorrelation of x(t) is

Rxx(τ) =
1

T

∫
T

x(t+ τ)x∗(t)dt = F−1[X(ω)X∗(ω)]

=
1

2π

∫ π

−π
[ejφ0

∞∑
n=−∞

Jn(β)ejn(ωL(t+τ)+φL)e−jφ0
∞∑

n=−∞

Jn(β)ejn(ωLt+φL)]

=
∞∑

n=−∞

J2
n(β)ejnωLτ (2.39)

From the autocorrelation function, the power spectrum can be generated and expressed

as

S(ω) = F [Rxx(τ)] = 2π
∞∑

n=−∞

J2
n(β)δ(ω − nωL) (2.40)

Thus the resulting power spectrum is independent of both φ0 and φL. Replacing the term

ejωLτ by z−1 in (2.37), it can be expressed into a z-transform of a discrete sequence of

Bessel function. The multiplication in the index domain of Bessel function for two discrete

sequences is equivalent to the complex convolution in the z-domain.

Rxx(τ)=
1

2πi

∫
Z(β, z)Z

(
β,
z

v

)
v−1dv|z=e−ωLτ (2.41)

The z-transform of a discrete Bessel sequence produces its generating function,

Z(β, z) ≡
∞∑

n=−∞

z−nJn(β) = e−(β
2

)(z− 1
z

) (2.42)

Substituting (2.42) in (2.41) and setting v = ejθ on the unit circle, results in

Rxx(τ) =
1

2π

∫ π

−π

(
ejβ 2 cos(θ+

ωLτ

2
) sin(

ωLτ

2
)
)
dθ

= J0

(
2β sin

(ωLτ
2

))
≈

(
1−

4β2 sin2(ωLτ
2

)

4

)
(2.43)
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From (2.43)

β ≡

(
1− |Rxx(Ts)|
sin2

(
ωLTs

2

) )1/2

(2.44)

The vibration frequency ωL is assumed to be known in the β estimation process. Further,

the quasi-autocorrelation function,

R′xx(τ)=
1

T

∫
T

x(t+ τ)x(t)dt = ej2φ0
∞∑

n=−∞

J2
n(β)(−ejωLτ ) (2.45)

|R′xx(τ)| = |ej2φ0|J0

(
2β cos

(ωLτ
2

))
≈
(

1−
4β2 cos2(ωLτ

2
)

4

)
(2.46)

From (2.46)

β ≡

(
1− |R′xx(Ts)|
cos2

(
ωLTs

2

) )1/2

(2.47)

The ωL can be removed by carefully combining autocorrelation and quasi-autocorrelation

functions. From (2.43) and (2.46), modulation index is derived as

β ≡ (2− |Rxx(τ)| − |R′xx(τ)|)2
(2.48)

This method is called as dual-autocorrelation estimator that cancels the unknown vibrat-

ing frequency ωL.

Autocorrelation and cross-correlation methods remove the white noise added to quadra-

ture signals. However, the noise is reduced by averaging over raw data. This method is

applicable only for small vibration amplitudes. Longer the sequence is used in calculating

the correlation functions, better is the estimation.

2.2.3.5 Standard deviation method

The estimation of β can be performed using the standard deviation method in both

frequency-domain and time-domain as discussed in [42], [43], [99]. In frequency-domain
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processing, quadrature demodulation technique is applied and the received signal rep-

resents the complex quadrature signal as in (2.37). The probability density function is

approximated as a function of power spectrum S(ω) given in (2.40) as

P (ω) =
S(ω)∫∞

−∞ S(ω)dω
(2.49)

With this assumption, the mean Doppler frequency shift due to object movement can be

expressed as

ω̄ =

∫∞
−∞ ωS(ω)dω∫∞
−∞ S(ω)dω

(2.50)

The variance corresponds to modulation index can be expressed as

σ2
ω =

∫∞
−∞(ω − ω̄)2S(ω)dω∫∞

−∞ S(ω)dω
=

∫ ∞
−∞
ω2P (ω)dω − ω̄2 (2.51)

Where σω is the Doppler spectral spread (second moment m2), ω̄ is the mean frequency

shift of the Doppler spectrum (first moment m1) and it is not necessarily zero since the

Doppler signal is generally a complex signal. The power spectrum of the vibrating object

is given in (2.40) S(ω), which does not need to be symmetric. This Bessel spectrum

consists of baseband i.e. shifted to zero frequency by quadrature detection. So the mean

frequency ω̄ becomes zero (m1 = 0). From the symmetric down shifted spectrum about

zero frequency is J−n(β) = (−1)2Jn(β). Thus, spectral spread can be calculated from the

moments of the spectrum.

m0 =
∞∑

n=−∞

J2
n(β) = 1; m2 =

∞∑
n=−∞

(nωL)2J2
n(β) = ω2

L

β2

2
(2.52)

From the spectral spread-moment relation [100], modulation index can be calculated. The

variance

σ2
ω =

m2 −m2
1

m0

= m2 (2.53)
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Substituting (2.52) in (2.53), the modulation index

β =
√

2(σω/ωL) (2.54)

Thus, the modulation index β can be estimated from standard deviation of the power

spectrum. Frequency domain technique suffers in finding mean of the signal near Nyquist

frequency with broad spectral spread in low signal-to-noise environment. To overcome

this, time domain processing technique [35], [43], [101] can be applied to estimate the

accurate spectral mean. The equivalent time domain integrals of mean frequency using

Plancherels theorem:

ω̄ =
j
2

∫∞
−∞(x(t)dx

∗

dt
− x∗(t)dx

dt
)dt∫∞

−∞ x
∗(t)x(t)dt

(2.55)

Using (2.55), the mean frequency is written in terms of in-phase I(t) = cos(β sin(ωLt +

φL) + φ0) and quadrature phase Q(t) = sin(β sin(ωLt+ φL) + φ0)

ω̄ =

∫∞
−∞(I(t)dQ(t)

dt
−Q(t)dI(t)

dt
)dt∫∞

−∞(I2(t) +Q2(t))dt
(2.56)

The complex representation of x(t) in (2.37) can be represented as x(t) = A(t)ejθ(t),

where the instantaneous amplitude and phase are A(t) and θ(t) respectively. Thus the

instantaneous phase is represented as

θ(t) = tan−1

(
Q(t)

I(t)

)
(2.57)

From (2.57), instantaneous frequency [41] can be written as

ω =
dθ(t)

dt
=

(
I(t)dQ(t)

dt
−Q(t)dI(t)

dt

)
dt

P (t)
(2.58)

where P (t) = I2(t) + Q2(t) is the instantaneous power of the signal. Substituting (2.58)

in (2.56),

ω̄ =

∫∞
−∞ P (t)dθ(t)

dt
dt∫∞

−∞ P (t)dt
=

∫∞
−∞ P (t) d

dt

(
tan−1 Q(t)

I(t)

)
dt∫∞

−∞ P (t)dt
(2.59)
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After the determination of mean frequency, β can be estimated similar to the frequency

domain procedure as described in (2.50)-(2.54). Four different expressions for the mean

frequency (2.59) are presented in terms of power spectrum density function, autocorre-

lation function, averaging function and signum function for time-stationary field [66]. In

[42], the mean and standard deviations are expressed in terms of autocorrelation function.

The algorithm [43] provides accurate values for instantaneous frequency and outperform

the Fourier transform approach in poor signal-to-noise environments. The differentiate

and cross multiply (DACM) [41] algorithm applies the computation of instantaneous fre-

quency (2.58). The extended DACM algorithm [35] is free of nonlinear problems. It is

capable of measuring time-varying vibration and complex movement patterns. This en-

sures that the original movement pattern can be directly measured. Traditional DACM

algorithm is sensitive to noise due to need for differentiators in calculating mean, while

the intentionally introduced accumulator in the extended DACM is able to suppress any

kind of white noise with a zero mean.

The standard deviation methods are better estimators when vibration is large compared

to interference with high SNR and enough samples. It possesses good linearity compare

to ratio method. Time-domain processing is easier and low cost [43], thus superior to

frequency domain processing. Frequency domain processing is slow, therefore these are

slow estimators. Differentiation in (2.58) increases the high frequency noise [41].

2.2.3.6 Kalman filtering method

The vibrating signal can be extracted from the noisy received signal using Kalman filter

approach [44]-[46]. The extracted vibrating signal (2.23) can be written with noise term

n(t) as a band limited system.

y(t) = S(t)− S̄(t)

= β sin (ωLt+ φL) + n(t)

= βsin(ωLt) cosφL + βcos(ωLt) sinφL + n(t) (2.60)
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Expressing (2.60) in matrices

y(k) = [sin(ωLk) cos(ωLk)][β cosφL β sinφ]T + n(k)

= [h1(k) h2(k)][x1(k) x2(k)]T + n(k) (2.61)

y(k) = Hkx(k) + n(k), where x1(k) and x2(k) are state variables. Equation (2.60) can be

written in terms of second order differential equation as

d2y(t)

dt2
+ ω2

Ly(t) = 0 (2.62)

Equation (2.62) is transformed into second order state-space from

 x1(k + 1)

x2(k + 1)

=

 1 0

0 1

 x1(k)

x2(k)

; x(k + 1) = Φkx(k) (2.63)

The estimation x(k) is given by minimizing the mean square error,

Pk = E[(x(k)− x̂(k)) (x(k)− x̂(k))T ] (2.64)

where x̂(k) is the estimation of x(k). Kalman filter algorithm can be used to estimate

the state variables. The amplitude (β) and phase (φL) can be found in terms of state

variables as

β(k) =
√
x2

1(k) + x2
2(k); φL(k) = tan−1

(
x2(k)

x1(k)

)
(2.65)

Kalman filter continuously calculates optimal weights, the current state from the last

estimated state and the current measurement by calculating a weighted mean of the two

[41]. Kalman filter is being an effective tool to estimate a small tissue motion with a

displacement of tens nanometers and a slow velocity in submillimeter per second with a

known vibration frequency [45]. The Kalman filter iteratively estimates the best ampli-

tude and phase that matches the harmonic motion with a given frequency from noisy data

based on the LMS criteria. It is simple digital form, stable, robust, recursive, applicable

in real-time [46].
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The Kalman algorithm is stable and robust. This method offers good estimation when

vibration is very weak, noisy and distorted with the limited number of samples [44].

Thus the method is good in noise cancellation compare to DACM algorithm. Kalman

filter based approach is an effective tool for small displacements in presence of noise [45].

The Kalman filter provides error covariance which indicates reliability of measurements

[46]. Kalman filter shows estimation errors in small displacements and small velocity in

submillimeter per second [45].

2.2.3.7 Phase locking schemes

Phase locking scheme can be applied to extract the vibrating signal from the received

ultrasonic signal. The received ultrasonic signal is frequency or phase modulated by the

vibrating signal. Different types of phase locked loops and digital phase locked loop

techniques had been presented in [49], [50] with detailed discussion on various PLL com-

ponents. Arterial wall motion parameters are estimated using phase locking schemes in

[47]. A sliding discrete Fourier transform (SDFT) based phase locking scheme [102] has

been applied for frequency demodulation in [103]. From a vibration measurement system,

the received ultrasonic signal S0(t) = A2 cos(ω0t + φ0 + β sin(ωLt + φL)) can be fed to

the SDFT phase locking scheme. The numerically controlled oscillator (NCO) input (α)

would extract the sinusoidal vibration signal. Hence, the vibration signal can be extracted

from ultrasonic received signal using SDFT phase locking scheme. In a new phase-locking

procedure, SDFT has introduced to split periodic signals into selected harmonic com-

ponents, as on-line time functions [102]. To avoid the phase and magnitude errors, the

sampling frequency adaptively adjusted using the phase-error itself i.e. phase error is

nullified by the adaptive adjustment of the NCO frequency. This method also provides

purer extracted harmonic signals as real-time functions with very little magnitude and

phase errors in contrast to some conventional PLL procedures in which the presence of

dc and other harmonics would require heavy filtering of input signal, causing phase lag.

This method could also be fitted to FPGA devices as an on-line estimation of vibration

analysis.
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In this method, the Doppler signal can be extracted as an on-line estimation. Instanta-

neous Doppler signal can be retrieved from PLL. Digital implementation of PLL is easier

compare to other algorithms. PLL techniques perform well but easily affected by additive

noise and difficult to remain locked to the desired input.

2.2.3.8 Least squares method

In order to find the instantaneous object position, complex correlated successive received

signal is demodulated. Then, based on the standard least-square method, normalized

mean square difference αn(β̂n; δx) is defined between the successive demodulated complex

signals y(x+ δx; t+ ∆T ) and y(x; t), where β̂n(δx) is change in complex amplitude and δx

is the movement of the object during the period of succeeding pulses ∆T . The correlation

term, which provides the corresponding minimum least-square value is the modulation

index [52]. The term αn(β̂n; δx) is minimized when

β̂n(δx) =

∑
xεR

y∗(x; t) · y(x+ δx; t+ ∆T )∑
xεR

|y(x; t)|2
(2.66)

where R is the range around the object position x(t) and y∗(x; t) denotes the complex

conjugate of y(x; t). Spatial resolution depends on sampling periods of the demodulated

received signal.

2.2.3.9 Zero-crossing method

The zero-crossing methods are preferred in frequency demodulation techniques. The

product of two adjacent samples are computed, if the product is negative, it indicates

a zero crossing has occurred [54]. A discrete PLL capable of counting the zero-crossing

points is proposed in [56]. In a zero-crossing method [53], the instantaneous angular

velocity of a shaft is defined as ω(t) = ω0 + ω̄(t), where ω0 is a constant, ω̄(t) is zero-mean

angular velocity vibration and |ω̄(t)| � ω0. The term ω̄(t) relates to the shaft angle
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vibration θ̄(t) as

θ̄(t) =

∫
ω̄(t)dt (2.67)

where ω̄(t) is measured as

ω̄(t) = ω(t)− ω0 (2.68)

To estimate ω̄(t), instantaneous angular velocity ω(t) is measured as an average value

based on the zero-crossing technique [53] during time interval ∆t

ω(tn) ≈ ω̄(tn) =
2π

N∆tn
(2.69)

where ∆tn = tn−1 − tn is the time btween two consecutive zeros and N is the number of

identical cogs in the rotating shaft. Zero-order interpolations are employed to demodulate

the frequency modulated carrier [55].

The advantage in this method is easy to find the zero crossing points. In this method the

modulation frequency variation should be much slower than carrier frequency variation.

Frequency offset of the carrier and offset of the sampling frequency have an impact on

demodulation [57].

2.2.4 Phase shift computation due to parametric effect

The parametric phase shift is introduced by the ultrasonic beam propagation through low

frequency pressure medium, which causes phase change. Considering plane waves for both

ultrasonic beam and low pressure field from vibrating body, the variation of propagation

velocity in the interaction zone depends on two factors as mentioned in [14], [72], [76].

One is propagation velocity due to excess pressure and second one is the velocity variation

of a high frequency ultrasonic beam in the pressure field induced by a low frequency wave

of the vibration.
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2.2.4.1 Forward parametric phase shift

(i) The change in propagation velocity due to excess pressure is expressed as

∆c1 =
B

2A

PL(xf , t)

ρ0c0

=
γ − 1

2

PL(xf , t)

ρ0c0

(2.70)

where, PL is the pressure of the low frequency wave, A and B are the first and second

order coefficients of Taylor series expansion for low pressure field respectively. The ratio

is also related to γ as B/A = γ − 1, where γ = cP/cV is the ratio of the specific heats at

constant pressure and constant volume and ρ0 is the equilibrium density of air.

(ii) Local propagation velocity (particle velocity) variation due to transport of the high

frequency ultrasonic beam by the low frequency wave

∆c2 = VL(xf , t) cos θ1 (2.71)

where VL the particle velocity amplitude of the low frequency wave, and θ1 is the angle

between the propagation directions of the two waves. The total variation of the velocity

along the high frequency beam is

∆c = ∆c1 + ∆c2 = (B/2Aρ0c0)PL(xf , t) + VL(xf , t) cos θ1 (2.72)

From the Fig. 2.4, let t be the time taken when the high frequency beam reaches the

Fig. 2.4: Phase shift computation by forward and backward parametric effects
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receiver and the interaction takes place at distance xf from the emitter at time tf . Since

α0 << L and ∆c << c0 ; the total time t can be expressed as,

t ∼=
2L

c0

= tf +
L− xf
c0

+
L

c0

(2.73)

In this case, the ultrasound beam from emitter, and low pressure waves from vibrating

object intersect at angle θ1 = π − θ. The low frequency wave that interacts at the point

with the ultrasonic beam has been emitted by the moving surface at time tf − (L −

xf ) cos θ/c0. The forward parametric phase shift is

φPT =

∫ L

0

ω0∆c

c2
0

dxf

=
ω0

c2
0

∫ L

0

((B/2Aρ0c0)PL(xf , t) + VL(xf , t) cos(π − θ)) dxf (2.74)

From the plane wave relation, PL = ρ0c0VL, replacing VL in terms of PL, and low frequency

plane wave

PL(xf , t) = PL cos

(
ωL

(
t− L

c0

− L− xf
c0

)
− ωL
c0

(L− xf ) cos θ

)
(2.75)

Equation (2.74) becomes

φPT =
ω0PLL

2ρ0c3
0

(
B

A
+ 2 cos(π − θ)

)
cos

(
ωL

(
t− L

2c0

(3 + cos θ)

))
D(θ+) (2.76)

where λL is the low pressure field wavelength developed due to vibrating surface. The

parametric directivity is D(θ+) = sinc
(
πL
λL

(1 + cos θ)
)

.

2.2.4.2 Backward parametric phase shift

The low frequency wave emitted by the moving surface at the time tb− ((xb−L) cos θ/c0)

interacts with the ultrasonic beam with an angle θ at point xb as shown in Fig. 2.4. So,

∆c = (B/2Aρ0c0)PL(xb, t) + VL(xb, t) cos θ. Thus, the backward parametric phase shift is
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calculated by integrating from L to 2L.

φPR =

∫ 2L

L

ω0∆c

c2
0

dxb =
ω0

c2
0

∫ 2L

L

(
(B/A) + 2 cos θ

2ρ0c0

PL(xb, t)

)
dxb (2.77)

where,

PL(xb, t) = PL cos

(
ωL(t− 2L− xb

c0

)−KL(xb − L) cos θ

)
(2.78)

φPR =
ω0PLL

2ρ0c3
0

(
B

A
+ 2 cos θ

)
cos

(
ωL(t− L

2c0

(1 + cos θ))

)
D(θ−) (2.79)

where D(θ−) = sinc
(
πL
λL

(1− cos θ)
)

. Thus, the total phase shift offered by parametric

effect in the received ultrasonic signal is

φP = φPT + φPR (2.80)

The parametric phase shift introduces phase error in Doppler phase shift measurement

from received ultrasound wave. To compute the phase-shift undergone by the reflected

wave, the moving boundary (Doppler effect) is separated from the effect of the moving

medium (Parametric effect) [72]. Thus, the phase errors introduced by parametric effect

are reduced at the output [76].

2.2.4.3 Scattering pressure field

The secondary pressure field is generated by the interaction of high frequency ultrasonic

beam and low frequency exhibited from vibrating surface. This scattered pressure field can

be included in determining parametric phase shift when wave deformation is considered

for the analysis. The scattered pressure field involved in vibration measurement can be

computed mostly from the Westervelt and KZK equations.

M. J. Lighthill [84], [85] introduced the sound wave interaction, which was experimented

by Ingard and Brown for two perpendicular intersecting sound beams in air [78]. Then,

Westervelt [79] proved that there is no scattering pressure exists as mentioned in [78].
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Since then, Westervelt equation has been experimented by the researchers for the presence

of scattered pressure field from two primary waves [80], [81], [83]. Diffraction of radiation

of beams has been produced in all real sources of finite dimension and all the conducting

media of the beams attenuate sound. The combined effect of diffraction, absorption and

nonlinearity can be described by utilizing the KZK nonlinear parabolic wave equation

[58], [59]. The diffraction of ultrasonic beam could be developed as Gaussian beam [58],

[77]. A series of advantages using Gaussian beam function to define the beam field of

an axis symmetric acoustical radiator could be found in [77] and applied in defining the

scattering of sound by sound [104]. The combined effect of Doppler and parametric [14],

[59] have been applied on vibration measurement applications [72], [75], [76].

2.3 Analysis

2.3.1 Issues

The ultrasonic vibration measurement system encounters certain issues related to time-

domain and frequency domain processing. The issues arise during the phase shift compu-

tation of the Doppler and parametric effects are listed in this section.

Sound-beam shape: The effect of sound-beam shape are required to be determined for

losses in the backscattered Doppler shifted signal from a blood vessel [105].

Sources of errors in Doppler vibration velocity measurement: The measurement

error of vibration velocity of the object [106] is influenced by

(i) inaccuracy in the Doppler frequency measurement,

(ii) velocity variation of ultrasonic wave in air,

(iii) instability of the frequency of transmitter, and

(iv) accurate determination of the inclination angle of both transmitter and receiver dur-

ing the measurement.

Effects of noise: The Doppler signal generally tends to be much lower than the carrier

signal that results in poor signal-to-noise ratio. The error is introduced by the noisy

environment in β estimation [99].
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Sampling effect: Aliasing effect can be serious when the fold-over frequency or sampling

frequency is not proper. Thus, to remove aliasing effects, the final sampling condition

should satisfy fs = 2ffold ≥ βmaxfL. High accuracy is predicted under proper sampling

conditions even when the signal-to-noise ratio is poor [99].

Non-linear effect: If the received signal is not perfectly sinusoidal because of some

medium or vibration source nonlinearities, Doppler spectrum shape will deviate from fun-

damental and second harmonic of the Bessel spectrum. Thus, the received signal can be

written as

S0(t) = A2 cos(ω0t+ φ0 + β sin(ωLt+ φ1) + β2 sin(2ωLt+ φ2)) (2.81)

The nonlinearity N2 % = β2/β×100, where β and β2 are modulation indeces of fundamen-

tal and second harmonics of vibration respectively. At the worst case of 10 % nonlinearity,

all the time-domain phase operation estimators introduce less than 1.2 % estimation error

[33]. Slight deviations from single-frequency oscillation, would be caused by nonlinear or

non ideal medium or source effects, and are found to have little contribution to the total

estimation error [99].

Diffraction effect: Ultrasonic transmitting source is considered as plane wave to simplify

the theoretical background. To determine the exact vibration amplitude of the surface, the

parametric effect has been investigated and calculated under the plane wave assumption

[14] in addition to the Doppler effect. However, the low-frequency acoustic wave emitted

by a small vibrating body is not a plane wave. In fact, the plane wave assumption in is no

longer valid [76]. Normally, due to the finite size of transducer, diffraction effect occurs

at the source that could be the error in plane wave assumption. The ultrasonic beam

propagation is not a plane wave due to the diffraction effect but it could be a Gaussian

type expansion [58].

Parametric interaction: The phase shift of parametric effect is proportional to the

low-frequency pressure and vibration speed. This phase shift need to be canceled from

Doppler vibration measurement to obtain higher accuracy [72], [75], [76].

Quasi-stationary approximation: Doppler effect assumes the quasi-stationary approx-

imation, which means scattering field by a moving surface is to be considered as stationary

field as if the surface was frozen at that time [14]. However, it is inherently inconsistent,
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and therefore quasi-approximation might lead to erroneous results [91].

Effects of air speed in acoustic vibration measurement: As air speed increases,

the acoustic sensor detects a progressively richer turbulent spectrum that reduces the sen-

sitivity of the sensor [75]. In turn, optical sensors are prone to tremendous signal losses.

Relative position between RF echo and time window: In phase shift estimation

between RF echoes of two consecutive frames, the RF echo is time shifted in comparison

with that of the previous frame. However, the position of the time window for the Fourier

transform is not changed between the two consecutive frames. This change in relative po-

sition between the RF echo and the time window has a strong influence on the estimation

of the artery-wall displacement, resulting in error. To suppress this error, the phase shift

should be estimated at the actual RF center frequency [107].

In-phase (I) and Quadrature (Q) component effects: Phase difference between I

and Q component other than 90◦ and different amplitudes of I and Q lead to a periodi-

cally varying angular velocity even at constant object velocities [41].

Effects of large value of β: Doppler sidebands with mean frequency and its harmonics

cannot be ignored if β value is large [94].

Systematic error in zero-crossing: In the measurement of angular velocity vibrations

of rotating shafts, the zero-crossing method introduces a systematic error dependent on

the frequency of the vibration harmonic [53].

Pull-in-range of PLL: Frequency demodulation as well as β estimation would be pos-

sible only if the carrier frequency variation is within the pull-in-range of the PLL.

Bandwidth V s Resolution: One of the factors that directly affect the precision of both

time-domain correlation and Doppler measurements is the bandwidth of the transmitted

pulse. In the case of time-domain correlation, the higher the bandwidth, shorter pulse,

the better the resolution. For Doppler systems, a high-bandwidth transmitted pulse will

produce a broader Doppler spectrum, however the precision of Doppler measurements

improves with a lower bandwidth. Thus, a compromise between resolution and precision

must be made [89].

39



2.3.2 Comparison

The different techniques reviewed in section 2.2.3 are compared for various parameters

and ranges for which the particular method is adopted. The parameters such as vibration

amplitude, velocity, frequency, ultrasonic carrier frequency used for transmission are listed

in Table 2.1. The methods did not fall into the category presented in section 2.2.3 are also

reviewed and listed in Table 2.2. The performance comparison would provide the detailed

analysis of different methods and their suitable applications. Choosing the ultrasonic

carrier would yield certain range of vibration velocity, vibration amplitude, and vibration

frequency.

From Table 2.1, it can be observed that Kalman method is applied to measure the tis-

sue softness. The method provides excellent estimations for very small, submicron level,

harmonic vibrations. It has potential for noninvasive and quantitative stiffness measure-

ments of tissues such as artery. The difference of estimation results between Kalman

filter method and laser vibrometer is less than 10 % [45]. Further, the ratio method is

also preferred to know the mechanical properties of the soft tissue [38]. Furthermore, the

standard deviation method is applied in cardiac activity monitoring, blood flow velocity

detection, and tissue vibration. In blood flow detection under skull by Doppler Effect, cen-

ter of gravity is calculated in mean frequency which is defined in terms of power spectrum

density. The use of ultrasonic system has several advantages over magnetic resonance

imaging (MRI) and X-ray computed tomography (CT) [108].

In PLL techniques, the spatial resolution of the tracking is limited by the clock frequency

of the employed circuit up to several tens of megahertz with same upper limit of velocity

estimation. Thus, PLL techniques cannot reach the spatial resolution obtained by the

Least-square method [68]. Similarly, the spatial resolution in the estimation of object

displacement is achieved in less than several micrometers using least square technique

[68] compared to the correlation techniques [42]. The methods listed in Table 2.1 measure

the vibration signal information using Doppler effect by neglecting the parametric effect

except the PLL technique [76].

Table 2.2 lists the various procedures that utilize only the Doppler effect, Doppler and
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parametric effects. In these methods the vibration signal information is obtained through

measuring the phase shift, time delay, Doppler frequency etc. In combined Doppler and

parametric effects, few procedures try to cancel out the parametric effect by placing the

microphone in between the transmitter and receiver at some distance [76]. If the paramet-

ric effect is considered for extracting the vibration signal then the measurement accuracy

is increased. In surface velocity measurement of liquid [72], the vibration amplitude in the

order of picometer could be estimated. Similarly, the liquid velocity of 0.1 mm/s could

be measured.

2.3.3 Applications

Various applications of vibration measurement techniques are also listed in Table 2.1 and

Table 2.2. The Tables provide the listed applications like measurement of mechanical

structure vibrations and medical diagnosis. In the medical diagnosis, mainly, the ultra-

sonic vibration measurements include artery wall vibrations, ventricle wall vibration, car-

diac activity monitoring, tissue vibration, bone vibration measurement in fracture healing

monitoring, blood velocity measurement, artery shear wave velocity measurement, elas-

ticity and viscosity of tissues, harmonic motion of tissue, and Bovine muscle motion. In

mechanical structure vibration measurements include flexible beam vibrations, produc-

tion line of car manufacturing, surface velocity of liquid, and angular vibration of rotating

shafts.

2.4 Summary

The phase shift introduced by Doppler effect in the received ultrasonic signal can be com-

puted by estimating the modulation index. Therefore, classification of various vibration

signal parameter estimation procedures for Doppler ultrasonic measurement systems are

reviewed. From this literature review, vibration parameters estimation techniques have

been broadly classified into classical method, phase operation method, ratio method,

correlation method, standard deviation method, Kalman filtering method, phase-locking
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method, least square method and zero crossing method. Further, the computation of

phase shift due to forward and backward parametric effects are reviewed along with scat-

tered pressure field generation. In this review chapter, various methods are analyzed

for the frequency of ultrasonic carrier, vibration amplitude, frequency, velocity and their

suitability for different applications with their merits and demerits.
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Table 2.1: Comparison of different methods

S.No.Techniques Ultrasonic
carrier

Vibration
velocity

Vibration
ampli-
tude

Vibration
frequency

Applications

1. Conventional
method [2]

40 kHz 336 m/s
maximum

734.0032
mm
maximum

< 25 Hz Mechanical
structure
vibrations

2. Ratio method (Ul-
trasonic Doppler
frequency) [38]

3 MHz up to
1000
cm/s

100 µm 100 - 400
Hz

Viscoelastic
/ mechanical
properties of
soft tissues

3. Ratio method [37] NA NA NA 100 Hz Wall vi-
brations in
stenosed
arteries

4. Correlation
method and Stan-
dard deviation
method [42]

3 MHz <130
cm/s

NA NA Blood flow
imaging

5. Correlation
method [39]

3.5 MHz NA 10 µm - 1
mm

5 Hz - 1.5
kHz

Ventricle wall
vibration

6. Standard devia-
tion method and
extended DACM
[35]

20 GHz NA 1 ± 0.1
mm

1 Hz Mechanical
vibrations
and car-
diac activity
monitoring

7. Standard devi-
ation method
[108]

1 MHz 50 -70
cm/s

NA NA Blood flow
detection
under skull

8. Standard devia-
tion method, NMD
and quadrature
method [13]

5 MHz low in
mm/s

< 30 nm 200 Hz Tissue vibra-
tion

9. Kalman method
[45]

5 MHz 7.88 - 12.5
m/s

NA 100 - 500
Hz

Shear wave
velocity of an
artery

10 Kalman method
[46]

5 MHz 9.03
±0.51
m/s

±500 nm
peak-
peak

200 Hz Elasticity and
viscosity of
tissue

11. Kalman method
(Pulse echo ultra-
sound) [44]

5 MHz 0.095
- 11.0
mm/s

30.2 nm -
3.50 µm

200 Hz Harmonic
motion of
tissue

12. Doppler shift and
PLL technique [47]

8.866
MHz

NA < 0.28
mm

< 5 kHz Arterial-wall
motion
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S.No.Techniques Ultrasonic
carrier

Vibration
velocity

Vibration
ampli-
tude

Vibration
frequency

Applications

13. PLL and paramet-
ric effect [76]

200 kHz NA NA 1-3 kHz Doppler ve-
locimetry
for vibrating
body of 100
mm diameter

14. Pulse Doppler ul-
trasound and PLL
[105]

5 MHz 100 cm/s NA NA Blood flow

15. FM discriminator
and integrator
[106]

2 MHz 0.0002
m/s

0.001 mm 10 kHz Mechanical
structure
vibrations

16. Doppler shift with
FM demodulator
[71]

410 kHz 10 mm/s NA 60 Hz Production
line at Volvo
car corpora-
tion

17. Phase detector and
low-pass filter [34]

80 kHz NA 0.2 m < 50 Hz Flexible beam
vibrations

18. Least-square
method [52]

4 MHz NA < 100 µm up to 1
kHz

Heart wall vi-
brations

19. Constraint least-
squared approach
[51]

NA ± 0.015
m/s
peak-
peak

< 300 µm NA Blood flow
and arte-
rial wall
vibrations si-
multaneously

20. Zero-crossing
method [53]

40 MHz shaft ro-
tating at
2500 rpm

NA Mechanical
vibration
of 0.010◦

at 10 Hz

Angular
vibration
of rotating
shafts
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Table 2.2: Comparison of miscellaneous methods

S.No.Techniques Ultrasonic
carrier

Vibration
velocity

Vibration
ampli-
tude

Vibration
fre-
quency

Applications

1. Quadrature phase
demodulation
[109]

5 MHz 425
cm/s

2 µm 145 Hz
(100-750
Hz)

Tissue vibra-
tion and blood
velocities

2. Quadrature
method with
Frequency-
modulated [94]

2.16
MHz

20 - 80
cm/s

NA < 1 k Hz Blood velocity
measurements

3. Time-domain echo
tracking using
Flip-Flop [67]

5 MHz NA 0.78 mm
peak-
peak

< 1 kHz Arterial-wall
motion

4. Doppler shift and
transition time [68]

3.5
MHz

0.000379
- 0.107
m/s

0.01 µm
to 10 cm

0.01 Hz
to 10
kHz

Heart wall vi-
bration

5. Doppler effect
[110]

40 kHz ± 12
cm/s

-0.3 -
0 mm
peak-
peak

a few Hz
- more
than 2
kHz

Electro-
mechanical
vibrator

6. Doppler and para-
metric [72]

30
MHz

down
to 0.1
mm/s

down to
5 pm

NA Surface velocity
in a liquid

7. Doppler and para-
metric [14]

420
kHz

NA NA 100 Hz -
12 kHz

Parametric
effect on
vibration mea-
surement

8. Combined Doppler
and parametric
[75]

120
kHz

NA 200 nm 40 Hz Vibrating sur-
faces covered
with low-lying
vegetation such
as grass

9. Ultrasonic vibrom-
etry 2D FFT spec-
trum [69]

5 MHz 2 - 20
cm/s

5 µm 300 - 600
Hz

Tissue vi-
bration and
velocity

10. Vibration-based
technique called
Vibrometry [111]

4 MHz NA NA 100 - 500
Hz

Bone vibration
measurement,
monitoring of
fracture healing
and diagnosis
of osteoporosis

11. Vibro-acoustic
Doppler [112]

50
MHz

69.4
cm/s

NA NA Velocity of fluid

12. Vibrating scatter-
ing medium [96]

9 MHz NA 1000 nm 200 Hz Bovine muscle
motion
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Chapter 3

Synchronization technique for Doppler signal
extraction in ultrasonic vibration measure-
ment systems

3.1 Introduction

Vibration measurement based on Doppler effect is considered as the most common tech-

nique because of its advantages such as non-contact measurement, reliability, and cost

effectiveness. The ultrasonic vibration measurement can perform well in rough surfaces,

opaque gases, dusty environment, and at higher velocities compared to optical methods.

Moreover, when vibration amplitude increases the output of the optical sensor is distorted

significantly [113], [114]. A RF polarimetry transducer uses electromagnetic wave polar-

ization properties instead of Doppler shift and it has claimed to be ten-times cost effective

compared to laser vibrometry [115]. The ultrasonic transducer is much cheaper and easy

to handle. However, the sources of errors in Doppler vibration measurement is influenced

by (i) inaccuracy in Doppler frequency measurement, (ii) velocity variation of ultrasonic

wave in air, (iii) instability of the frequency of the transmitter, and (iv) inaccurate deter-

mination of the inclination angle of both transmitter and receiver during measurement. In

vibration measurements, ultrasonic signal employed may be of pulse wave [13], continuous

wave, and frequency modulated continuous wave [94]. When continuous wave ultrasound

is employed, the received signal is phase or frequency modulated due to Doppler effect

experienced by the vibrating object. The received signal contains the moving object pa-

rameters such as amplitude, velocity and frequency. Different methods of Doppler signal

extraction are discussed in [13], [94], [96]. The Doppler signal with directional informa-

tion is extracted using different types of discrimination methods [93] such as sideband

filtering, offset carrier demodulation, and in-phase/quadrature-phase demodulation. The

in-phase/quadrature-phase technique is employed in almost all vibration parameter esti-

mation methods for Doppler signal extraction. Furthermore, the estimation of modulation
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index from the phase modulated received signal would help in determining the vibration

parameters. The modulation index estimation procedures have been reviewed in chapter

2 and they are categorized along with merits and demerits. In brief, conventional method

[33] cannot perform well when received signal is not pure sinusoid. All phase-operation

estimators [33], [34] are sensitive to sampling frequency variation and therefore fixed num-

ber of samples are used for signal processing. The ratio method [37] requires intensive

computation or large look-up tables. The correlation method [39] is applicable only for

small vibration amplitudes. The estimators which employ standard deviation method

[40], [41] are slow because frequency domain processing is involved. Kalman filter method

[45] shows error for small displacements and velocity. In case of least-square method [51],

spatial resolution depends on the sampling periods. The modulation frequency variation

should be much slower than carrier frequency variation in zero-crossing method [53] for

efficient demodulation. Though PLL techniques perform well, they are easily affected

by additive noise. Moreover, a trade-off between resolution and speed of convergence is

required [48].

Furthermore, apart from aforementioned modulation index estimation techniques, chaotic

pulse position modulation (CPPM) with synchronization technique for distance measure-

ment [116], [117] is proposed for eliminating the cross-talk problem and multipath fad-

ing. However, the chaotic system performance depends on the initial conditions. The

small angle-approximation approach has a problem when the vibration amplitudes are

comparable to the carrier wavelength [35] and it causes strong nonlinear harmonics and

inter-modulation products in the reflected signal. Though the arctangent demodulation

approach overcomes the harmonic problem, the differentiate and cross-multiply (DACM)

phase demodulation algorithm outperforms the arctangent demodulation approach in the

presence of noise [36]. Therefore, the existing techniques fail when

- the received signal is not purely sinusoidal

- it is sensitive to sampling frequency variation

- less computational complexity is required

- faster estimation is required

- large vibration amplitude and frequency are to be measured

- large carrier deviation due to path length, Doppler effect, and parametric effects are
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present in the received signal.

In this research work, a synchronization technique is proposed for extracting the Doppler

signal in ultrasonic vibration measurement system using moving window discrete Fourier

transform (MWDFT) filter. In this technique, the received ultrasonic signal is tracked for

variation in carrier. The quadrature detection is performed with the help of MWDFT.

The FM to AM conversion is done by tuned MWDFT. A simple multiplier followed by

another MWDFT suppresses the carrier from the received signal and hence the Doppler

signal is retrieved. The extracted Doppler signal is further processed to extract the phase

modulating signal by sampling period adjustment of the MWDFT. The extracted mod-

ulated signal possesses the vibration amplitude and frequency information. These pa-

rameters had been obtained for an electrodynamic vibration system by implementing the

synchronization technique in FPGA.

3.2 MWDFT-PLL algorithm for Doppler signal ex-

tractor

The experimental set-up for the proposed Doppler signal extractor is shown in Fig. 3.1.

An electrodynamic vibration test equipment is used to simulate the disc vibration at

desired amplitude and frequency. A pair of transducers in which one transducer emits the

continuous ultrasonic wave of 40 kHz toward the vibrating disc and another transducer

receives the phase modulated ultrasonic signal as shown in Fig. 3.1. An electronic circuit

is connected to the transmitting transducer to supply a source of 40 kHz as a carrier beam.

The carrier beam propagates towards vibrating object with angle (θ) to the normal of

vibrating surface. The transmitting beam is expressed as

Sc(t) = Ac cos(ωct) (3.1)

where Ac is amplitude of carrier signal and ωc is the angular carrier frequency. The

vibrating body obeys the expression

a0 = Am sin(ωmt) (3.2)
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Fig. 3.1: Experimental set-up for the proposed Doppler signal extractor.

where Am and ωm are amplitude and angular frequency of vibration respectively. These

parameters are need to be estimated using the proposed synchronization technique. The

phase modulated received signal from the receiver can be expressed as

Si(t) = A′c cos(ωct+ φD(t) + φP (t) + φ0) (3.3)

where A′c is amplitude of the received signal; the phase shift introduced by surface dis-

placement due to Doppler effect is φD(t) = β sin(ωmt); the phase modulation index is

β = 2Amωc cos(θ)/c0, c0 is speed of sound; the phase shift φ0 = 2Lk0 = 2Lωc/c0 is due to

the path length 2L between transmitter and receiver and k0 is wave number; φP (t) is the

phase shift introduced by parametric effect which is ignored in the estimation procedure.

Therefore, the received signal is phase shifted due to (i) path length φ0, (ii) Doppler effect

φD(t), (iii) and parametric effect φP (t).

Considering the speed of ultrasound in air as c0 ' 346 m/s, the phase shift φ0 will be

multiple of 2π or wavelength of carrier beam λc as long as L is multiple of 4.325 mm. In

the proposed method, L can be adjusted in multiple of 4.325 mm so that φ0 term can be

completely ignored in further derivation, i.e. (3.3) can be written as

Si(t) = A′c cos(ωct+ β sin(ωmt)) (3.4)
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where β = ±∆fc/fm; ∆fc is the carrier frequency deviation; fm is the frequency of

vibration. Thus, the range of β : −∆fc/fm < β < +∆fc/fm. The received frequency

modulated signal (3.4) is applied to the coupling circuit to remove 50 Hz noise and

then amplified. Then, the amplified signal is fed to the ADC of high speed mezzanine

card (HSMC) for data conversion. The converted digital signal is processed by the

Fig. 3.2: Proposed Doppler signal extractor.

synchronization technique shown in Fig. 3.2 to extract the modulating signal. The

proposed technique employs MWDFT filter as a quadrature detector, carrier suppressor

or Doppler signal extractor, PI controller, and sampling pulse generator.

3.2.1 MWDFT filter as a quadrature detector

The MWDFT is deployed as quadrature detector. The block diagram of quadrature

detector is shown in Fig. 3.3(a). The MWDFT is an IIR filter consisting of a comb filter

[118] followed by a complex resonator. One resonator is driven by a single comb filter to

obtain the in-phase and quadrature signals. The difference equation obeyed by MWDFT

is

So1(n) = [So1(n− 1)− (2/N)rNSi(n−N)

+ (2/N)Si(n)]rej2π/N (3.5)

where N is the window length of the filter; r is the damping factor; Si(n) is the received

discretized ultrasonic signal; So1(n) is the instantaneous complex signal from the filter
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(a)

(b)

(c)

Fig. 3.3: Quadrature detector (a) Quadrature detection based on MWDFT (b) MWDFT
structure (c) Pole-zero diagram of MWDFT.

output, So1(n) = Soi(n) + jSoq(n). The z-domain transfer function of the quadrature

detector is obtained as

HMWDFT1(z) =
2

N

(1− rNz−N)rej2π/N

1− rej2π/Nz−1
(3.6)

The comb filter and complex resonator structure of MWDFT is shown in Fig. 3.3(b).

This complex filter has N (= 62) zeros equally placed in the z-plane with radius r (=

0.9997). A single complex pole z = rej2π/N = r cos(j2π/N) + jr sin(j2π/N) cancels the
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complex zero at that location as illustrated in Fig. 3.3(c). The frequency response of

HMWDFT1 can be expressed as

HMWDFT1(w) = re−j(ωT (N−1)/2−π/N) (2/N) sin(ωTN/2)

sin(ωT/2− π/N)
(3.7)

The in-phase S0i(n) (real - part) and quadrature phase S0q(n) (imaginary - part) compo-

nents are obtained from the quadrature detector (3.6) as

HMWDFT1i(z) =
2

N

(1− rNz−N)(r cos(2π/N)− r2z−1)

1− 2r cos(2π/N)z−1 + r2z−2

HMWDFT1q(z) =
2

N

(1− rNz−N)(r sin(2π/N))

1− 2r cos(2π/N)z−1 + r2z−2
(3.8)

Two complex poles z = r cos(2π/N) ± jr sin(2π/N), a conjugate pair present in the in-

phase and quadrature components of (3.8). Therefore, in-phase provides real sine signal

and quadrature component generates the real cosine signal unlike the complex signal in

(3.6). The quadrature detector passes the carrier frequency and rejects the harmonics

of carrier by pole-zero cancellation. Therefore, the in-phase (sine) and quadrature (co-

sine) components of the carrier with its variations had been produced at the output of

quadrature detector. The frequency response of the HMWDFT1 in-phase component is

shown in Fig. 3.4, it could be observed that unit magnitude and zero phase shift at 40

kHz. Hence, it passes the carrier frequency and its variation. From the in-phase and

Fig. 3.4: Frequency responses of HMWDFT0 and HMWDFT1 for center fc = 40 kHz.
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quadrature components of MWDFT1, the magnitude and phase errors are determined

for a fixed sampling frequency fs. The magnitude error and phase curves for r =1 and

r = 0.9997 of in-phase and quadrature-phase components are shown in Fig. 3.5. These

Fig. 3.5: Magnitude and phase error curves of in-phase and quadrature-phase compo-
nents for center fc = 40 kHz.

magnitude and phase errors are corrected by adaptive sampling pulse adjustment. When

the MWDFT1 is operated at suitable fs, the quadrature detector converts the received

ultrasonic FM signal into AM signal. Thus, the deviation in carrier frequency is reflected

as AM at the outputs of quadrature detector. The quadrature component is modeled as

Soq(n) = (1−m cosωmn)× A′c1 cos(ωcn+ β sinωmn+ φ) (3.9)

where A′c1 is amplitude of FM-to-AM signal; m = ∆fc
fc

is amplitude modulation index; φ

is phase shift introduced by the MWDFT1 which may be either leading or lagging. These

amplitude and phase variations of the in-phase and quadrature-phase components would

be nullified, when the MWDFT1 starts tracking the Si(n).

3.2.2 Doppler signal extraction

The quadrature component Soq(n) and the received ultrasonic signal Si(n) are processed

for carrier suppression using a multiplier followed by a moving window filter HMWDFT0

as shown in Fig. 3.6(a). The z-domain transfer function of MWDFT0 is expressed as

HMWDFT0(z) =
1

N

1− rNz−N

1− rz−1
(3.10)
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(a)

(b)

Fig. 3.6: Doppler signal extraction (a) Block diagram of Doppler signal extractor (b)
Pole-zero diagram of MWDFT0.

The HMWDFT0(z) has N zeros equally spaced in z-plane at radius r and its only one

pole at z = r cancels a zero at that location as shown in Fig. 3.6(b), so that the

filter can extract d.c. and small frequency variation around d.c. Frequency response of

HMWDFT0(z) in-phase component is shown in Fig. 3.4. The unit magnitude and zero

phase shift around d.c can be noticed. Therefore, it passes the d.c and its variation and

rejects the fundamental and other harmonic frequencies. From the received ultrasonic

signal, the carrier is removed by the following process:

Si(n)Soq(n)=A′cA
′
c1[cos(ωcn+ β sinωmn) cos(ωcn+ β sinωmn+ φ)](1−m cosωmn)

= A′cA
′
c1[cos(ωcn+ β sinωmn)(sin(ωcn+ β sinωmn) cosφ

+ cos (ωcn+ β sinωmn) sinφ)](1−m cosωmn) (3.11)

Bessel function is normally applied to expand a sinusoidal function that contains another

sinusoidal function as a phase term. Therefore, (3.11) is expanded through Bessel function

to determine the frequency components present in the output of carrier suppressor. Bessel
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function of (3.11) is

Si(n)Soq(n)=A′cA
′
c1[

∞∑
k=−∞

Jk(β) cos(ωcn+ kωmn)(cosφ
∞∑

k=−∞

Jk(β) sin(ωcn+ kωmn)

+ sinφ
∞∑

k=−∞

Jk(β) cos(ωcn+ kωmn))](1−m cosωmn) (3.12)

Expanding (3.12) up to first order term and removing the carrier through HMWDFT0(z),

for J0(β) ' 1, J1(β) ' β/2, and J−1(β) ' −β/2, the extracted Doppler signal is repre-

sented as

ē(n) = A′cA
′
c1(β2/4 + 1/2) sinφ− A′cA′c1(β2/8)[sin(2ωmn+ φ)− sin(2ωmn− φ)]

+ mA′cA
′
c1(β2/16)[sin(3ωmn+ φ)− sin(3ωmn− φ)]

− mA′cA
′
c1(β2/16 + 1/4)[sin(ωmn+ φ)− sin(ωmn− φ)] (3.13)

The vibration signal parameters are present in (3.13). The error signal ē(n) is considered

as Doppler signal after the removal of carrier frequency. The e(n) is further processed by

PI controller to remove the higher order terms of ωm.

3.2.3 PI controller

The extracted Doppler signal, (3.13) is applied to the PI controller as shown in Fig. 3.7.

The output of PI controller is expressed as

α(n) = KP e(n) +KIe(n) + α(n− 1) (3.14)

where KP and KI are proportional and integral gains. The KP and KI values are chosen

to remove integer multiple of ωm from (3.13). The amplitude of αp−p is limited to ±1.

The αp−p(n) can be related with carrier deviation as

αp−p(n) = cos

(
2π(fc ±∆fc)N

fena

)
(3.15)

where fena is the enabling frequency of the sampling generator. Thus, the modulating

signal is extracted as αp−p and the vibrating parameters can be estimated from (3.15).
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Fig. 3.7: PI controller and sampling pulse generator.

From the αp−p, the ∆fc could be computed. Using the expression of β and ∆fc, the

vibration amplitude Am can be determined.

3.2.4 Sampling pulse generator

The SPG is a cascade connection of quadrature type oscillator and zero-crossing detector.

The block diagram representation of SPG is shown in Fig. 3.8. The difference equation

Fig. 3.8: Sampling pulse generator (SPG).

of the oscillator is

x(n) = αx(n− 1) + (α− 1)y(n− 1)

y(n) = (α + 1)x(n− 1) + αy(n− 1) (3.16)

This oscillator generates the sine x(n) and cosine y(n) signals of required fs, which could

be varied with respect to the extracted modulating signal. Further, the zero-crossing

detector converts the variable fs into variable sampling pulses. The SPG outputs the

sampling pulses to moving window filters and PI controller. The sampling pulses are

proportional to αp−p which in turn reflects the carrier frequency deviation. Therefore, the

modulating signal adjusts the sampling generator to provide the correct sampling pulses
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fs±∆fs. These pulses enable the MWDFT1, MWDFT0, and PI controller to correct the

error observed at the output of in-phase and quadrature-phase components. At steady

state, the α(n) retrieves the modulating signal consisting of vibration amplitude Am and

vibration frequency fm.

3.2.5 Linearized model of MWDFT-PLL

The linearized model of Fig. 3.2 is shown in Fig. 3.9. Time-domain input signal of

Fig. 3.9: Linearized model of MWDFT-PLL

amplitude A1 and drift frequency f1 = f0 + ∆f is

Si(t) = A1 sin(2πf1t)

= A1 sin(2π(f0 + ∆f)t) (3.17)

where f0 is the center frequency and ∆f frequency deviation in input signal. The input

signal Si is applied to the quadrature detector (MWDFT filter). The resultant real part

(Soi) and quadrature part (Soq) are

Soi(t) = A2r sin(2πf1t± r∆φ1)

' A2 sin(2πf1t±∆φ1) + A2(r − 1) sin(2πf1t± (r − 1)∆φ1) (3.18)

Soq(t) = −A2r cos(2πf1t± r∆φ1)

' −A2 cos(2πf1t±∆φ1)− A2(r − 1) cos(2πf1t± (r − 1)∆φ1) (3.19)

where A2 is the amplitude of the MWDFT output signals, r is the damping factor and

∆φ1 is the phase shift introduced by input drift frequency. The change in step input
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frequency produces the MWDFT output signals of same frequency but introduces phase

shift ∆φ1. Thus, a phase detector is required for correcting the introduced phase. The

phase detector gain Kd is obtained from the slope of the phase detector characteristics.

After linearization, Kd was found to be 20.0065 / Hz. During the locking process, the

MWDFT PLL keeps correcting the change in phase ∆φ1 caused by drift in input signal

frequency. Also, the introduction of r causes magnitude and phase errors in the MWDFT

output signals. So the effect of r has been modelled as F1−r signal (' 1−r), which is added

to the phase detector output signal and the error e1 is determined as shown in Fig. 3.9.

The PI controller with the proportional gain Kp and integral gain KI , processes the error

e1 and produces control signal α signal which is passed to the SPG unit. The linearised

SPG characteristics could be expressed by F0(s) = Kvα(s) + Fk(s), where Kv = 237 is

the SPG gain obtained from the slope of the SPG characteristics and Fk(s) = fs/N is

the center frequency of the SPG; fs is sampling frequency. From Fig. 3.9, the transfer

function model of MWDFT PLL, relating to the input frequency Fin(s), the effect of

damping factor F1−r(s) and center frequency of SPG Fk(s) can be written as

F0(s) =
K1s+K3

(1 +K1)s+K3

Fin(s) +
s

(1 +K1)s+K3

Fk(s)

+
KpKvs+KIKv

(1 +K1)s+K3

F1−r(s) (3.20)

where K1 = KdKpKv and K3 = KdKvKI . The transfer function of error E1 is

E1(s) =
Kds

(1 +K1)s+K3

Fin(s) +
−sKd

(1 +K1)s+K3

Fk0(s)

+
s

(1 +K1)s+K3

F1−r(s) (3.21)

The transfer function of frequency error Fe is

Fe(s) =
s

(1 +K1)s+K3

Fin(s) +
−s

(1 +K1)s+K3

Fk0(s)

+
−KpKvs−KIKv

(1 +K1)s+K3

F1−r(s) (3.22)
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3.2.6 Velocity measurement along with vibration parameters

When vibrating object is moving with constant velocity, the received ultrasonic signal

(3.4) can be expressed as

Si(t) = Ac cos(ωct+ β sin(ωmt) + βvt) (3.23)

where, βv = 2ωcv cos(θ)/c0 is the second modulation index due to velocity component

(v). The velocity term introduces another dc component in (3.15), which is proportional

to velocity itself. Therefore, vibration amplitude and velocity can be easily estimated

simultaneously by measuring α(n).

3.3 Simulation results

The proposed method is tested for estimating vibration parameters with various modu-

lating signals through e(n) and α(n). The synchronization technique is simulated using

Altera DSP builder components in MATLAB/Simulink environment. An input signal as

(3.4) with 40 kHz carrier is generated to test the performance of the proposed technique.

The number of samples per cycle of the carrier is N = 62. The MWDFT1 is tuned to a

center frequency of 40 kHz ultrasonic carrier. Therefore, the enabling frequency of the

proposed algorithm is 40 kHz × 62× 4 = 9.92 MHz.

Table 3.1: Performance of the proposed method for fc = 40 kHz, θ = 10◦, c0 = 346 m/s,
KP = 0.01 (Simulation)

fm (Hz) KI β range Max. Am
(mm)

αp−p Estimated
Am (mm)

% error in
Am

10 0.003 0.2 - 3000.0 2096.89 1.8473 2095.83 0.05
100 0.003 0.2 - 300.0 209.68 1.8475 209.63 0.02
200 0.010 0.2 - 150.0 104.84 1.8480 104.87 0.08
500 0.010 0.2 - 60.0 41.94 1.8510 42.09 0.36
1000 0.010 0.2 - 10.0 6.99 0.7677 7.01 0.32
2000 0.010 0.2 - 5.0 3.49 0.7705 3.52 0.70
3000 0.011 0.2 - 2.0 1.40 0.4720 1.41 1.12
4000 0.011 0.2 - 1.0 0.70 0.3112 0.70 0.53
5000 0.012 0.2 - 1.0 0.70 0.3915 0.70 0.34
6000 0.012 0.2 - 0.5 0.35 0.2302 0.34 2.08
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3.3.1 Vibration parameters

The maximum carrier deviation is determined by applying step change in carrier fre-

quency. The positive carrier step of 39 kHz is applied for 40 kHz center frequency (40

- 79 kHz) at the input. The synchronization between MWDFT1 in-phase output and

received ultrasonic signal is achieved. Similarly, the maximum carrier deviation for the

negative step (40 - 6 kHz) was found to be 34 kHz. Therefore, carrier frequency range

was found to be 6 - 79 kHz with respect to a center frequency of 40 kHz, for KP = 0.01

and KI = 0.003. As KI increases the operating range becomes smaller. Therefore, the

product of vibration amplitude and frequency (βfm) can affect the carrier deviation by

maximum ±34 kHz. Hence, the carrier deviation of ±34 kHz can be tracked. Within this

range, either Am or fm can be varied at the input and carrier tracking could be achieved.

Various vibration frequencies fm, the tolerable range of β, and the estimated vibration

amplitudes from αp−p(n) are listed in Table 3.1. It could be observed that as the vibration

frequency increases, the KI should be increased to reduce error in the estimated vibration

amplitude. Hence, simulation results conclude that the vibration amplitude of 2095.83

mm for low frequency vibration of 10 Hz to 0.34 mm for the high frequency vibration of

6 kHz could be measured. The maximum percentage error observed in the vibration am-

plitude is 2.08%. The Doppler signal extractor is tested with the data provided in Table

3.1. The input to the algorithm is applied with β of 10 and fm = 1 kHz for initial 1.3 ms

and at 1.3 ms the β is changed to 0.5 and fm is set to 6 kHz. The performance of the

technique for these two cases of β and fm are shown in Fig. 3.10. The input FM signal,

the in-phase and quadrature components of the MWDFT are shown in trace 1, trace 2,

and trace 3 respectively. The extracted Doppler signal for fm = 1 kHz and fm = 6 kHz

is shown in trace 4. The retrieved modulating signal with β = 10 and β = 0.5 is shown

in trace 5. To improve the clarity, the generated adaptive sampling pulses are shown for

0.84 s in trace 6.
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Fig. 3.10: Input signal, MWDFT in-phase component, MWDFT quadrature component,
Doppler signal, retrieved modulating signal, and sampling pulses (Simulation).

3.4 Implementation of the proposed scheme

3.4.1 Experimental set-up

The proposed measurement system is shown in Fig. 3.1. The experimental set-up consists

of a pair of 40 kHz ultrasonic transducer, the GL 40 - 2T and GL 40 - 2R as shown in

Fig. 3.11. This pair is used for experiments and its specification is provided in Table

Fig. 3.11: A pair of Ultrasonic transducer (40 kHz center frequency)

3.2. From function generator, the ultrasonic carrier of 40 kHz is fed to the transmitting

transducer. The frequency modulated signal reflected from vibration test equipment is

received at the target transducer. Electrodynamic vibration test system is used as test

object for this experiment. The micron make electrodynamic vibration test equipment

consists of power amplifier (model: MPA-0050) as shown in Fig. 3.12 and electrodynamic

vibration generator, i.e. dynamic shaker (model: MEV-0050) as shown in Fig. 3.13. It
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Table 3.2: Specification of ultrasonic transducer

Parts number Transmitter (GL 40-2T) Receiver (GL 40-2R)
Center frequency 40.0 ± 1.0 kHz 40.0 ± 1.0 kHz
Driving voltage 20 V (RMS) 20 V (RMS)
Bandwidth 5.0 kHz / 100 dB 5.0 kHz / -75 dB
Sound pressure level 112 dB/40 ± 1.0 kHz NA
Sensitivity NA 67 dB/40 ± 1.0 kHz
Operating temperature -20◦C to +70◦C -20◦C to +70◦C
Capacitance 2000 pF ± 20% 2000 pF ± 20%
Operating range 2 m -

has a frequency range of 1 Hz - 10 kHz. Power amplifier could excite the dynamic shaker

for displacement.

Fig. 3.12: Power amplifier to excite electrodynamic shaker at different frequencies

3.4.1.1 Analog circuit

An Agilent function generator (model 33220 A) with 20 MHz bandwidth is used to

generate the 40 kHz ultrasonic signal at the transmitter. The ultrasonic signal of 100

mV peak-to peak is fed to the ultrasonic transducer GL 40 - 2T. The transducer pair is

placed to face towards the dynamic shaker at an angle θ = 10◦ to the normal of the plane

surface. The horizontal distance between the two transducers d = 2.4 cm, the vertical
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Fig. 3.13: Electrodynamic shaker

distance between transducers and shaker D = 6.8 cm. To avoid the larger phase shift

(φ0) due to path length, the d/D ratio is chosen to maintain the angle less than 10◦. The

ultrasonic receiver circuit is shown in Fig. 3.14. The received ultrasonic signal is fed to

the amplifier circuit designed using OP27 OPAMP. The amplified output is connected to

SubMiniature connector A (SMA) through the serial interface circuit to ADC (AD 5294)

of data conversion HSMC. The input signal is sampled at 150 MS/s and the maximum

voltage limit is 2 V . The chip select signal (CNTL - control signal) is applied to the

ADC through HSMC port from FPGA. The chip select signal controls the read and write

cycles of the ADC. The data conversion card is connected to the Stratix III FPGA board

with FPGA chip EP3SL150F1152C2N through HSMC port connector as shown in Fig.

3.15. The on-board clock of 50 MHz is used for processing. Further, FPGA generates

the ADC clock (CLK A), which synchronizes the serial interface read and write cycles.

3.4.1.2 Digital circuit

From ADC, the 14-bit digital data is passed to the FPGA through HSMC port to process

the received signal. The digitized signal is amplified and sampled at 10 MHz at the

input of synchronization process. The proposed scheme is designed in MATLAB/Simulink

DSP builder and these blocks are shown in Fig. 3.16. Then, the DSP builder blocks

are converted to VHDL code with the help of Quartus II synthesizer. After successful
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Fig. 3.14: Receiver circuit of the proposed measurement system.

Fig. 3.15: Altera FPGA board with HSMC connector

compilation, the converted VHDL code is downloaded to the FPGA board through USB-

Blaster JTAG connection. The processed 14-bit digital data and clock select from FPGA
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are fed to the DAC (DAC 5672) through HSMC port. The analog output is collected

through the serial interface circuit for display and these units are shown in Fig. 3.17.

3.4.2 Performance of the Doppler signal extractor

A frequency modulated wave Si is generated by the function generator with a carrier

frequency of 40 kHz. From 50 MHz FPGA clock, a 10 MHz clock is derived to enable

the various blocks of the algorithm. The 40 kHz FM carrier is modulated by 10 kHz

sine wave with β = 0.2 and fed to the ADC of FPGA board. The performance of the

proposed method with retrieved modulating signal αp−p is shown in Fig. 3.18. These

intermediate signals are tapped from FPGA for 8192 samples using signal tap analyzer.

The received ultrasonic signal Si is shown in Fig. 3.18 trace 1. The in-phase Soi and

quadrature Soq components obtained from the quadrature detector are shown in trace 2

and trace 3 respectively. The extracted Doppler signal ē after carrier removal is shown

in trace 4. The α which carries the information of Am and fm is shown in trace 5. The

sampling pulses of SPG are shown in trace 6. The received signal is processed using the

synchronization technique in the FPGA and αp−p of the extracted modulating signal is

measured. Further, the vibration amplitude Am can be determined as

±∆fc =
fena
2πN

cos−1(αp−p)− fc

Am =
±∆fc c0

2fmωc cos(θ)
(3.24)

Likewise, the modulating frequency is varied from 10 Hz to 2000 Hz for different β.

This test cases are listed in Table 3.3. The αp−p is measured for each test case and Am

is computed using (3.24). The vibration amplitude errors for various carrier deviation in

mm are provided in Table 3.3. Since the fena is chosen as 10 MHz, the center carrier

frequency fc is 10 MHz/(4 × 62) = 40.32258 kHz. The proposed method can estimate

Am of 1365 mm and fm of 2 kHz for KP = 0.01, and KI = 0.03. This range could be
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Fig. 3.16: Implementation of MWDFT-PLL algorithm for vibration measurement
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Fig. 3.17: Vibration measurement system with display units

Fig. 3.18: Tapped intermediate signals of proposed synchronization technique (Experi-
ment).

adjusted from the inference given in Table 3.1. The maximum percentage error in the

estimation of Am was found to be 2.76% at low frequency of vibration.

The signal tap analyzer could tap maximum of 8192 samples for a single tap from FPGA.

To analyze the spectrum of MWDFT1 and extracted vibration signal outputs, these

signals are recorded and plotted with a offline tool. For Table 3.3 data of fm = 2 kHz and

β = 1, the MWDFT1 in-phase signal is shown in Fig. 3.19 trace 1. The spectrum shown in

trace 2 confirms the presence of 40 kHz, 38 kHz and 42 kHz frequency components. The

extracted αp−p is plotted in trace 3 and its spectrum is shown in trace 4. The spectrum

of vibration signal shows the presence of 2 kHz frequency. Similarly, for fm = 2 kHz and

β = 4, the results are shown in Fig. 3.20. Trace 1 shows the MWDFT1 in-phase
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Table 3.3: Measured αp−p for different fm and β, for N = 62, r = 0.9997, fc = 40.32258 kHz, KP = 0.01, KI = 0.03.

fm
(Hz)

various β

10 β = 100 β = 150 β = 1000 β = 2000
αp−p Am

(mm)
% error αp−p Am

(mm)
% error αp−p Am

(mm)
% error αp−p Am

(mm)
% error

0.0770 68.54 1.94 0.1145 101.95 2.6 0.7585 692.4 0.95 1.3880 1365.23 2.34

100
β = 50 β = 100 β = 150 β = 200

0.3890 34.84 0.31 0.7485 68.27 2.32 1.0890 102.48 2.25 1.3910 136.89 2.07

200
β = 10 β = 60 β = 100 β = 130

0.1530 6.81 2.50 0.8980 41.40 1.19 1.3920 68.51 1.98 1.6880 89.41 1.60

500
β = 5 β = 10 β = 50 β = 55

0.2010 3.58 2.54 0.3850 6.90 1.34 1.6500 34.54 1.18 1.7430 37.67 2.01

1000
β = 1 β = 5 β = 10 β = 25

0.0780 0.69 0.66 0.3860 3.45 1.09 0.7530 6.87 1.70 1.6550 17.35 0.72

2000
β = 0.5 β = 1 β = 5 β = 7

0.0790 0.35 0.61 0.1585 0.71 1.01 0.7670 3.50 0.23 1.0650 5.00 2.14
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component, and its spectrum is shown in trace 2. The increase in vibration amplitude

could also be observed from its spectrum and the presence of frequency components 40

kHz, 38 kHz and 42 kHz. The extracted vibration signal and its spectrum are shown

in trace 3 and trace 4 respectively. Trace 4 confirms the presence of 2 kHz vibration

frequency. Scaling factor of 10 is applicable to these data with respect to Table 3.3

data. To validate the performance of the algorithm, experimental investigation with

Fig. 3.19: MWDFT1 in-phase component and its spectrum, extracted modulating signal
and its spectrum for fm = 2 kHz and β = 1 (Experiment).

Fig. 3.20: MWDFT1 in-phase component and its spectrum, extracted modulating signal
and its spectrum for fm = 2 kHz and β = 4 (Experiment).

the vibration equipment is carried out. The performance of the algorithm is compared

with results obtained from the FM carrier which is generated by function generator. The

comparison results are provided in Table 3.4. For various fm frequencies, the αp−p is

measured for the both received signals. The Si signal received from ultrasonic transducer
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of the vibration equipment is mentioned in the Table 3.4 as Si from test equipment (T.

E.). Another received signal Si is generated from the function generator (Si from F. G).

The measured αp−p for both cases are compared and found that these values are almost

equal. From the αp−p, Am is measured through the computation of β. These test cases

are repeated for different carrier deviations. It is inferred from Table 3.4 that the peak-

peak value of the demodulated signal is almost equal for FM signal generated by function

generator and the signal received from the ultrasonic receiver. Thus, the algorithm can

efficiently extract the vibration information. The vibration frequency is limited to 100

Hz for the proposed equipment because of the 40 kHz ultrasonic transducers employed in

the hardware. However, the proposed algorithm can extract the wide variation in FM of 2

kHz as given Table in 3.3. Furthermore, the algorithm could extract maximum ±34 kHz

variation in carrier either in terms of frequency or amplitude.

3.4.3 Resource utilization and power dissipation

The proposed synchronization technique for vibration parameter estimation is imple-

mented in Stratix III FPGA chip EP3SL150F1152C2N. The resource utilization summary

is given in Table 3.5. The resources consumed by the algorithm is logic blocks of 2%, Block

RAM of 12%, and DSP block elements of 26%. The details of adaptive look up tables

(ALUTs) and registers included in the logic blocks, 18-bit multipliers of FPGA are pro-

vided in Table 3.5. The proposed algorithm can be fit into the FPGA device with 13.34%

resources. The resource utilization comparison was made with other techniques proposed

in [48], [53]. The algorithm for angular measurements of vibrating shafts [53] consumes

94% of the resources. The harmonic measurement algorithm [48] based on modulated

MWDFT filter consumes 35% of the resources. The power dissipation of the proposed

algorithm is estimated by the power analyzer tool. The core dynamic power dissipation

was found to be 71.83 mW , core static thermal power dissipation is 617.70 mW and I/O

thermal power dissipation is 95.48 mW . Therefore, the total thermal power dissipation

is 785.00 mW .
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Table 3.4: Measured αp−p for different fm and N = 62, r = 0.9997, fc = 40.32258 kHz, KP = 0.01 KI = 0.03

fm(Hz) Test equipment
Si from T. E. Si from F. G. Si from T. E. Si from F. G. Si from T. E. Si from F. G.

αp−p Am
mm

β αp−p Am
mm

β αp−p Am
mm

β αp−p Am
mm

β αp−p Am
mm

β αp−p Am
mm

β

20 0.0043 1.90 2.74 0.0040 1.80 2.54 0.0084 3.70 5.35 0.0080 3.60 5.09 - - - - - -

30 0.0048 1.40 2.08 0.0040 1.20 1.70 0.0090 2.70 3.82 0.0080 2.40 3.40 0.0134 4.00 5.69 0.0130 3.90 5.52

40 0.0044 0.98 1.40 0.0040 0.89 1.27 0.0090 2.00 2.86 0.0090 2.00 2.86 0.0130 2.90 4.14 0.0120 2.70 3.82

50 0.0040 0.71 1.02 0.0034 0.61 0.87 0.0074 1.30 1.88 0.0070 1.20 1.78 0.0108 1.90 2.75 0.0100 1.80 2.55

60 0.0030 0.44 0.64 0.0026 0.39 0.55 0.0062 0.92 1.32 0.0058 0.86 1.23 0.0090 1.30 1.91 0.0084 1.20 1.78

70 0.0030 0.38 0.55 0.0030 0.38 0.55 0.0054 0.68 0.98 0.0050 0.64 0.91 0.0086 1.10 1.56 0.0082 1.00 1.49

80 0.0020 0.22 0.32 0.0016 0.18 0.25 0.0050 0.55 0.79 0.0044 0.49 0.70 0.0070 0.78 1.11 0.0064 0.71 1.01

90 0.0020 0.20 0.28 0.0020 0.20 0.28 0.0038 0.37 0.54 0.0032 0.32 0.45 0.0054 0.53 0.76 0.0050 0.49 0.71

100 0.0018 0.16 0.23 0.0016 0.14 0.20 0.0040 0.36 0.51 0.0040 0.36 0.51 0.0054 0.48 0.68 0.0050 0.44 0.63
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Table 3.5: Resource utilization using Stratix III FPGA EP3SL150F1152C2N in the
proposed technique

Logic blocks Block RAM DSP block
18-bit elements

2% 12% 26%
includes ALUTs = 1044/113600 (< 1%) 675584/5630976 100/384
includes dedicated logic registers =
1864/113600 (2%)

3.4.4 Effect of active devices and other elements

The main advantages of this ultrasonic vibration measurement system are high resolution,

low cost, non-contact measurement, and it can be easily installed. The factors affecting the

performance of the proposed system are (i) interference (ii) air turbulence (iii) temperature

variation (iv) OPAMP features.

(i) Interference between transmitter and receiver occurs if the transmitted and received

waves occupy the same space. Therefore, the distance between transmitter and receiver

should be set accordingly. In the proposed system, it is kept as 2.4 cm. Further, the

presence of power- line interference in the received signal affects the measurement. A

small resistor connected across the receiver terminals can remove the 50 Hz noise. (ii)

Air turbulence between the transducers, the vibration object and transducers must be

avoided to nullify the measurement error. Air turbulence will expand and contract the

wavelength of the ultrasound. Therefore, the measurable range of the object vibration

amplitude is mainly dependent on the degree of attenuation of the reflected ultrasound.

The reflecting surface must be solid, large, and smooth enough to reflect ultrasound.

(iii) Ultrasonic transmitters and receivers are very sensitive to environmental temperature

variations. The temperature and air pressure should be kept unchanged to avoid an error

in measurement. In the amplifier circuit, thermoelectric voltages generated by dissimilar

metals at the input terminal contacts of OPAMP can degrade the performance. Therefore,

best operation will be obtained when both input contacts are maintained at the same

temperature.
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(iv) Slew rate can result in a nonlinear distortion of rapidly-varying signals applied to the

amplifier input.

3.4.5 Comparison with existing techniques

The proposed method is compared with the existing techniques, those employ the ul-

trasonic transducers of 40 kHz. The measurable vibration amplitude range is 0.35 -

1365 mm and vibration frequency is 2 kHz. For high frequency vibration, the carrier

modulation could not be detected by the 40 kHz ultrasonic transducers. However, the

synchronization technique could extract αp−p for the combination of either large β and

small fm or small β and large fm. Furthermore, the proposed method is compared with

existing β estimation techniques and the comparison results are presented in Table 3.6.

Furthermore, the proposed technique is also compared with other vibration measurement

techniques and the results are provided in Table 3.7.

3.4.5.1 Impure/distorted received signal

(i) The β estimation techniques: When the ultrasonic received signal is not purely si-

nusoidal, the conventional method [2], ratio method [37], Kalman filter [44], and zero-

crossing method [53] fail to estimate the β and hence, vibration parameters could not

be estimated properly. Further, truncated received sinusoid causes large bias in conven-

tional method. The phase-operation method [33], correlation method [39], and standard

deviation method can tolerate only 10% nonlinearity in the received signal. However, the

proposed method can perform well in presence of harmonics, because the MWDFT rejects

harmonics.

(ii) Other techniques: When the received signal contains harmonics, the PLL [48] and

extended DACM [35] can remove harmonics. The CPPM [116] technique is insensitive to

channel distortions. The proposed technique removes harmonics and distortions due to

the presence of tuned MWDFT.
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Table 3.6: Comparison with modulation index estimation techniques

Methods Impure
/ Dis-
torted
Si

Presence
of noise

fs vari-
ation

Phase shift
- path
length and
Doppler

Frequency
range

Amplitude
range

Conventional
[2], [33]

No No NA Yes < 25 Hz 734.0032
mm max.

Phase-
operation
[33]

Up to
10%
nonlin-
earity

Noise is
ampli-
fied

Sensitive NA NA Large vi-
bration

Ratio
[38]

No Poor
SNR

No Yes 100 - 400
Hz

100 µm

Correlation
[33], [39],
[119]

Up to
10%

Up to 20
dB

No Yes 5 Hz - 1.5
kHz, 1 -
2 Hz (HR)

10 µm -
1 mm, 0.2
- 0.5 mm
(HR)

Standard
deviation
[13], [40]

Up to
10%

20 dB No NA 200 Hz < 30 nm

Kalman filter
[44]-[46],
[120]

No 60 dB
(noise
level)

No Yes, pulse
echo

200 Hz,
100 - 500
Hz (HM)

60 nm p-
p

Least squares
[52]

NA Suppresses
noise

NA NA Up to 1
kHz

< 100 µm

Zero-crossing
[53]

No 10 dB Up-
sampled

NA 0.010◦ at
10 Hz

NA

Proposed
method

Yes SNR 7
dB

fs =
4fcN

Yes 10 Hz - 2
kHz

0.35 -
1365 mm.

3.4.5.2 Noisy received signal

(i) The β estimation techniques: Kalman filter [45] approach performs well in noisy envi-

ronment with a noise level of 60 dB. The zero-crossing method [53] can tolerate up to 10

dB SNR. The conventional method fails to estimate parameters and noise is amplified in

phase-operation method [33]. The correlation method [119] and standard deviation [40]

perform well with 20 dB SNR. The least-square technique can suppress the noise. But,

the proposed method can tolerate up to SNR of 7 dB. The increase in SNR is observed

after noise removal in (Soi) which was found to be 17.8 dB. Moreover, the MWDFT filter

removes the noise efficiently.
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Table 3.7: Comparison with other techniques

Methods Impure
/ Dis-
torted
Si

Presence
of noise

fs vari-
ation

Phase shift
- path
length and
Doppler

Frequency
range

Amplitude
range

PLL [48] Yes SNR 30
dB

Variable
sam-
pling

NA 50 Hz NA

CPPM with
synchroniza-
tion [116]

Insensitive SNR 0
dB

NA Yes 1 - 10 Hz 0.5 - 1 V

Extended
DACM al-
gorithm
[35]

Yes High NA Yes 1.425 Hz 1±0.1
mm

Vector signal
analyzer
(VSA) [75]

NA NA NA Yes, para-
metric

150 Hz 200 nm
min.

Photoelectric
method [113]

NA NA NA Optical
power
ratio

Up to
40 kHz

3.2 µm

Radio fre-
quency
polarization
[115]

NA 16 dB NA Electro-
magnetic
wave po-
larization

0.1 - 25
kHz

2 nm - 10
cm

Proposed
method

Yes SNR 7
dB

fs =
4fcN

Yes 10 Hz - 2
kHz

0.35 -
1365 mm.

(ii) Other techniques: The PLL [48] tolerates SNR of 30 dB, CPPM [116] and extended

DACM [35] perform well for high SNR. The RF polarization [115] can perform well for

SNR 16 dB.

3.4.5.3 Sensitive to sampling frequency variation

(i) The β estimation techniques: The ratio method [38], correlation method [33], standard

deviation method [13], and Kalman method [44] fail to estimate β under fs variation.

The phase-operation method [33] is very much sensitive to fs variation. In zero crossing

method [53], the output of ADC is upsampled to improve the SNR. In the proposed

method, sampling frequency can be fixed as fs = 4fcN .
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(ii) Other techniques: Variable sampling period technique is employed in PLL technique

[48] similar to the proposed method.

3.4.5.4 Modulation index estimation in the presence of various phase shifts

(i) The β estimation techniques: The received ultrasonic signal undergoes modulation

due to φD, φ0, and φP . In the presence of φ0 and φD, the conventional [33], ratio [38],

correlation [39], and Kalman filter [44] methods could determine the β. Similarly, the

proposed method can estimate vibration parameters in the presence of φD and φ0 and the

φP is neglected.

(ii) Other techniques: The CPPM [116] and DACM [35], VSA [75] methods can determine

φ0 and φD. The VSA can also estimate the φP . The photoelectric method and RF

polarization did not involve the Doppler effect.

3.4.5.5 Vibration frequency and amplitude range

(i) The β estimation techniques: The conventional [2], ratio [38], standard deviation [13],

Kalman [44], and zero-crossing [53] methods can measure low vibration frequencies. The

least-square [75] and correlation [39] methods can measure up to 1 kHz and 1.5 kHz

respectively. The ratio [38], standard deviation [13], Kalman filter [46], and least-square

[52] methods are suitable for small vibrations if the fm is known. The conventional [2],

phase-operation [33], and correlation [119] are suitable for large Am. The proposed method

can perform well upto the carrier variation of ±34 kHz this carrier variation can be either

in Am or in fm. With the proposed set-up, the Am range of 0.35 - 1365 mm and fm of 2

kHz can be measured.

(ii) Other techniques: The PLL [48], CPPM [116], DACM [35], and VSA [75] methods

can measure low vibration frequencies. The photoelectric method [113], [114] and RF po-

larization [115] can measure high vibration frequencies but these methods did not involve

Doppler effect. The VSA and photoelectric method can measure small vibrations. The

DACM, CPPM and RF polarization can measure the large vibrations.
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3.4.5.6 Resources consumed / computation complexity (CC)

(i) The β estimation techniques: The proposed technique is implemented in FPGA with

resource consumption of 13.34%. The zero crossing method [53] is also implemented in

FPGA with 94% resources.

(ii) Other techniques: The PLL technique is implemented in FPGA with 35% resources

[48]. The extended DACM can reduce the processing time by a factor of 75% [35].

3.5 Summary

The phase modulated received ultrasonic signal is demodulated by the synchronization

technique which involves MWDFT. The vibration parameter estimation is achieved through

the Doppler signal extraction of the received ultrasonic signal. Simulation studies confirms

that the proposed synchronization technique can tolerate a maximum carrier deviation of

±34 kHz in terms of vibration amplitude and frequency for a 40 kHz carrier. The exper-

imental investigation demonstrates the capability of the proposed technique in extracting

the vibration parameters through Doppler signal extraction. The proposed method is

validated for the maximum vibration frequency of 2 kHz and vibration amplitude range

of of 0.35 - 1365 mm. The proposed method is implemented in FPGA with the resource

utilization of 13.34%.
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Chapter 4

MWDFT-based mono-component AM-FM sig-
nal decomposition

4.1 Introduction

When an ultrasonic carrier deviation is large (≥ 6 kHz) because of the vibration fre-

quency, the received signal appears as AM-FM signal instead of phase or frequency mod-

ulated signal. However, the vibration information is present only in frequency modulat-

ing signal. To separate the AM signal from FM signal, the MWDFT-PLL is modified

in such a way that the sampling pulse generator produces sampling pulses suitable for

MWDFT bin-1 and MWDFT bin-0 for the retrieval of frequency and amplitude modula-

tion signals, respectively. Hence, this method presents how the frequency and amplitude

variation of mono-component AM-FM could be retrieved simultaneously. An AM-FM

signal comprising of a sinusoidal carrier signal, whose amplitude and frequency vary as

instantaneous sinusoids could be identified in the various fields such as communication

systems, speech processing, image processing, and vibration systems. Estimation of the

information stored in instantaneous amplitude (IA) and instantaneous frequency (IF)

is a demodulation problem. In general, AM-FM signals could be classified as mono-

component and multi-component AM-FM signals [121]. Hilbert transform, Teager-Kaiser

energy operator or energy separation algorithm, empirical mode decomposition (EMD),

and phase locking schemes are some of the successful techniques for the decomposition

of mono-component AM-FM signals. The first one, Hilbert transform approach involves

linear integral operator, whereas the energy operator or separation algorithms employ

the non-linear differential operator [122]. Second approach: amplitude and frequency de-

modulation techniques based on energy operators presented in [123] can track the AM

envelope and estimate the instantaneous frequency of FM signals approximately. Assump-

tions adopted in the procedure are: AM and FM information signals have bandwidth much

smaller than the carrier frequency and/or they do not vary much in value with respect
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to the carrier. Further, higher order differential operators had been proposed in [124]

with similar assumptions mentioned in [123] for the AM-FM demodulation. Furthermore,

energy demodulation method had been applied to two component AM-FM signal mix-

tures [125]. Energy separation algorithms are very much suitable for smaller frequency

deviation about the carrier. For signals with large frequency deviation, and modulation

indices of the carrier, the energy operator provides amplitude and frequency demodula-

tion errors. Hence the generalized energy operator had been developed in [126] based on

frequency transformations for signals with large deviation and modulation indices. The

performance improvement in energy separation algorithm had been achieved by passing

the signals through bandpass filters; this helps in capturing AM-FM information from

noisy modulated signals [127]. The discrete AM-FM function demodulation had been

developed using quasi-eigenfunction approximations (QEA) [128].

In addition to single component demodulation, the multi-component AM-FM demodu-

lation problem had been solved by state space estimation techniques, linear prediction,

parametric approach, techniques based on Hankel and Toeplitz matrices and energy de-

modulation approaches [129], [130]. An asymptotically exact approach using Hilbert

transform had been proposed for speech signals in [131] .

The third approach, EMD is an adaptive demodulation technique for analyzing the mono-

component and multi-component, nonlinear and non-stationary signals. Further, it mod-

els the signal as a series of intrinsic mode functions (IMFs) plus a residual signal. The

mono-component and multi-component signal decomposition undergo mode-mixing prob-

lem and detection of envelope extreme points. These problems have been addressed in

[132] and improvement has been ascertained comparing to the Deering and Kaisers ap-

proach. EMD could be employed as a filter bank for non-stationary signal estimation

[133], and it is used to decompose the complex valued non-stationary or nonlinear time

series [134].

The phase locking schemes are another class of demodulation techniques which are popular

in the field of AM-FM demodulation [60], [61]. A frequency selective AM/FM demodula-

tor based on phase locked loop is proposed using discrete components [135], in which the

FM and AM demodulations can be controlled independently. A FM demodulator design
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using phase locked loop and its frequency response characteristics are presented in [136].

At low frequency deviations, the response exhibits linear operation, whereas for high fre-

quency deviations the frequency response shows the non-linear behavior and the loop

looses modulation tracking. A method is proposed to determine the carrier-to-noise-ratio

(CNR) for FM signals based on threshold analysis of PLL demodulators [137]. For an

input signal consists of frequency modulated carrier and frequency modulated interferer,

a FM demodulator involving two phase locked loops is proposed to retrieve the stronger

and weaker received signals in [138]. Moreover, design and synthesis procedure of all pole

phase lock tracking filters facilitates PLL modeling [139]. A PLL FM modulator perfor-

mance under Gaussian modulation is studied in [140], however, it could be observed that

the substantial reduction in the modulation limit, beyond which PLL fails to lock, due to

input bandpass filter.

The motivation behind this work is to propose a phase-locked loop based method to

decompose mono-component AM-FM signal for large variation in carrier frequency and

large variation in amplitude. It is noted from the literature that the existing techniques

are suitable for low variation in carrier and amplitude. This chapter describes a method

of mono-component AM-FM signal decomposition based on MWDFT phase locking tech-

nique. The proposed demodulation technique for AM-FM signal demodulation falls under

the category of combining the feed-forward and feedback demodulation techniques. In the

case of feed-forward demodulation the FM signal is converted into AM using a filter and

the feedback demodulation involves phase locking schemes [103]. In this research work,

the application of MWDFT based PLL has been extended to mono-component AM-FM

demodulation. The proposed scheme is capable of extracting IF and IA for the signals

comprising of large variation in frequency and amplitude. The wide operating range of the

PLL scheme facilitates in achieving the large variation in AM-FM signal demodulation.

In addition, the MWDFT incorporated in the PLL would extract the message signals in

presence of noise.
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4.2 Adaptive sampling frequency based MWDFT-PLL

The block diagram representation of the proposed phase locking scheme with filter struc-

tures for the decomposition of AM-FM signals is shown in Fig. 4.1. The MWDFT-PLL

Fig. 4.1: Block diagram representation of adaptive sampling frequency based MWDFT-
PLL

is designed to track the frequency modulated sinusoidal carrier; while tracking the car-

rier, the variation in amplitude and frequency information could be obtained from PLL.

The instantaneous frequency tracking structure 1 and instantaneous amplitude tracking

structure 2 are integrated into single PLL structure. The major portion, structure 1,

of the adaptive scheme comprises of MWDFT filter, moving averager, proportional and

integral (PI) controller and SPG. The z-domain transfer function of MWDFT filter [102]

is expressed as

Hk(z) =
(1− rNz−N)(rej2πk/N)

1− rej2πk/Nz−1
(4.1)

Where, k is the bin index; N is the window length; r is the damping factor. The in-phase

and quadrature component z-domain transfer functions could be found in [103]. The

moving averager transfer function [141] can be expressed in z-domain as

HMA(z) =

(
1

N

)[
1− rNz−N

1− rz−1

]
(4.2)
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The PI controller transfer function is written as

HPI(z) = KP +
KI

1− z−1
(4.3)

where KP and KI are the proportional and integral gains respectively. The difference

equation of SPG [142]:

 x1(k + 1)

x2(k + 1)

 =

 α α− 1

α + 1 α

 x1(k)

x2(k)

 x1(0) = 1; x2(0) = 0. (4.4)

Where, α is the control signal, which is fed to SPG by the PI controller.

The second portion, structure 2 in Fig. 4.1, consists of MWDFT and DC removal filters is

supplemented to the MWDFT PLL especially to retrieve the amplitude modulated signal.

The z-domain transfer function of MWDFT bin-0 [141] is written as

H0(z) =

(
1

N

)[
1− rNz−N

1− rz−1

]
r = 0.9998 (4.5)

The z-domain transfer function of DC removal filter [141] is

HDC(z) =
1− z−1

1− az−1
a = 0.9998 (4.6)

Transfer function model of structure 2 is a cascaded connection of MWDFT bin-0 and

DC removal filter that could be expressed as

Hstructure2(z) =

(
1

N2

)[
1− rNz−N

1− rz−1

]2 [
1− z−1

1− az−1

]
(4.7)

Bode diagrams of MWDFT bin-0 and MWDFT bin-1 are depicted in Fig. 4.2. The

magnitude plot shows the carrier or fundamental frequency for the MWDFT bin-1 is

chosen as 40 kHz. The fundamental bin allows the carrier frequency to vary ideally from

0 to 80 kHz and the spectrum shows the maximum amplitude could be obtained at 40

kHz. At maximum amplitude, the phase shift offered by MWDFT bin is zero and it could

be observed form Fig. 4.2. The phase shift varies from 270◦ to -180◦ and the magnitude

varies from -50 to -150 dB; the maximum amplitude occurs at 40 kHz, which is 0 dB.
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Fig. 4.2: MWDFT magnitude and phase plots for the 40 kHz FM carrier

At 80 kHz MWDFT shows the sharp rejection. Bode diagrams of MWDFT bin-0 is

superimposed with MWDFT bin-1 plots. MWDFT bin-0 exhibits the sharp rejection at

40 kHz frequency. MWDFT bin-0 passes the frequencies from 0 to 40 kHz, attenuation

in magnitude increases as the frequency moves away from d.c. and it exhibits almost flat

response at low frequencies. This characteristics of flat response is utilized to extract the

AM by suppling the same sampling frequency for both the MWDFT bin-1 and MWDFT

bin-0. The overlapping characteristics of MWDFT bin-1 and bin-0 facilitate the extraction

of large variation in AM frequency.

4.2.1 Instantaneous frequency tracking

The input AM-FM signal is fed to the MWDFT filter bin-1, in which the harmonic bin

number k is set to 1, to extract the FM carrier that is considered as the fundamental fre-

quency. The MWDFT-PLL scheme employs the principle of adaptive sampling frequency

control. In the process of instantaneous frequency tracking, the AM-FM input signal is

fed to the MWDFT filter which can produce in-phase and quadrature components. Since

the MWDFT is tuned to center frequency of the FM carrier (fc), the output signals,

in-phase and quadrature components are produced at the frequency of the FM carrier.

However, frequency modulation at the input causes the center frequency of the carrier

to drift. Consequently, the drift in center frequency introduces magnitude and phase er-

rors in the output of MWDFT in-phase and quadrature components. In particular, the
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magnitude error due to sinusoidal frequency variation at the input is reflected as ampli-

tude modulation at the output of MWDFT in-phase and quadrature components. Hence

MWDFT is a filter that converts FM into AM, the resultant signals from MWDFT turn

out to be AM signal with phase error. Thus it can be stated that the sinusoidal drift

in carrier frequency is reflected as an AM signal in the MWDFT output. But the input

signal is already modulated by sinusoidal AM. As a result, the envelopes of the MWDFT

in-phase and quadrature components contains two AM frequencies, one due to the FM at

the input signal and another caused by AM at the input.

The simple multiplier present in the Fig. 4.1 acts as a phase detector, which correlates

the input AM-FM signal (Si) and the quadrature component (S0) of the MWDFT and

produces an error signal e(n). The moving averager provides an average of e(n), and the

averaged error signal is further supplied to PI controller for control action. The control

signal α(n) is fed to the SPG for producing the sampling pulses (fs = fs + ∆fs) as shown

in Fig. 4.1. SPG sampling pulses are supplied to MWDFT bin-1 to track the FM carrier.

The frequency of the carrier is varied sinusoidally and hence the sampling pulses supplied

to the MWDFT is also forced to vary accordingly in the PLL locking operation. So α(n)

produces a signal which is the modulation frequency of FM at the input AM-FM signal.

Thus the instantaneous frequency of AM-FM mono-component signal could be extracted

using the adaptive sampling frequency based MWDFT-PLL. The frequency modulation

index β = ∆fc/fm2 where, ∆fc is the variation in carrier frequency; fm2 is the frequency

of the FM signal. The MWDFT-PLL scheme is designed to extract both FM and AM

signals with large frequency variation. Amplitude of extracted signal reflects the depth

of frequency modulation index β.

4.2.2 Instantaneous amplitude tracking

The phase locked AM-FM signal from the MWDFT bin-1 in-phase component possesses

the information of amplitude modulated signal. The sinusoidal amplitude variation is as

such reflected in the phase locked MWDFT output. Further, to retrieve the AM signal, the

in-phase component of MWDFT is passed through the full-wave rectifier. The resultant

rectified signal is fed to MWDFT bin-0 block, which is enabled by the same sampling
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frequency of FM carrier, to extract the modulation signal of AM. Two MWDFT bin-0

blocks have been employed to smoothen the extraction. Furthermore, the extracted AM

is passed to the DC removal block to eliminate the dc component present in the extracted

amplitude modulation signal. The entire process of extraction of amplitude modulation

signal is shown in Fig. 4.1 as structure 2. Advantages of the extended scheme could be

described as follows:

(i) The sampling frequency produced by the SPG is used to extract AM using MWDFT

bin-0 filter. Hence the wide variation in AM frequency could be extracted using the

proposed phase locking scheme.

(ii) The proposed scheme is applicable to extract the large variation in frequency and

amplitude modulation signals simultaneously.

The depth of both AM and FM could be varied and tracked using adaptive sampling

frequency control. The amplitude modulation index M1 = Emax−Emin
Emax+Emin

where, M1 is the

amplitude modulation index; Emax and Emin are the maximum and minimum values of the

envelope obtained from MWDFT in-phase component. Wide variation in instantaneous

amplitude and phase tracking had been achieved by utilizing the sampling pulses produced

from the SPG as shown in Fig. 4.1. The sampling pulses, which facilitates the locking

of FM carrier are utilized to enable the MWDFT bin-0 for extracting the instantaneous

amplitude as well. Similar to FM extraction, amplitude of the extracted AM increases

with increase in AM modulation index M1 or depth.

4.2.3 Linearized model of MWDFT-PLL for AM-FM model

Linearized transfer function model of the MWDFT-PLL structure 1 are presented in [102],

[143]. This model is reproduced in Fig. 4.3. The MWDFT Bin-1 block was subjected to

Fig. 4.3: Linear model of MWDFT-PLL structure 1
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an input of varying frequency with fixed sampling frequency. The phase error curve was

obtained for various frequency. The phase error slope Kd was determined from the curve.

Further, the SPG gain was determined from its characteristics. Since these procedures

involve linear fitting, the model is shown in s domain in Fig. 4.3. The z-domain transfer

function of structure 1 can be represented as

F0(z) =
[K1/(1 +K1)]−

[
((1 +K1)e−(K2/(1+K1))Ts − 1)/(1 +K1)

]
z−1

1− e−(K2/(1+K1))Tsz−1
Fin(z)

+
[1/(1 +K1)] (1− z−1)

1− e−(K2/(1+K1))Tsz−1
Fk0(z) +

[
K4(1+K1)+K2

2K3−K2K4(1+K1)

(K2/(1+K1))

]
1− e−(K2/(1+K1))Tsz−1

F1−r(z)

−

[
[K4(1+K1)e−(K2/(1+K1))Ts+K2

2K3−K2K4(1+K1)]z−1

(K2/(1+K1))

]
1− e−(K2/(1+K1))Tsz−1

F1−r(z) (4.8)

where K1 = KdKPKV , K2 = KdKVKI , K3 = KPKV , K4 = KVKI , Ts is the sampling

period, and KV is SPG gain [139]. It can be concluded that the closed loop transfer

function of MWDFT PLL is a type 0 and order 1 system with respect to the frequency

input.

4.3 Analysis of AM-FM frequency extraction

4.3.1 Mono-component AM-FM signal model

The mono-component AM-FM signal consists of the sinusoidal modulation in amplitude

and frequency had been considered for the analysis. The MWDFT input signal:

Si(t) = (1 +M1 sinωm1t)(sin(ωct+ β sinωm2t)) (4.9)

Where, M1 is the AM modulation index; β is the frequency modulation index; ωm1 is the

angular frequency of AM message signal; ωm2 is the angular frequency of FM message

signal; ωc is the FM carrier signal. Equation (4.9) can be expanded as

Si(t) = (1 +M1 sinωm1t)((sinωct cos(β sinωm2t)) + (cosωct sin(β sinωm2t))) (4.10)
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From [144],

cos(β sinωm2t) = J0(β) + 2J2(β) cos 2ωm2t+ ......+ 2J2n(β) cos(2n)ωm2t+ ....

sin(β sinωm2t) = 2J1(β) sinωm2t+ 2J3(β) sin 3ωm2t+ ...

+ 2J2n−1(β) sin(2n− 1)ωm2t+ ... (4.11)

Therefore, Bessel function expansion of input AM-FM signal can be expressed as,

Si(t) = (1 +M1 sin(ωm1t))
+∞∑

n=−∞

Jn(β) sin(ωct+ nωm2t) (4.12)

Where, Jn is the nth order cylindrical Bessel function of the first kind. Expanding the

(4.12) for n = 0, 1, 2, 3.

Si(t) = (1 +M1 sin(ωm1t))[J0(β) sin(ωct) + J1(β)[sin(ωc + ωm2)t− sin(ωc − ωm2)t]

+ J2(β)[sin(ωc + 2 ωm2)t+ sin(ωc − 2 ωm2)t]

+ J3(β)[sin(ωc + 3 ωm2)t− sin(ωc − 3 ωm2)t] + .........] (4.13)

Further expansion of (4.13) yields the following spectral components

Si(t) ∼= J0(β) sin(ωct) + J1(β)[sin(ωc + ωm2)t− sin(ωc − ωm2)t]

+ J2(β)[sin(ωc + 2 ωm2)t+ sin(ωc − 2 ωm2)t]

+ J3(β)[sin(ωc + 3 ωm2)t− sin(ωc − 3 ωm2)t]

− J0(β)M1[cos(ωc + ωm1)t− cos(ωc − ωm1)t]

+ J1(β)M1[− cos(ωc + ωm1 + ωm2)t− cos(ωc + ωm2 − ωm1)t

+ cos(ωc − ωm2 + ωm1)t− cos(ωc − ωm2 − ωm1)t]

+ J2(β)M1[−(cos(ωc + ωm1 + 2 ωm2)t− cos(ωc + 2 ωm2 − ωm1)t)

+ (−(cos(ωc − 2 ωm2 + ωm1)t− cos(ωc − 2 ωm2 − ωm1)t))]

+ J3(β)M1[−(cos(ωc + 3 ωm2 + 2 ωm1)t− cos(ωc + 3 ωm2 − ωm1)t)

+ (cos(ωc − 3 ωm2 + ωm1)t− cos(ωc − 3 ωm2 − ωm1)t)] (4.14)
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MWDFT quadrature component signal model could be expressed as

SO quad(t) ∼= −(cos(ωct)(1 +M1 sin(ωm1t))(1−M2 cos(ωm2t))) (4.15)

Where, M2 is the modulation index of the FM signal converted into AM by MWDFT

filter.

Further expansion of (4.15) yields the following spectral components in MWDFT quadra-

ture component,

SO quad(t) ∼= − cos(ωct)−
M1

2
[sin(ωc + ωm1)t− sin(ωc − ωm1)t]

+
M2

2
[cos(ωc + ωm2)t− cos(ωc − ωm2)t]

+
M1M2

2
[sin(ωc + ωm1 + ωm2)t− sin(ωc − ωm1 − ωm2)t]

− M1M2

2
[sin(ωc + ωm1 − ωm2)t− sin(ωc − ωm1 + ωm2)t] (4.16)

The phase detector correlates the spectral contents of (4.14) and (4.16) and the moving

averager output could be represented by the following spectral components,

e(t) ∼= J1(β)M1M2 cos(ωm1)t+ J1(β)M2
1M2 sin(2 ωm1)t− J1(β)M2

1 sin(ωm2)t

+ J1(β)
M2

2
sin(2 ωm2)t+ J1(β)

3M1

2
cos(ωm1 + ωm2)t

− J1(β)
3M1

2
cos(ωm1 − ωm2)t− J1(β)

M2
1

2
sin(2 ωm1 − ωm2)t

+ J1(β)
M2

1

2
sin(2 ωm1 + ωm2)t+ J1(β)

M1M2

4
cos(2 ωm2 − ωm1)t

− J1(β)
3M1M2

4
cos(2 ωm2 + ωm1)t− J1(β)

M2
1M2

2
sin(2 ωm1 + 2 ωm2)t

− J1(β)
M2

1M2

4
sin(2 ωm1 − 2 ωm2)t (4.17)

Substituting J1(β) ∼= β/2 for small values of modulation index in (4.17),
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e(t) ∼= (β/2)M1M2 cos(ωm1)t+ (β/2)M2
1M2 sin(2 ωm1)t− (β/2)M2

1 sin(ωm2)t

+ (β/2)
M2

2
sin(2 ωm2)t+ (β/2)

3M1

2
cos(ωm1 + ωm2)t

− (β/2)
3M1

2
cos(ωm1 − ωm2)t− (β/2)

M2
1

2
sin(2 ωm1 − ωm2)t

+ (β/2)
M2

1

2
sin(2 ωm1 + ωm2)t+ (β/2)

M1M2

4
cos(2 ωm2 − ωm1)t

− (β/2)
3M1M2

4
cos(2 ωm2 + ωm1)t− (β/2)

M2
1M2

2
sin(2 ωm1 + 2 ωm2)t

− (β/2)
M2

1M2

4
sin(2 ωm1 − 2 ωm2)t (4.18)

The spectral components present in the moving averager output are shown in Fig. 4.4.

The spectral components for case (i) ωm2 > ωm1, case (ii) ωm2 < ωm1 and case (iii) ωm2 =

ωm1 are shown in Fig. 4.4(a), 4.4(b) and 4.4(c) respectively. The PI controller parameters,

KP and KI must be tuned to extract only the ωm2 component by filtering out all other

spectral components present in the moving averager output. The PI controller bandwidth

should be chosen in such a way that ωm2 component should be allowed through PI.

4.4 Simulation results and discussion

The performance of MWDFT phase locking scheme is tested for retrieval of frequency and

amplitude modulation signals simultaneously. A 40 kHz sinusoidal carrier is modulated

by a 1 kHz sinusoidal signal and the amplitude variation is chosen as 1 kHz sinusoidal

signal. The frequency modulation index is chosen to be 5 and the amplitude modulation

index is 0.25. Through extensive simulation, the following test cases have been developed

to decompose the synthetic mono-component AM-FM signal,

(i) Demodulation of FM and AM for a fixed carrier frequency

(ii) Step change in carrier and FM frequencies for a fixed AM frequency

(iii) Step change in carrier and AM frequencies for a fixed FM frequency

(iv) Sudden change in AM frequency for fixed carrier and FM frequencies

(v) Sudden change in FM frequency for fixed carrier and AM frequencies

(vi) Instantaneous frequency and amplitude extraction on synthetic speech signal

For case (i), Fig. 4.5(a) shows the extracted instantaneous frequency and amplitude
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(a)

(b)

(c)

Fig. 4.4: Spectral components present in moving averager output for (a) ωm2 > ωm1,
(b) ωm2 < ωm1, (c) ωm2 = ωm1

variation for a carrier frequency of 40 kHz; β = 5; M1= 0.25. The retrieved instantaneous

frequency is 1 kHz and instantaneous amplitude without removing the dc is shown in Fig.

4.5(a).
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(a)

(b)

(c)

Fig. 4.5: (a) AM-FM demodulation for 40 kHz carrier frequency, 1 kHz FM, 1 kHz AM,
β = 5, and M1 = 0.25, (b) Effect of sudden change in carrier and FM for a fixed AM

(c) Effect of sudden change in carrier and AM for a fixed FM (Simulation)

Case (ii), the effect of step change in carrier frequency and frequency modulating signal

on instantaneous amplitude is depicted in Fig. 4.5(b). The carrier frequency is changed

from 40 kHz to 50 kHz and frequency of the modulation signal is changed from 1 kHz

to 2 kHz at t = 0.0025 s. Similarly, at t = 0.005 s carrier frequency is changed from 50

kHz to 30 kHz, and frequency modulation signal is changed from 2 kHz to 500 Hz. The

sudden changes in carrier and frequency of FM could be seen from Fig. 4.5(b). Further,

this effect introduces a spike in the retrieved AM signal at the step changing instant.
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Case (iii), the effect of step change in carrier and amplitude modulation signals on in-

stantaneous frequency extraction is depicted in Fig. 4.5(c). At t = 0.0025 s, the carrier

is changed from 40 kHz to 50 kHz, and amplitude modulation signal is changed from 1

kHz to 2 kHz. At 0.005 s the carrier is changed to 50 kHz to 30 kHz and the amplitude

modulation is changed to 2.5 kHz. The PLL performance under these conditions could

be observed from Fig. 4.5(c). Furthermore, the effect of sudden change in frequency

modulation signal has been studied.

Case (iv), at t = 0.0025 s the frequency of modulation signal is changed from 1 kHz to

2 kHz with β = 5; subsequently at t = 0.005 s the modulation signal is removed, the

frequency of the modulation signal is zero, or d.c. The PLL acquires quick locking for the

step change in FM that could be observed from Fig. 4.6(a). The effect of step change in

amplitude modulating signal on instantaneous frequency is shown in Fig. 4.6(b). At t =

0.0025 s the amplitude modulation frequency is changed from 1 kHz to 2 kHz; and at

t = 0.005 s the amplitude modulation is removed; the fundamental carrier is maintained

at 40 kHz and frequency of the modulation signal 1 kHz. Fig. 4.6(a) and Fig. 4.6(b)

depict the step change in frequency and amplitude modulating signals. At t = 0.0025

s modulating signals change from 1 kHz to 2 kHz; at t = 0.005 s modulating signals

change from 2 kHz to d.c, without any variation in carrier signal.

The pull-in-range is obtained by conducting suitable tests on the MWDFT-PLL for a

maximum step change in carrier frequency for positive and negative directions for which

PLL can establish a lock with and without AM and FM. Since the pull-in range decides

the maximum variation in FM frequency could be extracted by the PLL, the performance

analysis had been carried out based on the pull-in-ranges obtain under variation in FM,

AM, and modulation indices. To begin with, the unmodulated carrier frequency has been

chosen as 40 kHz, and the sudden change in maximum carrier frequency, both in positive

and negative directions is applied in order to determine the pull-in-range of the PLL which

was found to be 29 kHz ↔ 69 kHz. Table 4.1 provides the pull-in ranges under various

operating conditions of the PLL with the PI settings of KP = 0.01 and KI = 0.02,

and center frequency of 40 kHz. For a frequency modulated input signal, increase in
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(a)

(b)

(c)

Fig. 4.6: (a) Effect of sudden change in FM on AM (b) Effect of sudden change in AM
on FM (c) Speech demodulation; single formant at 1300 Hz, pitch frequency at 100 Hz

(Simulation)

modulation, results in slight reduction in pull-in-range of the PLL. Similarly for AM-

FM input signal, increase in modulation indices decreases the pull-in-range of the PLL.

In addition, it is observed form the test results that increase in amplitude modulation

index shifts the pull-in-range. Moreover, the locking time of the PLL for 40 kHz to 69

kHz was found to be 0.1 ms; likewise for 40 kHz to 29 kHz, lock time was found to

be 0.2 ms. The decrease in KP = 0.001 and KI = 0.002, increases the pull-in-range

as well as the lock time. The acquisition behavior depends on the PI settings. The PI
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Table 4.1: Pull-in-range of MWDFT PLL for a carrier frequency of 40 kHz; sampling
frequency 20.48 kHz; Kp = 0.01;KI = 0.02

S.No. AM fre-
quency
(fm1) Hz

FM fre-
quency
(fm2) Hz

FM Mod-
ulation In-
dex (β)

AM Mod-
ulation In-
dex (M1)

Pull-in-
range
(kHz)

1. - - - - 29 ←→ 69

2. - 2000 5 - 29 ←→ 63

3. - 2000 10 - 35 ←→ 55

4. 1000 - - 0.25 29 ←→ 66

5. 1000 1000 1 0.25 30 ←→ 65

6. 1000 1000 5 0.25 30 ←→ 65

7. 1000 1000 10 0.25 33 ←→ 62

Table 4.2: AM-FM frequency ranges with the PI settings; β = 5; M1 = 0.25

S.No. AM Frequency
(fm1) Hz

FM Frequency
(fm2) Hz

PI Controller Settings

Kp KI

1. 100 100 0.001 0.002

2. 100 1000 0.01 0.01

3. 500 1000 0.01 0.015

4. 1000 1000 0.01 0.015

5. 2000 1000 0.01 0.015

6. 1000 2000 0.01 0.02

7. 2000 2000 0.01 0.02

settings for various AM and FM frequencies with modulation indices are listed in Table

4.2. Furthermore, a synthetic speech signal with a single formant at 1300 Hz and pitch

frequency at 100 Hz had been generated to test the efficacy of the proposed algorithm.

Extracted instantaneous change in frequency and corresponding amplitude variation at

0.005 s, 0.015 s, and 0.025 s could be observed from Fig. 4.6(c). The PI controller

settings can be adjusted to avoid the delay in the response. The extracted information

is smoother than the results proposed in [122]. Hence, the proposed algorithm can be

applied to extract the instantaneous frequency and amplitude of a speech signal.
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4.4.1 Comparison with existing techniques

The proposed method is compared with existing techniques such as Energy operation sep-

aration algorithm (EOSA), Smoothed energy operation separation algorithm (SEOSA),

Long Hilbert transform separation algorithm (LHTSA), and Short Hilbert transform sep-

aration algorithm (SHTSA). For comparison, The ratio R of carrier frequency (fc) to

information signal bandwidth fm1 or fm2 are varied as R=10,100,200. The fc is chosen

as 2 kHz and fm1 or fm2 is chosen as 2 Hz, 20 Hz, and 200 Hz. The number of samples

per cycle of the carrier was chosen as 10. The KP and KI values are chosen for reduced

steady state error. Case (i) For a fm1 = fm2 = 2 Hz, the β is varied from 20 to 200 in

steps of 20 for R = 1000. The error is calculated for various M1 which is varying from

0.05 to 0.5 in steps of 0.05. The mean absolute error percentage (MAEP) was found to

be 0.15 %.

Similarly, case(ii) for the ratio of R=100, the fm1 = fm2 =20 Hz, the β is varied from 2

to 20 in steps of 2. The error is calculated for various M1 which is varying from 0.05 to

0.5 in steps of 0.05. The MAEP was found to be 0.31 %.

Case (iii) for ratio of R = 10, the fm1 = fm2 = 200 Hz, the β is varied from 0.2 to 2 in

steps of 0.2, and the error is calculated for various M1 which is varying from 0.05 to 0.5

in steps of 0.05. The MAEP was found to be 0.77 %.

Case (iv) similar to case(i) conditions had been considered for amplitude extraction, the

MAEP was found to be 1.24%.

Case(v) has been carried out by applying case (ii) conditions for amplitude extraction,

the MAEP was determined as 1.52%.

Case (vi) with the conditions of case(iii) the MAEP was determined as 3.78%. The MAEP

can be further reduced by choosing the more number of samples per cycle of the carrier.

The proposed method could offer comparable error with other methods.
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4.4.2 Discussion on entropy

The Shannon entropy was calculated for the extracted FM and AM signals. The extracted

message signals were stored for samples of 102400. The AM modulation index M1 is varied

as 0.1 to 0.5 for the β values of 1, 5, 10, 15, 20. The Shannon entropy was calculated for

FM. The value of entropy increases with an increase in β. The variation in entropy value

is less when the M1 is 0.1. As M1 increases the variation in entropy is slightly higher. For

larger values of β and M1, the distortion is more. It can be concluded that for M1 between

0.1 and 0.5 the β should be within 10. Similarly the Shannon entropy was calculated for

extracted AM signal. It was observed that the entropy value is minimum for larger values

of M1 = 0.5 and β = 20.

4.5 Experimental results

The MWDFT-PLL performance is validated through experimental tests. The proposed

scheme has been designed using Altera DSP builder blocks in MATLAB/Simulink envi-

ronment Fig. 4.7 and Fig. 4.8. VHDL codes were generated for the entire scheme, and the

codes were downloaded into a Stratix III FPGA. A synthetic mono-component AM-FM

signal is generated which can be expressed as

Si(t) = (1 + 0.25 sin(2π8000t)(sin(2π32000t+ 1.25 sin(2π8000t)) (4.19)

A high speed mezzanine card (HSMC) containing two 14-bit digital-to-analog converters

(DAC) has been used with an stratix III field programmable gate array (FPGA) board to

observe the outputs. Fig. 4.9(a) shows the AM-FM input signal to the PLL which is given

in (4.17) and the extracted FM message signal of 8 kHz. The extracted AM of 8 kHz

from the AM-FM is shown in Fig. 4.9(b). A AM-FM signal with a carrier frequency of 32

kHz with 128 samples per cycle and AM, FM frequencies of 8 kHz was generated. A 50

MHz FPGA board clock is utilized for performing experimental investigation. Since SPG

requires its enabling frequency should be four times of the sampling frequency required

by the MWDFT block, it was enabled at 16.384 MHz.
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Fig. 4.7: Implementation of MWDFT-PLL for AM-FM frequency extraction (MWDFT 1 and Structure 2)
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Fig. 4.8: Implementation of MWDFT-PLL for AM-FM frequency extraction (Structure 1)
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(a) (b)

(c) (d)

Fig. 4.9: (a) Extracted FM signal (trace 2 time scale of 124 µs/div and voltage scale
of 50 mV/div) (b) Extracted AM signal from AM-FM input signal comprises of 32 kHz
carrier, 8 kHz FM, 8 kHz AM, β = 1.25, and M1 = 0.25 (trace 2 time scale of 124 µs/div
and voltage scale of 200 mV/div) (c) Extracted FM signal (trace 2 time scale of 220
µs/div and voltage scale of 100 mV/div) (d) Extracted AM signal from AM-FM input
signal comprises of 32 kHz carrier, 8 kHz FM, 8 kHz AM, β = 1.25, and M1 = 0.25 for
a dynamic change in carrier, FM and AM (trace 1 time scale of 220 µs/div and voltage

scale of 200 mV /div). (Experiment)

The sampling frequency delivered by the SPG suitable for MWDFT bin-1 center frequency

is 4.096 MHz. The clock of 50 MHz available in stratix III FPGA board had been divided

to obtain a sampling frequency of 16.384 MHz, which is four times the 4.096 MHz (32

kHz X128 = 4.096 MHz) to run the entire PLL algorithm. The dynamic change in

carrier, FM and AM are applied simultaneously by stopping the input signal for certain

duration at arbitrary instant. The performance of the PLL in extraction of FM is depicted

in Fig. 4.9(c). Similarly the performance of the PLL in extraction of AM is shown in

Fig. 4.9(d). The extracted frequency is measured as 8.06 kHz for both FM and AM. The

PI settings were chosen as Kp = 0.01 and KI = 0.01. To ensure the PLL performance

at different frequencies, the AM and FM frequency is changed to 4 kHz with β = 1.25,
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Fig. 4.10: AM-FM input signal and MWDFT in-phase component locking condition
for a AM-FM signal carrier of 32 kHz, FM and AM modulation frequencies of 4 kHz,
β = 1.25, and M1 = 0.25 (trace 2 time scale of 140 µs/div and voltage scale of 50

mV/div) (Experiment)

M1 = 0.25 and the locking condition of MWDFT in-phase component with input AM-

FM signal shown in Fig. 4.10. The locking condition of the PLL could be seen from the

zoomed portion of the Fig. 4.10. The experimental results for FM and AM extraction

have been shown in two different figures because of the restriction of two DAC’s available

in HSMC board.

4.6 Summary

A AM-FM signal demodulation technique based on MWDFT filtering and phase locking

scheme is proposed. A PLL has been designed to track the carrier signal; while the instan-

taneous amplitude and frequency information have been retrieved. The proposed scheme

possesses quick acquisition behavior, wide operating range, stable, and negligible steady

state error. With these characteristics, the proposed PLL is suitable for vibration analysis

and speech processing. In vibration analysis, vibration frequency and amplitude can be

extracted for large variations. In this research work, the wide operating range of the PLL

has been exploited to extract large variation mono-component AM-FM signals. Further,

the MWDFT PLL could be applied to multi-component AM-FM signal demodulation.
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Chapter 5

MWDFT based Frequency-Locked Loop for
FM demodulation

5.1 Introduction

Vibration measurement technique based on MWDFT-PLL has been proposed in chapter

3. It uses open-loop MWDFT filter in PLL algorithm. The input of PLL algorithm uti-

lizes phase error for sampling frequency correction. Thus, it requires further calculation

from the α signal to obtain modulation signal information. Further, PLL algorithm does

not have the flexibility to increase it’s bandwidth to cover larger range in vibration mea-

surment. Therefore, this chapter proposed a scheme that used the closedloop MWDFT

filter in FLL algorithm. The difference is that bandwidth can be increased through the

closed-loop MWDFT filter and thus increases range of frequency demodulation. It also

removes the inconvenient step of frequency estimation by frequency locking technique

which utilizes the frequency error for sampling frequency correction.

Frequency estimation of time-varying sinusoidal signals has wide applications in the field

of science and technology. Among the available techniques, phase-locked loop (PLL)/FLL

filters are considered as most common techniques employed in frequency estimation. These

frequency estimators are proved to be very efficient techniques for frequency demodulation

[145], [146]. The moving-window based demodulation technique involves feed-forward and

feedback demodulations. The MWDFT offers feed-forward demodulation as a tuned filter,

which converts input frequency modulated (FM) signal into amplitude modulated (AM)

signal. The AM signal is tracked by employing a feedback loop in the structure as PLL.

The MWDFT can extract an instantaneous carrier variation of FM provided the sampling

frequency (fs) is adjusted adaptively to eliminate the windowing effect caused by carrier

variation. Therefore, the moving-window based PLL involves adaptive fs control and it

could extract the FM variation successfully. The extracted modulation signal (α) reflects
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the depth of modulation (β) and then carrier variation (fc ± ∆fc) is obtained from α.

In [147], first, the MWDFT is employed for extracting the fundamental frequency from

the square-wave output of relaxation oscillator. Secondly, the MWDFT is employed in

closed-loop for fixed fs. To eliminate the windowing effect of both the MWDFTs adaptive

fs control is adopted. Further, the fundamental frequency of the square wave is estimated

using MWDFT-FLL to measure the capacitance. Basically, this method estimates the

frequency of input square-wave whereas the proposed method retrieves carrier deviation

with single MWDFT.

In comparison to MWDFT-PLL, the proposed method focuses on (i) the bandwidth im-

provement, (ii) obtaining the carrier deviation directly from FLL, (iii) noise handling

capacity, and (iv) less acquisition time. To this end, a MWDFT based FLL is proposed

with adaptive fs control. The proposed MWDFT-FLL offers frequency demodulation

with less resources under following conditions:

(i) biased input,

(ii) large frequency deviation or large modulation index,

(iii) FM of decaying sinusoid,

(iv) noise and harmonics tolerance, and

(v) sampling adaptability.

Furthermore, the performance of MWDFT-FLL is compared with some promising existing

techniques proposed in [148]-[150].

5.2 FM demodulation based on MWDFT-FLL

The proposed scheme involving (i) closed-loop MWDFT filter and (ii) adaptive fs control

is shown in Fig. 5.1. The received ultrasonic signal is an analog FM signal. This signal

is applied to the ADC unit of the HSMC to convert in discrete-time domain. A discrete-

time sinusoidal FM signal: xf (n) = A1sin(2πfcn + βm(n)) where, A1 is amplitude of

FM signal, fc is carrier frequency, β = ∆fc/fm is the frequency modulation index, ∆fc is

carrier deviation, and message signal m(n) = sin(2πfmn) is the real signal with frequency

fm. The received FM signal, xf (n) is applied to the MWDFT filter to extract the in-

phase component C1(n) and quadrature phase component S1(n). The sampled input
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Fig. 5.1: Proposed MWDFT - FLL for FM demodulation.

x(n) is applied to the MWDFT filter (open-loop) to extract the fundamental frequency

component of (fc). In MWDFT, at the nth instant, the N -point DFT (Xk(n)) is computed

for N input samples (previous samples) of x(n) for a window width of N with help of

previous instant DFT (Xk(n− 1)) and moving the window by one sample. Therefore, the

MWDFT is expressed in recursive form as

Xk(n) = [Xk(n− 1) + ∆x(n)]rejθk (5.1)

where Xk(n) = Ck(n) + jSk(n) is the present instant DFT value, Ck(n) and Sk(n) are

cosine and sine components of MWDFT filter output. The ∆x(n) = x(n)− rNx(n−N),

where x(n) is sampled real input FM signal, r is damping factor, k is bin index, and

θk = 2πk/N . The MWDFT [151] algorithm (5.1) in matrix form is expressed as

 Ck(n)

Sk(n)

 =

 r cos θk −r sin θk

r sin θk r cos θk

 Ck(n− 1)

Sk(n− 1)


+

 r cos θk

r sin θk

 [x(n)− rNx(n−N)] (5.2)

The typical r value is close to 1 (r = 0.9998) which pushes the pole and zeros of the

MWDFT inside the unit circle, so that instability is avoided. The frequency response

of MWDFT (open-loop) is shown in Fig. 5.2. For fixed fs, the variation in fc will be

reflected as magnitude and phase errors at Ck(n) and Sk(n). It could be observed that
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Fig. 5.2: Frequency responses of MWDFT for k = 1.

the unit magnitude and zero phase for center fc = 40 kHz and bandwidth is limited.

Therefore, when employing the open-loop MWDFT filter in PLL algorithm, range of fm

extraction is limited by bandwidth of the filter. Thus, the closed-loop MWDFT filter is

introduced in FLL algorithm to increase the bandwidth.

5.2.1 MWDFT in closed-loop

To extract the fundamental component (fc), k = 1, (5.2) is multiplied by 2/N using

the DFT property. A closed-loop state-space model of (5.2) with negative feedback is

developed to increase the bandwidth of MWDFT [147]. This structure is shown in Fig.

5.3. The parameter K1 is feed-forward gain, Kf is feedback gain. For the closed-loop

structure, xf (n) is the FM, sampled input, and x(n) is the signal applied to MWDFT

filter. The (5.2) becomes

 C1(n)

S1(n)

 =

 r cos θ1 −r sin θ1

r sin θ1 r cos θ1

 C1(n− 1)

S1(n− 1)


+

 2
N
K1r cos θ1

2
N
K1r sin θ1

 [xf (n)− rNxf (n−N)]

+

 2
N
K1Kfr cos θ1

2
N
K1Kfr sin θ1

 [−C1(n− 1) + rNC1(n− 1−N)] (5.3)
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The frequency response of closed-loop structure is shown in Fig. 5.2. It could be observed

that the negative feedback increases the bandwidth of MWDFT. Further, the responses

are more flat around the tuned carrier fc = 40 kHz. Therefore, change in carrier frequency

would result in less magnitude and phase errors at C1(n) and S1(n) in comparison with

MWDFT open-loop response. The flat closed-loop response in Fig. 5.2 is also obtained

for various K1. These small magnitude and phase errors can be corrected by adaptive fs

correction.

Fig. 5.3: MWDFT closed-loop structure.

5.2.2 Sampling frequency correction

The proposed scheme consists of closed-loop MWDFT and fs correction mechanism [146].

The block diagram representation of the fs correction of the proposed FM demodulator

is shown in Fig. 5.1. For frequency estimation, let input signal be xf (n) = A1 sin(ωcn),

then for carrier variation, C1(n) = A2 sin(ωcn±φ) and S1(n) = A2 cos(ωcn±φ). Further,

error signal e(n) is derived as e(n) = xf (n) − KfC1(n − 1). Frequency error fe(n) =

K1(xf (n) − KfC1(n − 1)) × S1(n − 1). Substituting the expressions of x(n), C1(n − 1)

and S1(n− 1) and then removing higher order frequency components by moving average

filter fe(n) is obtained. Under steady-state, the averager output signal is derived as

fe(n) = (A2
1 +K2

fA
2
2)(K2

1r/N) sin θ1 cosωc

− (K1KfA
2
2r/2) sin(ωc + θ1) (5.4)
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The fc can be extracted by integrating the fe(n). Similarly, for the FM signal xf (n),

the fe(n) can be obtained that contains FM information in addition to carrier. The

extracted fc is passed through a cosine function to generate a signal (α) that reflects the

change in fc. The control signal α is applied as an input to sampling pulse generator

(SPG) after passing through a limiter. The input of SPG α = cos(2π(fc ±∆fc)N/fena),

where fena is the enabling frequency of SPG. The fe(n) adjusts fs of MWDFT with

SPG. For a FM signal, the discrete-time integrator (DTI) output signal (sinusoidal) will

have the amplitude of fc ±∆fc and frequency of fm after removing higher order spectral

components. Thus, the fm is retrieved from relation ∆fc = βfm. The gain parameter

K2 is introduced before DTI to enhance the acquisition time of FLL. After convergence,

(i) the C1(n) tracks the xf (n) (ii) DTI produces a message signal of amplitude fc ±∆fc

with frequency of fm, and (iii) SPG continuously producing fs±∆fs pulses to enable the

MWDFT.

5.2.3 Linearized model of MWDFT-FLL

To demonstrate the behavior of the proposed FLL, a linearized system model is developed

in Fig 5.4. The transfer function of the system model is expressed as

Fig. 5.4: Linearized model of MWDFT-FLL

f0(z) =
KPDK2m1KSPG/2πN

1 +KPDK2m1KSPG/2πN − z−1
fi(z)

+
(KSPG/N)(1− z−1)

1 +KPDK2m1KSPG/2πN − z−1
c1(z)

+
(1/N)(1− z−1)

1 +KPDK2m1KSPG/2πN − z−1
c2(z) (5.5)
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Error e is calculated using input frequency fi and output frequency f0. For fixed fs, the

slope of fc Vs fe curve is plotted and KPD = 0.014. The non-linear relation between the

frequency fc and α is linearized as α = m1fc + c1, where m1 = −3.5 × 10−5; c1 = 1.4.

The SPG expression between α and fs is linearized as fs = KSPGα + c2, where KSPG =

−3.6×106; c2 = 5.1×106. The fs is converted into output frequency f0 using fc = kfs/N

and k = 1.

5.3 Simulation Results

The MWDFT- FLL (Fig. 5.1) algorithm is implemented in MATLAB/Simulink using

DSP builder tool. The closed-loop frequency responses (refer Fig. 5.2) are plotted for

various K1. As K1 increases, the bandwidth of the MWDFT is increased. However, with

fs control, the operating range is decreased with increase in K1. Therefore, K1 = 3 is

chosen to have more flat response. From frequency response, Kf is computed by the gain

need to be added at fc. For Kf selection, the frequency response of the closed-loop system

for Kf = 1 is plotted. From this response, it was found that the gain of -9.356 dB is to

be added at the center fc to make it 0 dB. Thus, the gain Kf was found to be 0.663.

The K2 is chosen for faster convergence. The closed-loop parameters for simulation were

set at K1 = 3, Kf = 0.663, K2 = 303, r = 0.9998 and N = 128. The following test-cases

chosen for performance evaluation.

(i) Exponential decay: A FM signal with an exponential decaying fm is applied as an

input.

xf (n) = A1 sin(2πfcn+ βe−σn sin(2πfmn)) (5.6)

The parameters are A1 = 1, fc = 40 kHz, fm = 10 kHz, β = 1 and σ = 5000. The

performance of the FLL is shown in Fig. 5.5. The first trace shows FM input signal xf ,

the second trace C1 is the in-phase component of the MWDFT output, and the third

trace fc±∆fc is the demodulated signal. In Fig. 5.5, it could be observed that the initial

conversion time is 0.176 ms and then perfect locking is achieved.

(ii) Step change: For fm = 0, at 0.4 ms, the fc is changed from 40 to 24 kHz and A1 is
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Fig. 5.5: Demodulation of exponentially decaying fm (Simulation).

changed from 1 to 0.5 simultaneously in the xf as shown in Fig. 5.6. Similarly, at 0.8

Fig. 5.6: Demodulation for step changes in fc and amplitude (Simulation).

ms, a step change in fc of 24 to 64 kHz and in amplitude A1 of 0.5 to 1 are applied in

xf simultaneously. The initial conversion time is 0.176 ms to reach fc = 40 kHz whereas

for a deviation of 40 kHz (24 to 64 kHz) the FLL converges within 0.067 ms at 0.8 ms.

Thus, FLL could adapt to the subsequent changes in carrier quickly. Furthermore, the

FLL is capable of achieving perfect locking regardless of the changes in amplitude (range

of 0.5 to 1.5) and wide range of ∆fc.

(iii) Input bias: FLL performance is tested for fm = 0, the xf of fc = 40 kHz with input

bias and shown in Fig. 5.7. At 0.4 ms, a step change in bias input is applied to xf from

1 to 0.6 (20% change) and then, next step change is applied at 1 ms from 0.6 to 1.4 (40%

change) in trace 1 Fig. 5.7. In trace 2, the in-phase signal C1 takes 0.2 ms to lock with

40% biased shift. The change in carrier could be observed from trace 3 and the overshoot

can be reduced further by adjusting K1. Furthermore, a step change of 50% in amplitude

can be achieved with K1 = 2 but the decrease in frequency range is observed.
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Fig. 5.7: Demodulation for biased sinusoidal carrier (Simulation).

(iv) Noise tolerance: To test the noise performance of the FLL, additive white Gaussian

noise is added with xf . Fig. 5.8 shows the noisy xf , MWDFT output C1, and extracted

fm. For a FM signal with fm = 500 Hz, ∆fc = 10 kHz, and SNR 1.93 dB and 6.94 dB

Fig. 5.8: Demodulation of a carrier signal with fm = 500 Hz and ∆fc(p−p) = 10 kHz
at different SNR (Simulation).

are shown in Fig. 5.8. The fm could be extracted successfully in the presence of noise.

The mean square error of estimated fc is determined for different SNR and the trend is

shown in Fig. 5.9. The proposed FLL technique offers better results than least squares

differential ratio technique in [150]. Since MWDFT is a tuned filter, the proposed FLL

possesses the advantage of removing all harmonics of the carrier.

(v) Effects of additive noise, carrier deviation, and phase noise: Without fs correction,

the additive noise is removed by MWDFT filter in closed-loop structure, so f e(n) is not

affected by noise much; the carrier deviation shows a step change in f e(n), and the phase
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Fig. 5.9: Mean square error (MSE) at different SNR (dB)

noise is reflected as a phase change in f e(n). Therefore, with fs control, these effects are

negligible in the demodulated signal.

5.3.1 Perfomance comparison

The estimated vibration amplitudes using MWDFT-PLL and FLL algorithm are provided

in Table 5.1. Both methods perform well with less error in the frequency range of 10 Hz

to 6 kHz. In PLL method, the maximum frequency of 6 kHz for β = 0.5 is estimated

with error of 2.08 %, whereas the FLL method could estimate upto 10 kHz for same

β = 0.5 with the error of 0.01 %.

Table 5.1: Estimated vibration amplitudes by MWDFT-PLL and FLL (Simulation)

fm
(Hz)

β
range

KI Estimated
Am(mm)
(PLL)

% error K1 Kf K2 ∆fc
(kHz)

Estimated
Am(mm)
(FLL)

% er-
ror

100 300.0 0.003 209.63 0.02 50 0.981 43 60.239 210.52 0.42
200 150.0 0.010 104.87 0.08 50 0.981 85 30.235 105.66 0.78
500 60.0 0.010 42.09 0.36 50 0.981 195 30.090 42.06 0.29
1000 10.0 0.010 7.01 0.32 3 0.663 303 9.990 6.98 0.10
2000 5.0 0.010 3.52 0.70 3 0.663 303 9.992 3.49 0.08
3000 2.0 0.011 1.41 1.12 3 0.663 303 6.010 1.40 0.16
4000 1.0 0.011 0.70 0.53 3 0.663 303 4.023 0.70 0.56
5000 1.0 0.012 0.70 0.34 3 0.663 303 5.060 0.71 1.20
6000 0.5 0.012 0.34 2.08 3 0.663 303 3.000 0.35 0.01
7000 0.5 - - - 3 0.663 303 3.495 0.35 0.17
8000 0.5 - - - 3 0.663 303 3.980 0.35 0.52
9000 0.5 - - - 3 0.663 303 4.450 0.35 1.30
10000 0.5 - - - 3 0.663 303 4.993 0.35 0.00
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5.4 Experimental Validation

The proposed FLL demodulator is validated through experimental investigation. Block

diagram representation of MWDFT-FLL algorithm implementation is shown in Fig. 5.10.

The developed MATLAB simulink/DSP builder model is shown in Fig. 5.11 and Fig. 5.12.

A high speed mezzanine card (HSMC) comprises of 14-bit ADC (AD9254) and DAC

Fig. 5.10: Block diagram representation of MWDFT-FLL implementation

(DAC5672), is interfaced with Stratix III FPGA (EP3SL150F1152C2N) board through

connectors. A FM signal is generated and fed to ADC channel at the sampling rate

of 150 MHz. The DSP builder models are then converted to VHDL code with the

help of Quartus-II synthesizer. After compilation, the VHDL code is downloaded to the

FPGA through USB-Blaster JTAG connection. For experimental validation, the gain

parameters are chosen as K1 = 3, Kf = 0.645 and K2 = 380. For a 40 kHz carrier, the

carrier deviation ∆fc(p−p) for theoretical, simulation and experiments are calculated with

fm variation from 0 to 10 kHz and plotted in Fig. 5.13 trace 1. The ∆fc(p−p) adapted by

FLL is more for low frequency region, and it reduces for the high frequency region. The

trace 2 depicts the percentage deviation error with respect to the theoretical ∆fc(p−p). For

fm < 3 kHz, the simulation and experiments produce the ∆fc(p−p) of 28 kHz to 33 kHz

with error less than 1%. For fm > 5 kHz, the ∆fc(p−p) is less than 10 kHz with error up

to 2.16%. Furthermore, a FM signal with fc = 40 kHz, fm = 10 kHz, ±∆fc = 2 kHz is

fed to the algorithm for demodulation. When the algorithm is programmed in FPGA, the

various intermediate signals are tapped using signal tap analyzer with 8192 samples. Fig.

5.14 shows the tapped intermediate signals xf , C1, S1, f e, fm, α, and fs in trace 1- trace

7 respectively. It could be observed that xf , and in-phase component C1 are perfectly

locked, and S1 is in quadrature with C1. The trace 4, the moving average output shows
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Fig. 5.11: Implementation of MWDFT-FLL (Closed-loop MWDFT)

114



Fig. 5.12: Implementation of MWDFT-FLL (Sampling frequency correction)
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Fig. 5.13: The ∆fc(p−p) and deviation error for the range of fm.

Fig. 5.14: Intermediate signals for fm = 10 kHz and ∆fc(p−p) = 2 kHz (Experiment).

f e = 0. In trace 5, the extracted fm shows deviation ∆fc(p−p) = 2 kHz. The control signal

α is positive for fc less than center frequency 40 kHz, and its negative for fc > 40 kHz.

The trace 7 shows the variable sampling pulses used for adaptive fs control.

5.4.1 Performance comparison

The performance comparison of MWDFT PLL and FLL is carried out with the received

signal (input) from function generator (F. G.) and Test equipment (T. E.). The vibration

amplitude measurement for different fm are listed in Table 5.2. these methods have been

tested for the frequency range of 10 Hz to 6 kHz with different β. The MWDFT-PLL

method could estimate upto 2 kHz with error the amplitude error of 2.14 %, whereas

MWDFT-FLL could estimate upto 6 kHz with the error of 0.79 %. Therefore, FLL could
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measure wider vibration frequency. For a frequency range of 30 Hz to 100 Hz, both the

methods offer almost same vibration amplitude measurement with the test equipment.

This performance comparison is provided in Table 5.3.

Table 5.2: Vibration amplitude measurement performance comparison of MWDFT-FLL
and PLL with F.G.

fm (Hz) β αp−p Am (mm)
PLL

% error Am (mm)
FLL

% er-
ror

10 1000 0.7585 692.35 0.95 691.97 1.00
100 150 1.0890 102.48 2.25 103.45 1.33
200 60 0.8980 41.40 1.19 41.33 1.46
500 10 0.3850 6.90 1.34 6.85 2.00
1000 10 0.7530 6.87 1.70 7.02 0.40
2000 7 1.0650 5.00 2.14 4.83 1.37
5000 1 - - - 0.695 0.57
6000 1 - - - 0.70 0.79

Table 5.3: Performance comparison of MWDFT-PLL and PLL with Test equipment

fm (Hz) Si from T. E. (PLL) Si from T. E. (FLL)
αp−p Am (mm) ∆fc (Hz) Am (mm)

30 0.0134 4.00 323 3.76
40 0.0130 2.90 302 2.63
50 0.0108 1.90 253 1.77
60 0.0090 1.30 220 1.27
70 0.0086 1.10 218 1.09
80 0.0070 0.78 187 0.81
90 0.0054 0.53 136 0.53
100 0.0054 0.48 100 0.35

The MWDFT-FLL is compared with existing methods presented in [146], [148], [149] and

their parameters comparison is provided in Table 5.4. The proposed method incorporates

adaptation through fs correction which is more accurate, whereas [149] employs FM

signal as aperiodic sampling to improve the harmonic distortion. In the presence of input

noise, the proposed method can extract FM at SNR = 1.93 dB. The MWDFT-FLL can

estimate the input frequency in the presence of harmonics and bias as well. In [148], β

reducing technique is employed that normally decreases the recovery signal strength. The

frequency range is restricted with large ∆fc and particular fm in [148] and fm range is
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Table 5.4: Comparison with existing techniques

Parameters [146] [148] [149] MWDFT-FLL
Range(fm) 0 - 10 kHz large ∆fc fm < fc/5 0 - 10 kHz
SNR (dB) 8 >10 NA 1.93
Acquisition time 484 µs NA NA 67 µs
Input bias capable NA NA capable
Reduced β no yes no no
Adaptivity fs no FM fs
Harmonics removed NA 1% removed

limited to fc/5 in [149], whereas for the proposed method, the maximum demodulation

frequency was found to be 10 kHz for fc of 40 kHz. In [146], the initial response time for

40 kHz takes 104 µs but it does not reduce its response time for subsequent step chances

whereas the MWDFT-FLL shows large reduced at subsequent step changes from 176 µs

to 67 µs for same 40 kHz. The frequency estimation of the proposed FLL technique

consumes 11.7% of the resources available whereas the previous technique [147] consumed

23.33% of the resources that is almost twice the size.

5.5 Velocity measurement

An acoustic method of velocity measurement based on the Doppler phase shift has many

applications such as surface acoustic wave (SAW) measurement [19], fluid flow [20], [21],

blood flow measurements [42], [63] surface velocity in a liquid [72], pipe-flow velocity

[152], radar application [153]. Most of these velocity measurement techniques employed

pulse echo or continuous ultrasonic waves. A sinusoid signal Si(t) of carrier frequency f0

and amplitude Am is transmitted towards a moving object having constant velocity Vi

as shown in Fig. 5.15, where Tx is the ultrasonic transmitter and Rx is the ultrasonic

receiver. The transmitted signal is

Si(t) = Amcos(2πf0t) (5.7)

The received signal So(t) undergoes Doppler shift (fD) due to the constant velocity Vi of

the moving object. Therefore, the received signal is
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Fig. 5.15: Doppler shift due to constant velocity of a moving object

So(t) = A′mcos(2π(f0 ± fD)t) (5.8)

where A′m is the amplitude of received signal and fD is the Doppler shift. The Doppler

shift due to constant velocity Vi is defined as

fD =
2Vicos(θ)f0

c0

(5.9)

where θ is the angle between transmitted/reflected waves and the normal line of moving

object, f0 is the carrier frequency and c0 is the speed of sound in air medium as shown in

Fig. 5.15. From (5.9), the velocity (Vi) can be expressed as

Vi =
fDc0

2cos(θ)f0

(5.10)

The velocity (Vi) can be measured by MWDFT based synchronization technique. The

Doppler phase shift (βvt) due to velocity term in (3.23) is proportional to the dc shift

at output control signal (α). Corresponding velocity can be calculated from (α) (3.15)

and frequency deviation (5.9) relation. With closed-loop MWDFT-FLL algorithm, the

velocity (Vi) can be measured directly from the change in carrier f0 as fD = ∆f0.
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5.5.1 Results and discussion

In Table 5.5, a range of input velocity Vi (0.5 to 30 m/s) is measured using MWDFT-FLL

algorithm. The fD is the theoretical Doppler shift due to velocity Vi, whereas fm is the

measured carrier shift with same velocity Vi. The measured velocity Vm is closed to Vi. In

experimental verification, the input velocity of 0.46 cm/sec is estimated as 0.42 cm/sec.

Table 5.5: Velocity measured based on MWDFT-FLL algorithm for θ ≈ 0o, c0 = 346,
and fc = 40 kHz (Simulation)

Vi (m/s) fD(Hz) fm(Hz) Vm (m/s)
0.5 116 105 0.45
1 231 225 0.97
5 1156 1146 4.96
10 2312 2320 10.03
30 6936 6930 29.97

5.6 Summary

The performance of the FLL designed with MWDFT is validated through experiments.

The increase in bandwidth of the FLL is achieved through the closed-loop mechanism. In

simulation, maximum modulating frequency of 10 kHz with β = 0.5 has been extracted

using closed-loop MWDFT-FLL algorithm. A maximum fm of 6 kHz with β = 1 has

been tested in experiment. Therefore, the proposed FLL offers wider demodulation with

closed-loop structure of MWDFT and fs correction. The simulation results confirm that

the proposed method can perform well in the presence of noise upto of SNR = 1.93 dB,

bias and harmonics. The MWDFT-FLL consumes less resources 11.7% of the resources

available in FPGA implementation and therefore, less computational complexity. The

velocity of moving object can be measured by MWDFT-PLL and FLL methods. The

moving object velocity can be estimated from α in PLL, whereas FLL could estimate the

velocity as direct shift in carrier. Theoretically, the proposed method MWDFT- FLL can

estimate the velocity upto 30 m/s with less error. The moving object velocity of 0.46

cm/s was estimated in experiment.
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Chapter 6

Conclusion

The acoustic based ultrasonic vibration measurement involves three types of phase shift

at the received signal; phase shift due to path length between transmitter-object-receiver,

phase shift introduced by Doppler effect due to vibrating object, and the parametric phase

shift caused by interaction of high frequency ultrasonic wave and low pressure developed

by vibrating object. Among the three phase shifts, Doppler phase shift contains the

vibration informations such as amplitude, frequency and phase. The literature review

focused on Doppler signal extraction and classified the different methods based on the β

estimation techniques such as conventional, phase operation, ratio, correlation, standard

deviation, Kalman, least-square, phase locking, and zero crossing. The classified methods

are analyzed in terms of range of the vibration amplitude, frequency, and the preferable

carrier frequency for transmission. Further, the analysis also presents various applications

in which ultrasonic vibration measurements system are employed successfully.

The theoretical background of sounds interaction and its effect on vibration measurement

has been analyzed. Moreover, the vibration measurement techniques such as CPPM,

DACM, VSA, photoelectric and RF polarization methods did not involve Doppler effect.

The synchronization technique based on the MWDFT filter has been proposed for Doppler

signal extraction in an ultrasonic vibration measurement systems. The proposed vibration

measurement technique utilized a pair of ultrasonic transducers in which one transducer

emits the continuous ultrasonic wave of 40 kHz towards the vibrating disc and another

transducer receives the phase modulated ultrasonic signal. The MWDFT filter acts as

quadrature detector and converts the FM input signal into AM-FM signal. The MWDFT

filter output is applied to the carrier suppressor which is mainly consists of simple mul-

tiplier followed by moving-averager filter. The moving-averager filter allows to pass low

frequencies near DC level but removed the higher frequency carrier terms present in the

multiplier output. Then, the PI controller is applied to make the signal more smooth by

removing other higher frequencies present in the moving-averager output. After removing
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the carrier and other higher frequencies, the information contained signal is termed as

Doppler signal. The extracted Doppler signal is further processed to extract the phase

modulating signal by sampling period adjustment of the MWDFT. The extracted modu-

lated signal contains the vibration amplitude and frequency information. These param-

eters had been obtained for an electrodynamic vibration system by implementing the

synchronization technique in FPGA. For a 40 kHz carrier, the carrier deviation of ±

34 kHz in terms of vibration amplitude and frequency can be measured. The proposed

technique is validated up to 2 kHz vibration frequency using the test equipment.

When ultrasonic transducer received the FM signal with large modulation frequency or

large modulation amplitude, the received signal appears AM-FM signal instead of phase

or frequency modulated signal. Since, the input is AM-FM signal, the output of the

MWDFT filter has two amplitude modulated signals and one frequency modulated signal.

However, the information of vibration signal is contained only in frequency modulating

signal. Thus, the proposed MWDFT-PLL algorithm has been modified to separate the

AM and FM signals. In the modified algorithm, the sampling pulse generator produces

sampling pulses suitable for MWDFT bin-1 and MWDFT bin-0 for the retrieval of fre-

quency and amplitude modulation signals, respectively. Hence, this new algorithm falls

under the category of combining the feed-forward and feedback demodulation techniques.

The proposed scheme is capable of extracting IF and IA for the signals comprising of

large variation in frequency and amplitude. In addition, the MWDFT incorporated in

the PLL would extract the message signals in presence of noise. The proposed scheme is

implemented in FPGA to validate the performance of MWDFT-PLL in decomposition of

the mono-component AM-FM signal.

Closed-loop MWDFT filter has been introduced in FLL algorithm to improve its band-

width for FM demodulation technique. When bandwidth of MWDFT filter is increased

at the center frequency, the spectra of MWDFT exhibits almost flat response at ampli-

tude. The characteristic of input frequency variation is utilized for tracking frequency

modulated carrier. The small leakage observed in terms of magnitude and phase errors

of MWDFT is further corrected by adaptive sampling frequency control. With increase

in bandwidth in bandwidth, the range of frequency estimation extends up to 10 kHz.
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The closed-loop MWDFT algorithm also increases the noise immunity up to SNR = 1.9

dB. Thus, the proposed algorithm offers frequency estimation under following conditions

(i) biased input, (ii) large frequency deviation, (iii) frequency modulation of decaying

sinusoid, and (iv) noise and harmonics.

Further, closed-loop MWDFT filter has been applied for velocity measurement of a moving

object. When an ultrasonic transducer transmits a sinusoidal signal of 40 kHz toward

the moving object having constant velocity, the reflected signal at the receiver appears

as phase modulated signal due the Doppler effect. Then, the closed-loop MWDFT based

FLL algorithm is applied on the phase modulated signal to give linear change in carrier

phase. The linear change in phase shift is reflected as step change in estimated frequency.

Thus, the constant velocity of the moving object is measured in terms of step change in

carrier frequency. The simulation result shows that the proposed algorithm can measure

the velocity upto 30 m/s.

6.1 Scope and future work

The proposed research work can be applied for vibration measurement such as character-

ization of structural vibration, vibration motor, displacement measurement, liquid flow

measurement, and electric network frequency (ENF) estimation as forensic tool.

Further, the proposed research work can be carried out for advance medical application

such as heart wall vibration measurement, tissue motion detection and blood velocity

measurement. The parametric effects or interaction of sounds that produces phase mod-

ulation at the received signal can be included in the Doppler signal extraction for certain

conditions. Furthermore, the research work can be extended for measurement of the vi-

bration parameters (amplitude, frequency and phase) along with velocity of a moving

object simultaneously.
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Appendix A

Parameters and symbols:

Am Amplitude of vibration signal

Ac Amplitude of carrier signal

A′c Amplitude of received signal

β: Doppler modulation index due to vibration or frequency modulation index

βv Doppler modulation index due to velocity

c0 Speed of sound in a medium

D Distance between transmitter/receiver and vibration surface

d Distance between transducers (transmitter and receiver)

Emax Maximum values of the envelope in-phase component

Emin Minimum values of the envelope in-phase component

fc or f0 Carrier frequency

fena Enabling frequency

fs Sampling frequency

Kd Phase error slope

KP Proportional gain

KI Integral gain

KV SPG gain

k0 Wave number

L Path length between transducers and moving surface

m Amplitude modulation index

M1 Amplitude modulation index

N DFT window length

ωc or ω0 Carrier angular frequency

ωm Angular frequency of vibration signal

ωm1 Angular frequency of AM message signal

ωm2 Angular frequency of FM message signal



φD Phase shift due to Doppler shift

φ0 Phase shift due to path length

φP Phase shift due to parametric effect

λc Wavelength of carrier beam

α Control signal or output signal of PI controller

r Damping factor

Ts Sampling period

θ Angle between transmitter/receiver and normal line of vibration surface
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