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Abstract

Voltage regulation in distribution system is a control effort for keeping the magnitude of all

voltages in the distribution system within prescribed limits. Voltage regulation aims at avoiding

two types of violations: overvoltages and undervoltages. An undervoltage (overvoltage) violation

happens if magnitude of the voltage is between 80% and 90% (110% and 120%) of the nominal

value for longer than one minute. Voltage regulation is usually the responsibility of the network

operator. It is important since all devices are optimized to operate in rated voltages and voltage

violations may reduce the performance and lifetime of those devices.

The main cause of voltage variations is the behaviour of electricity customers and distributed

generations. Since the distribution system loads vary over time, the voltage drops on distribution

lines also vary. Sometimes, this variation may lead to an undervoltage or an overvoltage situation.

In addition, the connection of distributed generation (DG) resources in a distribution network intro-

duces another source of fluctuations in power flow in the network. This also may introduce voltage

violations. In the future, due to the environmental and economic considerations, the penetration

of DG resources in the distribution system will increase. In addition, electricity consumption will

also grow steadily. Consequently, the risk of violations in voltages will be higher in the future.

This further emphasizes the importance of voltage regulation in distribution network.

The voltage regulation is carried out by different types of controllers such as On-load tap

changer (OLTC), shunt capacitor (SC) and static var compensator (SVC). An OLTC is an auto-

transformer that has multiple taps and, hence, can change its voltage ratio while serving the loads.

Shunt capacitors are connected to the network in shunt through appropriate switching mechanism

and by varying the number of shunt capacitors the reactive power injected to the system is varied

thereby varying the system voltage. At any bus, either a single capacitor or a bank of capaci-

tors may be connected. An SVC is a combination of shunt capacitor, shunt reactor and power

electronic devices, which can smoothly change its effective reactance according to the network

operating condition and its control strategy. The settings of OLTC (tap setting) and SC (number of

SC) are discrete in nature. On the other hand, the setting of an SVC can be discrete (slope) or con-

tinuous (reference voltage). Nevertheless, due to power electronic devices, its effective reactance

can take continuous values.
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For effective voltage regulation, the settings of all the above voltage regulation devices need

to be determined in a coordinated manner. These settings are usually determined such that the

network is operated optimally in some sense. Depending upon the preference of the network

operator, different objectives (such as loss minimization, improvement of system voltage profile

etc.) are adopted for optimal operation of the network. Therefore, the voltage regulation problem

can be posed as an optimization problem. The solution of the optimization problem gives the

optimal and coordinated settings of the controllers.

In most of the previous works on voltage regulation in distribution system, SVC has not been

considered as most of the distribution networks do not have any SVC installed. Only few works

have considered SVC in voltage regulation problem in distribution system. However, these works

have considered only balanced network. On the other hand, distribution systems are generally

unbalanced networks. Moreover, in the future, the presence of SVC in the distribution system

is expected to increase because of its fast response and reduction in price. Consequently, there

is a need for a model for SVC that can be used in voltage regulation problem of an unbalanced

distribution system. Furthermore, the available works in voltage regulation problem use constant

reactive power injection model of SVC. However, another popular operating mode of an SVC is

voltage control mode. Hence, a model for SVC operating in voltage control mode for voltage

regulation problem in unbalanced distribution system is also required.

To address the above issue, a constrained (involving both equality and inequality constraints),

multi-objective optimisation problem has been formulated in Chapter 2 for voltage regulation in

an unbalanced distribution system. The formulated problem considers single-phase and multi-

phase OLTC, SC and SVC as voltage control devices. Further, the SVC is assumed to operate in

voltage control mode using droop control. In this mode, the slope setting and reference voltage

of the SVC need to be determined. It is to be noted that the slope setting is treated as discrete

variable while the reference voltage is treated as continuous variable. The objective functions

include minimization of power loss in the system and the number of switching of OLTC, SC

and SVC. The equality constraints involve the nodal current balance equations and the relations

between current and voltages of all elements in the network. The inequality constraints represent

the regulatory and physical limits of the network and its elements. The regulatory limits include

the limits on voltage magnitudes and amount of unbalance in the system. The physical limits
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involve the operational limits of OLTC, SC and SVC. As the formulated optimisation problem

involves both discrete (tap positions of OLTCs, number of SCs, and slope settings of SVC) and

continuous (reference voltage of SVC) variables, the formulated optimization problem is a mixed

integer non-linear programming (MINLP) problem.

To solve the above MINLP problem, a two-stage solution methodology has been developed.

In the first stage, the original MINLP is relaxed into a non-linear programming (NLP) problem

by considering all the discrete variables as continuous variables and subsequently, the relaxed

NLP problem is solved by using interior point method (IPM). The major purpose of this stage is

reduction in the size of the discrete search space. From the solution of the NLP relaxation, the two

closest possible discrete values are selected. In this manner, the discrete search space is reduced

significantly. In the second stage, from the selected discrete values, a smaller MINLP is formulated

involving only binary discrete values. This smaller MINLP is solved using branch and bound (BB)

method. With this two-stage approach, the formulated problem has been solved for one-hour-ahead

study.

The effectiveness of the developed method has been investigated on a modified IEEE 123 bus

unbalanced radial distribution system. This system has one single-phase OLTC, one two-phase

OLTC, two three-phase OLTCs, three single-phase SC, one three-phase SC, and one three-phase

SVC. In addition, it has many photovoltaic (PV) generations as well. Further, while solving the

optimization problem, both uniform and non-uniform operations of the multi-phase control devices

have been considered. When a multi-phase device operates uniformly, its settings for all its phases

are kept the same. On the other hand, in non-uniform operation, the settings in different phases are

allowed to be different. The performance of the developed two-stage algorithm has been investi-

gated on several test cases in this system. It was found that to solve the formulated optimization

problem for 24 one-hour periods, the proposed algorithm takes less than 10 minutes. Further, the

performance of the developed algorithm has also been tested for the case of fast moving clouds. In

this case, one-step-ahead optimization has been used to solve the problem and the optimal solution

could be found within 2 minutes. This is a significant improvement considering that the original

MINLP problem was unsolved even after 8 hours (using a branch-and-bound solver). As a result,

the proposed two-step solution method has the potential for practical application.

In Chapter 2, the one-hour-ahead optimization study has been conducted assuming that the
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load and generation patterns remain fixed during the one-hour period of study. However, during

this one-hour period, loads and generations can vary significantly. Therefore, upon implementa-

tion of the settings of the controllers (obtained assuming fixed load and generation pattern), there

may be voltage violations or suboptimal operation of the network. To avoid this possibility, it is

important to consider the uncertainties in load and generation in the voltage regulation problem.

In Chapter 3, application of robust optimization technique is proposed to consider these uncertain-

ties. To apply the robust optimization (RO) technique, the property of monotonicity of the voltage

magnitudes against the variation of load and generation has been used. Following this property, the

extreme values of magnitudes of voltages correspond to the situations in which loads and genera-

tions are also at their corresponding extreme values. Therefore, in the robust optimization method,

different extreme scenarios are considered and if the solution obtained by the RO method ensures

the acceptable operation of the network in all these extreme scenarios, then it can be safely con-

cluded that the operation of network would be acceptable under the actual load and generation

variation within the limiting values.

In Chapter 3, from the extreme values of loads and generations, 32 extreme scenarios have

been generated. Furthermore, the optimization problem discussed in Chapter 2 has been extended

to consider all of these extreme scenarios at once. This chapter conjectures that the optimal solution

of the problem corresponds to the robust settings of the controllers. The settings are robust if the

network remains feasible for all possible values of load and generation as long as these values

remain within the intervals defined by the extreme scenarios.

However, the robust optimization problem cannot be solved using the method described in

Chapter 2. Therefore, a new two-stage approach has been proposed based on the absolute values

constraint method. The first stage of Chapter 3 is same as that of Chapter 2. However, in the second

stage, the binary MINLP are reformulated again. Each binary variable is replaced by a continuous

variable that are constrained to have binary values using the absolute value constraints. The new

problem is an NLP in which all variables are continuous. Using the new proposed methodology,

the RO problem has been solved to compute the controller settings in the modified IEEE 123 bus

system. Moreover, Monte Carlo Simulation (MCS) studies have been carried out to verify the

above conjecture. The boundaries of magnitudes of voltages calculated using RO method have

been compared with those calculated using MCS studies. It was found that the discrepancies
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between the values obtained by the RO method and the MCS method are small for all practical

purpose thereby validating the above conjecture. Furthermore, the performance of the proposed

method has also been tested for a representative day with fast moving clouds and the performance

was found to be quite satisfactory. However, as the price of the robustness, the robust solution

is a little bit worse than the non-robust solution in terms of the optimal value of the objective

function. Further, the best operating strategy corresponding to robust solution differs from that

corresponding to non-robust solution discussed in Chapter 2.

In Chapters 2 and 3, the topology of the system has been assumed to be fixed. However,

due to various reasons, such as enhancement of network efficiency, restoration of supply after

the occurrence of a fault etc., the configuration of the system is altered. Because of this change

in topology, the controller settings obtained in one configuration may not be feasible in other

configuration(s). Therefore, it is important to ensure that the obtained controller settings remain

feasible for all possible, pre-selected configurations of the network. However, in the literature, no

such methodology has been proposed to consider topology variation in voltage control problem.

To address the above issue, in Chapter 4, a methodology to find the optimal settings of the con-

trollers in voltage control problem has been proposed considering the variation in topology. The

method ensures that for any configuration within a set of pre-selected topologies, all bus voltages

across the network remain within their specified limits. This method assumes that network recon-

figuration is carried out separately from voltage regulation studies and that topological changes of

the network occur within one-day period.

The optimal settings obtained by the proposed method can be maintained at the same values

even when the network changes its topology within the set of pre-selected configurations. Hence,

the solution is robust against uncertainty of topologies. Simulation studies have been carried out

on the modified IEEE 123 bus system to verify the efficacy of the proposed method. The results

obtained show that when more than two topological changes in a day are expected, the proposed

method is better than the conventional voltage regulation method that considers no topological

change.

In most of the previous works in the literature and in Chapters 2-4 of this thesis, all OLTCs are

assumed to operate in time-of-day mode. In this mode, the positions of a tap of an OLTC is opti-

mized beforehand in the off-line mode and communicated to the OLTC. The OLTC will change its
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tap position based on the schedule communicated to it by the network operator. However, in this

mode of operation, a good forecast of future variation of load and generation is required. If the

actual load and generation conditions are different from the forecasted values, the degree of opti-

mality may be reduced. In addition, it requires communication infrastructure for communication

between the central control centre and the controllers.

On the other hand, an OLTC can also be controlled in line drop compensation (LDC) mode. In

this mode, the position of a tap of an OLTC is selected by the local controller based on the setting

of the LDC and the measured local current and voltage. Hence, if loading condition changes

significantly, the OLTC will sense it and adjust the position of its tap according to its LDC settings.

However, the settings of LDC are generally chosen based on heuristics rules. Hence, coordination

with other OLTCs and controllers cannot be done optimally.

Now, in the literature, no optimization model of OLTC operating in LDC mode for voltage

regulation studies could be found. To address this issue, Chapter 5 proposes an optimization model

of an OLTC operating in LDC mode. The developed model can be integrated into the optimization

problems discussed in the previous chapters. As a result, it is possible to coordinate an OLTC

operating in LDC mode with other controllers in the network.

In the LDC mode, there are four parameters corresponding to each tap of an OLTC. These

are: voltage reference, voltage bandwidth, resistance setting and reactance setting. All of these are

discrete quantities. Based on the values of these parameters and the measured local current and

voltage, the position of a tap of the OLTC can be decided by the microprocessor of the OLTC.

Hence, if an OLTC operates in LDC mode, the position of its taps is no longer a control variable as

is the case in previous chapters. With the proposed optimization model, the values of the param-

eters of LDC of an OLTC are calculated once in every 24-hour. Conventionally, the modification

of the settings of LDC is done seasonally or when there is a significant change in the loading con-

dition of the network. Hence, the LDC mode does not need the availability of a communication

network.

However, the optimization problem that considers LDC operation cannot be solved using the

methods described in the previous chapters. Hence, another new two-stage method has been pro-

posed. The first stage of Chapter 5 is same as that of Chapter 2. There are two differences between

the second stage of Chapter 5 and that of Chapter 3. Firstly, from the solution of the first stage,
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three closest possible discrete values are considered for voltage reference, voltage bandwidth, re-

sistance setting, reactance setting and taps of OLTCs. However, for shunt capacitor and SVC,

only two discrete values are considered. Hence, the new MINLP has ternary, binary and continu-

ous variable. Secondly, the exact penalty function method is used to solve the new MINLP. The

relaxation is applied for both equality and inequality constraints

Simulation studies have been carried out for a number of possible operating strategies of OLTC,

SC, and SVC. The results indicate that the proposed model and method can be used to coordinate

an OLTC operating with LDC mode with other controllers. Moreover, the computational times for

24-hour-ahead optimization are shorter than 2 minutes. Hence, the proposed model and method

can be quite useful in planning and operation in unbalanced distribution system where OLTCs

operate in LDC mode.

In all the previous chapters, constant power load has been assumed. However, this model

is accurate only for industrial loads. On the other hand, commercial and residential loads are

voltage dependent. Therefore, it is important to consider different types of loads in voltage regu-

lation problem. Chapter 6 explores this issue in more detail. In this chapter, a polynomial model

of voltage-dependent loads is considered and the obtained results have been compared with the

results obtained using constant power loads. Detail comparative studies obtained with constant

power loads considering multiple topology and line drop compensation have also been carried out.

The optimization problem corresponding to voltage-dependent loads are harder to solve than that

corresponding to constant-power loads. This is evident because the methods described in Chap-

ters 2, 3 and 4 cannot solve the optimization problem with voltage-dependent loads. However,

the method described in chapter 5 solves the problem with voltage-dependent loads successfully.

However, it is to be noted that for considering the uncertainties in voltage dependent loads, it is

quite difficult to find the intervals of possible values of load power of the voltage dependent loads

due to the unknown voltage magnitudes at buses at which those loads are connected. Consequently,

uncertainties in voltage dependent loads in voltage regulation problem could not be undertaken in

this work.

In general, the optimal solution corresponding to constant-power loads differs from those cor-

responding to voltage-dependent loads. The significance of the difference may depend on the

characteristics of each distribution system. However, the simulation studies verify the efficacy and
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the efficiency of the proposed method. Thus, the proposed method has the potential to be used in

planning and operation of a distribution system that serves many voltage-dependent loads such as

commercial and residential customers.

Outline of the thesis

Based on the above discussion, the outline of the thesis is as follows:

• In Chapter 2, a constrained (involving both equality and inequality constraints), multi-objective

optimisation problem has been formulated for voltage regulation in an unbalanced radial dis-

tribution system. The formulated problem considers single-phase and multi-phase OLTC, SC

and SVC as voltage control devices. The formulated optimisation problem involves both dis-

crete and continuous variables and therefore, it is a mixed integer non-linear programming

(MINLP) problem. To solve this MINLP problem efficiently, a two-stage solution method

has been developed. A large number of test cases (including a case of fast moving clouds)

have been considered on the modified IEEE 123 bus unbalanced radial distribution system

to validate the effectiveness of the developed solution procedure. However, the formulated

optimization problem in this chapter assumes that both load and generation conditions are

accurately known and, also, the topology of the system remains fixed.

• In Chapter 3, the uncertainties in both load and generation conditions are considered in the

voltage control problem. For considering these uncertainties, the voltage regulation problem

is formulated as a robust optimisation problem. As the two-stage solution method developed

in Chapter 2 is unable to solve this RO problem satisfactorily, a new two-stage solution

procedure has been developed to solve this RO problem. Again, several test cases (including

fast moving clouds) have been considered on the modified IEEE 123 bus system to validate

the efficacy of the developed solution procedure to solve the robust voltage control problem.

However, in this chapter also, it has been assumed that the topology of the system remains

fixed.

• In Chapter 4, uncertainty in topology has been considered in the voltage regulation problem.

However, in this case, no uncertainty in the load and generation conditions has been consid-

ered. The solution of the formulated problem ensures that the settings of the controllers can
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be maintained at the same values even when the network changes its topology within the set

of pre-defined configurations. Moreover, the controller settings also ensure that the bus volt-

ages in the network remain within the limits for any topology within the set of pre-defined

configurations. As in the previous chapters, several studies on the IEEE 123 bus system have

been carried out to validate the effectiveness of the proposed method.

• In Chapter 5, LDC mode of operation of an OLTC is considered (in Chapters 2-4, time-of-

day mode of OLTC has been used). To integrate the LDC mode of OLTC in the voltage

regulation problem and find its settings in coordination with the other control devices, a new

optimisation model of LDC has been developed. Simulation studies have been carried out

on the IEEE 123 bus system to investigate the comparative performances of OLTC operating

in time-of-day mode and LDC mode.

• In Chapter 6, voltage dependent loads have been considered (in all the previous chapters,

constant power loads have been used). To represent the voltage dependent loads, polynomial

model of the load has been used. Detailed studies have been carried out on the IEEE 123

bus system to compare the obtained results with those obtained with constant power load

corresponding to uncertain topology and LDC mode of operation of OLTC.

• In Chapter 7, major conclusions of this work are given and a few suggestions for future work

in this field of study are also provided.

Contribution of the thesis

To summarize, the major contributions of this thesis are as follows:

• For including the SVC operating in voltage control mode in voltage regulation in unbalanced

radial distribution system, a current-voltage based optimization model using Cartesian coor-

dinate has been developed and a two-stage optimization method has been proposed to solve

it.

• For considering the uncertainty of load and generation, a robust-optimization-based voltage

regulation problem has been formulated and its continuous reformulation that is based on

complementarity condition has been proposed.
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• For considering frequent topological changes in distribution system, the exact penalty based

relaxation method has been proposed to solve voltage regulation problem considering mul-

tiple topologies.

• An optimization model of line drop compensation of an OLTC has been developed. The

model has been integrated into the model of voltage regulation problem. However, this

model introduces an integer-valued state variable corresponding to the position of a tap of

an OLTC. A modelling approach to represent the integer state variable using continuous

variable has been proposed.

• A study on the effect of voltage dependent load on the performance of voltage regulation

problem has been carried out to identify the strengths and weaknesses of the popular practice

of using constant-power load in voltage regulation problem. The studies corresponding to

multiple topology approach and line drop compensation have been carried out.
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Ēmea
o The voltage measured at the secondary terminal of an OLTC o.

Eref,max
o Maximum value of the reference voltage for an OLTC o operating in LDC mode.

Eref,min
o Minimum value of the reference voltage for an OLTC o operating in LDC mode.

Eref
o Reference voltage for OLTC o operating in LDC mode.

Eref
oa Reference voltage at phase a for OLTC o operating in LDC mode.

Eref
ob Reference voltage at phase b for OLTC o operating in LDC mode.

Eref
oc Reference voltage at phase c for OLTC o operating in LDC mode.

Ē1
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1 — Introduction
I do not know what I may appear to the world, but to myself I seem to have been only like a boy playing on

the seashore, and diverting myself in now and then finding a smoother pebble or a prettier shell than

ordinary, whilst the great ocean of truth lay all undiscovered before me.

- Isaac Newton

1.1 Electric Distribution System

ELECTRIC Distribution System is a part of electrical power system that is connected to

the retail consumers. As depicted in Figure 1.1, it is divided into primary and secondary

network. Their topologies are generally radial and consist of a main feeder and many laterals, as

shown in Figure 1.2. Only few of them are weakly meshed networks. Radial networks have several

benefits such as simpler protection scheme, lower fault current as well as ease of voltage control

and as a result, these are cheaper to operate as compared to weakly meshed networks.

Figure 1.1: Distribution system as a subset of whole electrical system.

One of the responsibilities of an electric power company is maintaining the voltage magnitudes

all over its network within prescribed limits. The European standard EN 50160 [1] specifies that

1



Figure 1.2: Definition of main and lateral feeder in radial network.

the voltage magnitude at lower-voltage and medium-voltage networks must be within ±10% of its

nominal value 95% of the time in one week. The ANSI Standard C84-1 [2] defines two ranges

(range A and B) of voltage magnitudes within which the voltage magnitudes are allowed to vary

from a nominal value of 120 V. Range A is the optimal range and has to be maintained during

normal situation. Range B is not optimal and is allowed during emergency for a short time only.

In general, electric devices are designed to work optimally if supplied with a voltage at and around

its nominal value.

The focus of the above standards is long-term voltage variations. These standards consider

root-means-squared deviations of voltage magnitude for a period longer than one minute. There

are two types of long-duration variations i.e. undervoltages and overvoltages. An undervoltage

(overvoltage) situation happens if magnitude of the voltage is between 80% and 90% (110 %

and 120%) of the nominal value for longer than one minute [3]. These variations are mainly

caused by variation of loads over time. However, if distributed generations (DGs) are installed in a

distribution network then variation of output of DGs may also lead to long-term voltage variations.

It is important that the voltage magnitudes are always maintained within their limits.

As an illustration of the importance of voltage regulation, consider an incandescent lamp. The

luminous flux of an incandescent lamp is given by [4, 5]

f

fn
=

(
V

Vn

)b

, (1.1)

where V and Vn are the magnitude of voltage and its nominal value, respectively; f and fn are the

luminous flux when the voltage is at V and Vn, respectively; and b is a factor equal to 3.6 for an

incandescent lamp and 1.8 for discharge lamp. For an incandescent lamp, if the voltage magnitude
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varies from−10% to +10%, the luminous flux varies from 70% to 140%. Hence, the quality of the

light is best when the lamp is supplied with the nominal voltage. Other types of devices, such as

personal computer [6] and electric motors [7], also suffer degradation in performance and effective

life time due to voltage violation.

In order to avoid problems related to undervoltages or overvoltages, voltage regulation in dis-

tribution system is required. Since one of the sources of voltage variations is fluctuations in loads,

the voltage regulation has been a necessity since the beginning of power system [8]. Earlier in a

power system, there was no distributed generation in distribution system. Hence, all loads were

served by the substation only. In the beginning, the network was small enough for effective voltage

regulation using load tap changer only. As the loads kept on growing, one or more shunt capacitors

were installed in the substation. Furthermore, as the network grew wider, shunt capacitors were

also installed in some of the feeders in the network. If a particular feeder was too long, one or

more additional on-load tap changer (OLTC) might be also installed between certain two feeder

segments in the network.

The evolution of voltage regulation methodology used in electrical distribution networks fol-

lowed the growth of those networks. In early times, automation of voltage regulation based on local

measurements was started because manual control became too expensive. The automatic control

was possible due to the availability of earlier versions of OLTCs such as tap changing transformer,

booster transformer with tap changer and induction regulator [9]. These were electromechanical

devices. Later, the use of computer [10] and programmable logic controller (PLC) [11,12] to con-

trol OLTC had also been explored. The benefits of using line drop compensation (LDC) had also

been recognized in [13,14]. LDC can boost the voltages when loads are high but keep the voltages

close to their nominal values when loads are low [3]. In addition, LDC had been used in conserva-

tion voltage reduction (CVR) in order to save more energy [15]. In rural distribution system, long

feeder may exist and multiple voltage regulators may be needed. Therefore, the interaction [16]

and coordination [17] among those regulators were also studied.

After sometimes, shunt capacitors (SC) and later static var compensator (SVC) were also in-

stalled in a substation. Hence, these new controllers were needed to be coordinated with OLTCs

which existed previously in the substation. A number of approaches have been proposed for coor-

dinated control of OLTCs and SCs installed in the substation such as dynamic programming [18],
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branch-and-bound algorithm [19], heuristic algorithm [20], quasi Newton method [21], and fuzzy

logic [12, 22–25]. Moreover, rule based approaches were also investigated in [26, 27]. In some

substation, an SVC may exist and can be coordinated with OLTCs [27, 28]. In a distribution sys-

tem, some part of its network may grow faster than other parts of the same network. Hence, the

need for installing additional controller beyond substation has also been identified [29].

In the next stage of evolution of voltage regulation in distribution system, the need of analysis of

whole network was felt because shunt capacitors were installed in the feeders [30–34]. For exam-

ple, voltage and reactive power control using OLTCs and shunt capacitors are discussed in [35–44].

It is also possible to integrate voltage regulation with topology control (network reconfiguration) in

which tie-switches, OLTCs and shunt capacitors are jointly optimized [45]. Distributed control of

multiple capacitors is discussed in [46]. Uncertainty in loads and network impedances were con-

sidered in [25]. In addition, the presence of harmonics due to nonlinear loads has been considered

also in [47–49].

Majority of the above papers consider balanced networks [8–18, 22, 26–29, 35–43, 45]. Only

in [30–34, 47, 48], unbalanced networks have been considered.

As the bus voltages are primarily controlled by reactive power compensation, the term ”volt-

age/reactive power control” or ”volt/var” control have also been used in the literature to refer to

the control action provided by OLTCs and shunt capacitors. Further, other reactive power com-

pensator, such as SVC and distribution synchronous static compensator (D-STATCOM [50]), may

also be installed in the distribution system. In this thesis, the term ’voltage regulation’ and ”volt/var

control” are used interchangeably.

Apart from fluctuations in loads, variations in output power from DGs also cause voltage vari-

ations, which is discussed next.

1.2 Distributed Generation (DG)

The aggregate rate of human energy consumption is expected to increase in the future because of

exponential growth of human population as well as the per capita energy consumption. Nowadays,

the main sources of energy are fossil fuels such as oil, coal and gas [51]. However, fossil energy

sources are also known to contribute to climate change [52]. Therefore, many efforts had been

made to reduce the amount of carbon emission related to the use of fossil fuels. One of the most
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influential international effort to solve the emission problem is the United Nation Kyoto Protocol

in which many governments agree to some targets on emission reduction [53]. This was further

improved in the form of forward-looking decisions to secure global climate future through the Bali

Road Map [54]. One of the feasible strategies to reduce the emission is the use of renewable energy

sources. Therefore, the share of renewable energy in the overall portfolio of electric power is also

expected to increase in the future [51]. This leads to many research efforts on renewable energy

sources in general [55].

Some of the renewable energy sources can be used as distributed generation. Distributed Gen-

eration is a small generation connected to the distribution network or on the customer side of the

meter [56]. A more formal definition can be found in IEEE Standard Dictionary terms as fol-

lows [57]:

A Distributed Generation is an electric generation facility connected to an area

Electric Power System (EPS) through a Point of Common Coupling (PCC); it is a

subset of Distributed Resources (DR).

Furthermore, DG has several alternative names such as embedded generation and dispersed gener-

ation. Another alternative definition is provided by International Energy Agency (IEA) [58] as:

Distributed Generation is a generating plant serving a customer on-site or pro-

viding support to a distribution network, connected to the grid at distribution-level

voltages.The technologies generally include engines, small (and micro) turbines, fuel

cells, and photovoltaic systems. It generally excludes wind power, since that is mostly

produced on wind farms rather than for on-site power requirements.

In addition, IEA defines dispersed generation as follows [58]:

Dispersed Generation is distributed generation plus wind power and other gen-

eration, either connected to a distribution network or completely independent of the

grid.

Hence, there is no universally accepted definition of distributed generation. However, this thesis

uses the simple definition as given in [56].
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DG technology can be either renewable, such as wind generator, photovoltaic (PV) and mi-

cro hydro generator; or non-renewable, such as internal combustion engine (ICE) and gas tur-

bine. In terms of their operation, they can be dispatchable, such as, ICE and gas turbine; or

non-dispatchable, such as wind and PV. A dispatchable DG means that it participates in optimal

dispatch performed by the system operator. A non-dispatchable DG means that its output generally

is fully imported into the system without curtailment.

For their electromechanical conversion, DGs may use synchronous generator (SG), permanent

magnet synchronous generator (PMSG), Squirrel Cage Induction Generator (SCIG), or Doubly-

fed Induction Generator (DFIG) [59]. These electric machines can be directly connected to grid

or interfaced with power electronic converter. On the other hand, in case of Photovoltaic (PV)

system, ’direct’ conversion from light to electrical energy is used. For fuel cell, electrochemical

conversion is accomplished. Both PV and fuel cell are connected to power grid via power electronic

converters. A list of distributed generation technologies along with their grid interface is shown in

Table 1.1 [59].

Benefits of DG can be categorized into technical, economical and environmental ones. The ma-

jor technical benefits may include reduced power losses, improved voltage profile of the network,

increased energy efficiency, enhanced system reliability and security, improved power quality and

relieved transmission congestion. Moreover, the major economic benefits may include deferred

investment related to upgradation of facilities, reduced operation and maintenance cost for some

DG technologies, enhanced productivity, reduced health-care cost due to improvement of envi-

ronment, reduced reserve requirement, and increased security for critical load. Last but not the

least, reduced carbon emission from a DG (with renewable energy sources) has very important

environmental benefit. More discussion are available, for example, in [60, 61].

1.3 The Effects of Distributed Generation on Voltage Regulation in Distribution System

Some of the effects of distributed generation on voltage regulation are as follows [62]:

1. A DG can increase or decrease the voltage magnitude along the feeder at which it is con-

nected depending on the feeder parameters and loading as well as the type, control method

and generated power of the DG.

2. There is a possibility of ”voltage hunting” between a capacitor bank and a DG if both are
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Table 1.1: DGs types, electric machines, and utility interfaces

DG Type Generator Utility Dispatchable Reactive

Interface Power Control

ICE SG directly Yes Able

SCIG directly Yes Unable

Gas Turbine SG directly Yes Able

Microturbines PMSG rectifier+inverter Yes Able

AC/AC converter Yes Able

SCIG directly Yes Unable

Wind DFIG rectifier+inverter No Able

SG or PMSG rectifier+inverter No Able

Photovoltaic - inverter No Able

Fuel cells - inverter Yes Able

Microhydro SG directly Yes Able

SCIG directly Yes Unable

operating in voltage control mode. Reverse power flow caused by a DG may introduce

overvoltage if the capacitor bank operates in reactive power control mode. Time-of-the-day

and ambient-temperature control of capacitors also create the possibility of causing over

voltage when DGs generate high power and a capacitor is switched on.

3. A DG can disturb the operation of voltage regulator working in the following mode: normal

(active power) bidirectional, co-generation, and reactive-power bidirectional modes. It can

also disturb line drop compensation (LDC) mode of operation of the regulator.

Because of these impacts, many research efforts have been made in the literature for voltage regu-

lation in the presence of distributed generation.

1.4 Voltage Regulation with Distributed Generation

There are many works reported in the literature about voltage regulation in distribution system

with distributed generation. In general, voltage regulation problem is formulated as an optimiza-
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tion problem and can be considered as an optimal power flow (OPF) problem. Since voltage

controllers such as OLTCs and SCs are discrete controllers, the problem becomes a mixed integer

nonlinear programming problem. As a practical distribution system can be large, the problem is

very challenging and difficult to solve. It is known to be non-convex and NP-hard. However, it is

to be noted that few works on voltage regulation problem, such as [63, 64], may not be considered

as optimization problems in formal sense.

In the literature, voltage regulation problem in the presence of distributed generation has been

addressed from different aspects as follows:

1. Voltage control devices.

2. Control philosophy.

3. Uncertainties in the system.

4. Load characteristics.

5. Type of network (balanced of unbalanced)

Each of these aspects is discussed in the following subsections.

1.4.1 Voltage control devices

Different type of voltage control devices have been considered in the literature i.e. OLTC [63, 65–

68], OLTC + SC [44,64,69,70] , OLTC + energy storage (ES) [71,72], OLTC + SC + energy storage

(ES) [73], OLTC + SC + tie switch [74–76] and OLTC + shunt reactor (SR) + SC + SVC [77].

Participation of distributed generation is also an important topic in voltage regulation as discussed

previously. Nowadays, distributed generation is allowed to operate only in unity power factor [78].

This means that DGs produce only active power. A number of studies have found that reactive

power support from DGs can give benefits to operation of distribution systems [65–68,75,79–89].

Furthermore, joint control of both real and reactive power can give even more benefit than real or

reactive power control separately [74, 90–92].

1.4.2 Control philosophy

In term of the control scheme, previous works considered centralized control scheme [44,69,70,74,

90,93,94] or localized control scheme [71,79–81,85–87,91,92,95,96]. Centralized control scheme
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assumes the availability of measurement devices all over the network and communication network

among the controlling devices and the measurements devices. While this may not be an accurate

assumption in many present networks, it will be accurate in the context of future smart grid. On

the other hand, the localized control scheme assumes that each controller has local measurements

and optional minimum communication with other controlling devices. There are also some works

which combine local control with minimal availability of communication network [97–100].

In addition, in most of the works on voltage regulation, an OLTC is controlled in time-of-

the-day mode. In this mode, the taps positions corresponding to predefined time instances are

optimized off-line and sent to the OLTC. This can be seen as feed-forward control. The other

one is voltage-control mode in which two parameters are required i.e. a voltage reference and

a dead band. If line drop compensation feature is used then additional parameters, i.e. R and

X which represent impedance of the line between the OLTC and the controlled bus, need to be

optimized as well. Few works on this topic are available in the literature [63, 101]. A method for

finding the voltage and impedance settings is proposed in [63] considering the presence of DGs.

In [101], dead-band control methodology is proposed for balanced distribution system. However,

in this work, the voltage regulation problem has not been considered as an OPF problem. To

the best of the knowledge of this author, the optimization model of OLTC operating in line drop

compensation mode integrated into optimal power flow is not yet available in the literature. Since

LDC is generally available for most of OLTCs, the availability of LDC model may be used in many

studies in distribution system operation. Since majority of works in voltage regulation consider

OLTCs operating on time-of-the-day control mode, integration of LDC model into an OPF problem

allows us to optimize the operation of OLTCs in voltage-control mode. It also helps in optimizing

the LDC settings against minimization of loss, number of switching and other criteria.

Another important issue is the participation of DGs in reactive power compensation. Table 1.1

shows that some of DGs have reactive power capability. Even the present standard allows DGs

only to operate in unity power factor [78], the participation of DGs in reactive power support has

been studied in [68, 69, 79, 92, 102, 103]. There are centralized [69, 92, 102] as well as localized

[68,79,103] control schemes. In particular, the local reactive power compensation by the DGs can

be voltage-based [68, 103] or real-power-based [79] droop control.
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1.4.3 Uncertainties (load, generation and topology)

Uncertainties in loads and generations [73, 75, 84, 99, 104–120] as well as in network parame-

ters [121, 122] and topologies of the network do exist in practical networks. The sources of these

uncertainties include measurement errors, the variability of natural energy sources, consumer be-

haviours, faults, electricity price [123] etc. Those uncertainties had been considered in voltage

regulation problem using fuzzy logic [70, 94, 95] and stochastic approaches [73, 75, 82, 84, 102,

112, 124, 125]. There are a number of alternative approaches which have been used for solving

different power system problems such as reachability set [126], ellipsoid approach [110], minimax

regret [127] and robust optimization technique [128, 129]. However, these methods have not been

used for solving voltage regulation problem in an unbalanced radial distribution system.

Uncertainties in topology is also an important issue. Traditionally, the topology of a distribu-

tion network is decided in the planning stage and is not modified frequently [130, 131]. However,

the efficiency of power delivery can be improved when flexible network topology is combined with

active management of distribution network [76, 132]. In future power market, when multiple sup-

ply point and time-varying price will exist, the network reconfiguration will be more frequent to

operate the distribution system optimally [133]. Furthermore, dynamic configuration can increase

DG hosting capacity, improve reliability, and reduce losses in the distribution system [134–136].

Loss allocation is also affected by network configuration [137]. Moreover, real power curtailment

of DGs can be reduced by changing the topology of the network [74]. These possibilities will in-

crease the uncertainty in topology of future networks. Thus, optimal voltage regulation considering

uncertain topology is an important topic which leads to two possible directions of research:

1. Finding an optimal control strategy for each new topology.

2. Finding an optimal control strategy for all feasible topologies similar to the approach of [64]

(in a distribution system) or [105] (in a microgrid).

As far as voltage regulation problem is concerned, the idea of [64, 105] is not well explored.

1.4.4 Load characteristics

In a power system, some loads can be modelled as constant-power (PQ) loads (within a range of

voltage magnitude) because their power consumption remains constant irrespective of the mag-
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nitude of the voltage (within that range) [138]. Many other types of loads will consume differ-

ent amount of power at different magnitude of the voltage [138]. Hence, the aggregate loads at

a node does not behave like constant-power load. However, loads are generally considered as

constant-power loads in many works in voltage regulation. This assumption introduces some er-

rors [139–141]. In reality, at bus level, loads are not pure constant-power loads. Constant-power

model is popular because it overestimates the line losses [141] in the network and, hence, in-

troduces a sense of security. The error in estimation of loads causes error in estimation of line

voltage drop. Hence, in voltage regulation problem, better accuracy in load estimation is pre-

ferred. Therefore, in IEEE distribution test feeder, other type of loads, i.e. constant-current (I)

and constant-impedance (Z) loads have been introduced [142] and used in voltage regulation prob-

lems [20, 143]. On the other hand, residential and commercial loads are better modelled as ZIP

loads and industrial loads as constant-power loads [138]. ZIP load model is a linear combination

of constant-impedance, constant-current, and constant-power load models. Thus, using ZIP load

model in a voltage regulation problem has the potential to improve the accuracy of its solution.

This requirement has been previously recognized in the problems of power flow [144], optimal

power flow [145], siting and sizing of DGs [146], voltage regulation [147, 148] as well as in com-

bined network reconfiguration and voltage regulation problem [149]. The work represented in

both [147, 149] consider balanced distribution system. On the other hand, the work represented

in [148] considers unbalanced network without the presence of SVC. Consequently, to the best of

our knowledge, the available literature does not consider voltage dependency of load characteris-

tics in voltage regulation problem in an unbalanced distribution system with SVC.

1.4.5 Type of network

At medium voltage level, distribution networks are generally quite balanced. Hence, some works

in voltage regulation considered balanced network models which are simpler and smaller than un-

balanced network models [44, 64–66, 68–70, 72–75, 77, 79–95, 99, 102–104, 112, 134–136]. Since

the actual distribution networks are highly unbalanced [150, 151], some works considered unbal-

anced networks models [59, 63, 64, 67, 71, 76, 97, 124, 143, 143, 150, 151]. In particular, at low

voltage level, distribution networks are highly unbalanced. In the operation of future smart grid,

modelling of low voltage networks will be required to assess the impact of single-phase DGs such
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as single-phase PV generators installed at roof top.

1.5 Research Gaps in Voltage Regulation in Distribution System with Distributed Generation

Based of the literature review discussed above, the following research gaps were identified:

1. The role of static var compensator in voltage regulation of an unbalanced distribution system

with distributed generation is not yet explored in the literature.

2. Regarding the uncertainties of load and generation in distribution system, fuzzy logic and

probabilistic approach have been studied for voltage regulation problem. However, in fuzzy

logic and probabilistic approaches, the membership function and probabilistic distribution

of the uncertain quantities are required. On the other hand, in robust optimization technique,

only the limits of the uncertainties are required which are comparatively easier to obtain.

However, in the literature, application of robust optimization technique for voltage regulation

in an unbalanced distribution system has not yet been explored.

3. While uncertainties in loads and generations in voltage regulation problem have received

significant attention in the literature, the uncertainties in topology of the network have not

received similar level of attention. Methodology for deciding the optimal settings of the

voltage control devices which ensure the satisfactory operation of the network in multiple

topologies is not explored in the literature.

4. In some of the present distribution systems, line drop compensation is used. However, an

OPF-based technique for finding the optimal settings of line drop compensation in an un-

balanced distribution system having distributed generation is not available in the literature.

Availability of such model allows optimization of LDC parameters for various applications.

5. Most of the works in voltage regulation focus on constant-power load models. On the other

hand, at bus level, composite model which consider all the three types of loads, called ZIP

model, is more accurate. However, in voltage regulation problems, ZIP models have not

been used extensively. Hence, there is an opportunity to study the application of ZIP model

in voltage regulation problem of an unbalanced distribution system in the presence of dis-

tributed generation.
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1.6 Contribution of this thesis

Based on the discussion in the previous section, the major contribution of this thesis are highlighted

below:

1. Optimal coordination between OLTC and SVC in unbalanced distribution systems with dis-

tributed generation.

2. Robust voltage regulation in unbalanced distribution system with uncertain loads and gener-

ation.

3. Voltage regulation considering multiple feasible configurations.

4. Optimal settings of LDC parameters in the voltage regulation problem.

5. Voltage regulation considering voltage-dependent loads.

1.7 Thesis Outline

The rest of this thesis is outlined as follows:

1. Chapter 2 presents optimal coordination between OLTC, SC and SVC in unbalanced dis-

tribution system. In the literature, the optimal coordination between OLTC, SC and SVC

is found to be available in balanced system only and only one of them considers the pres-

ence of distributed generation. For solving the resulting optimization problem, a branch and

bound based approach is proposed. It uses a Cartesian modelling approach of unbalanced

distribution system and proposes a set of equality and inequality constraints which models

an SVC. The chapter also presents an approach to evaluate the operation of OLTC, SC, and

SVC.

2. Chapter 3 presents an application of robust optimization technique to the voltage regulation

problem in unbalanced distribution system. It takes into account the uncertainty in genera-

tions and loads by considering a finite number of extreme scenarios simultaneously. Hence,

the size of optimization problem increases significantly and computational time becomes

quite large. In order to avoid these problems, an alternative formulation is proposed which

can be solved using an interior point method and reduces the computation time significantly.
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3. Chapter 4 considers uncertainty in the topology of distribution networks. In this thesis, it

is assumed that the information of all possible feasible configurations is already available.

The proposed approach tries to find the optimum settings of the voltage controllers which

are feasible for all possible feasible topologies.

4. Chapter 5 presents an OPF-based approach to find the optimal settings of LDC.

5. Chapter 6 considers voltage-dependent loads in the problem of voltage regulation. It extends

the previous work on balanced radial distribution system to an unbalanced radial distribution

system.

6. Chapter 7 concludes this thesis and also gives few suggestions for further work in this area.
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2 — Coordination between OLTC, SC and

SVC for Voltage Regulation in Unbal-

anced Distribution System with Dis-

tributed Generation
Every science consists in the coordination of facts;

if the different observations were entirely isolated, there would be no science.

- Auguste Comte

Abstract

Chapter 1 indicates that SVC in unbalanced radial distribution system is not well studied in the

literature. Therefore, this chapter focuses on application of SVC for voltage regulation in an un-

balanced radial distribution network. In particular, this chapter discusses a two-stage approach

for solving the optimal voltage regulation problem in an unbalanced radial distribution system in

the presence of photo-voltaic (PV) generation. The on-load tap changer (OLTC), shunt capacitor

(SC) and static VAr compensator (SVC) have been considered as the voltage control devices in

this chapter. The formulated voltage control problem is a mixed integer non-linear programming

(MINLP) problem which remains unsolved even after 8 hours due to its computational burden.

However, the proposed two-stage approach can solve this problem in less than 10 minutes. The

feasibility of the proposed approach has been demonstrated on a modified IEEE 123 bus unbal-

anced radial distribution system.

2.1 Introduction

IT has been predicted that the amount of distributed generation (DG) connected to the distri-

bution system will increase significantly in the near future because they can provide many

technical, economic as well as environmental benefits [62]. However, it also presents new chal-

15



lenges to the operation of distribution networks which were initially designed without considering

the presence of DGs.

In particular, DGs put significant challenges to voltage regulation in distribution systems [62].

DGs can cause voltage magnitude and power loss to increase or decrease. DGs also influence

the operation of on load tap changer (OLTC), step-type voltage regulators (SVR) and Shunt Ca-

pacitor (SC) in distribution systems depending on load and generation condition, control mode

and location of these devices. For example, in a system with significant photo-voltaic (PV) pen-

etration, normal operation of OLTC along with the variation of PV generation caused by cloud

movement over the system may result in an over-voltage condition [151]. In order to solve this fast

variation, the use of static var compensator (SVC), distribution static synchronous compensator

(D-STATCOM) [152] or voltage source converter (VSC) based DG [88, 143, 153, 154] have been

proposed in the literature.

SVCs have been installed in power system before the era of DGs. Their role in fast and slow

voltage regulation is well established in the literature. However, for distribution system application,

operational issues of SVC have not been fully explored as yet. Only in the work represented in [77]

(to the best of the knowledge of this author), the coordination issue among SVC and different

voltage control devices, in the presence of DG, has been solved by employing Genetic Algorithm

(GA). However, in this work, only a balanced distribution system has been considered. On the

other hand, it is well recognized in the literature that for voltage control study in a distribution

system, the unbalance nature of a distribution system needs to be considered [20, 21, 143, 151].

To consider unbalanced operation of distribution system for voltage regulation with SVC, in

this chapter, the coordination issue between OLTC, SC and SVC is solved in an unbalanced distri-

bution system in the presence of PV systems. To understand the role of SVC in voltage regulation

in a more comprehensive way, four combinations of controllers are considered i.e. SVC only,

SVC+OLTC, SVC+SC and SVC+SC+OLTC. Furthermore, SVC is considered in voltage regula-

tion mode in such a way that the SVC’s slope and voltage reference are integrated in the problem

formulation. This control mode can extend the linear operating range of SVC and tends to enforce

load sharing between static compensator and other similar devices [155].

All investigations have been made on a modified IEEE 123 bus unbalanced radial distribution

system. This chapter is organized as follows. Section 2.2 describes the mathematical model of the
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SVC. Section 2.3 formulates the voltage regulation problem in an unbalanced distribution system.

Section 2.4 describes the proposed solution method for solving the formulated problem. Section

2.5 presents the main results of this chapter. Finally Section 2.6 highlights the main conclusion of

this chapter.

2.2 SVC Model

There are two parameters of an SVC that can be adjusted during operation: voltage reference Vref

and slope XSL [156,157]. This is valid when the SVC is operating in the voltage controlled mode.

Another mode is the reactive power control mode in which the reactive power reference is given.

However, when its limit is reached, it can not function either in voltage control mode or in reactive

power control mode. It will behave as either a fixed capacitor (during under-voltage/heavily-loaded

condition) or a fixed inductor (during over-voltage/lightly-loaded/over-generated condition). For

these two conditions, SVC is not controllable and therefore is not suitable for voltage regulation.

The SVC in voltage control mode can be modelled as a three-phase line with pure reactance

XSL in series with a voltage source. Therefore each SVC model needs an additional dummy PV

bus as depicted in Fig. 2.1. The reactance of SVC v is defined as follows:⎡
⎢⎢⎢⎣

Xa
SLv 0 0

0 Xb
SLv 0

0 0 Xc
SLv

⎤
⎥⎥⎥⎦ . (2.1)

Without losing generality, the formulation can be simplified by assuming

Xa
SLv = Xb

SLv = Xa
SLv. (2.2)

In addition, the following equations are also valid [158]:

P spec
vp = Ep

x(bv)I
p
vx + Ep

y(bv)I
p
vy = 0, ∀p, ∀v (2.3)

Qp
V = Ep

y(bv)I
p
vx − Ep

x(bv)I
p
vy ∀p, ∀v (2.4)

|Ēref
v | = E1

v (2.5)
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Figure 2.1: The SVC model.

Qa
v = Qb

v = Qc
v (2.6)

In Eq. (2.3), P spec
vp is zero because SVC does not generate nor consume any real power.

2.3 Problem Formulation

In this chapter, the voltage regulation problem has been formulated as an optimization problem to

find the optimal settings of the voltage control devices that minimize the total line losses and the

number of switchings in the voltage control devices in an unbalanced radial distribution system.

The optimization problem is constrained by the distribution component characteristics, power bal-

ance, as well as physical and regulatory limits. The optimization variables include bus voltages,

tap position of OLTC, slope setting of SVC, settings of SC and voltage reference of SVC.

In this chapter, the DG has been assumed to operate with unity power factor. By assuming

the DGs to operate with unity power factor, it has been ensured that the reactive power support is

provided only by SVC or SC.

2.3.1 Objective Function

For optimal distribution system operation, one of the primary objectives is minimization of energy

loss over a certain period. The energy losses over a 24-hour period can be estimated using Eq.

(2.7).

J1 =
24∑
h=1

c∑
p=a

nBUS∑
i=1

nBUS∑
j=1,j �=i

rpij|Īpij(h)|2 (2.7)

In distribution systems with high DG penetration, intermittent generation (such as wind and
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photo voltaic) can increase and decrease the voltages rather frequently. Consequently, number of

switchings of the voltage regulators is expected to increase.

On the other hand, utilities generally are interested in minimizing the number of switching

operations due to economic and technical considerations [159]. To satisfy this requirement, this

chapter proposes three more objective functions which are also to be minimized along with J1. The

objective functions for OLTC, SVC and SC are defined in Eqs. (2.8), (2.9) and (2.10), respectively.

J2 =
24∑
h=1

c∑
p=a

nOLTC∑
o=1

(tapop(h)− tapop(h− 1))2 (2.8)

J3 =
24∑
h=1

c∑
p=a

nSV C∑
v=1

(Xp
SLv(h)−Xp

SLv(h− 1))2 (2.9)

J4 =
24∑
h=1

c∑
p=a

nSC∑
SC=1

(scipSC(h)− scipSC(h− 1))2 (2.10)

Combining the above four objective functions, the following overall objective function is formed

as Eq. (2.11).

J = αJ1 + βJ2 + γ(J3 + J4) (2.11)

where α, β, and γ are non-negative weighting factor for J1, J2 and J3 + J4 respectively. Further, it

is to be noted that α + β + γ = 1.

2.3.2 Equality Constraints

The model of distribution system components and the circuit laws define the equality constraints

required in the proposed formulation. In addition, physical and regulatory limits determine the

inequality constraints.

Load constraints For a constant-power load L connected at phase p of bus i, active (P ip
L ) and

reactive (Qip
L ) power are assumed to be constant. Hence the following equality constraints must be

satisfied:

I ipLx =
P ip
L Eip

x +Qip
LE

ip
y

(Eip
x )2 + (Eip

y )2
(2.12)

I ipLy =
P ip
L Eip

y −Qip
LE

ip
x

(Eip
x )2 + (Eip

y )2
. (2.13)

19



Distributed Generation Distributed generations are considered as negative constant power loads.

For specified real and reactive power injections at bus i and phase p, real and reactive components

of currents are calculated using Eqs. (2.14) and (2.15), respectively.

I ipGx =
P ip
G Eip

x +Qip
GE

ip
y

(Eip
x )2 + (Eip

y )2
(2.14)

I ipGy =
P ip
G Eip

y −Qip
GE

ip
x

(Eip
x )2 + (Eip

y )2
(2.15)

For a DG operating in constant power factor mode, both its real and reactive power are negative

specified quantities. A unity power factor operation of DG implies that its specified reactive power

is zero and its real power is a negative quantity. Presently for realistic PV representation, unity

power factor is assumed as recommended in [78].

Shunt Capacitor and Reactor For a shunt capacitor SC connected at phase p of bus i, the

following equality constraints must be satisfied:

I ipSCx =
scip

nc

+Eip
y

X ip
SC

, X ip
SC < 0 (2.16)

I ipSCy =
scip

nc

−Eip
x

X ip
SC

, X ip
SC < 0. (2.17)

Similarly, for a shunt reactor SR connected at phase p of bus i, the following equality constraints

must be satisfied:

I ipSRx =
srip

nr

+Eip
y

X ip
SR

, X ip
SR > 0 (2.18)

I ipSRy =
srip

nr

−Eip
x

X ip
SR

, X ip
SR > 0. (2.19)

Note that the complex current of a shunt capacitor (reactor), I ipSCx + jI ipSCy (I ipSRx + jI ipSRy), leads

(lags) its terminal voltage, Eip
x + jEip

y , by 900. However, this does not necessarily means that

I ipSCx = I ipSRx
= 0 which happens only when Eip

y = 0.

In case of single capacitor (reactor), the discrete variable satisfy scip ∈ {0, 1} (srip ∈ {0, 1}.)
On the other hand, in case of a capacitor (reactor) bank having nc (nr) capacitors (reactors) of

equal ratings, scip ∈ {0, 1, ..., nc} (srip ∈ {0, 1, ..., nr}).

SVC SVC’s model equations are given in Eqs. (2.2), (2.3), (2.5) and (2.6).
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Series Components Distribution system series components i.e. feeders, transformers, OLTCs

can be mathematically described using the ABCD model [150]. Eqs. (2.20) and (2.21) represent

voltage constraints of the series components.

Ex(b
s
S) = AxEx(b

r
S)−AyEy(b

r
S)

+ BxISxr −ByISyr (2.20)

Ey(b
s
S) = AxEy(b

r
S) +AyEx(b

r
S)

+ BxISxr +ByISyr (2.21)

Similarly, Eqs. (2.22) and (2.23) represent current constraints of the series components.

ISxs = CEx(b
r
S) +DISxr (2.22)

ISys = CEy(b
r
S) +DISyr (2.23)

For distribution feeder modelled as series impedance without shunt admittance, ISxs = ISxr and

ISys = ISyr. For transformer and OLTC, generally, ISxs �= ISxr and ISys �= ISyr. Table 2.1 shows

the matrices A, B, C, and D for some series components.

Sequence Voltage Constratins Since voltage unbalance ratio is expressed in terms of positive

and negative sequence voltages, the folowing constraints also apply for all three-phase buses:

E1
xi =

1

3

(
Eia

x + Eib
x cos 120o − Eib

y sin 120o + Eic
x cos 240o − Eic

y sin 240o
)

(2.24)

E1
yi =

1

3

(
Eia

y + Eib
y cos 120o + Eib

x sin 120o + Eic
y cos 240o + Eic

x sin 240o
)

(2.25)

E2
xi =

1

3

(
Eia

x + Eib
x cos 240o − Eib

y sin 240o + Eic
x cos 120o − Eic

y sin 120o
)

(2.26)

E2
yi =

1

3

(
Eia

y + Eib
y cos 240o + Eib

x sin 240o + Eic
y cos 120o + Eic

x sin 120o
)

(2.27)

Current Balance Further, based on Kirchhoff’s law, Eqs. (2.28) and (2.29) define nodal current

balance equations for all buses and phases.

I ipSxr =
∑

I ipSxs +
∑

I ipLx +
∑

I ipvx +
∑

I ipSCx +
∑

I ipSRx −
∑

I ipGx (2.28)

I ipSyr =
∑

I ipSys +
∑

I ipLy +
∑

I ipvy +
∑

I ipSCy +
∑

I ipSRy −
∑

I ipGy (2.29)

∀i, ∀p

21



Table 2.1: Matrices of series elements

Elements A B̄ C D

Feeder

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
Z̄aa Z̄ab Z̄ac

Z̄ba Z̄bb Z̄bc

Z̄ca Z̄cb Z̄cc

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦

The A,B and D are real matrices since the feeder’s shunt admittance is neglected. [150].

OLTC

⎡
⎢⎢⎢⎣

1
tapoa

0 0

0 1
tapob

0

0 0 1
tapoc

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎣
tapoa 0 0

0 tapob 0

0 0 tapoc

⎤
⎥⎥⎦

Transformer

D-Yg

nt

3

⎡
⎢⎢⎢⎣
0 2 1

1 0 2

2 1 0

⎤
⎥⎥⎥⎦ nt

3

⎡
⎢⎢⎢⎣

0 2Z̄b
t Z̄c

t

Z̄a
t 0 2Z̄c

t

2Z̄a
t Z̄b

t 0

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦ 1

nt

⎡
⎢⎢⎢⎣

1 −1 0

0 1 −1
−1 0 1

⎤
⎥⎥⎥⎦

The matrices correspond to other type of connection can be found in [150].

XSL

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎣
jXa

SLv 0 0

0 jXb
SLv 0

0 0 jXc
SLv

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦

Note that the SVC slopes Xa
SLv,Xb

SLv and Xc
SLv are discrete control variables [156].

2.3.3 Inequality Constraints

Based on various physical and regulatory limits, the following inequality constraints are consid-

ered:

1. Voltage magnitude limits at all buses and phases including all load and SVC’s dummy bus:

0.95 ≤ |Ēp(i)| ≤ 1.05, ∀i, ∀p (2.30)

2. Voltage magnitude limits for a node that is connected to the secondary terminal of OLTC

[150]:

0.9 ≤ |Ēp(bo)| ≤ 1.1, ∀o, ∀p (2.31)
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3. Positive-sequence voltage reference limit of SVC:

0.95 ≤ |Ēref
v | ≤ 1.05, ∀v (2.32)

4. Reactive power limit of SVC:

Qmin
vp ≤ Qp

v ≤ Qmax
vp , ∀v, ∀p (2.33)

5. limits on slope of SVC:

Xv,min
SLp ≤ Xp

SLv ≤ Xv,max
SLp , ∀v, ∀p (2.34)

6. Limit on tap position of OLTC:

tapmin
op ≤ tapop(h) ≤ tapmax

op , ∀o, ∀p (2.35)

7. Limit on voltage balance factor U2 for all three-phase buses:

0 ≤ U2i = 100
|Ē2

i |
|Ē1

i |
≤ Umax

2 (2.36)

IEC 61000-2-12 specifies that Umax
2 = 2% [160].

2.4 Solution Method

The voltage regulation problem is a Mixed-Integer Non-Linear Programming (MINLP) of the fol-

lowing form,

minimize
c,d

J

subject to (2.2)− (2.6), (2.12)− (2.36),

(P2.0)

where c and d represent continuous and discrete variables, respectively. Continuous variables are

real and imaginary parts of three-phase voltages at all nodes and the voltage reference of the SVC.

Discrete variables are OLTC tap positions and slope (XSL) setting of the SVC. It is to be noted that

the MINLP problem described in (P2.0) is essentially an optimal power flow (OPF) formulation.

Now, it is well known that it is quite difficult to handle discrete variables in OPF. To circumvent

this, in this chapter, a simple approach following [20] and [19] is proposed. The proposed approach

is a two-stage decision making procedure: stage 1 is one-day-ahead optimization procedure that
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Figure 2.2: Flowchart of the proposed method.

requires forecasted values of load and generation. It provides a reduced search space for stage 2

which is a local optimization procedure that requires present load and generation levels obtained

through forecasting or direct measurement. The approach contains the following steps (see Fig.

2.2):

1. Stage 1

(a) Convert all discrete variable d1k into continuous variable c1k. This relaxes the initial

MINLP (P2.0) into a Non-Linear Programming (NLP) given by (P2.1) below.

minimize
c

J

subject to (2.2)− (2.6), (2.12)− (2.36).

(P2.1)

(b) Solve the NLP using interior point method [161].

(c) Let h = 0.

(d) From the solution of the NLP (c1∗k ), find the nearest lowest boundary dlbk . If the optimum

continuous value is equal to one of the discrete values, let it be the lowest boundary.

(e) Define new discrete variable

d2k = dlbk + bk ∗ δk (2.37)

δk is the step size of the kth variable and bk is a binary variable corresponding to the

kth original discrete variable.

2. Stage 2
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(a) Using the new discrete variables, another MINLP is formulated which has only binary

discrete variables.

minimize
c,b

J

subject to (2.2)− (2.6), (2.12)− (2.36).

(P2.2)

(b) Solve the new MINLP using Branch-and-Bound method [162].

(c) Let h = h+ 1.

(d) If h <= hmax, repeat 2.a) - 2.d), otherwise stop.

After both stages are completed successfully, the solution consists of the optimal values of con-

trol variables for each time step h. For kth optimal discrete variables d2∗k , switching operation is

required when its consequtive values are different, i.e.

d2∗k (h) �= d2∗k (h− 1).

Otherwise, there is no need for switching operation.

2.5 Result and Discussion

2.5.1 Modified IEEE 123 Bus System

To investigate the efficacy of the proposed method, it was implemented on modified IEEE 123

bus system [142] as shown in Fig. 2.3. In this system, the three-phase base MVA is 5 while the

line-to-line voltage base is 4.16 kV. Without any loss of generality, following assumptions have

been made:

1. The SC which are originally located at bus 64 is moved to bus 73.

2. Each SC is assumed as a capacitor bank with nc = 8 and, hence, scipSC ∈ {0, 1, 2, 3, ..., 8}.

3. An SVC is installed at the original location of 3-phase SC i.e. at bus 64 having a capacity of

3 x 0.12 p.u. (capacitive) and 3 x 0.12 p.u. (inductive).

4. The load given in [142] is assumed as peak loads.

5. The slope of the SVC has 6 possible tap positions corresponding to {0.00, 0.01, ..., 0.05}.
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6. The taps position of an OLTC can be varied from −16 to +16 which constitutes 33 possible

positions for each phase.

7. Residential load profiles for both real and reactive power loads have been used and are shown

in Fig. 2.4.

8. A PV module is installed at every node at which constant-power load is present with a

capacity of 50% of peak load at that node. For example, since there is a 40-kW constant

power load at phase a of bus 4, there is also a 20-kW DG installed at phase a of bus 4. By

this process, a total of 967.5 kW distributed generation has been considered in this system.

Appendix B presents more details about load and generation.

9. The generated powers of PVs are assumed to follow the curve PPV (h) shown in Fig 2.4.

From those curves of Fig. 2.4, for any particular hour, the amount of PV generation is

obtained using Eq. (2.38), which, in turn, represents a negative constant power load for this

particular hour.

P ip
G (h) = PPV (h)P

ip
PV rated (2.38)

Therefore, by following the curve shown in Fig. 2.4, the PV generation is actually repre-

sented as a variable negative constant power load on an hourly basis. For any particular

value of negative constant power load, the corresponding values of I ipGx and I ipGy are calcu-

lated from Eqs. (2.14) and (2.15). Similarly, real and reactive loads follow the curves P (h)

and Q(h) in Fig. 2.4, respectively. The load and generation profiles are based on [77].

10. All constant-impedance and constant-current loads are converted into constant-power load

but no DG is assumed to be connected at those buses.

Initially, the optimization procedure has been carried out over a period of 24-h with 1 hour time

step (hmax = 24, h = 1) following the philosophies laid down in [19, 20] . All loads have been

assumed to follow the same profile. While this type of uniform behaviour is less likely in reality,

it could provide a representation of possible highest rate of load variation. Residential load profile

has been used for all constant power loads.

As discussed earlier, the ratings of the PV generators are 50% of the rated constant-power

load connected at the same bus. While 50% PV penetration level might be over-optimistic, the
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Figure 2.3: Modified IEEE 123 bus system.

value was chosen so that the rate of variation of distribution generation is significantly high. All

generations have been chosen to follow the same profile for the same reason adopted for varying

the load profile.

2.5.2 Simulation Studies

A number of simulation studies have been performed to study the behaviour of the system under

the proposed optimization approach. Several combinations of α, β and γ have been adopted and

are given in Table 2.2. It is to be noted that these weighting factors have been chosen arbitrarily.

Actually, these weighting factors signify the relative importance of various objective functions,

which, in turn are dependent on the perception of distribution network operator (DNO) concerned.

Now, any perception is quite subjective and can vary quite widely from one DNO to another. How-

ever, the proposed algorithm should be applicable over the possible wide variation of perception

of the DNOs and to validate that, the values of α, β and γ have been chosen over a wide range

(between 0 and 1).

These cases have been compared using different indices i.e. total line losses, number of switch-

ings of OLTC, SC, and SVC, bus voltage magnitude index and line voltage drop magnitude index

for the system with 4 OLTCs (R1 - R4 ), 4 SC (C1-C4) and 1 SVC (SVC1) as shown in Fig. 2.3.
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Figure 2.4: Real load (P (h)), reactive load (Q(h)) and photo-voltaic (PPV (h))

generation profile.

It is to be noted that the SVC, the capacitor C1 and the OLTCs R1 and R4 are three-phase devices.

OLTC R2, shunt capacitors C2-C4 are single-phase ones while R3 is a two-phase device.

The voltage magnitude index (VMI) as defined in Eq. (2.39) indicates the closeness of system

voltages to their rated values. The smaller the value of VMI is, the closer are the bus voltage

magnitudes to their rated values. As there are a number of OLTCs installed in the network (for

example R2, R3, and R4), there is possibility for jumps in voltage magnitude in the voltage profile

of the system. Therefore, VMI alone is not always a good index for flatness of the system voltage

profile. Hence, Line Voltage Drop Magnitude Index (VDMI) as defined in Eq. (2.40) is used to

represent the flatness of the voltage profile in a better way.

VMI =
23∑
h=0

c∑
p=a

nBUS∑
i=1

(1− |Ēp
i |)2 (2.39)

VDMI =
23∑
h=0

c∑
p=a

nF∑
i=1

(
|Ēp(bsF )| − |Ēp(brF )|

)
(2.40)
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Table 2.2: Choice of α, β and γ for case studies

Cases A B C D E F

α 1.00 0.90 0.80 0.70 0.60 0.50

β 0.00 0.05 0.10 0.15 0.20 0.25

γ 0.00 0.05 0.10 0.15 0.20 0.25

Cases G H I J

α 0.40 0.30 0.20 0.10

β 0.30 0.35 0.40 0.45

γ 0.30 0.35 0.40 0.45

Each of the case studies shown in Table 2.2 has been carried out under eighteen control strate-

gies as shown in Table 2.3. In uniform operation of OLTCs, SCs or SVCs, the same settings are

used in all phases. When different settings among phases are allowed, OLTCs, SCs or SVCs are

in non-uniform operation. It is to be noted that for uniform (non-uniform) operation of SVC, the

equality relation given in Eqs. (2.2) and (2.6) are valid (non-valid).

Below, the performance of different strategies vis-a-vis different indices are discussed.

2.5.2.1 Total Line Losses

Total line losses of all cases for different strategies are given in Table 2.4 and these are also shown

graphically in Fig. 2.5(a). The values of minimum, maximum, mean and standard deviation of

losses over all cases and strategies are 945.76, 1058.98, 986.93, 50.78 kWh, respectively. Thus,

these losses are rather close to each other.

It can be seen that the strategy with only SVC (strategies I and II) has the highest loss. Further-

more, strategies III-VI involving SVC and SC, have also higher losses than other strategies with

OLTCs (strategies VII - XVIII). This is expected because strategy I-VI has only reactive power

compensation while strategies VII-XVIII have both OLTC and reactive power compensation. Note

that top two most efficient strategies are strategies VII and XI, respectively. In both strategies, all

devices operate non-uniformly. It is also found that non-uniform operation of OLTCs corresponds

to better energy efficiency than uniform operation of OLTC. In addition, when OLTCs operate non

uniformly, non-uniform operation of reactive power compensators leads to lower losses than uni-
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Table 2.3: Definition of Strategies of Operation of Controllers

Controller Group Strategy
Operation∗

OLTC SVC SC

SVC
I - NU -

II - U -

SVC+SC

III - NU NU

IV - NU U

V - U NU

VI - U U

OLTC+SVC

VII NU NU -

VIII NU U -

IX U NU -

X U U -

OLTC+SVC+SC

XI NU NU NU

XII NU NU U

XIII NU U NU

XIV NU U U

XV U NU NU

XVI U NU U

XVII U U NU

XVIII U U U

∗ NU = non- uniform, U=uniform
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Table 2.4: Losses corresponding to each case and strategy in kWh.

A B C D E F G H I J

I 998.92 998.92 998.92 998.92 998.92 998.92 998.92 998.92 998.92 998.92

II 998.97 998.97 998.97 998.97 998.97 998.98 998.98 999.14 999.17 998.98

III 997 998.94 998.94 998.94 998.94 998.94 998.94 998.94 998.94 998.94

IV 997 998.94 998.94 998.94 998.94 998.94 998.94 998.94 998.94 998.94

V 997.52 998.99 998.99 998.99 998.99 998.99 998.99 998.99 998.99 998.99

VI 997.52 998.99 998.99 998.99 998.99 998.99 998.99 998.99 998.99 998.99

VII 891.86 891.91 892.00 891.99 892.24 892.36 892.43 892.62 893.01 894.34

VIII 892.70 892.73 892.84 893.44 893.06 893.04 893.39 893.77 894.28 896.26

IX 897.35 897.36 897.40 897.66 897.70 897.71 897.74 897.85 897.87 897.86

X 900.40 898.02 898.05 898.07 898.21 898.21 898.43 898.84 900.77 900.84

XI 890.97 891.94 892.02 892.01 892.23 892.38 892.52 892.79 893.00 894.14

XII 890.96 891.93 892.02 892.03 892.23 892.39 896.35 892.85 892.86 894.14

XIII 891.75 892.71 892.82 892.91 893.05 893.07 893.42 893.54 894.37 894.99

XIV 891.77 893.33 893.42 892.86 893.11 893.07 899.71 893.39 894.37 895.01

XV 896.39 897.36 897.42 897.66 897.71 901.19 897.74 897.86 897.83 898.15

XVI 896.37 897.36 897.42 897.66 897.69 897.71 897.74 897.85 898.11 898.14

XVII 896.94 898.01 898.05 898.07 897.69 898.11 898.33 898.55 900.81 900.87

XVII 896.92 898.01 898.05 898.06 898.20 898.21 898.44 898.82 900.80 900.86

form operation of reactive power compensators. In general, non-uniform operation gives greater

freedom and hence lower losses as compared to uniform operation.

2.5.2.2 Voltage Profile

Values of voltage magnitude index for all cases under different strategies are given in Table 2.5

and are graphically shown in Fig. 2.5(b). The values of minimum, maximum, mean and standard

deviation of VMI over all cases and strategies are 2.143, 18.019, 11.826, 6.825, respectively. It

is to be noted that the smaller values of VMI are, the closer the voltage magnitudes to their rated

values are. Fig. 2.5(b) shows that strategies I - VI which do not have OLTCs have lower values of

VMIs than strategies VII - XVIII which have OLTCs. This is expected since OLTCs can increase

magnitudes of voltages and thereby decreasing the total line losses. Moreover, Fig. 2.5(b) shows

that strategies in which OLTCs operate non-uniformly have higher VMI than ones in which OLTCs

operate uniformly (VII vs IX, VIII vs X, XI vs XV, XII vs XVI, XIII vs XVII and XIV vs XVIII.)

However, as VMI is the sum total of (24 × 3 × nB) squared values (Eq. 2.39), there is not
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(a) Losses (b) VMI

(c) VDMI (d) VUI

(e) number of switchings

Figure 2.5: Comparison of different combination of cases and strategies based

on losses, VDMI, VMI, VUI and number of switchings.
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Figure 2.6: Bus voltage magnitudes at several time for strategy XV and case J

(top = phase a, middle = phase b, bottom = phase c).

much difference between the voltage profiles of strategy I - VI, as the values of VMI for these six

strategies do not differ much. Similar conclusion can also be drawn for strategies VII-XVIII.

Some representative bus voltage magnitude profiles of the system for strategy XV-case J is

shown in Fig. 2.6. From this figure, it is observed that the bus voltage profiles for strategy XV are

quite flat and close to each other.

Further, the values of VDMI for different combination of cases and strategies are shown in Fig.

2.5(c). The corresponding numerical values are given in Table 2.6. The values of minimum, maxi-

mum, mean and standard deviation of VDMI over all cases and strategies are 2.270, 2.415, 2.340,

0.039 p.u., respectively. Thus, these values of VDMIs are rather close to each other. The values of

VDMI corresponding to strategies without OLTCs (I-VI) are higher than those corresponding to

strategies with OLTCS. However, all values of VDMI are small and, hence, the proposed method

is able to flatten the voltage profiles effectively.

Moreover, Fig. 2.5(a) shows that losses of strategies without OLTCs are higher than strategies
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Table 2.5: VMI corresponding to each case and strategy.

A B C D E F G H I J

I 2.21987 2.21992 2.21992 2.21992 2.21992 2.21992 2.21992 2.21992 2.21992 2.21992

II 2.22522 2.22601 2.22589 2.22555 2.22379 2.22449 2.22448 2.20292 2.20255 2.22515

III 2.14285 2.21992 2.22016 2.22016 2.21992 2.21992 2.21992 2.22016 2.21992 2.21992

IV 2.14289 2.21992 2.21992 2.21992 2.21992 2.21992 2.21992 2.21992 2.21991 2.21986

V 2.15043 2.22487 2.22487 2.22487 2.22551 2.22551 2.22551 2.22486 2.22487 2.22486

VI 2.15026 2.22551 2.22551 2.22487 2.22486 2.2255 2.22486 2.22485 2.22485 2.22481

VII 17.5467 18.0155 17.9356 17.9083 17.5987 17.5204 17.4953 17.6895 17.5047 17.1745

VIII 16.0961 17.5114 17.3309 17.0676 17.1533 17.0768 17.0762 16.9792 16.7199 16.4064

IX 16.0961 16.6164 16.5771 16.2318 16.4919 16.4831 16.5092 16.4328 16.4212 16.3532

X 15.2246 15.8102 15.7939 15.644 15.4097 15.4013 15.4218 15.4222 15.7295 15.6429

XI 17.4326 18.0102 17.9244 17.8751 17.6042 17.5122 17.7071 17.5318 17.4495 16.5475

XII 17.4348 18.0185 17.9302 17.8524 17.6041 17.5017 17.5825 17.529 17.47 16.5464

XIII 17.1116 17.5453 17.3279 17.152 17.1211 17.009 17.0101 16.7948 16.6237 16.2685

XIV 17.0904 17.5126 17.3115 17.261 17.1179 16.8634 16.8632 16.8533 16.5379 16.2412

XV 16.0042 16.6142 16.5539 16.2261 16.4785 16.4732 16.4945 16.4213 16.3763 16.2658

XVI 16.0061 16.6137 16.5556 16.2261 16.4855 16.4785 16.4945 16.4283 16.3106 16.2729

XVII 15.5166 15.8028 15.7736 15.6172 15.5426 15.5356 15.5546 15.5706 15.65 15.6022

XVIII 15.4736 15.8028 15.7736 15.6295 15.394 15.3871 15.406 15.4206 15.6617 15.6147

with OLTCs. Fig. 2.5(b) supports this by showing that the values of VMIs of strategies without

OLTCs are lower than the strategies with OLTCs. In addition, Figs. 2.5(a) and 2.5(c) show that

losses and VDMI are highly correlated since losses of a line depends linearly on voltage drop over

that line.

2.5.2.3 Voltage Unbalance

Fig. 2.5(d) shows maximum voltage unbalance index over all buses and time periods for each

combination of case and strategy. The corresponding numerical values are given in Table 2.7. It is

shown that these values are well within the maximum limit of 2%. Hence, in terms of unbalance

of voltages, the proposed method is effective for any combination of case and strategy.

2.5.2.4 Number of Switchings

The total number of switchings for different combinations of cases and strategies are given in Fig.

2.5(e). The corresponding numerical values are shown in Table 2.8. Case A (which minimizes
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Table 2.6: VDMI corresponding to each case and strategy.

A B C D E F G H I J

I 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812

II 2.38848 2.3886 2.38848 2.38864 2.38788 2.38845 2.38845 2.37727 2.37884 2.38845

III 2.36174 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812

IV 2.36174 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38812 2.38811 2.38809

V 2.36806 2.38862 2.38862 2.38862 2.38862 2.38862 2.38862 2.38861 2.38861 2.38861

VI 2.36806 2.38862 2.38862 2.38861 2.38861 2.38861 2.38861 2.3886 2.3886 2.38858

VII 2.29903 2.30339 2.30602 2.30513 2.30984 2.31312 2.31545 2.32748 2.32859 2.31825

VIII 2.29229 2.33288 2.33488 2.28806 2.33824 2.32748 2.3445 2.3454 2.33173 2.39701

IX 2.29229 2.30647 2.30251 2.30165 2.30483 2.30488 2.29103 2.28932 2.28935 2.28524

X 2.35131 2.33071 2.33444 2.32663 2.32167 2.32167 2.33207 2.32877 2.35285 2.35315

XI 2.2752 2.30249 2.30649 2.3056 2.30365 2.31301 2.32864 2.32862 2.32457 2.28492

XII 2.27377 2.30244 2.30512 2.30379 2.30361 2.31411 2.35874 2.32864 2.31919 2.28513

XIII 2.27135 2.33144 2.33356 2.33135 2.33692 2.32608 2.34336 2.33383 2.33076 2.32224

XIV 2.27419 2.35132 2.35153 2.33112 2.33705 2.41462 2.39012 2.33333 2.36779 2.31378

XV 2.2704 2.30574 2.30209 2.30104 2.30439 2.30441 2.29039 2.28885 2.28462 2.28443

XVI 2.2699 2.30574 2.30208 2.30104 2.30435 2.30438 2.29039 2.28882 2.2842 2.28437

XVII 2.28662 2.32941 2.33317 2.3254 2.32261 2.32265 2.30977 2.31734 2.35175 2.35432

XVIII 2.28719 2.3294 2.33317 2.32536 2.32036 2.3204 2.30751 2.32744 2.35171 2.35425

only the loss) has the highest number of switchings for all strategies. Total number of switchings

in cases B-J are much smaller than that for case A.

2.5.3 Overall comparison

In order to select the best combination of strategy and case, Fig. 2.7 shows the average values of

losses, VDMIs, VMIs, VUIs and numbers of switching corresponding to each case. For each case,

the average is calculated over 18 strategies. Figs. 2.7(a) - 2.7(d) show that the average values of

losses, VDMI, VMI and VUI do not vary much with cases. On the other hand, Fig. 2.7(e) shows

that the average number of switchings varies significantly with the weights of objective functions.

Hence, in this work, case J, which corresponds to α = 0.1, β = γ = 0.45, is selected as the best

case in terms of number of switchings. Since losses of each case are very close to each other, case

J is concluded as the best one.

Moreover, Fig. 2.8(a) compares different strategies based on average values of the same in-

dices. For each strategy, the average is calculated over 10 cases. Figs. 2.8(a) and 2.8(b) show that
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(a) Average losses (b) Average VDMI

(c) Average VMI

(d) Average VUI (e) Average number of switchings

Figure 2.7: Comparison of cases based on average losses, VDMI, VMI, VUI

and number of switchings.
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(a) Average losses (b) Average VDMI

(c) Average VMI

(d) Average VUI (e) Average number of switchings

Figure 2.8: Comparison of strategies based on average losses, VDMI, VMI,

VUI and number of switchings. Since case A does not minimize number of

switchings, it is not included in the calculation of average number of switchings.
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Table 2.7: VUI corresponding to each case and strategy.

A B C D E F G H I J

I 0.526817 0.526817 0.526817 0.526817 0.526817 0.526817 0.526817 0.526817 0.526816 0.526809

II 0.534178 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177

III 0.541123 0.526817 0.526817 0.526817 0.526817 0.526817 0.526817 0.526817 0.526816 0.526809

IV 0.541123 0.526817 0.526817 0.526817 0.526817 0.526817 0.526817 0.526817 0.526816 0.526809

V 0.572913 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177

VI 0.572913 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177 0.534177

VII 0.187667 0.38868 0.38868 0.38868 0.38868 0.396383 0.396399 0.396399 0.396399 0.396289

VIII 0.507032 0.570251 0.336201 0.561362 0.336201 0.336201 0.336197 0.336197 0.336197 0.385597

IX 0.507032 0.460787 0.460787 0.460787 0.460787 0.460787 0.510253 0.50839 0.50839 0.508332

X 0.526475 0.482175 0.482175 0.482175 0.482175 0.482175 0.482175 0.483823 0.483823 0.483792

XI 0.18895 0.3891 0.3891 0.3891 0.3891 0.396678 0.396694 0.396694 0.396694 0.396599

XII 0.18895 0.3891 0.3891 0.3891 0.3891 0.39781 0.396694 0.396694 0.396694 0.396599

XIII 0.182371 0.336201 0.336201 0.336201 0.336201 0.336201 0.336197 0.336197 0.336197 0.385594

XIV 0.131664 0.336201 0.336201 0.336201 0.336201 0.336201 0.336197 0.336197 0.502776 0.385594

XV 0.513904 0.460787 0.460787 0.460787 0.460787 0.460787 0.50839 0.50839 0.50839 0.508325

XVI 0.513904 0.460787 0.460787 0.460787 0.460787 0.460787 0.50839 0.50839 0.50839 0.508332

XVII 0.527099 0.482176 0.482176 0.482176 0.482176 0.482176 0.483824 0.483824 0.483824 0.483784

XVIII 0.523338 0.482176 0.482176 0.482176 0.482176 0.482176 0.483824 0.483824 0.483824 0.483792

the average values of losses and VDMI for different strategies are close to each other. Figs. 2.8(c)

and 2.8(e) show that the values of VMI and number of switchings corresponding to strategies with-

out OLTCs are lower than those corresponding to strategies with OLTCs. However, Fig. 2.8.(a)

shows that strategies I-VI have higher losses than strategies VII-XVIII. Hence, strategies I-VI are

not considered further.

Furthermore, Fig. 2.8(e) shows that strategy XV has the lowest number of switchings. More-

over, Fig. 2.8(d) shows that the VUI values for all strategies are well within the allowable maxi-

mum limit. Furthermore, in term of losses and VDMI, strategies VII-XVIII are very close to each

other. Lastly, although strategy XV does not have the lowest values of VMI, it possesses a VMI

value which is reasonably close to the lowest VMI value (among the strategies VII-XVIII). There-

fore, strategy XV, in which OLTCs operate uniformly while SVC and SC operate non-uniformly,

is selected as the best strategy. Furthermore, as an illustration, the voltage profiles corresponding

to strategy XV at hours 6, 12 and 20 are shown in Fig. 2.9.
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Table 2.8: Total number of switchings corresponding to each case and strategy.

A B C D E F G H I J

I 6 0 0 0 0 0 0 0 0 0

II 21 3 3 0 3 0 0 3 0 0

III 78 0 0 0 0 0 0 0 0 0

IV 96 0 0 0 0 0 0 0 0 0

V 111 0 0 0 0 0 0 0 0 0

VI 29 0 0 0 0 0 0 0 0 0

VII 86 23 20 20 20 19 18 16 15 10

VIII 83 34 21 23 21 19 18 18 16 7

IX 83 33 21 16 9 9 7 6 6 6

X 87 22 22 20 20 19 19 15 3 3

XI 210 23 20 21 20 19 16 15 16 9

XII 212 23 22 21 20 19 22 17 16 9

XIII 169 27 21 20 21 19 18 17 16 8

XIV 183 30 23 20 23 23 20 17 17 7

XV 175 33 19 16 9 9 6 6 8 5

XVI 182 33 19 16 9 9 6 6 8 6

XVII 207 22 20 19 19 19 19 17 5 2

XVIII 201 22 20 20 19 19 19 15 5 3

2.5.4 Computational Burden

All simulation studies have been carried out on a personal computer with Intel Xeon E5420 2.5

GHz CPU, 4 GB memory and windows 7 as the operation system. For solving (P2.0) and (P2.2),
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Figure 2.9: Voltage profile at hours 6 12 and 20 corresponding to strategy XV.

bonmin (Basic Open-source Nonlinear Mixed INteger programming) was used [162]. IPOPT (Inte-

rior Point OPTimizer) 3.10.1 was used for solving (P2.1) [161,163]. The AMPL (A Mathematical

Programming Language) was used as modelling language [164]. Table 2.9 shows various perti-

nent details of the problem addressed in this chapter. This table also shows that due to a very large

search space, the original problem P2.0 was unsolved even after 8 hours. However, the proposed

two-stage approach could solve the formulated problem (P2.1 and P2.2) in less than 10 minutes

(for a study horizon of 24 hours).

2.5.5 Further Issues

Before concluding the chapter, several other important issues also need to be addressed as dis-

cussed below.

2.5.5.1 Optimality of the Solution

The obtained solutions described in Sections 2.5.2 and 2.5.3 above could not be checked for opti-

mality. Actually, for checking the optimality, a Monte-carlo simulation (MCS) study, in which all

the possible combinations of the positions of the voltage control devices are checked, needs to be

carried out. Now, in the system under study, there are 9 (equivalent single phase) OLTCs, 3 (equiv-

alent single phase) SVCs and 6 (equivalent single phase) SCs. Each OLTC and SC has 33 and

9 possible tap positions, respectively, while each SVC has 6 possible values of XSL. Therefore,
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Table 2.9: Comparison of Computational Burden

Mean compu- P0 was unsolved after 8 hour

tation time Total 1 P1 and 24 P2s < 10 minutes

Original Continuous Variables 47950

MINLP Binary Variables 600

NLP Continuous Variables 48550

Binary Continuous Variables 1926

NLP Binary Variables 15

Search MINLP (24h) 2600+24

space Binary-MINLP (per-hour) 215

the total number of possible combinations is 339 × 63 × 96. Now, the average computational time

for evaluating a single combination is about 0.3 seconds. Therefore, with available computational

resources, the total time required for checking all the combinations would be 5.07×1013 years. As

a result, the MCS study could not be undertaken and thus, the optimality of the obtained solution

could not be checked.

2.5.5.2 Performance under different load curves

In this chapter, the load profile shown in Fig. 2.4 has been considered so far. To investigate

the applicability of the proposed algorithm for different other load profiles, real and reactive load

profiles shown in Fig. 2.10 and 2.11, respectively, have been furthered considered along with the

same generation profile shown in Fig. 2.4 [77].

The values of total losses and number of switchings corresponding to strategy XV for all cases

of different load profiles are shown in Fig. 2.12 and Fig. 2.13, respectively. Fig. 2.12 shows

that the losses are close to each other. However, Fig. 2.13 shows that more switching operation

are needed in case of commercial and industrial profiles as compared to the residential profile. In

addition, mean computation time for solving the subproblem (P2.1) and (P2.2) over all cases are

shown in Table 2.10 which shows that there is small difference in terms of computational burden

for commercial and residential loads. However, for industrial loads, the computational burden is

relatively high. This is due the the fact that the profile of industrial load has more drastic variations
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Figure 2.10: Different real power load profiles for comparison of performance

of strategy XV.

Table 2.10: Comparison of Computation Time of Different Load Profiles

Profile Mean Computation Time

P1 (seconds) P2 (seconds)

Commercial 25.03 7.93

Industrial 67.70 7.68

Residential 27.32 12.95

as (compared to residential and commercial loads) and therefore, the problem P1 (which takes

into account the load profile of the entire day) is harder to solve for industrial loads. However,

the computational burden corresponding to P2 (which takes into account only one-hour ahead

prediction) are quite similar to each other.

2.5.5.3 24-hour ahead versus 1-hour ahead optimization

In the results presented so far, the voltage regulation problem has been solved for the next 24 hours

period in which the entire load (generation) variation for the next 24 hours has been considered

in the optimization process. On the other hand, the voltage regulation problem can also be solved
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Figure 2.11: Different reactive power load profiles for comparison of perfor-

mance of strategy XV.

Figure 2.12: Comparison of total losses for different load profiles using strategy

XV for all cases.
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Figure 2.13: Comparison of total number of switchings for different load pro-

files using strategy XV for all cases.

by an hour-by-hour optimization procedure (again for the next 24 hours period). It would be

instructive to compare the results of these two different approaches. Table 2.11 shows such a

representative result corresponding to strategy XV, case J. From this table it is observed that the

number of switchings, losses and total computation time are more with hour-by-hour technique (as

compared to those for 24-hour optimization procedure). On the other hand, quality of forecasted

data is high with hour-by-hour optimization procedure [119]. Therefore, neither method can be

considered to be superior to the other one and, hence, depending on the objective of the DNO, the

most appropriate method should be chosen.

It is to be noted that the one hour ahead dispatch can also be used effectively if there is a

large difference between the forecasted and actual load and generation pattern. In case of this

large difference (between the actual and the forecasted generation and load pattern), the optimum

values calculated with 24-hour ahead dispatch would no longer be valid. In that case, the one hour

dispatch would be adopted with one-hour ahead forecasted values of load and generation patterns

(which are expected to be quite accurate) and the resulting settings of OLTCs, SCs and SVC slopes

would be implemented.
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Table 2.11: 1-hour versus 24-hour optimization

Simulation Interval 1-h 24-h

Losses (kWh) 980.32 951.90

number of switchings 12 5

Number of P1 runs 24 1

Number of P2 runs 24 24

Total computation time (seconds) 30.7 88.6

Forecast quality better worst

Table 2.12: Real and reactive power load and generation profiles

h P (h) Q(h) PPV (h)

12:00 0.95 0.8 0.95

12:01 0.95 0.8 0

12:02 0.95 0.8 0.95

2.5.5.4 Fast Moving Clouds Effects

The PV generation profile depicted in Fig. 2.4 is valid for a clear day without any clouds. In

reality, many days are cloudy. In particular, when fast moving cloud is passing above a distribution

network with high penetration of PV, power fluctuation with high rate of change may exist in the

networks.

The proposed approach, using one time step (hmax = h = 1), can be used in this kind of

situation for voltage regulation because it can be solved in less than 1 minute. The delay time

of OLTC is around 2-3 minutes. Therefore, by the time the tap position of an OLTC is to be

changed, one run of the proposed algorithm can be completed to obtained the settings of the control

variables. For illustration, a sudden change in PV generation between 12:00 and 12:02 hour as

shown in Table 2.12 has been assumed. The variation of real and reactive power loads in the same

period are also shown in Table 2.12. The proposed approach was implemented by using 1-minute

ahead forecast for two intervals between 12:00 and 12:02 hour corresponding to strategy XV. The

maximum computation time (over all cases A-J) has been found to be approximately 10 seconds
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Table 2.13: Optimal Settings of OLTCs, SCs and SVC

Time 12:00 12:01 12:02

OLTC

R1

a 8 8 8

b 8 8 8

c 8 8 8

R2 a 0 0 0

R3
a 1 1 1

c 0 0 0

R4

a 0 -6 -6

b 0 -6 -6

c 0 -6 -6

SVC
XSL

a 0.01 0.01 0.01

b 0.01 0.01 0.01

c 0.01 0.01 0.01

|Ēref
v | 1.0486 1.0461 1.0484

SC

C1

a 0 0 0

b 0 0 0

c 0 0 0

C2 a 0 0 0

C3 b 0 0 0

C4 c 0 0 0

which is small enough to determine the optimal values of the control variables before the next

sudden change in generation takes place. The optimal values of control variables at 12:00, 12:01

and 12:02 hours are shown in Tables 2.13 for strategy XV, case J. Therefore, the proposed method

is equally capable of voltage regulation in the presence of fast moving clouds. The OLTC R4

requires switching of 6 steps in less than one minute which may be a difficult task for conventional

OLTC. However, with fast-response tap changer proposed in [165], this task can be accomplished

easily.
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Furthermore, the proposed method requires accurate network model as well as accurate infor-

mation of loading and generating (from DG) conditions. At present, the required metering and

communication infrastructure for transferring these information to the central station does not ex-

ist in LV network. However, with the deployment of smart grid infrastructure, these information

are quite likely to be available in the central station in the near future. Moreover, for taking into

account the uncertainties of network impedances, loads and generation in the optimization pro-

cedure, robust optimization technique [128] can be adopted. These aspects are discussed in the

subsequent chapters.

2.6 Conclusion

In this chapter, a novel and fast two-stage approach for coordination between OLTC, SVC and SC

for voltage regulation in an unbalanced distribution system has been presented. Several strategies

for coordination among OLTCs, SCs and SVC have been considered. The performances of these

strategies has been compared on the basis of system power loss, voltage profile, and number of

switchings of OLTCs, SVC and SC. From this comparative study, it has been found that uniform

operation of OLTC and non-uniform operation of SVC and SC is most beneficial to the system.

Further, as the proposed approach takes less than 1 minute for solving the regulation problem

before it can be implemented, it can be used for hourly dispatch of OLTCs, SVC and SCs.

In the next chapter, a procedure for taking into account the uncertainties of loads and genera-

tions into the voltage regulation problem is described.
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3 — Robust Voltage Regulation in Distri-

bution System With Uncertain Gen-

eration and Load
As far as the laws of mathematics refer to reality, they are not certain;

and as far as they are certain, they do not refer to reality.

- Albert Einstein

Abstract

The last chapter assumes that load and generation are known perfectly. However, in practice,

there are always measurement as well as prediction errors. Therefore, this chapter assumes that

those quantities are uncertain. It discusses a robust optimization technique to solve the voltage

regulation problem in an unbalanced radial distribution system in the presence of uncertainties

in loads and distributed generation. The formulated problem is also a mixed-integer nonlinear

programming (MINLP). However, the two-stage approach used in Chapter 2, in particular the

second stage, requires high computation time. Therefore, the second stage is modified using the

absolute value constraints approach which results in a nonlinear optimization problem. Hence, the

two stages now are nonlinear optimization problems and require smaller computational time than

that of the approach of Chapter 2. To verify the robustness of the solution obtained by the proposed

method, extensive Monte Carlo simulations studies have also been carried out. The efficacy of the

proposed method has been tested in modified IEEE 123 bus unbalanced radial distribution system.

3.1 Introduction

DUE to various reasons, penetration of renewable-energy-based distributed generation (DG)

in distribution system will increase in the future. These DGs, such as wind and solar energy,

are highly intermittent and uncertain. Hence they can affect voltage regulation in distribution
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system adversely [62].

As a result, it is important to consider these uncertainties in voltage regulation problem. Uncer-

tainties can be considered using fuzzy logic [25,166], stochastic approaches [73,75,102,124,125,

167], interval arithmetic [104, 107], reachability set [126] or robust optimization technique [128].

Both fuzzy logic and stochastic approaches provide no guarantee that a solution will be always fea-

sible for all possible combinations of generations and loads. On the other hand, robust optimization

technique tries to find such guaranteed feasible solution [128]. Unlike stochastic approach (which

works on the basis of probability distribution of the uncertainties), robust optimization technique

considers the worst scenarios and finds a solution which is feasible in all possible scenarios. It is

to be further noted that the worst values of uncertain parameters are generally easier to identify

than their probability distributions. In spite of these potentials, only few applications of robust

optimization technique in voltage regulation problem are available in the literature.

In [168], on-load tap changer (OLTC), shunt capacitor (SC), and reactive power of distributed

generation are optimized to minimize the total losses. Initially, the AC optimal power flow (ACOPF)

equations are linearized and subsequently, the robust optimization technique described in [169,

170] is implemented on the linearized version of ACOPF. However, the formulation considers

only uncertainty in network admittances and has been tested only in a balanced network. In [171],

interval method and linear model of the network are used to consider uncertainties in a balanced

system. However, it considers neither distributed generator nor SC.

For considering the uncertainties in voltage regulation problem (VRP) of unbalanced distribu-

tion system, this chapter poses the VRP in an unbalanced radial system with uncertain distributed

generation and loads as a robust optimization (RO) problem based on the philosophy laid down

in [107, 128] and the monotonicity of voltage magnitudes vis-a-vis the variation of line power

flows in most of the normal situations [172–175]. Further, a computationally efficient two-stage

approach is developed to solve the proposed optimization problem. The salient features of the

proposed two-stage method are:

1. The second stage is a nonlinear optimization method, not a mixed integer nonlinear opti-

mization technique as in [20].

2. Each discrete variable is replaced by new set of constraints which have only continuous
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variables using absolute value constraint approach [176] and, therefore, the optimization

problem can be solved by commonly available solvers for solving a nonlinear programming

problem. This approach is different from [177] which augments the Lagrangian function by

quadratic penalty function which, as a result, requires a customized solver. Similarly, the

optimum multiplier technique used in [178] also requires a customized solver.

The rest of this chapter is organized as follows. Section 3.2 introduces the robust optimization

method. Section 3.3 discusses in detail the formulation of the robust voltage regulation problem.

Furthermore, Section 3.4 explains the two-stage approach to solve the voltage regulation problem.

Section 3.5 discusses the main results of this chapter obtained in a modified IEEE 123 bus system.

Finally, Section 3.6 concludes this chapter.

3.2 Robust Optimization

Mathematically, the voltage regulation problem can be formulated as,

minimize
c,d

f(c,d)

subject to g(c,d,p) = 0

h(c,d,p) ≤ 0

(P3.0)

where c,d and p are vectors of continuous variables, discrete variables and parameters, respec-

tively; f is the objective function; g is the vector of functions of equality constraints representing

physical nature of the distribution system, and h is the vector of functions of inequality constraints

representing physical and regulatory limits of variables. The details of the objective functions and

various constraints are given in the next section.

In practical situation, a distribution system operator needs to calculate the optimal values of

the settings of various controllers before the actual generations and loads happen. Further, these

controller settings should be effective even if the actual generation and loads vary within some

specified intervals such that the magnitudes of the three phase voltages as well as the amount of

unbalance in the three phase voltages remain within the stipulated limits. If such controller settings

are obtained, then the solution is immunized against uncertainty of loads and generations.

Mathematically, this can be done by defining a set of scenarios S = {s1, s2, ..., snS
} where a

scenario si includes values of fixed parameters and a possible set of values of uncertain parameters;
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and nS is the total number of scenarios. A solution is robust if it is feasible for all si. In order to

find the robust solution, problem (P3.0) is reformulated into problem (P3.1).

minimize
c,d

f(c,d,S)

subject to gi(c,d, si) = 0 ∀i ∈ 1, 2, ..., nS

hi(c,d, si) ≤ 0 ∀i ∈ 1, 2, ..., nS

(P3.1)

In problem (P3.1), since for every uncertain quantity (load or generation) there are infinite number

of possibilities, there are infinite number of possible si, i.e. nS = ∞. Hence, solving (P3.1) for

all possible si involves solving an infinitely large problem. Section 3.2.1 proposes an alternative

approach to identify a finite set of scenarios (nS < ∞) such that the solution of (P3.1) for these

scenarios ensures that all the other scenarios are taken care of in the final solution.

In this regard, it would be informative to compare robust optimization (RO) with stochastic

and non-robust (conventional) optimization (NRO) techniques. The exact values of parameters

(such as load and generation) are not needed in case of robust and stochastic approaches but are

needed in case of non-robust approach. Moreover, stochastic optimization requires the probability

distribution of the uncertain parameters. On the other hand, robust optimization requires only

the ranges of the uncertain parameters. The solution of robust optimization gives the ranges of

all voltages and currents in the network. The solution of stochastic optimization includes the

expected values of voltages and currents in the network. Therefore, the expected values of the

output quantities depend on the probability density function (PDF) of the input quantities and, as

a result, for a meaningful solution of a stochastic optimization problem, reliable information of

the PDFs is necessary. Lastly, the solution of conventional optimization gives the exact value for

each voltage or current in the network. Obviously, the accuracy of the exact values obtained by

the deterministic approach depend on the accuracy of the exact values of the input quantities. The

salient features of these three optimization methods are shown in Table 3.1.

3.2.1 Reduction of Total Number of Scenarios

The total number of scenarios can be reduced based on the monotonicity of magnitudes of volt-

ages against variation of line power flows in most of the normal situations [172–175]. Since the

grid code mandates that the voltage magnitude be maintained between 0.95 pu and 1.05 pu, the

monotonicity is generally valid for both real and reactive power flows in balanced and unbalanced
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Table 3.1: Qualitative Comparison among Robust, Stochastic and Conventional

Optimization Techniques

Type of Optimization

Robust Stochastic Non-Robust

(Conventional)

Exact value of a parameter Not needed Not needed Needed

Probability distribution

of parameters

Not needed Needed Not needed

Ranges of parameters Needed Not needed Not needed

Characteristic of an

output state variable∗

Range Probability distribution Exact value

∗state variables are defined in the first paragraph of Section 3.3.

systems [175, 179]. The monotonicity property allows the calculation of the boundaries of mag-

nitude of voltages in a balanced power system by solving two non-linear programming problems

at two sets of loading condition in which all loads are set at their corresponding maximum and

minimum values, respectively [107].

On the other hand, in an unbalanced network, due to the unbalance in mutual impedances,

voltage magnitudes may monotonically increase or decrease when the power flow increases [172,

173, 179]. Hence, the minimum magnitude of voltage at any particular phase of a bus does not

necessarily coincide with minimum magnitude of voltage of other phases of the same bus. Conse-

quently, application of method proposed in [107] in an unbalanced network requires different sets

of extreme situations.

The extreme cases can be identified by separating the generators and loads into the following:

1. Group A: three-phase DGs.

2. Group B: single-phase DGs connected at phase a.

3. Group C: single-phase DGs connected at phase b.

4. Group D: single-phase DGs connected at phase c.
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5. Group E: all loads.

Each group has two extreme cases corresponding to situations in which all generations (loads)

are set at their corresponding maximum and minimum values, respectively. Hence, total number

of combinations of extreme situations formed by those five groups are nS = 25 = 32. These

situations are taken as possible scenarios in this chapter.

The classification of generators into groups A - D is required to ensure that the extreme effects

of unbalance power injections from DGs are considered. On the other hand, group E consists of

all single and three-phase loads. Off course, the loads also could have been divided into separate

groups of single phase and three phase loads (similar to group A - D for DGs), but in that case, the

number of possible combination would have been nS = 28 = 256, which in turn, would make the

problem (P3.1) too huge to be solved by the computational resources available during the course

of the work of this chapter.

Based on the philosophy laid down in [107], this chapter conjectures that the set of extreme

scenarios largely defines the boundary of voltage in all buses and hence can be utilized in robust

voltage regulation problem. A robust solution satisfies all constraints of (P3.1) for all possible com-

binations of loads and generations within the given intervals. Upon extensive simulation studies,

this conjecture was found to be true (the details are given in Section 3.5).

Note that the work described in [167] also finds a finite set of scenarios (nS < ∞). However,

it uses probabilistic approach which also include non-extreme cases.

3.3 Problem Formulation

Robust voltage regulation in an unbalanced radial distribution system can be formulated as an op-

timization problem (P3.1) to find the optimal values of control variables considering all extreme

cases for minimizing certain objective function subjected to equality and inequality constraints.

The set of equality constraints represents Kirchhoff law of current, physical characteristics of the

distribution system elements, and consistency constraints. The set of inequality constraints repre-

sents physical and regulatory limits of the control variables and the state variables. The control

variables include taps position of OLTC, SC and static var compensator (SVC) slope as well as

SVC voltage reference value. The state variables include real and imaginary parts of voltages and

currents in the distribution network.
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3.3.1 Objective Functions

In this chapter, two objective functions have been considered. These are:

1. The total line losses, J5, given by

J5 =

nS∑
s=1

24∑
h=1

c∑
p=a

nBUS∑
i=1

nBUS∑
j=1,j �=i

rpij|Īpsij (h)|2. (3.1)

Note that when nS = 1, J5 in Eq. (3.1) is equivalent to J1 as defined in Eq. (2.7).

2. Total number of switchings operations over all time periods, J6, given by

J6 = J2 + J3 + J4 (3.2)

Finally, the composite objective function is formed as

f(c,d) = αJ5 + βJ2 + γ(J3 + J4), (3.3)

where α, β and γ are non-negative weighing factor with α + β + γ = 1. The objective in this

chapter is to minimize the function f(c,d).

3.3.2 Equality Constraints

For every time instant t, and scenario s, physical laws and characteristics of distribution system

elements define the following equality constraints [20, 150]. Majority of these constraints are

expanded from equality constraints of Chapter 2. In addition, a set of consistency constraints are

given in Eqs. (3.6) - (3.9).

3.3.2.1 Constant power load

The current of a constant power load L connected at phase p of bus i corresponding to time t in

scenario s, I iptsL , has the following real and imaginary parts:

I iptsLx =
P ipts
L Eipts

x +Qipts
L Eipts

y

(Eipts
x )2 + (Eipts

y )2
(3.4)

I iptsLy =
P ipts
L Eipts

y −Qipts
L Eipts

x

(Eipts
x )2 + (Eipts

y )2
. (3.5)

3.3.2.2 Other constraints

All sets of constraints in Chapter 2 must be extended in similar way as Eqs. (3.4) and (3.5).
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3.3.3 Consistency Constraints

The goal of robust optimization is to find the values of the control variables which would remain

constant over all scenarios such that the objective function is minimized subject to the equality

and inequality constraints. This leads to the following consistency constraints for all time and

scenarios.

3.3.3.1 OLTC

taptsmnp = tapt1mnp ∀(m,n), ∀s, ∀t (3.6)

3.3.3.2 SC

scipts = scipt1 ∀t, ∀s (3.7)

3.3.3.3 SVC

Slope constraints

Xpts
SLv = Xpt1

SLv, ∀v, ∀s, ∀t (3.8)

and voltage reference constraints,

Eref,ts
v = Eref,t1

v , ∀t, ∀s (3.9)

Note that the state variables, such as voltages and currents, are not subjected to consistency

constraints. Their values vary according to the scenarios and the control variables but must satisfy

inequality constraints discussed in the following subsection.

3.3.4 Inequality Constraints

Based on physical and regulatory limits, the following inequality constraints are considered for all

time t and scenario s.

3.3.4.1 Generic bus voltage magnitude limits

0.95 ≤ |Ēipts| ≤ 1.05 ∀i, ∀p, ∀t, ∀s (3.10)

if phase p of bus i is not connected to the secondary side of an OLTC.
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3.3.4.2 Voltage magnitude limits at an OLTC secondary bus

0.9 ≤ |Ēipts| ≤ 1.1 ∀i, ∀p, ∀t, ∀s (3.11)

if phase p of bus i is connected to the secondary side of an OLTC.

3.3.4.3 Voltage unbalance limits

For a three-phase bus i, IEC 61000-2-12 [160] specifies that

U ts
i = 100

|Ē2ts
i |

|Ē1ts
i |

≤ 2% ∀i, ∀t, ∀s (3.12)

3.3.4.4 Limits on OLTC taps

tapmin ≤ taptsmnp ≤ tapmax ∀(m,n), ∀p, ∀t, ∀s. (3.13)

where tapmin (tapmax) is the minimum (maximum) value of the position of a tap of an OLTC.

3.3.4.5 SVC limits

1. Slope

Xmin
SL ≤ Xpts

SLv ≤ Xmax
SL , ∀v, ∀p, ∀t, ∀s (3.14)

where Xmin
SL (Xmax

SL ) is the minimum (maximum) slope of an SVC,

2. Voltage reference

0.95 pu ≤ Eref,ts
v ≤ 1.05 pu, ∀v, ∀t, ∀s (3.15)

3. Reactive power

Qmin
v ≤ Qpts

v ≤ Qmax
v , ∀v, ∀t, ∀s (3.16)

where Qmin
v and Qmax

v are the minimum and maximum reactive power of an SVC v, respec-

tively.

In conclusion, the robust voltage regulation problem (P3.1) can be rewritten as

minimize
c,d

f(c,d)

subject to (3.4)− (3.16).

(P3.2)
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3.4 Methodology

The optimization problem (P3.2) is essentially a mixed integer nonlinear programming (MINLP)

problem involving both continuous and discrete variables. The continuous variables include the

voltage reference of an SVC, real and reactive voltage at all buses, real and reactive currents of all

loads, generators, SCs, SVCs, and lines. The discrete variables include tap positions of all OLTCs

and all SCs, as well as slopes of all SVCs. To solve this MINLP problem, a two stage optimization

approach which is based on [20] has been developed in this chapter.

1. Stage I

(a) Chose a time period t for which the voltage regulation problem is to be solved. This

time period t represents a time interval between t− 1:00 hour and t:00 hour.

(b) Assume each discrete variables di as a continuous variables c1i .

(c) The modified problem is now a non-linear programming (NLP) problem and is solved

using an interior point method [161].

(d) From the optimum values of relaxed discrete variables (denoted as cI∗k ), find the closest

possible discrete value that is lower than cI∗k and chose this value as the lower bound

dlbk .

2. Stage II

(a) For each kth discrete variable, define a new discrete variable d2k

d2k = dlbk + bkδk, bk ∈ {0, 1} (3.17)

where δk is the discrete step size of the kth discrete variable; and bk is the binary vari-

able associated with the kth discrete variable1. As a result, each discrete variable has

only two possible values which significantly reduces the discrete search space. Even

after this reduction, computational time can be significantly high for a moderate-sized

system such as IEEE 123 bus system or any larger system. To reduce the computational

burden further, a technique described below has been adopted.

1Note that Eq.(3.17) is equivalent to Eq. (2.37)
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(b) Using the approach of [176], each binary constraint given in Eq. (3.17) is replaced by

set of continuous constraints as given below:

dck = dlbk + bckδk, (3.18a)

bck −
1

2
= buk − blk, (3.18b)

1

2
= buk + blk, (3.18c)

bukblk = 0, buk ≥ 0, blk ≥ 0, (3.18d)

where dck is the continuous variable replacing the discrete variable d2k; the complemen-

tary constraints given in Eq. (3.18d) ensure that either blk or buk or both are zero [180].

In addition, the constraint given in Eq. (3.18c) ensures that either blk or buk is equal to

1/2. Hence, strict complementarity is ensured [180]. Consequently, the value of bck is

zero (one) if blk = 1/2 and buk = 0 (blk = 0 and buk = 1/2). Thus, the constraints

given in Eq. (3.18) use only continuous variable but still satisfy the constraint given in

Eq. (3.17).

(c) Thus, the modified problem is an NLP as shown below in (P3.3) which is solved using

an interior point method [161].

minimize
c

f(c)

subject to (3.4)− (3.16) and (3.18).

(P3.3)

(d) Let t = t+ 1.

(e) If t ≤ tmax = nT then repeat steps 1a) - 2d), otherwise stop.

The use of constraints given in Eq. (3.18) (instead of (3.17)) significantly reduces the computa-

tional time for practical voltage regulation application.

Furthermore, proper initial values can significantly improve the performance of an interior

point method. The following values have been used in this chapter. Initial values of real (imag-

inary) voltage at each bus are 1, -0.5 and 0.86603 (0, -0.86603 and 0.5) pu for phase a, b, and c

respectively; The lower bounds of OLTC taps, SC positions, SVC slope and reactive power of the

DGs have been used as their respective initial values. Initial values of auxiliary variables bi, bli and

bui are 0, 0.5 and 0, respectively and the initial value of voltage reference of SVC is 1 pu.
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Figure 3.1: The proposed implementation approach.

3.4.1 Implementation Issues

The robust VRP is using the flowchart shown in Fig. 3.1. In a particular hour, the central controller

computes the optimized control settings for the next hour based on the forecasted values of load

and generation. At the beginning of the next hour, these computed controller settings are sent

to the controllers (SVC, OLTC, and SC) for implementation through dedicated communication

channels. These settings are kept fixed throughout the hour. As the proposed method requires

forecasted values, the accuracies of the solution depends on the accuracies of the forecasted values.

However, the quality of modern day short term (one hour ahead) forecasting techniques is quite

high and, therefore, the quality of the obtained solution is also expected to be quite high. Note

that the expected errors of the forecasted quantities are considered in calculating the intervals of

uncertainties and, hence, are considered in the extreme scenarios.

In addition, in case of PV generation with fast moving clouds, if excessive power ramp is

detected or forecasted [181], the interval of uncertainties is updated and the proposed method

recalculates the new robust settings which, in turn, are resent to all controllers. It is to be further

noted that in this work, the local controllers have been assumed to be rendered ineffective as

these controllers, when acting alone (without coordination with other controllers), may not always

guarantee the voltages to be within the limits.
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3.5 Result and Discussion

3.5.1 Modified IEEE 123 Bus System

The proposed method was implemented in a modified IEEE 123 bus system shown in Fig. 2.3.

The following modification were made.

1. The given load values are assumed to be peak values.

2. At each phase of a bus with a constant-power load, there is a photo voltaic (PV) generation

with capacity of 50% of the rated load of the node. For example, since there is a 40-kW

constant power load at phase a of bus 4, there is also a 20-kW DG installed at phase a of bus

4. By this process, a total of 967.5 kW distributed generation has been considered in this

system. Appendix B presents more details about load and generation.

3. Constant-impedance and constant-current loads are converted into constant-power loads.

Further, no DG is assumed to be present at these buses.

4. The base profiles of loads and generations are given in Fig. 2.4. For considering uncertain-

ties, it is assumed that all loads and generations vary within ±10% from the values given in

Fig. 2.4.

5. An SVC is installed at bus 64 having a capacity of 3 × 250 kVAR (capacitive) and 3 × 250

kVAR (inductive).

6. A 3 x 250 kVAR three-phase capacitor is installed at bus 73.

7. Three 200 kVAR single-phase capacitors are installed at buses 100 (phase b), 102 (phase c)

and 103 (phase a), respectively.

8. Each SC is assumed as a capacitor bank with nc = 8 and, hence, scipSC ∈ {0, 1, 2, 3, ..., 8}.

9. The slope of an SVC has 6 possible discrete values corresponding to {0, 0.01, ..., 0.05}.

10. The position of an OLTC has 33 possible values corresponding to {−16,−15, ...,+15,+16}.
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3.5.2 Bounds of Voltage Magnitudes and Unbalance Indices

It is to be noted that the objective of robust optimization is to calculate the upper and lower bounds

of the variables of interest in the presence of given amount of uncertainties in load and generation

profile. If all of these bounds are feasible then the solution is robust. These bounds are calculated

as described below.

For each bus i, phase p and time t, the upper (lower) bound of voltage magnitude uip
mag (lipmag)

is calculated using

uipt
mag =

nS
max
s=1

|Ēipts| ∀i, p, t, (3.19)

and

liptmag =
nS

min
s=1

|Ēipts| ∀i, p, t, (3.20)

respectively.

In addition, the upper bound of VUI, ui
bal, is calculated using

uit
bal =

nS
max
s=1

U ts
i ∀i, t. (3.21)

Eq. (3.12) indicates that if upper bound of VUI is feasible then all VUIs are also feasible.

3.5.3 Scope of The Study and Results

For voltage regulation problem, both 24-hour ahead optimization and one-hour ahead optimization

have been studied in the literature. However, in this chapter, one-hour ahead optimization has been

chosen instead of 24-hour optimization due to the fact that nowadays, in comparison to medium-

term (24-hour ahead) forecasting error, the short-term (one-hour ahead) forecasting errors are quite

less and, therefore, more accurate solution can be obtained for one-hour ahead optimization.

In the last chapter, strategy XV was found to be the best one among strategies including all

voltage control devices. i.e. OLTC, SVC and SC. Therefore, in this chapter also, all these three

voltage control devices have been considered. In addition, Chapter 2 shows that the strategies XI-

XVIII have lower energy losses than other strategies and case J has lower number of switchings

as compared to other cases. Therefore, results corresponding to case J and strategies XI-XVIII are

presented below.

Furthermore, these strategies have been compared based on total number of switchings (J2 +
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Figure 3.2: Comparison of ELS and losses corresponding case J for strategies

XI - XVIII using approaches described in Chapter 2 and 3.

J3 + J4) and average energy loss per scenario (ELS) defined as

ELS =
J5
NS

;NS = 32. (3.22)

The values of ELS for these eight strategies corresponding to case J are shown in Fig. 3.2.

This figure shows that strategy XII (XVII) has the smallest (highest) average energy loss among

all strategies. Strategies in which OLTCs operate non-uniformly (XI-XIV) are associated with

lower losses than strategies in which OLTC operates uniformly (XV-XVII). Note that the mean

and standard deviation of ELS (corresponding to these eight cases) are 909.6 kWh and 2.5 kWh,

respectively. Thus, the values of those losses are arguably very close to each other. In addition, the

values of losses based on non-robust approach described in Chapter 2 are also shown in Fig. 3.2.

It is obvious that the robust solutions correspond to higher losses than non-robust solutions.

In addition, Fig. 3.3 shows the total number of switchings (J2+J3+J4) for those eight strategies

corresponding to case J using robust and non-robust approaches. The values of (J2 + J3 + J4)

when OLTC operates non-uniformly (Strategies XI - XIV) are lower than when OLTCs operate

uniformly (Strategies XV - XVIII). Fig. 3.3 also shows that strategies XI and XIII (XVI) have (has)

the smallest (highest) total number of switchings among all strategies in case of robust approach.

On the other hand, strategy XVII (XI) has the lowest (highest) number of switchings in case of

non-robust approach.
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Figure 3.3: Comparison of total number of switchings of different controllers

corresponding to the strategies XI-XVIII and case J using approach described

in Chapter 2 and 3.

The mean and standard deviation of the total number of switchings are 46.5 and 6.5, respec-

tively. Hence, its standard deviation is higher than that of ELS. Therefore the selection of the

best strategies can be based on total number of switchings. Since strategies XI and XIII have the

lowest number of switchings, any of the two can be selected as the best strategy. In addition, Fig.

3.2 shows that the two strategies have the same ELS but strategy XI has lower losses in non-robust

case. Therefore, Strategy XI is selected as the best strategy.

In addition, as an illustration, Figure 3.4 shows some examples of voltage profiles in the system

corresponding to strategy XI at hours 6, 12, and 20. As can be seen in the figure, profiles are

moving as the load and generation are changing. However, the proposed method is capable in

maintaing the profiles within limits.

3.5.4 Validation of The Proposed Method

For cross-validating the bounds calculated by the proposed method, these bounds have also been

calculated through Monte Carlo Simulation (MCS) technique. If the differences between the

bounds calculated by the proposed method and MCS technique are within some acceptable tol-

erance, then the proposed solution can be considered as robust and acceptable. The MCS was

performed with OpenDSS 7.6.3.22 [182] and Python 2.7.5 [183]. Since OpenDSS does not have
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Figure 3.4: Voltage profiles of the system using strategy Xi at hours 6, 12, 20

a model for SVC, for simplicity and without loss of generality, only OLTCs and SCs have been

considered in the verification process.

The boundary values of voltage magnitudes of phase a, b, and c (calculated using the proposed

method and MCS) for strategy XI and Case J are shown in Figs. 3.5, 3.6, and 3.7, respectively. The

upper (lower) bounds obtained by the proposed method and MCS are indicated by urob and umcs

(lrob and lmcs), respectively. These figures show that the upper and lower bounds of voltage mag-

nitudes obtained by the proposed method and MCS are all feasible and quite close to each other.

The maximum difference between the lower (upper) bounds calculated by the proposed method

and MCS are 0.79%, 0.19%, 0.23% (0.76%, 0.22%, and 0.35%) for phase a, b, and c, respectively

(calculated with respect to the bounds calculated by MCS). These results can be considered to be

quite acceptable for all practical purposes.

Similarly, Fig. 3.8 shows the upper bound of voltage unbalance index for strategy XI and Case

J. All values are below the upper limit of 2%. The robust bounds differ from the MCS bounds with

maximum error of 0.27% (calculated as absolute value of difference between robust and MCS

bounds).
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Figure 3.5: Bounds of bus voltage magnitude (in pu) for phase a corresponding

to the time interval between 12:00 and 13:00 hours.

Figure 3.6: Bounds of bus voltage magnitude (in pu) for phase b corresponding

to the time interval between 12:00 and 13:00 hours.

From Figs. 3.5-3.8, it is observed that most of the robust bounds contain their corresponding

MCS bounds. However, there are a number of MCS bounds which are not contained by the corre-

sponding robust bounds. To quantify these cases, a metric called non-containment distance (DNC)
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Figure 3.7: Bounds of bus voltage magnitude (in pu) for phase c corresponding

to the time interval between 12:00 and 13:00 hours.

Figure 3.8: Upper bounds of bus voltage unbalance index (in %) corresponding

to the time interval between 12:00 and 13:00 hours.

is defined as the maximum distance of an MCS bound from its robust bound. This is formulated

as

DNC = max
i,p

[
Dipl

NC , D
ipu
NC

]
, (3.23)
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Table 3.2: Non-containment Distances corresponding to Figs. 3.5 - 3.8

Figure Unit Max Dipl
NC MaxDipu

NC DNC

Fig. 3.5 pu 0.0055 0.0040 0.0055

Fig. 3.6 pu 0 0.0005 0.0005

Fig. 3.7 pu 0 0.0 0.00

Fig. 3.8 % not relevant 0.0072 0.0072

where its upper component Dipu
NC and lower component Dipl

NC are defined as follow

Dipu
NC =

⎧⎪⎨
⎪⎩
uip
mcs − uip

rob if uip
mcs > uip

rob

0 otherwise

(3.24)

and

Dipl
NC =

⎧⎪⎨
⎪⎩
liprob − lipmcs if lipmcs < liprob

0 otherwise

(3.25)

respectively. The smaller the value of DNC is, the robust bounds contain the MCS bounds better .

If DNC = 0, the robust bounds contain all MCS bounds. Note that DNC ≥ 0.

The values of DNC corresponding to Figs. 3.5 - 3.8 are shown in Table 3.2. The value of DNC

corresponding to the robust bounds of voltage magnitude at phase a and b are non-zeros because

they do not contain all their respective MCS bounds as shown in Figs. 3.5, 3.6, respectively. On the

other hand, the value of DNC corresponding to the robust bounds of voltage magnitude at phase c

is zero because the robust bounds contain all their respective MCS lower bounds as shown in Fig.

3.7. Furthermore, the value of DNC of voltage unbalance bounds is also non-zero.

Further, from these figures, it is observed that bounds (of voltage magnitudes and unbalance

indices) obtained by the proposed method are very close to the corresponding bounds obtained by

MCS. In addition, the values of DNC are small and the bounds are quiet far from their correspond-

ing limits. Therefore, if the voltage bounds obtained by RO are within limits, then after practical

implementation of the controller settings, the actual voltage bounds (taking place in the system) on

account of variation of load and generation uncertainties are guaranteed to be within the prescribed
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limits with good accuracies. Thus, the conjecture described in the Section 3.2.1 is verified with

very small amount of error. Hence, the proposed method gives a very good approximation of the

robust solution and is still useful for practical purposes.

3.5.5 Fast Moving Clouds

Fast moving clouds can be forecasted using full sky imagery technology [181]. Assume that the

required forecast for the next hour is available and that the generation profile in Fig. 2.4 is replaced

by a new PV profile shown in Fig. 3.9. This profile is based on an actual PV output at a site located

at UQ Centre, St. Lucia, Queensland, Australia measured on 13 December 2013 [184]. The

corresponding robust VRP, using strategy S3, has been solved and the obtained solution has been

compared with the solution corresponding to generation profile shown in Fig. 2.4. The comparative

results are shown in Table 3.3. As observed from Table 3.3, the total number of switchings on the

day with fast moving cloud is more than that on the day with no cloud. However, the difference in

ELS is quite small. Therefore, Table 3.3 indicates that rapid variation of generation corresponds to

higher price (in term of number of switchings and ELS) to achieve robust solution.

As an illustration, voltage profile at selected nodes in the network are shown in Fig. 3.10

(corresponding to the generation profile shown in Fig. 3.9). For the sake of brevity, the results

corresponding to the interval between 12:00 and 13:00 hour only is presented. The full profile

is available at [184]. Figure 3.10 shows the voltage profiles at three nodes i.e. phase a of bus

115, phase b of bus 29 and phase c of bus 68. From Fig. 3.10 it is observed that all these three

voltages are within limits. Fluctuation of generation shown in Fig. 3.9 are reflected also in the

profiles shown in Fig. 3.10. Note that those three nodes are located at different parts of the studied

network. Hence, the voltage profile of the whole network is within the prescribed limits.

Note that in solving the robust voltage regulation problem considering fast moving clouds, for

some one-hour intervals, use of constraints shown in Eqs. (3.18) makes the optimization problem

unsolvable. However, after introducing two inequality constraints as shown in Eq. (3.26) for each

equality constraint given in Eq. (3.18),

g(c) = 0→ g(c) ≤ 0 and g(c) ≥ 0 (3.26)

the optimization problem could be solved. The results shown in Fig. 3.10 have been obtained

following this approach.
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Table 3.3: Performaces of The Proposed Method for Different Situation

Situation
ELS Number of Switching

(kWh) OLTC SC SVC all

no cloud 907.7 20 20 0 40

fast moving cloud 1002 31 43 0 74

Figure 3.9: PV output profile of a sunny day with fast moving clouds based on

an actual per-minute measurement in Queensland, Australia between 12:00 and

13:00 hours.

.

3.5.6 Computational Burden Analysis

Table 3.4 shows an overview of the computational burden of each stage of the proposed method

corresponding to strategy XI and Case J for 24 one-hour RO problem for a day. Other strategies

have fewer number of variables and constraints than strategy XI and hence the analysis of com-
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Figure 3.10: Voltage profiles between 12:00 and 13:00 hours at three different

nodes in the network.

Table 3.4: Computational Burden for Strategi XI and Case J

Stage I Stage II

Number of runs 24 24

Number of variables 46419 46455

Number of constraints 64800 64854

putational burden for these strategies are not presented here. As the proposed method is capable

of solving the robust optimization problem in approximately one minute (the maximum computa-

tional time recorded was 60.14 sec out of 24 RO runs) even with large number of constraints and

variables (as shown in Table 3.4), this has the potential of future real-life application.

3.6 Conclusion

This chapter proposes a voltage regulation method in unbalanced radial distribution systems under

uncertainty in loads and generations based on robust optimization technique. The effectiveness of

the proposed method has been tested on 123 bus unbalanced radial network. Based on the detailed

simulation studies carried out in this chapter, following conclusion can be drawn:
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1. The proposed method guarantees that the bounds of magnitude and unbalance ratio of volt-

ages taking place in the system network will always remain within the prescribed limits even

in the presence of generation and load uncertainties.

2. The proposed method is fast enough for practical implementation, even under the condition

of fast moving clouds.

In the next chapter, uncertainty in the network configurations would be considered in the volt-

age regulation problem.
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4 — Voltage Regulation considering Mul-

tiple Network Topologies
A child’s first geometrical discoveries are topological.

If you ask him to copy a square or a triangle, he draws a closed circle.

- Jean Piaget

Abstract

Chapter 2 assumes no uncertainty and Chapter 3 focuses on uncertainty in load and generation

but neglects the uncertainty of topology of a distribution network. This chapter considers uncertain

network topology. While maintaining radial topology and serving all the customers, a number of

possible topologies may exist in a distribution system. Applying the approach discussed in Chapter

3, this chapter proposes a way to find the optimal setting of controllers which are feasible for any

of the pre-selected possible topologies of an unbalanced radial distribution network.

4.1 Introduction

IN addition to uncertainty in loads and generations, there is also uncertainty in topology of

distribution networks. The causes of the uncertainty may include the error in topology estima-

tion or dynamic network reconfiguration due to the change in prices of electricity, or uncertainty

in loads and generation in distribution networks. In future power market, it is possible to have

multiple supply point and time-varying price for a distribution network. In this situation, the net-

work reconfiguration would become more frequent to operate the distribution network at minimum

cost [133]. In addition, dynamic reconfiguration in which network topology is optimized based on

variation of loads and generation can increase the hosting capacity for distributed generation, in-

crease reliability and decrease losses in distribution network [132, 134–136]. Hence, uncertainty

in topology may increase significantly in the future. Moreover, the uncertainty of topology of a

distribution network significantly affects the probability density function of magnitudes of volt-

ages in the network [75]. Hence, it is important to consider the change in topology of a network in

73



operation and control of distribution system in general and in voltage regulation in particular.

The importance of considering the topology in voltage regulation problem is recognized in

[76, 185] which study voltage regulation problem and network reconfiguration problem together.

Note that the topology of a network is one of the control variables in these works. Hence, these

works do not consider network topology as an uncertainty.

There are few efforts in consideration of uncertainty of topology in operation of power sys-

tems. For example, control strategies which are not dependent on the network topology has been

studied in distribution network [64] or microgrid [105]. The method proposed in [64] is not an

optimization-based approach and, hence, does not seek an optimality. Moreover, an optimization

method is used in [105]. However, it does not include OLTCs nor SCs in their formulation. As far

as voltage regulation in distribution system with distributed generation is concerned, to the best of

the knowledge of this author, there has been no work in the available literature which considers the

uncertainty in topology.

Therefore, this chapter considers uncertain topology in voltage regulation problem of an un-

balanced radial distribution system with distributed generation. Following the approach of [105],

it finds a solution which is optimal over all pre-selected finite number of credible topologies in

which the system serves all the loads and operates in radial fashion. In this way, the solution will

be always feasible irrespective of the prevailing configuration of the network. The proposed ap-

proach is useful when voltage regulation and network reconfiguration operate independently from

each other either intentionally or by accident.

4.2 Voltage regulation considering multiple credible topologies

Assume that there is a set T of nτ number of possible radial topologies in which all loads can be

served,

T = {τ1, τ2, ..., τnτ}

where τi is the ith credible topology. A credible topology is one which is able to support all loads.

The optimization problem (P4.0) considers nτ topologies at the same time and is formulated as the

following:
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minimize
c,d

f(c,d,T)

subject to gi(c,d, τ i) = 0 ∀i ∈ 1, 2, ..., nτ

hi(c,d, τ i) ≤ 0 ∀i ∈ 1, 2, ..., nτ .

(P4.0)

The solution of Problem (P4.0) gives the optimal settings of the controllers that are feasible for

any topology τi ∈ T and, hence, is robust against uncertainty in topology. In the following, we

refer the approach used in this chapter as multiple-topology approach. Accordingly, we refer the

approach used in the previous chapters as single-topology approach.

4.3 Problem Formulation

Here, the voltage regulation problem is formulated as an optimization problem to minimize the

total line losses and number of switchings of controllers. All the constraints defined in Chapter 2

must be satisfied for all topologies τi ∈ T. The state variables considered here are the real and

imaginary parts of currents and voltages at all phases of all lines and buses of all topologies. The

control variables include OLTC taps position, values shunt capacitor, as well as SVC voltage and

droop settings.

4.3.1 Objective Functions

In this chapter, two objective functions have been considered. The objective function J1 defined in

Eq. (2.7) is now modified to consider multiple topology and becomes J7 as defined in Eq. (4.1).

J7 =
nτ∑
τ=1

24∑
h=1

c∑
p=a

nBUS∑
i=1

nBUS∑
j=1,j �=i

rpij|Īpτij (h)|2. (4.1)

Moreover, objective functions J2, J3 and J4 remain the same. Hence, the new objective function

for multiple topology case is now

J8 = αJ7 ++βJ2 + γ(J3 + J4) (4.2)

where α, β and γ are non-negative weighing factors with α + β + γ = 1. The objective of this

chapter is to minimize the function J8.

4.3.2 Equality Constraints

Similar to the constraints described in Chapter 3, the constraints in this chapter are modified ver-

sions of the constraints in Chapter 2. For example, real and imaginary parts of the currents of a
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constant-power load L are given by Eqs. (4.3) and (4.4):

I iptτLx =
P ipt
L Eiptτ

x +Qipt
L Eiptτ

y

(Eiptτ
x )2 + (Eiptτ

y )2
(4.3)

I iptτLy =
P ipt
L Eipts

y −Qipt
L Eiptτ

x

(Eiptτ
x )2 + (Eiptτ

y )2
. (4.4)

where I iptτLx and I iptτLy are real and imaginary parts of load currents connected at phase p of bus i

corresponding to time t and topology τ ; Eiptτ
x and Eiptτ

y are real and imaginary parts of voltages

at phase p of bus i corresponding to time t and topology τ ; P ipt
L and Qipt

L are real and imaginary

parts of load power connected at phase p of bus i corresponding to time t. It is to be noted that, for

a time period t, the quantities P ipt
L and Qipt

L are constant, as these are dependent on the load curve,

but not on topology.

Distributed Generation Distributed generations are considered as negative constant power loads.

For specified real and reactive power injections at bus i and phase p, real and reactive components

of currents are calculated using Eqs. (4.5) and (4.6), respectively.

I iptτGx =
P ipt
G Eiptτ

x +Qipt
G Eiptτ

y

(Eiptτ
x )2 + (Eiptτ

y )2
(4.5)

I iptτGy =
P ipt
G Eiptτ

y −Qipt
G Eiptτ

x

(Eiptτ
x )2 + (Eiptτ

y )2
(4.6)

where I iptτGx and I iptτGy are real and imaginary generator currents connected at phase p of bus i

corresponding to time t and topology τ ; P ipt
G and Qipt

G are real and imaginary parts of DG power

connected at phase p of bus i corresponding to time t.

Shunt Capacitor and Reactor For a shunt capacitor SC connected at phase p of bus i, the

following equality constraints must be satisfied:

I iptτSCx =
scipt

nc

+Eiptτ
y

X ip
SC

, X ip
SC < 0 (4.7)

I iptτSCy =
scipt

nc

−Eiptτ
x

X ip
SC

, X ip
SC < 0. (4.8)

Similarly, for a shunt reactor SR connected at phase p of bus i, the following equality constraints

must be satisfied:

I iptτSRx =
sript

nr

+Eiptτ
y

X ip
SR

, X ip
SR > 0 (4.9)
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I iptτSRy =
sript

nr

−Eiptτ
x

X ip
SR

, X ip
SR > 0. (4.10)

Note that the complex current of a shunt capacitor (reactor), I iptτSCx + jI iptτSCy (I iptτSRx + jI iptτSRy), leads

(lags) its terminal voltage, Eiptτ
x + jEiptτ

y , by 900. However, this does not necessarily means that

I iptτSCx = I iptτSRx
= 0 which happens only when Ey = 0.

SVC Based on the model of SVC described in Section 2.2, the following equality constraints are

must be satisfied:

Xat
SLv = Xbt

SLv = Xct
SLv. (4.11)

P spec
vp = Eptτ

x (bv)I
ptτ
vx + Eptτ

y (bv)I
ptτ
vy = 0, ∀p, ∀v, ∀t, ∀τ (4.12)

Qptτ
V = Eptτ

y (bv)I
ptτ
vx − Eptτ

x (bv)I
ptτ
vy ∀p, ∀v (4.13)

|Ēref,tτ
v | = E1,tτ

v (4.14)

Qatτ
v = Qbtτ

v = Qctτ
v (4.15)

It is noteworthy that Eqs. (4.11) and (4.15) is valid (non-valid) when SVC operates uniformly

(non-uniformly).

Series Components Distribution system series components i.e. feeders, transformers, OLTCs

can be mathematically described using the ABCD model [150]. Eqs. (4.16) and (4.17) represent

voltage constraints of the series components.

Etτ
x (b

s
S) = AxE

tτ
x (b

r
S)−AyE

tτ
y (b

r
S)

+ BxI
tτ
Sxr −ByI

tτ
Syr (4.16)

Etτ
y (b

s
S) = AxE

tτ
y (b

r
S) +AyE

tτ
x (b

r
S)

+ BxI
tτ
Sxr +ByI

tτ
Syr (4.17)
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Similarly, Eqs. (4.18) and (4.19) represent current constraints of the series components.

ItτSxs = CEtτ
x (b

r
S) +DItτSxr (4.18)

ItτSys = CEtτ
y (b

r
S) +DItτSyr (4.19)

Sequence Voltage Constratins Since voltage unbalance ratio is expressed in terms of positive

and negative sequence voltages, the folowing constraints also apply for all three-phase buses:

E1
xitτ =

1

3

(
Eiatτ

x + Eibtτ
x cos 120o − Eibtτ

y sin 120o + Eictτ
x cos 240o − Eictτ

y sin 240o
)

(4.20)

E1
yitτ =

1

3

(
Eiatτ

y + Eibtτ
y cos 120o + Eibtτ

x sin 120o + Eictτ
y cos 240o + Eictτ

x sin 240o
)

(4.21)

E2
xitτ =

1

3

(
Eiatτ

x + Eibtτ
x cos 240o − Eibtτ

y sin 240o + Eictτ
x cos 120o − Eictτ

y sin 120o
)

(4.22)

E2
yitτ =

1

3

(
Eiatτ

y + Eibtτ
y cos 240o + Eibtτ

x sin 240o + Eictτ
y cos 120o + Eictτ

x sin 120o
)

(4.23)

Current Balance Further, based on Kirchhoff’s law, Eqs. (4.24) and (4.25) define nodal current

balance equations for all buses and phases.

I iptτSxr =
∑

I iptτSxs +
∑

I iptτLx +
∑

I iptτvx +
∑

I iptτSCx +
∑

I iptτSRx −
∑

I iptτGx (4.24)

I iptτSyr =
∑

I iptτSys +
∑

I iptτLy +
∑

I iptτvy +
∑

I iptτSCy +
∑

I iptτSRy −
∑

I iptτGy (4.25)

∀i, ∀p, ∀t, ∀τ

4.3.3 Consistency Constraints

The goal of optimization is to find the values of the control variables which would remain con-

stant over all topologies such that the objective function is minimized subject to the equality and

inequality constraints. This leads to the following consistency constraints for all time and topolo-

gies.

4.3.3.1 OLTC

taptτop = tapt1op ∀o, ∀τ, ∀t (4.26)

4.3.3.2 SC

sciptτ = scipt1 ∀t, ∀τ (4.27)
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4.3.3.3 SVC

Slope constraints

Xptτ
SLv = Xpt1

SLv, ∀v, ∀τ, ∀t (4.28)

and voltage reference constraints,

Eref,tτ
v = Eref,t1

v , ∀v, ∀t, ∀τ (4.29)

Note that the state variables, such as voltages and currents, are not subjected to consistency

constraints. Their values vary according to the topology and control variables and must be within

the corresponding limits.

4.3.4 Inequality Constraints

Based on various physical and regulatory limits, the following inequality constraints are consid-

ered:

1. Voltage magnitude limits at all buses and phases including all load and SVC’s dummy bus:

0.95 ≤ |Ēiptτ | ≤ 1.05, ∀i, ∀p, ∀t, ∀τ (4.30)

2. Voltage magnitude limits for node that is connected to secondary terminal of OLTC [150]:

0.9 ≤ |Ēboptτ | ≤ 1.1, ∀o, ∀p, ∀t, ∀τ (4.31)

3. Positive-sequence voltage reference limit of SVC:

0.95 ≤ |Ēref,tτ
v | ≤ 1.05, ∀v, ∀t, ∀τ (4.32)

4. Reactive power limit of SVC:

Qmin
vp ≤ Qptτ

v ≤ Qmax
vp , ∀v, ∀p, ∀t, ∀τ (4.33)

5. limits on slope of SVC:

Xv,min
SLp ≤ Xptτ

SLv ≤ Xv,max
SLp , ∀v, ∀p, ∀t, ∀τ (4.34)
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6. Limit on tap position of OLTC:

tapmin
op ≤ tappto ≤ tapmax

op , ∀o, ∀p, ∀t, ∀τ (4.35)

7. Limit on voltage balance factor U iptτ
2 for all three-phase buses:

0 ≤ U iptτ
2 = 100

E2
itτ

E1
itτ

≤ Umax
2 , ∀i, ∀t, ∀τ (4.36)

IEC 61000-2-12 specifies that Umax
2 = 2% [160].

Finally, voltage regulation problem in radial unbalanced distribution system considering uncer-

tain topology can be stated as,

minimize
c,d

J8

subject to (4.3)− (4.36).

(P4.1)

where c and d represent continuous and discrete variables, respectively.

4.4 Solution Method

The optimization problem (P4.1) is solved using a 2-stage approach explained below.

1. Stage 1

(a) Change Eq. (4.30)

0.95 ≤ |Ēiptτ | ≤ 1.05, ∀i, ∀p, ∀t, ∀τ (4.30)

into

0.95− ρe ≤ |Ēiptτ | ≤ 1.05 + ρe, ∀i, ∀p, ∀t, ∀τ, (4.37)

where ρe ≥ 0 is an auxiliary variable which must be minimized. This approach is called

the exact penalty function based relaxation method [116]. It can reduce the number of

iterations significantly.

(b) Neglect the voltage unbalance constraints given in Eq. (4.36). Note that in Stage

2, these constraints are considered again. Since the final solution is taken from the

solution of stage 2, the unbalance constraints are considered in the final solution.

In addition, the more balanced a network is, the lesser the line losses is. Since one of

the objectives is minimization of losses, the optimization process is also reducing the

amount of unbalance in the network.
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(c) Convert all discrete variables d1k into continuous variables c1k. This relaxes the initial

MINLP (P4.1) into a Non-Linear Programming (NLP) given by (P4.2a) below

minimize
c

J8 +Kρρe

subject to (4.3)− (4.29), (4.31)− (4.35)

(P4.2a)

where Kρ ≥ Kmin
ρ > 0 is a sufficiently large constant. Since there is only one value

of ρe in a solution, it represents the maximum violation of magnitude of voltages over

all i, p, t and τ . Therefore, if ρe ≤ 10−6, it can be concluded that there is no voltage

magnitude violation. In [116], the value of Kmin
ρ is calculated by solving a bi-level op-

timization problem. However, the actual value of Kmin
ρ is not required here. Therefore,

repeated simulation studies were performed to find that Kρ = 1000 is sufficient.

(d) Solve the NLP (P4.2a) using interior point method [161] for 24-hour period.

(e) From the solution of the NLP (P4.2a) (c1∗k ), find the nearest lowest boundary dlbk . If

the optimum continuous value is equal to one of the discrete value, let it be the lowest

boundary.

(f) Define new discrete variable

d2k = dlbk + bk ∗ δk (4.38)

where δk is the step size of the kth variable and bk is a binary variable corresponding to

kth original discrete variable.

(g) Using the new discrete variables, another MINLP (P4.2b) is formulated which has

binary variables.

minimize
c,b

J8 +Kρρe

subject to (4.3)− (4.29), (4.31)− (4.35), (4.38),

(P4.2b)

Chapter 2 indicates that solving the binary MINLP (P4.2b) for 24-hour period is com-

putationally very expensive. Therefore, in stage 2, all the binary variables are converted

into continuous variables.

2. Stage 2
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(a) Convert each integer variable bk into continuous variable bck and use the constraints

given in Eqs. (4.39).

dck = dlbk + bckδk, (4.39a)

bck −
1

2
= buk − blk, (4.39b)

1

2
= buk + blk, (4.39c)

bukblk = 0, buk ≥ 0, blk ≥ 0, (4.39d)

(b) Now the Problem (P4.3) can be converted into another NLP

minimize
c

J8 +Kρρe

subject to (4.3)− (4.29), (4.31)− (4.37), (4.39)

(P4.3)

(c) Solve the new NLP for a period of 24 hour.

4.5 Result And Discussion

4.5.1 Modified IEEE 123 Bus System

Consider a modified IEEE 123 bus distribution system shown in Fig. 2.3 which is redrawn in Fig.

4.1 to show the location of switches. It has nine (9) switches. However, in this work, only four

switches (S1 - S4) out of these nine switches have been considered for illustration. Fig. 4.1 also

defines three zones A, B and C which cover all lines and buses between switches S1-S3, S3-S4 and

S2-S4, respectively. Note that only zone A has an OLTC. The four switches determine whether or

not those zones are connected to the substation. Moreover, all modifications describe in Section

3.5.1 are also considered in this chapter.

Furthermore, Table 4.1 shows statuses of these switches in four topologies using which sub-

station can supply all loads. Actually, there are, in total, 16 possible combinations of those four

switches. However, they represent situations in which some part of the network can not be served

by the substation or the network become meshed. Note that the last column of Table 4.1 shows
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Figure 4.1: Modified IEEE 123 bus system.

Table 4.1: Statuses of Switches in Four Configurations of IEEE 123 bus system

in which all loads are served

Topologies
Switch Status

Solvability

S1 S2 S3 S4

τ1 (nominal) ON ON ON OFF Yes

τ2 ON ON OFF ON Yes

τ3 ON OFF ON ON Yes

τ4 OFF ON ON ON No

whether an individual topology can be solved for voltage regulation using the method of this chap-

ter or not. Individually, configurations τ1, τ2 and τ3 can be solved. However, configuration τ4 is

not feasible because OLTC R4 is too far from the substation. Therefore, in this work, the set of

feasible topologies considered is

T = {τ1, τ2, τ3}.
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Note that configuration τ1 corresponds to the original topology given in [186].

The proposed method can find a solution which is feasible for any topology in T. In order

to evaluate the performance of the proposed method, the performance of the each topology is

compared in term of total line loss, voltage magnitude index (VMI, see Eq. (2.39)), voltage drop

magnitude index (VDMI, see Eq. (2.40)) and total number of switchings The weights of objective

functions are α = 0.1 and β = γ = 0.45 (which corresponds to Case J in Chapter 2). The

results corresponding to the multiple-topology approach are compared with those corresponding

to single-topology approach. For the comparison, the following situations have been studied:

1. MT1: A situation in which the solution obtained by solving the VVC problem for multiple

topologies is applied to the network using topology τ1.

2. MT2: A situation in which the solution obtained by solving the VVC problem for multiple

topologies is applied to the network using topology τ2.

3. MT3: A situation in which the solution obtained by solving the VVC problem for multiple

topologies is applied to the network using topology τ3.

4. ST1: A situation in which the VVC problem is solved for the network having topology τ1

using the approach of Chapter 2.

5. ST2: A situation in which the VVC problem is solved for the network having topology τ2

using the approach of Chapter 2.

6. ST3: A situation in which the VVC problem is solved for the network having topology τ3

using the approach of Chapter 2.

It is to be noted that for MT1 - MT3 and ST1 - ST3 the VVC problem has been solved for 24 hour

period. Moreover, in solving the Problem (P4.0) the values of the weights of objective functions

given in Eq. (4.2) are α = 0.1 and β = γ = 0.45 based on the results of Chapter 2. The

comparative assessment for all these six situations are given below.

4.5.2 Losses

Table 4.2 shows the losses corresponding to strategies XI - XVIII for MT1-MT3 and ST1-ST3.

For topologies τ1, in general, multiple-topology approach corresponds to lower losses than single-
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topology approach and vice versa for topology τ2 and τ3. Nevertheless, Table 4.2 shows that the

losses of a particular topology corresponding to both approaches are close to each other.

Furthermore, Table 4.2 shows that losses corresponding to strategies in which OLTCs operate

non-uniformly (XI-XIV) are lower than those corresponding to strategies in which OLTCs operate

uniformly (XV-XVIII). Moreover, for a combination of a strategy and a topology, the values of

losses corresponding to both approaches are close to each other. Hence, the multiple-topology

approach provides a solution which is very close to the solution taken from the single-topology

approach.

Table 4.2: Total line losses in kWh for several strategies.

Total Line Losses in kWh

Multiple Topology Single Topology

MT1 MT2 MT3 ST1 ST2 ST3

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 888.319 869.761 1229.62 888.848 869.34 1225.92

XII 888.309 869.844 1229.33 888.64 869.34 1225.81

XIII 888.404 869.857 1229.85 888.938 869.358 1226.37

XIV 888.342 869.864 1229.63 888.692 869.368 1226.03

XV 890.823 872.002 1234.01 891.171 872.058 1231.25

XVI 890.82 872.034 1233.82 892.153 872.102 1231.8

XVII 891.427 872.565 1235.7 891.463 872.078 1232.2

XVIII 891.42 872.602 1235.41 892.194 872.175 1230.66
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Table 4.3: Voltage Magnitude Index for Several Strategies

VMI

Multiple Topology Single Topology

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 7.87419 7.56394 7.18818 8.33587 7.91128 7.72224

XII 7.92532 7.61009 7.24277 8.33833 7.91128 7.76134

XIII 7.83707 7.5441 7.16439 8.28088 7.91295 7.65838

XIV 7.84125 7.5474 7.15572 8.29899 7.90274 7.697

XV 7.94396 7.72014 7.23152 7.69705 7.60886 7.19587

XVI 7.64205 7.43818 6.92691 7.53837 7.60287 6.82619

XVII 7.81694 7.61279 7.10619 7.7375 7.61414 7.57132

XVIII 7.39088 7.18811 6.6992 7.53741 7.55819 7.55885

4.5.3 Voltage Magnitude Index

Table 4.3 shows the values of VMI corresponding to strategies XI - XVIII for MT1-MT3 and

ST1-ST3. The values of VMI for different topologies are quite close to each other. Furthermore,

for ST1-ST3, Table 4.3 shows that the values of VMI corresponding to non-uniform operation of

OLTCs (strategies XI - XIV) are in general higher than those corresponding to uniform operation

of OLTCs (strategies XV - XVIII). Moreover, similar to line losses, for a combination of a strat-

egy and a topology, there is small difference between values of VMI corresponding to multiple-

topology and single-topology approaches. Hence, in terms of VMI, both approaches have similar

performance.

4.5.4 Voltage Drop Magnitude Index

Table 4.4 shows the values of VDMI corresponding to strategies XI - XVIII for MT1-MT3 and

ST1-ST3. The values of VDMI of topology τ1 and τ2 corresponding to multiple-topology approach

are higher than those corresponding to single-topology approach and vice versa in case of topology
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Table 4.4: VDMI for Several Strategies

VDMI

Multiple Topology Single Topology

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 2.28 2.48 2.57 2.25 2.38 2.68

XII 2.28 2.47 2.56 2.25 2.38 2.68

XIII 2.28 2.47 2.57 2.25 2.38 2.69

XIV 2.28 2.47 2.57 2.25 2.38 2.68

XV 2.28 2.47 2.57 2.26 2.38 2.69

XVI 2.29 2.48 2.58 2.26 2.38 2.69

XVII 2.28 2.48 2.58 2.26 2.38 2.69

XVIII 2.28 2.47 2.57 2.26 2.38 2.69

τ3.

Furthermore, Table 4.4 shows that the values of VDMI are quite close to each other. Moreover,

for a combination of a strategy and a topology, the values of VDMI corresponding to multiple-

topology and single-topology approaches are close to each other. Hence, the difference of perfor-

mance between both of the approaches in terms of VDMI is small.

4.5.5 Maximum Voltage Unbalance Index

Table 4.5 shows the maximum values of VUI over all buses and times corresponding to strategies

XI - XVIII for MT1 - MT3 and ST1 - ST3. All values are well below the limit of 2%. For

any particular topology, the values which correspond to multiple-topology approach and single-

topology approach are close to each other. However, Table 4.5 indicates that topology τ3 is more

unbalanced than topologies τ1 and τ2.

Furthermore, Table 4.5 shows that, for topologies τ1 and τ2, the values of maximum VUI

corresponding to non-uniform operation of OLTCs (strategies XI - XIV) are lower than those

correspond to uniform operation of OLTCs (strategies XV - XVIII). This is expected since the
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Table 4.5: Maximum Voltage Unbalance Index

Maximum VUI (%)

Multiple Topology Single Topology

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 0.71 0.68 1.36 0.72 0.68 1.35

XII 0.71 0.68 1.36 0.72 0.68 1.35

XIII 0.90 0.78 1.56 0.77 0.68 1.36

XIV 0.89 0.78 1.55 0.77 0.68 1.36

XV 0.86 0.87 1.34 0.86 0.87 1.33

XVI 0.85 0.87 1.33 0.85 0.87 1.32

XVII 0.89 0.88 1.41 0.89 0.88 1.39

XVIII 0.87 0.87 1.38 0.86 0.87 1.36

former group has more degree of freedom than the later group. However, for topology τ3, there is

no clear pattern. In conclusion, in terms of voltage unbalance, both approaches give similar results.

4.5.6 Number of switchings

4.5.6.1 Without Topology Change

Table 4.6 compares total number of switchings corresponding to strategies XI-XVIII for MT1 -

MT3 and ST1 - ST3. It shows that the use of multiple-topology approach leads to higher number

of switchings than the use of single-topology approach in case of topologies τ1 and τ2 and vice

versa for topology τ3. Note that for multiple-topology approach, the same control strategy is used

for all topologies. Therefore, all topologies have exactly the same number of switchings On the

other hand, for single-topology approach, each topology corresponds to different control strategy

and, hence, number of switchings.

Moreover, Table 4.6 shows that number of switchings correspond to MT1-MT3 and ST3 are

higher than those corresponding to ST1 and ST2. This indicates that topology has an important

88



Table 4.6: Total number of switchings

Total number of switchings

Multiple Topology Single Topology

MT1 / MT2 / MT3 ST1 ST2 ST3

Strategy τ1/τ2/ τ3 τ1 τ2 τ3

XI 16 9 9 17

XII 15 9 9 17

XIII 16 11 9 18

XIV 16 11 8 18

XV 13 3 6 21

XVI 19 3 6 21

XVII 7 3 3 9

XVIII 16 3 3 9

effect on number of switchings. Depending on the strategy being used, the topology with lowest

number of switchings are either τ1 or τ2.

On one hand, for topologies τ1 and τ2, there are significant differences between the number

of switchings values corresponding to multiple-topology and single-topology approaches. On the

other hand, for topology τ3 and most of the strategies, there are less significant differences in

number of switchings between both approaches.

An important conclusion is that if there is no need of topological change, the single-topology

approach seems to be better than the multiple-topology approach. However, when topological

change is expected, the strength of multiple-topology approach becomes prevalent as will be dis-

cussed in the following subsection.
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Table 4.7: Number of Switchings for transition from one topology to other

topology corresponding to Strategy XIII and XVII.

number of switchings for Each Topological Change

hour
Strategy XIII Strategy XVII

τ1 ↔ τ2 τ2 ↔ τ3 τ1 ↔ τ3 τ1 ↔ τ2 τ2 ↔ τ3 τ1 ↔ τ3

1 3 12 9 2 9 7

2 3 14 11 2 10 8

3 3 15 12 2 10 8

4 3 13 10 2 10 8

5 2 13 11 2 7 5

6 2 13 11 2 7 5

7 1 12 11 2 7 5

8 1 12 11 2 7 5

9 2 12 10 2 7 5

10 1 12 11 2 10 8

11 1 12 11 2 10 8

12 1 13 12 2 10 8

13 1 13 12 2 10 8

14 2 14 12 2 10 8

15 1 13 12 2 7 5

16 2 13 11 2 7 5

17 2 13 11 2 7 5

18 1 12 11 2 10 8

19 2 12 10 2 10 8

20 2 14 12 2 10 8

21 2 15 13 2 10 8

22 2 14 12 2 10 8

23 3 15 12 2 10 8

24 3 15 12 2 10 8

4.5.7 With Topology Change

Table 4.7 shows the number of switchings required due to change of topology of the network at

different hours of a day for strategies XIII and XVII. As shown in Table 4.6, in case of S1 - S3,
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strategy XIII is one of the worst one while strategy XVII is the best one. These two strategies are

discussed in detail because these two strategies represent two extreme cases. Hence, it can be a

good illustration about possible cost of change of topology.

In Table 4.7, it is assumed that the positions of discrete control settings are based on single-

topology approach. Since three topologies are considered, there are three possible transitions i.e.

τ1 ↔ τ2, τ2 ↔ τ3, and τ1 ↔ τ3 where τm ↔ τn indicates the transition between τm and τn.

Table 4.7 shows that the transitions between topologies τ2 and τ3 require the highest number of

switchings among all these three possible transitions. On the other hand, when multiple-topology

approach is used, the control variables do not change their values in the face of topology changes.

As further illustration, the optimal values of discrete variables at hour 03:00 corresponding to

strategy XIII are given in Table 4.8. It can be observed that SC1 and SVC1 operate uniformly

and OLTCs operate non-uniformly. Furthermore, the details of the number of switchings for all

discrete variables are given in Table 4.9. The total number of switchings are also given in the last

row of this table. Consequently, if topological change is required, the use of strategy XIII is not

recommended.

Strategy XVII has the least number of switchings if no topology change is required. For com-

parison, its transition cost in terms of number of switchings are also shown in Table 4.7 which

shows that the number of switchings for transitions τ2 ↔ τ3 and τ1 ↔ τ3 corresponding to Strat-

egy XVII is smaller than those corresponding to strategy XIII. Hence, if single-topology approach

is used and only one or two topological changes are expected, this strategy may be considered

for real life application. However, if topological change is more frequent the multiple-topology

approach is recommended since the transition cost is zero i.e. no switching is required for any

transition. Hence, the approach developed in this chapter is useful in situation in which frequent

topological change is required.

4.5.8 Overall Comparison

It is interesting to determine the best strategy among strategies XI - XVIII. Tables 4.2, 4.3, 4.4 and

4.5 show that the performance of these strategies are very close to each other. On the other hand,

Tables 4.6 shows that those strategies have significant variation in total number of switchings. It

shows that strategy XVII has the lowest number of switchings among all strategies. Therefore,
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Figure 4.2: Voltage profiles at hour 6, 12 and 20 corresponding to Strategy XVII

and topology τ1.

XVII are selected as the best strategies.

Furthermore, as an illustration, Fig. 4.2 shows nine voltage profiles of the system if the topol-

ogy is τ1 and strategy XVII is used. For each phase, there are three profiles corresponding to hours

6, 12 and 20. It can be seen that all profiles at all phases are quite flat and all within limits hence

the method performs satisfactorily.

4.5.9 Computational Time

Table 4.10 shows the computational time corresponding to case J for strategies XI-XVIII using

multiple-topology approach. It shows that the maximum computational time is around 220 sec-

onds. The computational times are all below 5 minutes and hence are fast enough for practical

24-hour ahead application.

4.6 Conclusion

This chapter proposes an approach to consider uncertainty of topology in voltage regulation of an

unbalanced distribution system with distributed generation. It is assumed that there is a set of finite

number of feasible radial topologies which can serve all loads. The proposed method considers
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Table 4.8: Optimal settings of discrete control variables for Strategy XIII at hour

3:00 using multiple and single topology approaches.

Discrete Variable
Condition

MT1/MT2/MT3 ST1 ST2 ST3

OLTC

R1

a 7 7 7 7

b 6 7 7 6

c 7 7 7 7

R2 c 0 0 0 0

R3
a 0 0 0 0

b 0 0 0 0

R4

a 1 1 1 2

b 0 0 0 1

c 0 0 0 0

SC

C1

a 2 1 1 2

b 2 1 1 2

c 2 1 1 2

C2 a 1 1 0 1

C3 b 1 1 1 1

C4 c 0 0 0 0

SVC SVC1

a 0.04 0.02 0.02 0.00

b 0.04 0.02 0.02 0.00

c 0.04 0.02 0.02 0.00

all topologies in this set at the same time and hence called multiple-topology approach. Based

on the simulation studies on the modified IEEE 123 bus system, the efficacy and efficiency of the

proposed approach has been verified. Hence, the proposed method has the potential for real life

application considering uncertainty in topology. It is also found that the benefit of the proposed

method is evident if frequent topological changes are expected.

In the next chapter, line drop compensation (LDC) of OLTCs will be considered.
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Table 4.9: Number of Switchings for transition from one topology to other

topology corresponding to Case J and Strategy XIII at hour 3:00.

Discrete Variable
Transition

τ1 ↔ τ2 τ2 ↔ τ3 τ1 ↔ τ3

OLTC

R1

a 0 0 0

b 0 1 1

c 0 0 0

R2 a 0 0 0

R3
a 0 0 0

c 0 0 0

R4

a 1 2 1

b 0 1 1

c 1 1 0

SC

C1

a 0 1 1

b 0 1 1

c 0 1 1

C2 a 1 1 0

C3 b 0 0 0

C4 c 0 0 0

SVC

a 0 2 2

b 0 2 2

c 0 2 2

Total 3 15 12
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Table 4.10: Computational time for case J and several strategies involving

OLTCs, SCs and SVC corresponding to multiple-topology and single-topology

approaches.

Computation time in seconds

Strategy Stage 1 Stage 2 Total

XI 48.963 122.392 171.355

XII 57.794 112.492 170.286

XIII 38.162 62.907 101.069

XIV 38.672 43.645 82.317

XV 45.307 175.832 221.139

XVI 47.796 120.309 168.105

XVII 39.126 43.451 82.577

XVIII 38.875 39.232 78.107
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5 — Line Drop Compensation of OLTC
The indescribable pleasure - which pales the rest of life’s joys- is abundant compensation for the investigator

who endures the painful and persevering analytical work that precedes the appearance of the new truth, like

the pain of childbirth.

- Santiago Ramn y Cajal in Advice for a Young Investigator

Abstract

Previous chapters assume that OLTCs operate in time-of-the-day mode. However, an OLTC can

also operate in line drop compensation (LDC) mode. This chapter proposes an OPF-based ap-

proach to find the optimal settings of the LDC of an OLTC. In this way, the settings of the LDC of

an OLTC can be coordinated with other OLTCs, SC and SVC. In addition, this chapter proposes

a fast two-stage solution method employing the exact penalty function approach and a continuous

representation of integer variables.

5.1 Introduction

An OLTC can be controlled in the following modes:

1. Time of the day mode in which the position of OLTC taps for each hour is optimized and

sent to the OLTC controller. At a particular time, the controller of the OLTC ensures that the

tap position is maintained according to the information it receives from the central controller.

This mode has been assumed in Chapters 2 - 4.

2. Local voltage control mode in which the position of the taps of OLTC is locally controlled

within specified band with the help of local measurements. This mode is further divided into

two groups:

(a) Voltage control without line drop compensation

(b) Voltage control with line drop compensation. This is further called as LDC mode.

This chapter focuses on the later one.
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Load Point

Figure 5.1: OLTC with line drop compensation

There are some benefits of the LDC mode. Firstly, the LDC mode requires relatively less

amount of communication infrastructure as compared to the time-of-the-day mode. Secondly,

proper choice of the value of |Eref | can reduce losses in a distribution system [89].

Optimal selection of LDC settings has been studied in the literature [63, 187, 188]. The work

reported in [63] proposes an application of heuristic method for finding optimal settings of LDC of

OLTCs in distribution system with distributed generation. The work reported in [187] uses support

vector machine to find the settings of line drop compensator. Moreover, the work described in [188]

proposes a heuristic method which considers maximum and minimum loading condition as well as

possible future load growth. None of these uses OPF in finding the settings of LDC.

What are the possible benefits in integrating LDC into an OPF? One possible benefit is the

coordination with other controllers such as SCs and SVCs. This chapter explores this issue in

more detail. In previous chapters, all controllers are operated in time-of-a-day mode. Here, OLTCs

operate in voltage control mode. However, since this chapter focuses on OLTCs, SCs and SVCs

are assumed to operate in time-of-the-day mode. When an OLTC o operates in voltage control

mode, the following discrete settings are available [150, 189, 190]:

1. Voltage magnitude reference |Ēref
o | in Volts. It is also called bandcenter.

2. Dead band dbo in Volts. It is also called bandwidth.

3. Impedance setting Rset
o + jXset

o in Volts. Note that it is a common practice by the manufac-

turers of OLTCs to use Volts for values of Rset
o and Zset

o . They represent the voltage drop

from OLTC and the virtual load point at which voltage are supposed to be controlled by the

OLTC as shown in Fig. 5.1. One advantage of this practice is that the per-unit impedance

between the virtual load point and the secondary terminal of OLTC, Rset
o and Xset

o , can be
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Table 5.1: Typical Upper and lower limits of parameters of LDC with V LDC
base =

120 V

Parameter symbol

limit
stepsize

lower upper

(in Volts)

Voltage reference |Eref
o | 100 135 0.1

Bandwidth dbo 1 6 0.1

Resistance Rset
o -24 24 0.1

Reactance Xset
o -24 24 0.1

calculated easily using [150]:

Rset
o ( in p.u.) =

Rset
o

V LDC
base

(5.1)

Xset
o ( in p.u.) =

Xset
o

V LDC
base

, (5.2)

where V LDC
base is the base voltage of the LDC of the OLTC which is decided by its manufac-

turer. This chapter assumes that V LDC
base = 120 V, a value commonly used in US. Similarly,

the per-unit value of reference voltage |Ēref,pu
o | and bandwidth dbpuo can also be calculated.

4. Time delay dto in seconds

If an OLTC operates without line drop compensation then Rset
o = Xset

o = 0. If an OLTC operates

with line drop compensation then Rset
o �= 0 ∨Xset

o �= 0. Table 5.1 shows typical upper and lower

limits of those settings in Volts [189]. It is to be noted than from here onwards, all parameters of

an LDC are assumed to be in pu.

Based on the values of those settings, an OLTC’s functionality is generally described by the

following logic [191]:

A(t) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 |ΔĒo| > dbo
2

and tapt < tapmax for longer than dto seconds.

−1 |ΔĒo| < −dbo
2

and tapt > tapmin for longer than dto seconds.

0 otherwise

(5.3)
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|ΔĒo| = |Ēmea,t
o − Īmea,t

o (Rset
o + jXset

o )| − |Ēref
o | (5.4)

tapt0+dt = tapt0 +A(t0) (5.5)

where t represents time, A is the action variable, |ΔĒo| is the voltage error in p.u., dbpuo > 0 is

the dead band in p.u., tap ∈ {−16,−15, ..., 15, 16} represents the position of tap, tapmax = 16

is the maximum allowable tap position, and tapmin = −16 is the minimum tap position. The

values of A, 1, -1, and 0 represent the actions which increases the tap position by one, reduces the

tap position by one and maintains the current tap position, respectively. Further, the voltage error

|ΔĒo| depends on voltage reference Ēref
o , measured voltage Ēmea,t

o and current Īmea,t
o , resistance

setting Rset
o and reactance setting Xset

o as given by Eq. (5.4). The impedance setting Rset
0 and Xset

o

represent the electrical distance between the OLTC and the regulated point.

The OLTC observes local voltage Ēmea,t and current Īmea,t and decides whether to raise the

tap position, lower the tap position or maintain its tap position to the present value using Eq. (5.3).

If at time t0 A(t0) �= 0, then tap changing may be required. However, the OLTC must wait for

a delay time dto before executing the switching action. Otherwise, there would be no switching

action.

When an OLTC o operates in voltage control mode, the position of its tap at phase p and time t,

taptop, is determined by the values of voltage reference Ēref
o , measured voltage Ēmea,t

o and current

Īmea,t
o , resistance setting Rset

o and reactance setting Xset
o . The position of the tap of the OLTC

(taptop) is not selected in the optimization process the way it is done in the previous chapters. In

other words, when LDC mode is considered taptop is not a control variable but a state variable.

If the variable taptop is considered as an integer variable, multiperiod OPF considering LDC

mode may be intractable for solution of large system. For example, in the modified IEEE 123 bus

system there are 9 OLTCs each of which has 33 possible values. For a 24-hour optimization, the

size of discrete search space would be 339 × 24 > 1015. Hence, the corresponding MINLP would

be intractable.

Furthermore, in Chapters 3 and 4, binary variables have been modelled using a set of continu-

ous variables. Since any integer variable can be represented as a sum of binary variables, it follows
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that any integer variable can be modelled using a set of continuous variables. Section 5.3 explores

this idea in more details.

5.2 Optimization Model of LDC

The mathematical model for the controller of an OLTC are given in Eqs. (5.3) - (5.5). They cannot

be directly integrated into the formulation for voltage regulation problem because of the following

reasons:

1. The logic within Eq. (5.3) poses a great challenge since logical constraints is not supported in

conventional algorithms such as interior point method. However, it is possible to avoid using

Eq. (5.3) in its entirety if OLTC’s taps are not allowed to touch their limits unnecessarily

as discussed in [67]. If this assumption is accepted then the simpler model of LDC can be

formulated.

2. Eq. (5.5) includes the notion of time. Since our study is a static study, Eq. (5.5) is neglected

further.

With these two assumptions, it is possible to derive a model that can be integrated into an OPF

model to find optimal settings of dbo, Ē
ref
o , Rset

o and Xset
o .

For any time t, the tap position of an OLTC o at phase p, taptop, which operate in LDC mode

must satisfy the following constraints:

|ΔĒt
o| = |Ēmea,t

o − Īmea,t
o (Rset

o + jXset
o )| − |Ēref

o | (5.6)

−dbo
2
≤ |ΔĒt

o| ≤ +
dbo
2

(5.7)

tapmin ≤ taptop ≤ tapmax (5.8)

dbmin
o ≤ dbo ≤ dbmax

o (5.9)

Eref,min ≤ |Eref
o | ≤ Eref,max (5.10)
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Rset,min
o ≤ Rset

o ≤ Rset,max
o (5.11)

Xset,min
o ≤ Xset

o ≤ Xset,max
o (5.12)

Moreover, if an OLTC o operates uniformly (non-uniformly), the following constraints are valid

(invalid)

Ēref
oa = Ēref

ob = Ēref
oc , (5.13a)

Rset
oa = Rset

ob = Rset
oc , (5.13b)

Xset
oa = Xset

ob = Xset
oc , (5.13c)

and

dboa = dbob = dboc. (5.13d)

Furthermore, the position of the tap of an OLTC o at phase p at time t, taptop does not depend

directly on whether the OLTC o operates uniformly or not. Note that the LDC settings dbo, Ē
ref
o ,

Rset
o and Xset

o do not change over time. On the other hand the tap position taptop changes over time.

The model of line drop compensation introduces new control variables i.e. dbo, Ē
ref
o , Rline

o and

X line
o . All of these new control variables are discrete. They can be reformulated into continuous

variables using Eqs. (3.18). In addition, taptop is also discrete. However, the variable taptop is also

a state variable and hence must be modelled differently as discussed in Section 5.3.

5.3 Representation of Integer Variables using Continuous Variables

Following Eq. (2.37) the variable taptop can be written as

taptop = taplb,top + ztop ∗ δop. (5.14)

where

ztop ∈ Z = {−1, 0, 1} (5.15)

taptop ⊆ T = {−16, 15, ..., 16}. (5.16)
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Table 5.2: Values of ztop for different values of btop+ and btop− .

btop+ btop− ztop

0 0 0

0 1 -1

1 0 1

1 1 0

and

taplb,top ⊆ T = {−16, 15, ..., 16}. (5.17)

is a good estimate of taptop.

The constraints given in Eq. (5.15) is reformulated into a set of continuos constraints given

below

ztop = btop+ − btop− (5.18a)

btop+ −
1

2
= btuop+ − bitlop+ (5.18b)

1

2
= btuop+ + btlop+ (5.18c)

btuop+b
t
lop+ = 0, btuop+ ≥ 0, btlop+ ≥ 0 (5.18d)

btop− −
1

2
= btuop− − btlop− (5.18e)

1

2
= btuop− + btlop− (5.18f)

btuop−b
t
lop− = 0, btuop− ≥ 0, btlop− ≥ 0 (5.18g)

where btop+, b
t
uop+, b

t
lop+, b

t
op−, b

t
uop− and btlop− are all continues variables. Note that biop+ ∈ {0, 1}

(btop− ∈ {0, 1}) due to the constraints given in Eqs. (5.18b) - (5.18d) ( (5.18e) - (5.18g) ). Hence,

eqs. (5.18) satisfy Eq. (5.15) as shown in Table 5.2.

By using the constraints given in Eq. (5.18), the state variable taptop is now represented as a

continuous variable and the IPM-IPM method of Chapter 3 can be applied to solve the voltage

regulation problem with OLTC operating in LDC mode.
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Note that with the addition of new variables and constraints, the approach proposed in this

chapter enables 24-hour optimization of voltage regulation problem. As shown in Chapter 2, the

corresponding MINLP alternative is more intensive computationally than that of the proposed ap-

proach. Note that in Eqs. (5.6) - (5.12), the settings of LDC (dbo, Ē
ref
o , Rset

o and Xset
o ) do not

change over time. Actually, it is also possible to optimized those settings hourly. However, the

conventional operation of LDC generally does not change the values of those settings frequently

because the required communication system generally is not available. Therefore, it is quite rea-

sonable to optimize just 24-hour-ahead to increase the applicability of the proposed method.

5.4 Problem Formulation

The above line drop compensation model can easily be integrated into the optimization problem

discussed in the previous chapters. For example, the Problem (P2.0) can be expanded to include

LDC and becomes Problem (P5.0). In this way, new control variables, i.e. bandwidth dbo, voltage

reference Ēref
o , resistance Rset

o and reactance Xset
o of LDC, are added into the problem formulation.

minimize
c,d

J

subject to (2.2)− (2.6), (2.12)− (2.36), (5.6)− (5.13)

(P5.0)

As discussed in the last paragraph of Section 5.3, Problem (P5.0) should be solved as a 24-

hour ahead optimization. Since the problem is an MINLP, it is very difficult to solve it as it is.

Therefore, the MINLP is reformulated as an NLP. Furthermore, the later problem is still very

difficult to solve. Therefore, the exact penalty function approach [116] is applied to make the

problem easily solvable. The approach is discussed below.

5.4.1 Exact Penalty Relaxation Method

Consider a generic optmization problem written in the following form:

minimize
c,d

f(c,d)

subject to gi(c,d,p) = 0, i = 1, 2, ..., ng

hj(c,d,p) ≤ 0, j = 1, 2, ..., nh.

(P5.0a)
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After the exact penalty approach is applied to Problem (P5.0a), a new problem is formulated as

minimize
c,d

f(c,d) +Kρ

(
ng∑
i=1

(ρgi)
2 +

nh∑
j=1

ρhj

)

subject to gi(c,d,p) = 0 + ρgi, i = 1, 2, ...ng

hj(c,d,p) ≤ 0 + ρhj, j = 1, 2, ...nh

ρhj ≥ 0.

(P5.0b)

The Problem (P5.0b) is in general easier to solve than Problem (P5.0a). If

|ρgi | ≤ 10−7, i = 1, 2, ..., ng (5.19)

and

|ρhj
| ≤ 10−7, j = 1, 2, ..., nh (5.20)

then the solution of Problem (P5.0b) is also the solution of the original problem (P5.0a). The

coefficient of Kρ ≥ Kmin
ρ > 0 must be a sufficiently large constant. In [116], the value of Kmin

ρ

is calculated by solving a bilevel optimization problem. However, the actual value of Kmin
ρ is not

required here. Therefore, repeated simulation studies were performed to find that Kρ = 109 is

sufficient.

Note that ρgi and ρhi represent new continuous variables which relax equality and inequality

constraints, respectively. At the solution of Problem (P5.0b), these variables should be effectively

zeros. On one hand, the function gi may approach zero from both negative or positive values.

Therefore, the variable ρgi, which corresponds to an equality constraint, is allowed to have any

real value during the iterations of the algorithm. On the other hand, the function hj must not be

positive. Thus, a negative value of variable ρhj will tighten (instead of relaxing) the corresponding

inequality constraints. Therefore, the variable ρhj , which corresponds to an inequality constraint,

is only allowed to have non-negative value.

5.5 Solution Method

The problem (P5.0) is solved using a two-stage approach presented in this subsection. In the first

stage, all discrete variables are assumed to be continuous variables. The corresponding optimiza-

tion problem is then solved using interior point methods. Using the optimal solution of the first

stage, another MINLP is formulated which has significantly smaller discrete search space. In the
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second stage, the MINLP is further reformulated into another NLP based on the method described

previously in Eqs. (2.37) and (5.18).

1. Stage 1

(a) Convert all discrete variable d1k into continuous variable c1k and apply the method de-

scribed in Subsection 5.4.1. This relaxes the initial MINLP (P5.0) into a Non-Linear

Programming (NLP) given by (P5.1) below

minimize
c

J +Kρ

(
ng∑
i=1

(ρgi)
2 +

nh∑
j=1

ρhj

)

subject to (2.2)− (2.6), (2.12)− (2.36), (5.6)− (5.13).

(P5.1)

(b) Solve the NLP using interior point method for 24-hour period.

(c) From the solution of the NLP (c1∗k ), find the nearest lowest boundary dlbk . If the optimum

continuous value is equal to one of the discrete value, let it be the lowest boundary.

(d) For all discrete variables but those corresponding to taps of OLTCs, define new discrete

variable

d2tk = dlb,tk + btk ∗ δk (5.21)

where δk is the step size of the kth variable and btk is an binary variable corresponding

to kth original discrete variable and time t.

(e) For all discrete variables corresponding to taps of OLTCs

d2tk = dlb,tk + ztk ∗ δk (5.22)

where ztk is an integer variable corresponding to kth discrete variable and time t.

(f) Using the new discrete variables, another MINLP (P5.2) is formulated which has inte-

ger discrete variables.

minimize
c,z

J +Kρ

(
ng∑
i=1

(ρgi)
2 +

nh∑
j=1

ρhj

)

subject to (2.2)− (2.6), (2.12)− (2.36), (5.6)− (5.13)

(5.21)− (5.22)

(P5.2)
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2. Stage 2

(a) For all discrete variables other than taps of OLTCs, convert each binary variable btk into

a continuous variable bctk and use the constraints given in Eqs. 5.23.

dctk = dlb,tk + bctk δk, (5.23a)

bctk −
1

2
= btuk − btlk, (5.23b)

1

2
= btuk + btlk, (5.23c)

btukb
t
lk = ρb, b

t
uk ≥ 0, btlk ≥ 0, (5.23d)

(b) For all discrete variables corresponding to OLTCs, apply the constraints given in Eqs.

(5.18) with the following modification:

i. Change Eq. (5.18d) into

btuop+b
t
lop+ = ρb+, b

t
uop+ ≥ 0, btlop+ ≥ 0, ρb+ ≥ 0 (5.24)

ii. Change Eq. (5.18g) into

btuop−b
t
lop− = ρb−, btuop− ≥ 0, btlop− ≥ 0, ρb− ≥ 0 (5.25)

(c) Note that now ρb, ρb+ and ρb− are also variables that relax equality constraints similar

to ρgi.

(d) Now the Problem (P5.2) can be converted into another NLP (P5.3).

minimize
c,z

J +Kρ

(
ρ2b + ρ2b+ + ρ2b− +

ng∑
i=1

ρ2gi +

nh∑
j=1

ρhj

)

subject to (2.2)− (2.6), (2.12)− (2.36), (5.6)− (5.13)

(5.18a)− (5.18c), (5.18e), (5.18f), (5.21)− (5.22), (5.23)− (5.25)

(P5.3)

(e) Solve the new NLP (P5.3) for a period of 24 hour.
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(f) If Eqs. (5.19), (5.20) and

ρb ≤ 10−7, ρb+ ≤ 10−7, ρb− ≤ 10−7

are satisfied then the solution of (P5.3) can also be considered as the solution of (P5.0).

Otherwise, the problem is assumed to be unsolvable by the proposed method.

5.6 Results and Discussion

Here, the system discussed in Subsection 3.5.1 is considered again. However, there are significant

differences which should be mentioned here. Unlike Chapter 2, all OLTCs are assumed to operate

in LDC mode in this chapter. In addition, the settings of LDC are optimized for period of 24 hours.

Moreover, the weights of objective function J are α = 0.1, β = γ = 0.45 which correspond to

Case J as defined in Table 2.2. Note that in Chapter 2, Case J was selected as the best case.

The optimal solution taken from this chapter is compared with the results of Chapter 2 based

on line losses, VMI, VDMI, VUI and total number of switchings. The detailed discussion about

each of them are given below.

5.6.1 Line Losses

Fig. 5.2 compares total line losses for strategies XI - XVIII corresponding to time-of-the-day mode

and LDC mode operation of OLTCs. The losses corresponding to LDC mode are lower than those

corresponding to time-of-the-day mode. The maximum (minimum) difference in losses between

the two modes is 12.2 (5.2) kWh. Hence, in terms of losses, the LDC mode of the OLTCs is

slightly better than the time-of-the-day mode of the OLTCs.

The reason for the time-of-the-day mode having higher losses as compared to the LDC mode

is the choice of the values of the weights of the objective functions. As mention earlier, α = 0.1 <

β = γ = 0.45. Hence, there is higher priority in reducing the number of switchings than reducing

the total losses. It will be shown later that the time-of-the-day mode has, indeed, lower number of

switchings than the LDC mode.

5.6.2 Voltage Magnitude Index

Fig. 5.3 shows the values of VMIs for strategies XI - XVIII corresponding to time-of-the-day

and LDC mode of operation of OLTCs. It highlights the significant discrepancies among VMIs
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Figure 5.2: Losses

corresponding to these two modes. In case of LDC mode, the values of VMIs are lower than 10.

On the other hand, in case of time-of-the-day mode, the values of VMIs are higher than 15. This

means that voltages are significantly closer to their rated values in LDC mode than in time-of-the-

day mode.

From the point of view of customer, VMI should be as low as possible since most of devices

are designed to be optimal at rated values. Therefore, the lower the VMI is, the better the devices

operate. In conclusion, in term of VMI, the LDC mode is better than the time-of-the-day mode.

The reason for the time-of-the-day mode having higher values of VMIs than the LDC mode

is related to the characteristics of these modes. In the time-of-the-day mode, the magnitude of

the voltages can be easily optimized by directly adjusting the position of the taps of the OLTCs.

On the other hand, in the LDC mode, only one value of reference voltage |Eref
o | is used for the

whole day. As the loads vary significantly during the day, it is not possible to have high value of

reference voltage and hence, the values of VMIs corresponding to LDC mode are not as high as

those corresponding to the time-of-the-day mode.
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Figure 5.4: VDMI

5.6.3 Voltage Drop Magnitude Index

Fig. 5.4 compares the values of VDMI for strategis XI-XVIII corresponding to time-of-the-day and

LDC mode of operation of OLTCs. The values corresponding to time-of-the-day mode are higher
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Figure 5.5: VUI
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Figure 5.6: Number of switching

than those corresponding to LDC mode. This means that the flatness of the profiles of voltages

corresponding to the LDC mode are better than those corresponding to the time-of-the-day mode.
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Hence, in terms of VDMI, the LDC mode is generally better than the time-of-the-day mode.

The reason that the LDC mode is better than the time-of-the-day mode in term of VDMI is

related to the characteristic of LDC mode. The LDC controller maintains the voltages within a

small bandwidth around its reference voltage. Hence, the LDC mode is designed to flatten the

voltage profile of the network. The time-of-the-day mode is not designed in this manner and hence

has more freedom to find the optimal solution. Since the dominant objective function corresponds

to total number of switchings, the solution of the time-of-the-day mode is not as flat as that corre-

sponding to LDC mode.

5.6.4 Voltage Unbalance Index

Fig. 5.5 compares the maximum values of VUI for strategy XI - XVIII corresponding to time-

of-the-day and LDC modes of operation of OLTCs. All of them are below the upper limits of

2%. The maximum values of VUI corresponding to LDC mode, in general, are higher than those

corresponding to time-of-the-day mode. Hence, in term of voltage unbalance, the time-of-the-day

mode is better than the LDC mode.

The reason that the LDC mode corresponds to higher voltage unbalance than the time-of-the-

day mode is related to the characteristics of these modes of operation of OLTC. In the LDC mode,

the taps of an OLTC are state variables. On the other hand, in the time-of-the-day mode, taps of an

OLTC are control variables which can be optimized directly. Consequently, balancing the voltages

in the network is easier in the time-of-the-day mode than the LDC mode.

5.6.5 Total Number of Switching

Fig. 5.6 compares the total number of switchings for strategy XI-XVIII corresponding to time-

of-the-day and LDC modes of operation of OLTCs. It can be seen that the number of switchings

corresponding to LDC mode are higher that those corresponding to time-of-the-day mode. The

minimum and maximum differences are 0 and 9, respectively.

The reason that the LDC mode has higher number of switchings is related to the operating

characteristics of these two modes of operation. As we discussed previously, the time-of-the-day

mode corresponds to direct control of the position of the tap of an OLTC which is not the case in

the LDC mode of operation. Hence, the time-of-the-day mode has more freedom in minimization

of the number of switchings than the LDC mode.
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Table 5.3: Computational Time for both stages for different strategies using

LDC mode.

Computational Time in Seconds

Strategy XI XII XIII XIV XV XVI XVII XVIII

Stage 1 20 63 14 40 83 120 111 111

Stage 2 44 15 26 18 15 14 21 16

Both Stage 64 78 40 58 98 144 274 205

5.6.6 Computational Time

Table 5.3 shows the computational time required to solve the optimization problem corresponding

to LDC mode for strategies XI-XVIII. The longest time is 274 seconds which corresponds to strat-

egy XVII. Hence, the proposed method is able to solve the voltage regulation problem considering

LDC operation of OLTC in less than 5 minutes. As a result, the proposed method is quite useful

for real life application.

5.7 Overall Comparison

It is important to generally compare the two modes of control of OLTCs. In terms of losses, VMI

and VDMI, the LDC mode is better than the time-of-the-day mode. However, in term of VUI and

number of switchings, the LDC mode is worse than the time-of-the-day mode. In addition, the

LDC mode requires less communication infrastructure than the time-of-the-day mode. Hence, it is

not easy to say which alternative is better than the other one. Nevertheless, the method developed

in this chapter may help in real life decision making process when more information is available.

Furthermore, in case of LDC mode, it is important to identify the best strategy to be imple-

mented. In terms of losses, VMI and VDMI, all those strategies perform similarly. Moreover,

Figs. 5.5 and 5.6 shows that strategies XI, XII, XV and XVI are the best ones in terms of VUI and

number of switchings, respectively.

Since losses and number of switchings have rather direct financial consequences, these two

indicators are used to decide the best strategy. Fig. 5.2 shows that all strategies are almost equal

in terms of losses. Moreover, Fig. 5.6 shows that strategies XI, XII, XIV and XV have the lowest

number of switchings. Among these four strategies, in case of the time-of-the-day mode, strategy
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Figure 5.7: Voltage profiles corresponding to hours 6, 12, 20 and strategy XV.

XV has the lowest number of switchings. Hence, this chapter selects strategy XV as the best

strategy corresponding to LDC mode.

Furthermore, as an illustration, Fig. 5.7 shows voltage profiles of the system corresponding to

strategy XV and hours 6, 12, and 20. It can be seen that all voltages are well within limits and that

those profiles are quite flat.

Table 5.4 compares optimal settings of LDCs of all OLTCs considering strategy XV. It is shown

that some of the reactance settings are negative. This negativity desensitized the LDC against

variation of reactive power flow. If the reactance setting is positive, an increase of reactive power

loads may lead to an upward movement of the position of the taps of an OLTC. The negative

reactance setting means that the OLTC will not increase the position of its tap when reactive load

increases. This is useful since the value of reference voltage |Ēref
o | is closer to its upper limits

than its lower limits. In other words, the negative reactance setting reduces the probability of over

voltage. In this regard, the reactance settings of OLTC R4 are zeros. This is because of the fact

that for OLTC R4 there are many SCs and SVC which compensate the increase in reactive loads.

On the other hand, the values of resistance setting Rset
o can also be negative in case of OLTCs

which are located in the feeder i.e. R2-R4. Referring to Fig. 5.1, the negative values of resistance

and reactance settings can be considered as selection of virtual load point in the negative direction
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(direction of substation). Since real power flow is the dominant power flow in distribution network,

the negative resistance setting indicates that the load point is in upward direction. In other words,

it is better to regulate the upstream side (substation side) voltage instead of the downstream side

voltage of the network. This is a valid situation for OLTCs installed on feeder such as R2-R4. On

the other hand, the upstream side of OLTC R1 is connected to a strong bus which is assumed to

be constant for all durations of simulation. Hence, there is no need for negative value of resistance

settings of R1.

Furthermore, Table 5.5 also shows that the time-of-the-day mode is better than the LDC mode

in term of VUI and number of switchings. On the other hand, the time-of-the-day mode is worse

than the LDC mode in term of losses, VMI and VDMI. Since the weight of minimization of number

of switchings is higher than the weight of minimization of losses, the time-of-the-day mode has

lower number of switchings than the LDC mode.

On the other hand, the reference voltage of the LDC is closer to its upper limit (135 V) than its

lower limit (100 V). This indicates that the OLTCs tries to maintain the magnitudes of the voltages

at higher side of the allowed interval. Hence, the corresponding losses can be lower. Consequently,

the number of switchings corresponding to LDC mode is higher than that corresponding to time-

of-day mode.

In real life application, the increase in losses and number of switchings may be acceptable if

the required communication infrastructure to implement time-of-the-day mode is not yet available.

Hence, during the process of selection, these two alternatives should be studied properly to find

the best solution for a particular implementation.

5.8 Conclusion

This chapter proposes an optimization model of the line drop compensation mode of operation of

OLTCs. The model has been integrated into the voltage regulation optimization problem discussed

in the previous chapters. The optimization problem has been compared with the problem discussed

in Chapter 2 in terms of losses, VMI, VDMI, VUI and number of switchings. On one hand, time-

of-the-day mode is better than the LDC mode in term of VUI and number of switchings. On the

other hand, the time-of-the-day mode is worse than the LDC mode in term of losses, VMI and

VDMI.
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Table 5.4: Optimal Settings of LDC of OLTCs using strategy XV

OLTC Phase
Rset

o Xset
o |Ēref

o | dbo

(Volts)

R1

a 1.3 -0.4 125 5.8

b 1.3 -0.4 125 5.8

c 1.3 -0.4 125 5.8

R2 a -1.8 -0.2 125 5.8

R3
a -4.1 -0.4 124.6 5.8

c -4.1 -0.4 124.6 5.8

R4

a -1.6 0 125.3 5.8

b -1.6 0 125.3 5.8

c -1.6 0 125.3 5.8

Table 5.5: Comparison between Time-of-the-day Mode and LDC Mode (α =

0.1, β = γ = 0.45, strategy XV)

Time-of-the-day mode LDC mode

Problem (P2.0) (P5.0)

Loss (kWh) 894.14 888.85

VMI 16.55 8.34

VDMI 2.28 2.25

VUI 0.4 0.72

Number of Switching 5 9

In real life application, the proposed modeling may be helpful in comparing these two alterna-

tives. Since time-of-the-day mode has higher communication requirements than LDC mode, the

work described in this chapter may help distribution system engineers in planning and control of

voltage of radial distribution networks.

In the next chapter, voltage-dependent loads will be considered. In particular, ZIP model is

integrated into the voltage regulation optimization problem.
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6 — Voltage-Dependent Loads
See, I am very dependent... on beauty and peace of the world... on loyalty of friends... on love in families...

on happiness and health of children. And I do not want to be free as long as I have it all..

- Galina Nelson

Abstract

In many previous works on voltage regulation of distribution networks, all loads are assumed to be

constant-power loads. This can be caused by lack of data or difficulty in solving the correspond-

ing optimization problem. This chapter explores the incorporation of voltage-dependent loads in

voltage regulation problem.

6.1 Introduction

MOST of electrical loads are voltage dependent [138]. In the literature, two different

models have been suggested to represent this voltage dependency: measurement -based

[140, 192] and component-based [138] model. The measurement-based approach requires mea-

surement devices, communication network and continuous adjustment as the loads change. The

component-based approach requires no continuous measurement and the load model needs to be

identified only once for the whole system based on the assumption that the load characteristics and

compositions do not vary.

Since most of the operating networks do not have measurement and communication infras-

tructures required for measurement-based approach, this chapter uses component-based approach.

Nevertheless, it is possible to include the measurement based model in the solution approach if

these are available in future smart grids. Different component-based models available in the liter-

ature are discussed below.
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Polynomial Model [193]

P

P0

= Kpz

(
V

V0

)2

+Kpi

(
V

V0

)
+Kpc (6.1a)

+ Kp1

(
V

V0

)npv1

(1 +Kpf1Δf) (6.1b)

+ Kp2

(
V

V0

)npv2

(1 +Kpf2Δf) (6.1c)

Kpz = 1− (Kpi +Kpc +Kp1 +Kp2) (6.1d)

Q

Q0

= Kqz

(
V

V0

)2

+Kqi

(
V

V0

)
+Kqc (6.2a)

+ Kq1

(
V

V0

)npv1

(1 +Kqf1Δf) (6.2b)

+ Kq2

(
V

V0

)npv2

(1 +Kqf2Δf) (6.2c)

Kqz = 1− (Kqi +Kqc +Kp1 +Kq2) (6.2d)

In the above equations, P and Q are real and reactive power of a load when its voltage is V .

The coefficients Kpz and Kqz are the constant-impedance parts of the total load and the coefficients

Kpi and Kqi are the constant-current part of the total load; the coefficients Kpc and Kqc are the

constant-power part of the total load. Fourth and fifth terms in both the active and reactive power

expressions are the two frequency dependent terms. P0, Q0 and V0 are the rated values of active

power, reactive power and magnitude of voltage of a load, respectively.

Generally, frequency variation is neglected and hence the generic model in Eqs. (6.1) and

(6.2) reduces into Eqs. (6.1a) and (6.2a) (by setting Kp1 = Kp2 = Kq1 = Kq2 = 0) which is

popularly named ”ZIP model”. The parameters of ZIP model,{Kpz, Kpi, Kpc, Kqz, Kqi, Kqc}, can

be estimated based on component-based [138] or measurement-based [192] approaches.

Some representative values of these ZIP coefficients corresponding to different classes of loads

are given in Table 6.1 [139]. Among the corresponding four classes considered in Table 6.1,

only industrial loads have zero values for coefficients corresponding to constant-impedance and

constant-current model. In other words, only industrial loads are constant-power loads. Con-
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Table 6.1: ZIP Coefficients for various types of load class

Class Kpz Kpi Kpc Kqz Kqi Kqc

Large Commercial 0.47 -0.53 1.06 5.30 -8.73 4.43

Commercial 0.43 -0.06 0.63 4.06 -6.65 3.59

Residential 0.85 -1.12 1.27 10.96 -18.73 8.77

Industrial 0 0 1 0 0 1

sequently, in a network which serves commercial and residential loads, ZIP model is the more

accurate approach than constant-power model.

Exponential Model [193]

P = P0

(
V

V0

)Kpv

[1 +Kpf (f − f0)] (6.3)

Q = Q0

(
V

V0

)Kqv

[1 +Kqf (f − f0)] (6.4)

In the above equations, the coefficient Kpv is the voltage coefficient for active power while Kqv is

the voltage coefficient for reactive power; The coefficient Kpf and Kqf are the frequency coeffi-

cient for active power and reactive power, respectively; P and Q are active and reactive power at

voltage V and frequency f , respectively; P0 and Q0 are initial (or rated) active and reactice power

at voltage V0 and frequency f0, respectively.

Linear Model A linear model was proposed in [144] which is an estimate of more accurate ZIP

model. Using this model, it is possible to have linear model of power flow which, consequently,

requires less computational resource than the ZIP model. The integration of the linear model into

optimal power flow is also easy.

Importance of using voltage-dependent loads in voltage regulation The importance of using

the voltage-dependent model has been emphasized in the literature [139–141]. In addition, many

of the loads are neither pure constant-power type nor constant-impedance type nor constant-current

type [138]. Hence, the use of ZIP model increases the accuracy of the computation and improves
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the quality of decision on operation and planning of distribution system.

Furthermore, the work reported in [194] shows that the performance of volt-var optimization

are highly dependent on the type of load models. However, most of the works on voltage regulation

use constant-power load models which stems from the observation that it provides most conser-

vative result in comparison with the other two models (constant-impedance and constant-current).

This can be seen in the following example.

When the ratio V
V0

< 1.0 a constant-power model gives an overestimated value of load power

as compared to the constant-current and constant-impedance model. For example, for V
V0

= 0.95,

the values of load power are P0, 0.95P0 and 0.9025P0 for constant-power, constant-current and

constant-impedance models, respectively. On the other hand, for V
V0

> 1.0, a constant-power

load model gives a lower value of load power as compared to those given by constant-current and

constant-impedance models. For example, for V
V0

= 1.05, the values of power are P0, 1.05P0

and 1.1025P0 for constant-power, constant-current and constant-impedance loads, respectively.

Finally, when V
V0

= 1, all three models give the same value of P0. Therefore, to improve the

accuracy of the solution of the voltage regulation problem, consideration of voltage dependent

load model is preferable.

There are few works in voltage regulation problem which consider voltage dependent loads.

The work described in [147] uses exponential load model in voltage regulation problem. How-

ever, it was tested in balanced network only. Some works, such as [20, 143], consider voltage

regulation problem in an unbalanced distribution system in which a load is represented as either

constant-impedance (Z), constant-current (I) or constant-power (P) load. However, these works

do not consider polynomial or exponential model. Moreover, the work in [149] proposes voltage

regulation in distribution system using voltage-dependent linear model proposed in [144].

The use of ZIP model for voltage regulation in unbalanced distribution systems is explored

in [148] in which the corresponding optimization problem has been tested on IEEE 13 bus system.

In [148], the voltage regulation problem is formulated as an MINLP similar to problem (P6.0)

described in the next subsection. The results in Chapter 2 indicate that solving the corresponding

MINLP problem for a system as big as IEEE 123 bus system for a period of 24 hour requires very

high computational time. The solution method proposed in this chapter, however, reformulates the

MINLP into NLP. This, in turn, allows the method to solve a modified IEEE 123 bus system easily.

120



6.1.1 Problem Formulation

This chapter considers voltage regulation problem in which loads are modeled as ZIP loads. For

comparison purpose, the problem in Chapter 2 is modified by assuming all loads as ZIP loads.

Note that in Chapter 2 all loads are assumed to be constant-power loads. Hence, voltage regulation

problem considerering ZIP loads can be represented as Problem (P6.0).

minimize
c,d

J

subject to (2.2)− (2.6), (2.12)− (2.36), (6.5)− (6.7).

(P6.0)

where Eqs. (6.5)-(6.7) represent ZIP loads and are explained below.

6.1.1.1 Voltage-Dependent Loads

For each ZIP load L connected to phase p of bus i, at a time t, the real and reactive power consumed

by this load are given by

P ipt
L = P ipt

L0

(
Ki,p

pz (E ipt)2 +Ki,p
pi (E ipt) +Ki,p

pc

)
(6.5)

Qipt
L = Qipt

L0

(
Ki,p

qz (E ipt)
2
+Ki,p

qi (E ipt) +Ki,p
qc

)
(6.6)

E ipt =
|Ēipt|
|Ēip

0 |
=

√
(Eipt

x )2 + (Eipt
y )2√

(Eip
0x)

2 + (Eip
0y)

2

(6.7)

In the above equations, Ēip
0 represents the rated voltage at bus i and phase p. With these values

of load real and reactive power, the real and reactive current drawn by the load are calculated from

Eqs. (2.12) and (2.13).

6.2 Solution Method

This chapter uses the solution method decribed in Chapter 5.

6.3 Results and Discussion

6.3.1 Modified IEEE 123 Bus System

Consider the modified IEEE 123 Bus system shown in Fig. 2.3. The modifications described in

Subsection 3.5.1 are also considered here. However, all loads are now considered as residential
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ZIP loads. The values of coefficients of those residential ZIP loads are given in Table 6.1. The

following cases have been investigated to study the effects of voltage dependency of loads on

voltage regulation problem:

1. Case 1: The situation described in Chapter 2 i.e. all loads are constant-power loads.

2. Case 2: All loads are residential ZIP loads.

The values of weights of objective functions are α = 0.1, β = 0.45 and γ = 0.45 which correspond

to Case J described Chapter 2. In the following sub-subsections, various indices such as losses,

number of switchings, VMI, VDMI and VUI are compared for the above two cases.

6.3.1.1 Line Losses Comparison

Fig. 6.1 compares the total losses of strategies XI-XVIII corresponding to constant power loads

and ZIP loads. The constant-power model suggests higher losses than those of ZIP load model in

all strategies. However, the differences between these two groups are arguably small. Hence, in

term of losses, the two models perform quite similarly.

The losses corresponding to ZIP loads are lower than those corresponding to constant-power

loads. This is due to the fact that voltages at the load buses are usually less than 1 p.u. As a

result, the total amount of power consumed by the loads become less than the rated value. As the

actual amount of load power decreases, the loss in the system also decreases in the presence of

voltage-dependent loads.

6.3.1.2 Voltage Magnitude Index

Fig. 6.2 compares the values of VMIs of strategies XI-XVIII corresponding to constant-power

loads and ZIP loads. The values of VMIs corresponding to constant-power model are higher than

those corresponding to ZIP model. The lower the value of VMI is, the closer the magnitudes of the

voltages are to their rated values are, and therefore, the better the voltage profile of the network is.

Hence, in term of VMIs, the ZIP model performs better than the constant-power model.

In case of constant-power loads, the algorithm tries to increase the voltage magnitude as much

as possible to reduce the loss. Therefore, the VMI for constant-power loads is relatively higher.

In case of ZIP loads, the algorithm tries to reduce the losses by reducing the effective amount of

power. As the effective amount of power is dependent on the voltage magnitudes, essentially, the
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Figure 6.1: Losses

algorithm tries to reduce the loss by reducing the voltage magnitude, thereby making the VMI

relatively lower.

6.3.1.3 Voltage Drop Magnitude Index

Fig. 6.3 shows the values of VDMIs corresponding to constant-power loads and ZIP loads. The

values of VDMIs corresponding to these two groups are quite close to each other. However, the

values corresponding to the constant-power model are higher than those corresponding to ZIP

model. The smaller the VDMIs are, the flatter the voltage profile is. Hence, these two models

correspond to similar level of flatness of voltage profile. In a nutshell, in term of VDMIs, the ZIP

model is a little bit better than the constant-power model.

The load powers corresponding to ZIP models are less than those corresponding to constant-

power models. As a result the line flows corresponding to ZIP models are lower than those cor-

responding to constant-power models. This further means that the voltage drop of the lines cor-

responding to ZIP loads are less than those corresponding to constant-power loads. Hence, the

voltage drops corresponding to ZIP loads are also lower than those corresponding to constant-

power loads. Consequently, the values of VDMI corresponding to ZIP loads are lower than those
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corresponding to the constant-power loads.
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Figure 6.4: Maximum VUI

6.3.1.4 Voltage Unbalance Index

Fig. 6.4 shows that the values of maximum VUIs of strategies XI-XVIII corresponding to constant-

power and ZIP loads. Fig. 6.4 shows that the values of maximum VUIs corresponding to constant-

power model are lower than the ones corresponding to ZIP model. Hence in terms of VUIs, the

constant-power model is better than the ZIP model.

In an unbalanced three phase line, when there is a reduction of loads in a particular phase, the

voltage drop of the other two phase change differently. If the voltage drop is increasing at one

phase then the voltage drop is decreasing the other phase. This behaviour has been reported in the

literature [151, 172]. In case of ZIP loads, the bus voltages become more uneven (i.e. unbalanced)

due to interaction between the effective amount of power and voltage magnitudes, as compared

to the case with constant-power loads. As a result, the values of VUI are more for ZIP loads as

compared to the case with constant-power loads. However, in both cases, the values of VUI are

reasonably close to each other and are well below the upper limit of 2%.
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6.3.1.5 Number of switchings

Fig. 6.5 compares the optimum total number of switchings corresponding to constant power loads

and ZIP loads. The total number of switchings corresponding to constant-power loads are signifi-

cantly lower than those corresponding to ZIP loads. This indicates that the use of constant-power

model corresponds to better optimal total number of switchings.

As discussed previously, in the case of constant-power loads, majority of the magnitudes of the

voltages are relatively higher. Thus, there is a high risk of an overvoltage during a light loading

period. However, during heavy loading period, there is a small risk of an undervoltage. Therefore,

the switching operation is mainly required during the light loading period and therefore, the number

of switching operations for constant-power loads are relatively lower. In case of ZIP loads, the

algorithm makes the OLTC R1 to maintain the voltages of buses served by it at a relatively higher

level so that the voltages at the buses served by OLTCs R2-R4 can be maintained at a lower level

to reduce the loss. Therefore, during a light loading (and/or high generation) period, there is a

high risk of overvoltage at the buses served by OLTC R1. On the other hand, during heavy load

(and/or low generation), there is a high risk of undervoltage at the buses served by OLTCs R2-R4.

Thus, for both cases (light and heavy loading) appropriate switching actions need to be performed

to maintain the voltages within limits. As a result, the number of switching operations with ZIP

loads is relatively higher.

6.3.1.6 Overall Comparison

It is important to have overall comparison between the two load models. On one hand, in terms of

losses, VMI and VDMI, the constant-power loads correspond to higher values than the ZIP loads

do. On the other hand, in terms of VUI and number of switching operations, the constant power

loads correspond to lower values than the ZIP loads.

In addition, the amount of differences in performances of both models should also be consid-

ered. In terms of losses and VDMI, the differences of performances are arguably small. In terms

of VMI, maximum VUI, and number of switchings, the differences of performance are significant.

This has an important consequence if the actual loads in the networks are voltage dependent but

assumed to be constant-power loads.

Furthermore, it is also interesting to know the best strategy among these eight strategies. In
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Figure 6.5: Total number of switchings

terms of losses and VDMIs, these strategies are very close to each other. In terms of VMI, VUI

and number of switchings, there are significant differences. However, note that in terms of VUI

and VMI, voltages are all within regulatory limits. Hence, from the point of the operator of the

network, it is sufficient to consider the total number of switchings. As shown in Fig. 6.5, the two

best strategies in term of number of switchings are strategy XVII and XVIII in case of constant-

power loads and strategies XV and XVI in case of ZIP loads. Moreover, strategy XV is also the

third best in term of number of switchings in case of constant-power loads. Therefore, considering

both of the cases, strategy XV (in which the OLTCs operate uniformly; and the SVC and SCs

operate non-uniformly) is selected as the best one among all strategies under study.

Note that in real life application, the comparison generally will be based on financial aspect

as well. In this case, the seemingly small loss reduction gained by using the ZIP loads model

may become more significant and different conclusion can be reached. Nevertheless, the approach

described in this chapter can be useful in the decision making process under such situation.
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Table 6.2: Comparison between the approaches of Chapters 2 and 6.

Chapter 2 Chapter 6

Load model Constant Power ZIP

Stage 1 time horizon 24-hour ahead 24-hour ahead

Stage 2 time horizon 1-hour ahead 1-hour ahead

Stage 1 problem type NLP NLP

Stage 2 problem type MINLP NLP

Stage 1 solver IPOPT IPOPT

Stage 2 solver BONMIN IPOPT

Table 6.3: Computational time in seconds for α = 0.1, β = γ = 0.45

Strategy

Load Model XI XII XIII XIV XV XVI XVII XVIII

Constant Power 111 108 120 109 89 82 118 141

ZIP 44 47 47 50 48 50 35 41

6.3.1.7 Computational Burden

Table 6.2 compares the approaches of Chapters 2 and this chapter in terms of several aspects. From

this table, it is observed that each approach complements each other. In real situation, an expert

can use any of these two approaches according to the availability of data and other considerations.

Moreover, Table 6.3 shows the computational time for strategies XI-XVIII. Maximum com-

putational time are 50 seconds and 141 seconds for ZIP and constant-power model, respectively.

Hence, both model can be solved efficiently. The computation times corresponding to ZIP model

is smaller than those corresponding to constant-power model because of the difference in type of

the optimization problem as indicated in Table 6.2.
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Based on the above discussion, the solution method proposed in this chapter is able to solve

the optimization problem corresponding to ZIP loads in relatively short time. It is also faster than

the method describe in Chapter 2. Hence, the method has the potential for real life application.

Moreover, Table 6.2 shows that the time horizon of the second stage of the method proposed in

this chapter is one hour. Note that the second stage can also be solved as 24-hour ahead optimiza-

tion. Table 6.4 compares one-hour and 24-hour ahead optimization of stage 2 corresponding to ZIP

load and strategy XV. In terms of losses, VMI, VDMI, VUI and number of switching operations,

the two approaches are very close to each other. However, in terms of computation time, the one-

hour ahead optimization is faster than the 24-hour optimization. Nevertheless, the computational

time for both of them are all less than 2 minutes. Hence, both options are practically fast enough

for real life application. Therefore, other considerations such as the availability of quality forecast

would be a more decisive factor in application.

6.3.2 Comparison between constant-power loads and ZIP loads in voltage regulation with

multiple topologies

This section compares voltage regulation with multiple topologies considering constant power

loads with those considering ZIP loads in terms of losses, VMI, VDMI, maximum VUI, and num-

ber of switchings. The results corresponding to constant-power loads are taken from Chapter 4.

The results corresponding to ZIP loads have been obtained by repeating the work in Chapter 4 by

assuming that all loads are residential ZIP loads.

The voltage regulation problem in a radial unbalanced distribution system considering uncer-

tain topology has been be stated as Problem (P4.1). It can be extended to consider ZIP loads and

becomes Problem (P6.3).

minimize
c,d

J8

subject to (4.3)− (4.36), (6.5)− (6.7).

(P6.3)

where c and d represent continuous and discrete variables, respectively. This subsection compares

the solution of Problems (P4.1) and (P6.3).

Firstly, Table 6.5 compares the losses considering multiple topologies and constant power loads

with those considering multiple topologies and ZIP loads. The losses corresponding to ZIP loads

are higher than those corresponding to constant-power loads. The maximum difference is 4.2%
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Table 6.4: Comparison between one-hour and 24-hour ahead optimization cor-

responding to Case 2 and Strategy XV.

One-hour ahead 24-hour ahead

Load model ZIP ZIP

Stage 1 time horizon 24-hour ahead 24-hour ahead

Stage 2 time horizon 1-hour ahead 24-hour ahead

Stage 1 problem type NLP NLP

Stage 2 problem type NLP NLP

Stage 1 solver IPOPT IPOPT

Stage 2 solver IPOPT IPOPT

Losses (kWh) 891.72 891.73

VMI 8.81 9.12

VDMI 2.22 2.34

Max VUI (%) 0.82 0.82

Number of Switching 9 9

Computation Time (seconds) 48 70

with respect to the values corresponding to constant-power loads (Strategy XIV and topology τ2).

The mean losses corresponding to constant power and ZIP loads for each topology are also shown

in the last row of Table 6.5. The differences between mean values of losses corresponding to both

types of loads in percentage are 1.61%, 2.19%, 0.44% for topology τ1, τ2 and τ3, respectively

(calculated with respect to the values corresponding to constant power loads). In general, the

ZIP loads correspond to slightly higher losses than the constant-power loads. Hence, in terms of

losses, the voltage regulation considering ZIP loads is slightly worse than that corresponding to

constant-power loads.
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Furthermore, Fig. 6.1 shows that ZIP loads correspond to lower losses than constant-power

loads. On the other hand, Table 6.5 shows reverse pattern. This difference indicate that higher

losses corresponds to the cost of robustness against uncertainty in topology.

Table 6.5: Total line losses in kWh for several strategies.

Line Losses in kWh

Constant-Power Load ZIP Load

MT1 MT2 MT3 MT1 MT2 MT3

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 888.319 869.761 1229.62 895.438 884.435 1225.46

XII 888.309 869.844 1229.33 895.491 884.495 1225.29

XIII 888.404 869.857 1229.85 922.168 904.872 1260.27

XIV 888.342 869.864 1229.63 924.762 906.481 1265.87

XV 890.823 872.002 1234.01 895.575 883.106 1227.31

XVI 890.82 872.034 1233.82 895.506 882.927 1227.54

XVII 891.427 872.565 1235.7 901.428 887.385 1233.86

XVIII 891.42 872.602 1235.41 902.06 887.725 1234.77

Average 889.73 871.07 1232.17 904.05 890.18 1237.55

Secondly, Table 6.6 compares the values of VMI considering multiple topologies and constant-

power loads with those considering multiple topologies and ZIP loads. The mean values of VMIs

corresponding to constant-power loads and ZIP loads are also shown in the last row of Table 6.6.

The differences between mean values of VMIs corresponding to both types of loads in percentage

are 3.92%, 0.89%, 30.78% for topology τ1, τ2 and τ3, respectively (calculated with respect to the
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Table 6.6: Voltage Magnitude Index for Several Strategies

VMI

Constant-Power Load ZIP Load

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 7.87 7.56 7.19 9.15 8.40 10.87

XII 7.93 7.61 7.24 9.13 8.39 10.83

XIII 7.84 7.54 7.16 8.81 8.27 10.11

XIV 7.84 7.55 7.16 8.81 8.25 10.16

XV 7.94 7.72 7.23 7.73 7.29 8.76

XVI 7.64 7.44 6.93 7.62 7.16 8.64

XVII 7.82 7.61 7.11 6.81 6.61 7.45

XVIII 7.39 7.19 6.70 6.66 6.41 7.35

Average 7.78 7.53 7.09 8.09 7.60 9.27

values corresponding to constant-power loads). Hence, the constant-power loads correspond to

lower values of VMI than the ZIP loads. Consequently, in terms of VMI, voltage regulation with

multiple topologies corresponding to ZIP loads is worse than those corresponding to constant-

power loads.

Furthermore, Fig. 6.2 shows that ZIP loads correspond to lower values of VMIs than constant-

power loads. On the other hand, Table 6.6 shows a contradicting pattern. This again indicates

another price of robustness against uncertainty of topology.

Thirdly, Table 6.7 compares the values of VDMIs obtained by considering multiple topologies

and constant power loads with those considering multiple topologies and ZIP loads. The mean

value of VMIs corresponding to constant-power loads and ZIP loads are also shown in the last row

of Table 6.7. On average, the ZIP loads correspond to lower values of VDMIs than the constant-

power loads. This means than the voltage profile corresponding to ZIP loads is generally more flat

than that corresponding to constant-power loads. The differences between mean values of VDMIs
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Table 6.7: VDMI for Several Strategies

VDMI

Constant-Power Load ZIP Load

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 2.28 2.48 2.57 2.24 2.43 2.53

XII 2.28 2.47 2.56 2.24 2.44 2.53

XIII 2.28 2.47 2.57 1.95 2.14 2.24

XIV 2.28 2.47 2.57 1.92 2.11 2.21

XV 2.28 2.47 2.57 2.35 2.55 2.64

XVI 2.29 2.48 2.58 2.35 2.55 2.64

XVII 2.28 2.48 2.58 2.28 2.47 2.57

XVIII 2.28 2.47 2.57 2.26 2.46 2.55

Average 2.28 2.47 2.57 2.20 2.39 2.49

corresponding to both types of loads in percentage are -3.58%, -3.25%, -3.19% for topology τ1, τ2

and τ3, respectively (calculated with respect to the values corresponding to constant power loads).

However, those differences are arguably small. Hence, in term of VDMI, the voltage regulation

corresponding to ZIP loads is slightly better than that corresponding to constant-power loads.

Furthermore, both Fig. 6.3 and Table 6.7 agree that ZIP loads correspond to lower values of

VDMI than the constant-power loads. This situation is unlike that corresponding to losses and

VMI.

Fourthly, Table 6.8 shows the values of maximum values of VUI considering multiple topolo-

gies for both constant-power and ZIP loads. The mean value of those quantities are also shown

in the last row of the same table. The differences between mean values of maximum of VUIs

corresponding to both types of loads in percentage are -4.54%, 3.46%, -3.92 % for topology τ1, τ2

and τ3, respectively (calculated with respect to the values corresponding to constant power loads).

On average, the ZIP loads are better than constant-power loads for topologies τ1 and τ3 and vice
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Table 6.8: Maximum Voltage Unbalance Index

Maximum VUI (%)

Constant-Power Load ZIP Load

Strategy τ1 τ2 τ3 τ1 τ2 τ3

XI 0.71 0.68 1.36 0.69 0.76 1.28

XII 0.71 0.68 1.36 0.70 0.82 1.28

XIII 0.9 0.78 1.56 0.81 0.82 1.35

XIV 0.89 0.78 1.55 0.81 0.82 1.35

XV 0.86 0.87 1.34 0.84 0.85 1.41

XVI 0.85 0.87 1.33 0.84 0.86 1.41

XVII 0.89 0.88 1.41 0.85 0.85 1.40

XVIII 0.87 0.87 1.38 0.84 0.85 1.36

Average 0.84 0.80 1.41 0.80 0.83 1.36

versa for topology τ2. This pattern differs from the patterns correspond to loss, VMI and VDMI.

However, these values are rather close to each other. Hence, the voltage regulation problem cor-

responding to ZIP loads loads is slightly better than that corresponding to constant-power loads in

case of topology τ1 and τ3 and vice versa for topology τ2.

Furthermore, Fig. 6.4 shows that the ZIP loads correspond to higher values of maximum VUIs

than the constant-power loads. A similar similar trend is valid only with those corresponding to

topology τ2. In case of topologies τ1 and τ3, on average, ZIP loads correspond to lower maximum

VUIs than constant-power loads.

Finally, Table 6.9 shows the number of switching operations corresponding to voltage regula-

tion with multiple topologies considering constant-power loads and ZIP loads for different strate-

gies and topologies. The maximum number of switchings corresponding to constant-power loads

and ZIP loads are 19 and 34, respectively. Thus, in all cases, total number of switching operations

is acceptable. Moreover, the average number of switching operations corresponding to constant-
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power loads and ZIP loads are 14.75 and 29.00, respectively. Hence, in term of number of switch-

ing operations, the voltage regulation with multiple topologies and ZIP loads is worse than the

voltage regulation with multiple topologies and constant-power loads.

Overall, on average, the multiple-topology approach with ZIP loads is better than that corre-

sponding to constant-power loads in terms of VDMI and maximum VUI and vice versa in terms

of losses, VMI and number of switching operations. Moreover, in terms of losses, VDMI, VUI,

and majority of VMI (topologies τ1 and τ2), these two alternatives are very close to each other.

On the other hand, in terms of number of switching operations and some of VMIs (topology τ3),

they differ from each other significantly. These observations indicate that the difference in solution

corresponding to different load models can be significant.

6.3.3 Comparison between constant-power and ZIP loads when OLTCs operate in LDC mode

It is also interesting to compare the performance of OLTCs operating in LDC mode of control when

loads are modeled as ZIP loads. It is to be noted that in Chapter 5 all loads are constant-power

loads. In this subsection, the solution corresponding to LDC mode of operation with constant-

power loads will be compared with LDC mode of operation with ZIP loads in terms of losses,

VMI, VDMI, VUI and number of switching operations.

Firstly, Fig. 6.6 compares total line losses for different strategies corresponding to LDC with

constant-power (CP) loads and ZIP loads. The losses corresponding to ZIP loads are higher than

those corresponding to constant-power loads. However, the maximum (minimum) difference in

term of losses between these two modes is 19.5 (12.1) kWh. Consequently, these differences are

arguably small. Hence, in terms of line losses, the LDC with ZIP loads is slightly worse than

the constant-power loads. Table 6.5 also shows similar pattern while Fig. 6.1 shows the reverse

pattern.

In order to understand the situation better, one needs to consider the magnitude of voltage at

which the real power and reactive power of a ZIP load are at their minima. It can be shown that the

magnitude of voltage corresponding to minimum real power loads, E ipt
min,p, can be calculated using

the following equation

∂P ipt
L

∂E ipt
= P ipt

L0

(
2Ki,p

pz (E ipt
min,p) +Ki,p

pi

)
= 0. (6.8)
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Table 6.9: Total number of switchings

Total Number of switching

Constant-Power Load ZIP load

MT1 / MT2 / MT3 MT1 / MT2 / MT3

Strategy τ1/τ2/ τ3 τ1/τ2/ τ3

XI 16 26

XII 15 27

XIII 16 26

XIV 16 26

XV 13 31

XVI 19 28

XVII 7 34

XVIII 16 34

Average 14.75 29.00

Using the values of coefficients of residential loads given in Table 6.1,

E ipt
min,p = −

Ki,p
pi

2Ki,p
pz

= − −1.12
2× 0.85

= 0.654 p.u. < 0.95 p.u. (6.9)

Similarly, it can be shown that the magnitude of voltage corresponding to minimum reactive power

loads, E ipt
min,q, can be calculated as follows (also using the values corresponding to residential loads

given in Table 6.1)

E ipt
min,q = −

Ki,p
qi

2Ki,p
qz

= − −18.73
2× 10.96

= 0.854 p.u. < 0.95 p.u. (6.10)

Note that both E ipt
min,p and E ipt

min,q are lower than 0.95 p.u. Hence in order to minimize the loads, the

magnitudes of all voltages must be as close as possible to 0.95 p.u. since all loads are assumed
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Figure 6.6: Comparison of losses corresponding to ZIP and CP loads consider-

ing LDC.

to be residential ZIP loads. In LDC mode, this can be achieved by lowering the reference voltage

setting |Ēref
o |.

However, in the modified IEEE 123 bus system under study, only R2-R4 can accomplish this.

OLTC R1 which is located at the substation are forced to operate at high reference voltage so that

other OLTCs (R2-R4) can have lower reference voltage. Hence, all loads which are served by

OLTCs R2 - R4 operate at magnitudes of voltage which are close 0.95 p.u. On the other hand, all

loads which are served by R1 (i.e. located between R1 and other OLTCs) operate at magnitudes of

voltages which are close to 1.05 p.u.

Table 6.10 shows optimal settings of LDC for all OLTCs corresponding to constant-power

and ZIP loads using strategy XV. For example, the reference voltage of OLTC R4 is 115.2 V =

115.2/120 = 0.96 p.u. This means all loads below R4 operate at magnitudes of voltages which

are close to 0.95. Furthermore, note that reference voltage of R1 is 125 V = 1.042 p.u. This

means that all loads between OLTC R1 and R2-R4 operate at magnitudes of voltages which are

close to 1.05 pu. As a result, the effective loads are much more as compared to their corresponding
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Table 6.10: Optimal Settings of LDC of OLTCs using strategy XV

OLTC Phase

Constant Power ZIP

Rset
o Xset

o |Ēref
o | dbo Rset

o Xset
o |Ēref

o | dbo

(Volts) (Volts)

R1

a 1.3 -0.4 125 5.8 1.3 -0.4 125 5.8

b 1.3 -0.4 125 5.8 1.3 -0.4 125 5.8

c 1.3 -0.4 125 5.8 1.3 -0.4 125 5.8

R2 a -1.8 -0.2 125 5.8 -1.5 -0.2 115.2 5.8

R3
a -4.1 -0.4 124.6 5.8 -2.3 -0.3 115.3 5.8

c -4.1 -0.4 124.6 5.8 -4.1 -0.3 115.5 5.8

R4

a -1.6 0 125.3 5.8 1.3 0.4 115.2 5.8

b -1.6 0 125.3 5.8 1.3 0.4 115.2 5.8

c -1.6 0 125.3 5.8 1.3 0.4 115.2 5.8

minimum values. This is one of the possible reasons that losses corresponding to ZIP loads are

higher than those corresponding to constant-power loads.

On the other hand, in case of constant-power loads, the higher the magnitudes of voltages are,

the lower the line losses are. Hence, all of the reference voltages are closer to 1.05 p.u. as shown in

Table 6.10. Therefore, all loads draw lower current. Consequently, line losses are also lower. This

is another explanation that losses corresponding to ZIP loads are higher than those corresponding

to constant-power loads.

Secondly, Fig. 6.7 compares the values of VMI corresponding to LDC with ZIP loads and

constant-power loads. The values of VMI corresponding to ZIP loads are higher than those corre-

sponding to constant-power loads. Hence, in terms of VMI, the LDC with constant power loads is

better than the LDC with ZIP loads. In case of constant-power loads, the magnitudes of voltages

are close to their upper limits. These buses contribute to VMI more during light loading situation

than during heavy loading situation. In case of ZIP loads, the magnitudes of voltages at buses

served by OLTC R1 are close to their upper limits. At buses served by OLTCs R2-R4, the mag-

nitudes of voltages are close to their lower limits. During light loading condition, the magnitudes

138



XI XII XIII XIV XV XVI XVII XVIII

Strategy

0

2

4

6

8

10

12

V
M

I

LDC with ZIP loads

LDC with CP loads

Figure 6.7: Comparison of VMI corresponding to ZIP and CP loads considering

LDC.

of voltages at buses served by R1 contribute more to VMI than those served by R2-R4. During

heavy loading condition, the magnitudes of voltages at buses served by R2-R4 contribute more to

VMI than those served by R1. Hence, in both conditions, there are significant number of buses

whose magnitudes of voltages are far from their rated values. Consequently, ZIP loads correspond

to higher VMI than constant-power loads.

Thirdly, Fig. 6.8 compares the values of VDMI corresponding to ZIP loads and those corre-

sponding to constant-power loads. The values of VDMI corresponding to ZIP loads are higher

(lower) than those corresponding to constant-power loads for strategies XI, XII, XV and XVI (XII,

XIV, XVII and XVIII). Note that strategies XI, XII, XV, and XVI correspond to non-uniform op-

eration of SVC while strategies XIII, XIV, XVII and XVIII correspond to uniform operation of

SVC. This means that the values of VDMI depend on operation of SVC. However, in case of

constant-power loads, Fig. 6.8 shows that the values of VDMI are very close to each other among

all strategies. However, in case of ZIP loads, the values of VDMI depend on the operating strategy.

This issue is discussed in the following paragraph.
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Figure 6.8: Comparison of VDMI corresponding to ZIP and CP loads consider-

ing LDC.

When the SVC operates non-uniformly, the ZIP loads correspond to higher VDMIs than constant-

power loads. When the SVC operates uniformly, the ZIP loads correspond to lower VDMI than the

constant-power loads. It is generally accepted that OLTCs alone can not flatten the voltage profile

of a distribution network. Reactive power compensation may also be required in some part of a

network. In the modified IEEE 123 bus system, this part is located around buses bus 73 , 100, 102,

103 and 63 in Fig. 2.3 where SCs and SVC are installed.

In case of ZIP loads, discrete compensation provided by those SCs can cause large change in

reactive power flow. As shown in Table 6.1, the ZIP coefficients of reactive power are significantly

higher than those of real power. This means that reactive power of those loads are much more

sensitive to voltage variation than real power of those loads. The step size of the shunt capacitor

may be large enough to introduce significant change in the magnitudes of the voltages at and nearby

buses where the capacitor is located. In this situation, the smooth output of an SVC becomes

important.

When the SVC operates uniformly, the voltages are more balanced than when it operates non-
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uniformly. A balanced situation generally corresponds to lower losses and flatter voltage profile

than an unbalanced situation. Fig. 6.8 supports this conclusion by showing that the values of

VDMI of ZIP loads are lower than those of constant power loads corresponding to strategies XIII,

XIV, XVII and XVIII. On the other hand, if the SVC operates non-uniformly then the voltages

are less balanced as compared to the case when the SVC operates uniformly. The non-uniform

operation correspond to higher values of VDMIs than the uniform operation. Fig. 6.8 shows this

situation in values of VDMI corresponding to strategies XI, XII, XV and XVI. Hence, in terms of

VDMI, ZIP loads are better than constant-power loads for one half of all strategies and vice versa

for another half of all strategies.

Fourthly, Fig. 6.9 compares the values of VUI corresponding to ZIP and constant-power loads.

The values of maximum VUIs corresponding to ZIP loads are higher than those corresponding to

constant-power loads. Hence, in terms of VUI, the LDC with constant-power loads is better than

the LDC with ZIP loads.

The following reasoning can be followed to explain the results of Fig. 6.9. As discussed

previously, in case of ZIP loads, the magnitudes of voltages at the buses which are served by

OLTC R1 are close to their upper limits. This means that ZIP loads connected to those buses draw

high current. The higher the load currents of loads are, the larger the voltage drops of lines are,

then the higher unbalance of voltages is.

Finally, Fig. 6.10 compares the total number of switching operations corresponding to LDC

with ZIP loads and constant-power loads. The number of switching operations corresponding to

ZIP loads are higher than those corresponding to constant-power loads. Hence, in terms of number

of switchings, the LDC with ZIP loads is worse than the LDC with constant-power loads.

In case of constant-power loads, the reference voltages of OLTCs are close to their upper

limits. Hence, there is a high risk of overvoltage when loads are light. When loads are heavy, there

is much lower risk of undervoltage due to the value of the reference voltages. Hence, the switching

operations mostly happen during light loading condition.

On the other hand, in case of ZIP loads, Table 6.10 shows that the reference voltage of sub-

station OLTC R1 is close to its upper limit while reference voltages of feeder OLTCs (R2-R4) are

close to their lower limits. When loads are light, there is high risk of overvoltage at buses corre-

sponds to R1. When loads are heavy, there is high risk of undervoltage at buses corresponds to
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Figure 6.9: Comparison of VUI corresponding to ZIP and CP loads considering

LDC.

R2-R4. Hence, in case of ZIP loads, switching operations may be required in both the situations.

Consequently, ZIP loads correspond to higher number of switching operations as compared to the

constant-power loads.

Overall, based on the above discussions, the LDC with ZIP loads is worse than LDC with

constant-power loads in terms of losses, VMI, VUI and number of switching operations. In addi-

tion, there is no clear winner in terms of VDMI.

Moreover, selection of the best strategy is not trivial. Table 6.11 lists the best strategies based

on losses, VMI, VDMI, maximum VUI and number of switchings, respectively, corresponding to

LDC with ZIP loads and the LDC with constant-power loads. It is shown that each alternative is

different from the other one in each of the indicators. Hence, voltage dependency of the loads is

very important in selection of best strategy in case the OLTCs operate in LDC mode.

6.3.3.1 Time-of-the-day versus LDC mode

It is also interesting to compare the performance of OLTCs operating in time-of-the-day and LDC

mode of control when loads are modelled as ZIP loads. It is to be noted that in Chapter 5 all loads
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Figure 6.10: Comparison of number of switchings corresponding to ZIP and CP

loads considering LDC.

are constant-power loads. The voltage regulation problem considering OLTCs operating in LDC

mode and ZIP loads can be posed as the following optimization problem:

minimize
c,d

J

subject to (2.2)− (2.6), (2.12)− (2.36), (5.6)− (5.13), (6.5)− (6.7).

(P6.4)

Table 6.12 compares both the modes when strategy XV is implemented. In terms of losses,

the time-of-the-day mode is worse than the LDC mode. However, in terms of VMIs and VDMIs,

VUIs and number of switching operations, the time-of-the-day mode is better than the LDC mode.

Furthermore, the computational time corresponding to both these modes are less than two min-

utes which is quite fast. Thus, the solution method proposed here is also capable of solving the

optimization problem considering both ZIP loads and OLTCs with line drop compensation.

Moreover, Fig. 6.11 shows voltage profiles of the system when strategy XV is used and OLTCs

operate in LDC mode for hours 6, 12 and 20. It can be seen that all magnitudes of voltages are

within limit and that those profiles are quite flat. Hence the method is still effective when voltage
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Table 6.11: The best strategy per performance indicator correspondting to LDC

with ZIP loads and constant-power loads.

Best Strategy

ZIP Constant Power

Loss XII and XVI XII and XVI

VMI XIII, XVI, XVII and XVIII XVII

VDMI XIII, XVI, XVII and XVIII XII and XVI

VUI XI and XV XI

Number of switching XI - XVIII XI, XII, XV and XVI

Overall

dependent load are considered.

6.4 Conclusion

This chapter considers voltage-dependent loads. It also compares the results obtained by using ZIP

loads with those obtained by using constant-power loads. Each of these two cases corresponds to

different optimal solution. The results obtained by using ZIP loads are better (worse) than those

obtained by using constant-power loads in terms of losses, VMIs and VDMIs (VUIs and number

of switchings)

Furthermore, the comparison is repeated in case of voltage regulation considering topology

uncertainty. The results obtained by using ZIP loads are better (worse) than those obtained by

using constant-power loads in terms VDMI and VUI (losses, VMI and number of switchings).

Moreover, comparison of the results obtained by using the two load models in a network where

OLTC operate in LDC mode also has been carried out. The results obtained by using ZIP loads are

worse than those obtained by using constant power loads in terms of loss, VMI, VUI and number

of switchings. In terms of VDMIs, the results obtained by using ZIP loads are better in 4 strategies

but worse in other strategies than those obtained by using constant-power loads.

In general, the use of each load model corresponds to different optimal solution. Therefore,

when the required data are available, it is important to consider voltage dependency of loads in

daily operation of distribution systems. From computational point of few, the optimization studies
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Table 6.12: Comparison between time-of-the-day mode and LDC mode of

OLTCs considering ZIP loads corresponding to Strategy XV.

time-of-the-day mode LDC Mode

Load model ZIP ZIP

Optimization problem (P6.0) (P6.4)

Stage 1 time horizon 24-hour ahead 24-hour ahead

Stage 2 time horizon 1-hour ahead 24-hour ahead

Stage 1 problem type NLP NLP

Stage 2 problem type NLP NLP

Stage 1 solver IPOPT IPOPT

Stage 2 solver IPOPT IPOPT

Losses (kWh) 891.72 891.38

VMI 8.81 10.65

VDMI 2.22 2.28

Max VUI (%) 0.82 0.94

Number of Switching 9 15

Computation Time (seconds) 48 89

can be solved in few minutes. Hence the proposed method can be considered quite efficient.
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Figure 6.11: Voltage Magnitudes at different phases corresponding to LDC op-

eration and voltage dependent loads at hours 6, 12 and 20.
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7 — Conclusion
’Would you tell me, please, which way I ought to go from here?’

’That depends a good deal on where you want to get to,’ said the Cat.

’I don’t much care where -’ said Alice.

’Then it doesn’t matter which way you go,’ said the Cat.

’- so long as I get SOMEWHERE,’ Alice added as an explanation.

’Oh, you’re sure to do that,’ said the Cat, ’if you only walk long enough.

- Lewis Carroll, Alice in Wonderland

7.1 General

The operator of a distribution network is responsible in maintaining the magnitudes of all voltages

within a certain limits. This task is called voltage regulation. As both of the loads and penetration

of distributed generation are expected to continuously increase in the future, the voltage fluctuation

caused by them will become more intensive. Therefore, the voltage regulation problem will be

more difficult and, hence, important in the future.

This chapter highlights the major findings in the works included in this thesis and suggests a

number of possible future works in the area of voltage regulation in distribution systems.

7.2 Summary of Significant Findings

The important contributions in the area of voltage regulation in distribution system with the pres-

ence of distributed generation can be summarized as follows:

A current-voltage based optimization model using Cartesian coordinate has been developed

to include a static var compensator operating in voltage control mode using droop control into

the voltage regulation problem in unbalanced radial distribution system. The voltage regulation

problem is posed as a constrained multi-objective optimization problem considering OLTC, SC,

SVC as voltage controllers. The objective functions include minimization of power loss in the

system and the number of switching operations of OLTC, SC and SVC. The equality constraints

involve the nodal current balance equations and the relations between currents and voltages of all

elements in the network. The inequality constraints include regulatory and physical limits of the

network and its elements. The physical limits involve the operational limits of OLTC, SC, and
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SVC. The regulatory limits consider the limits on voltage magnitude and the amount of unbalance

in the system. There are both discrete and continuous variables. Hence the problem is a mixed

integer nonlinear programming (MINLP). However, solving the problem is computationally very

expensive due to a very large discrete search space.

Therefore, a two-stage solution methodology has been developed to solve the above MINLP.

The first stage reduces the discrete search space into a binary search space. The second stage solves

the binary MINLP problem as a one-hour-ahead optimization. The effectiveness of the developed

method has been investigated on a modified IEEE 123 bus unbalanced radial distribution system.

The system has OLTCs, SCs, an SVC and many PV generations. Comparing the proposed method

with a branch-and-bound method, the following conclusions have been drawn:

• the proposed method is computationally efficient in comparison with the branch-and-bound

method.

• the proposed method can be used to optimally coordinate the operation of OLTC, SC and

SVC in an unbalance radial distribution system.

For considering the uncertainty of load and generation, a robust-optimization-based voltage

regulation problem has been formulated and its continuous reformulation based on complemen-

tarity condition has been proposed. Robust optimization approach follows worst-case-scenario

philosophy and tries to find a robust solution. For a given sets of intervals of possible values of

loads and generations, a solution is robust if the system remains feasible for any values of loads

and generations within those intervals. Since there are infinitely many possible values of load and

generation, considering all possibilities render the optimization problem intractable. Based on the

monotonicity of relation between the magnitudes of voltages and power flows in a distribution net-

work, this thesis conjectures that it is sufficient to consider only finite numbers of extreme cases to

find the robust solution. In order to verify the conjecture, Monte Carlo simulation study has been

carried out and it has been found out that the discrepancies between the results of robust optimiza-

tion and Monte Carlo simulations are small. Hence, the solution is robust for all practical purposes.

Since the robust voltage regulation problem is several times bigger than deterministic (non-robust)

problem, the second stage of the two-stage method previously discussed was not able to solve the

problem. Therefore, in the second stage, continuous reformulation has been utilized. Hence, both
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of the stages are now nonlinear programming problems which can be solved in few minutes. Com-

paring the robust optimization and deterministic optimization, the following conclusion have been

drawn:

• The monotonicity behaviour of the magnitudes of the voltages against the variation of line

power flows can be used in identification of extreme scenarios. These extreme scenarios

further can be used to find a robust solution of the voltage regulation problem in an unbalance

radial system.

• The continuous reformulation of the second stage of the previous two-stage approach allows

one to solve the robust voltage regulation problem in few minutes.

Furthermore, due to some possible benefits, topological change in in future distribution system

may be more frequent. While topology optimization and voltage regulation can be integrated,

this thesis assumes that they are independent from each other. Hence, the topology of a network

become uncertain from the point of view of voltage regulation. If all loads must be served, there

are finite number of credible topologies of a network. Hence, it may be possible to consider all of

them at once and to formulate robust voltage regulation problem against uncertainty in topology.

To verify its efficacy, the proposed method is implemented in a modified IEEE 123 bus system.

The following conclusion can be drawn:

• Due to the radiality of the network, the number of topologies which can serve all loads are

relatively smaller than meshed networks.

• For solving the problem, the exact relaxation function has been applied to voltage magnitude

and unbalance constraints as well as the complementarity constraint.

In addition, most of the works in voltage regulation in the available literature assume that

OLTCs operate in time-of-the-day mode. In this mode, the positions of the taps of an OLTC at

each hour for a 24-hour ahead is optimized and, then, are sent to the controller of the OLTC. The

controller of the OLTC will ensure that the positions of the taps are as scheduled. When the actual

loading condition differs from the forecasted one, there is a possibility of violations as well as

suboptimal operation of the network. On the other hand, an OLTC can also operate in the LDC

mode. In this mode, the position of a tap of an OLTC is controlled based on the local measurements
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of current and voltage and the settings of the LDC. This thesis proposes a model of the LDC of an

OLTC which can be integrated into the previously available optimization formulation. Comparing

the time-of-the-day and LDC modes, the following conclusion can be drawn:

• The proposed method enables optimal coordination of an OLTC operating in LDC mode

with other controllers.

• The previous methods proposed in this thesis could not solve the corresponding optimization.

In order to solve the problem, the exact relaxation method has been applied to all constraints.

• the strength of the LDC mode relies on its adaptability and less requirements in communi-

cation network.

• The LDC mode, however, has more losses and number of switching than the time-of-the-day

mode.

Due to its simplicity or the lack of data, many works in the literature assume that all loads

are constant-power loads. This thesis also has assumed the same in chapters considering SVC,

uncertainty in loads, generation and topology, as well as the LDC mode. As significant part of

loads, such as commercial and residential loads, are voltage dependent, this thesis also consider this

dependency, this thesis compares the results corresponding to constant-power loads and ZIP loads

considering the SVC, topological uncertainty and LDC operation. The comparison corresponding

to uncertainty in loads and generation is not done due to difficulty in determining the interval of

uncertainty of the voltage-dependent loads. From those comparisons, the following conclusions

can be drawn:

• In general, the use of each load model corresponds to different optimal solution.

• The method with full exact function relaxation was able to solve the optimizations problems

considering voltage-dependent loads.

7.3 Further Works

1. As the penetration of photo voltaic generators in distribution networks is increasing, it may

be useful to install an SVC as a voltage regulation device in distribution system. The model
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of SVC proposed in Chapter 2 may be used to determine the location and rating of SVC in

distribution system.

2. It is predicted that the number of electric vehicles connected to the distribution network will

be significant in the future. Therefore, voltage regulation considering the presence of electric

vehicle can be explored.

3. In this thesis, SCs are always controlled centrally using time-of-the-day mode. However,

there are other modes of operation of SCs, such as voltage-control mode, temperature-control

VAR-control modes, which have not been modelled as a part of optimal power flow.

4. This thesis assumes that the voltage at the substation remains constant for the whole period

of optimization. However, there are situations in which this assumption is not valid. Hence,

the voltage regulation considering variation of voltages in transmission system should also

be investigated.

5. In future smart grid, the application of demand response management will be more popular.

This will certainly effect the voltage regulation of distribution networks. Combined voltage

regulation and demand response should be also investigated further.
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Figure A.1: A simple network with an OLTC o, a line l, a load L, a distributed

generation G, a shunt capacitor SC and and svc v

Consider a simple radial network shown in Fig. A.1. The network has a OLTC o, a line l, an

SVC v, a Load L, a generation G and a shunt capacitor SC. For simplicity all of those devices are

three-phase devices and all shunt elements are wye connected. The constraints corresponding to

the network are given below. The equality constraints correspond to

A.1 Nodal Current Balance

The nodal current balance law applies to bus 1 and 2 only. Bus 0 is the slack bus and Bus 3 is

a dummy bus. Hence, for bus 0 and 3, the law does not apply. Since buses 1 and 2 have three

phases, in total there are 6 nodes. For each node, there are two equations corresponding to real and

imaginary current, respectively. Hence, in total, there 6×2 = 12 equality constraints corresponding

to nodal current balance.

I ipoxr =
∑

I iplxs +
∑

I ipLx +
∑

I ipvx +
∑

I ipSCx −
∑

I ipGx (A.1)

I ipoyr =
∑

I iplys +
∑

I ipLy +
∑

I ipvy +
∑

I ipSCy −
∑

I ipGy (A.2)

∀i ∈ {1, 2}, ∀p ∈ {a, b, c}
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A.2 OLTC

For OLTC o, there are four matrix relations given in eqs. (A.3) - (A.6) which must be satisfied.

Since OLTC o is a three-phase device, from each matrix relation, there are three complex relations.

From each of those complex relations, there are two real relations. Hence, in total, there are

4× 3× 2 = 24 equality constraints corresponding to OLTC o.

Ex(b
s
S) = AxEx(b

r
S)−AyEy(b

r
S)

+ BxISxr −ByISyr (A.3)

Ey(b
s
S) = AxEy(b

r
S) +AyEx(b

r
S)

+ BxISxr +ByISyr (A.4)

ISxs = CEx(b
r
S) +DISxr (A.5)

ISys = CEy(b
r
S) +DISyr (A.6)

where S = o, bsS = 0, brS = 1,

Ā =

⎡
⎢⎢⎢⎣

1
tapoa

0 0

0 1
tapob

0

0 0 1
tapoc

⎤
⎥⎥⎥⎦, B̄

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦,

C =

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦,D =

⎡
⎢⎢⎢⎣
tapoa 0 0

0 tapob 0

0 0 tapoc

⎤
⎥⎥⎥⎦
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A.3 Line

Similar to OLTC o, line l is a three-phase element of distribution system. Therefore, there 24

equality constraints corresponding to line l.

Ex(b
s
S) = AxEx(b

r
S)−AyEy(b

r
S)

+ BxISxr −ByISyr (A.7)

Ey(b
s
S) = AxEy(b

r
S) +AyEx(b

r
S)

+ BxISxr +ByISyr (A.8)

ISxs = CEx(b
r
S) +DISxr (A.9)

ISys = CEy(b
r
S) +DISyr (A.10)

where S = l, bsS = 1, brS = 2 Ā =

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦, B̄ =

⎡
⎢⎢⎢⎣
Z̄aa Z̄ab Z̄ac

Z̄ba Z̄bb Z̄bc

Z̄ca Z̄cb Z̄cc

⎤
⎥⎥⎥⎦, C =

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦,D =

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦.

A.4 Load

The load L is a three-phase load connected at bus 2. It has three equations for real currents given

in eq. (A.11) and three equations for imaginary currents given in eqs. (A.12). Therefore, it

corresponds to six equality constraints.

I ipLx =
P ip
L Eip

x +Qip
LE

ip
y

(Eip
x )2 + (Eip

y )2
(A.11)

I ipLy =
P ip
L Eip

y −Qip
LE

ip
x

(Eip
x )2 + (Eip

y )2
. (A.12)

∀i ∈ {2}, ∀p ∈ {a, b, c}
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A.5 Generator

Similar to load L, generator G is a three phase devices. It has three equations corresponding to

real currents given in eqs. (A.13) and three imaginary currents given in eqs. (A.14). Hence, it

corresponds to six equality constraints.

I ipGx =
P ip
G Eip

x +Qip
GE

ip
y

(Eip
x )2 + (Eip

y )2
(A.13)

I ipGy =
P ip
G Eip

y −Qip
GE

ip
x

(Eip
x )2 + (Eip

y )2
(A.14)

∀i ∈ {2}, ∀p ∈ {a, b, c}

A.6 Shunt Capacitor

Shunt capacitor SC is also a three-phase device connected to bus 2. It corresponds to six equality

constraints.

I ipSCx =
scip

nc

+Eip
y

X ip
SC

, X ip
SC < 0 (A.15)

I ipSCy =
scip

nc

−Eip
x

X ip
SC

, X ip
SC < 0. (A.16)

∀i ∈ {2}, ∀p ∈ {a, b, c}

A.7 SVC

The SVC v corresponds to three real power balance equations

P spec
vp = Ep

x(bv)I
p
vx + Ep

y(bv)I
p
vy = 0, ∀p, ∀v (A.17)

three reactive power balance equations

Qp
V = Ep

y(bv)I
p
vx − Ep

x(bv)I
p
vy ∀p, ∀v (A.18)
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and one voltage reference equation

|Ēref
v | = E1

v (A.19)

where

bv = 2, ∀p ∈ {a, b, c}.

The slope of SVC v, XSL, is modeled as a series element similar to OLTC o and line l. Hence,

there are 24 equality constraints corresponding to the slope of SVC v.

Ex(b
s
S) = AxEx(b

r
S)−AyEy(b

r
S)

+ BxISxr −ByISyr (A.20)

Ey(b
s
S) = AxEy(b

r
S) +AyEx(b

r
S)

+ BxISxr +ByISyr (A.21)

ISxs = CEx(b
r
S) +DISxr (A.22)

ISys = CEy(b
r
S) +DISyr (A.23)

where S = XSL, b
s
S = 2, brS = 3

Ā

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦, B̄

⎡
⎢⎢⎢⎣
jXa

SLv 0 0

0 jXb
SLv 0

0 0 jXc
SLv

⎤
⎥⎥⎥⎦, C

⎡
⎢⎢⎢⎣
0 0 0

0 0 0

0 0 0

⎤
⎥⎥⎥⎦, D

⎡
⎢⎢⎢⎣
1 0 0

0 1 0

0 0 1

⎤
⎥⎥⎥⎦

Hence, in total, SVC v corresponds to 3 + 3 + 1 + 24 = 31 equality constraints.

A.8 Uniform Operation Constraints

If OLTC o or shunt capacitor SC or SVC v operate uniformly the following constraints must also

be satisfied:

1. OLTC o

tapoa = tapob = tapoc (A.24)

2. SC

sc2a = sc2b = sc2c (A.25)
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3. SVC v

Xa
SLv = Xb

SLv = Xa
SLv. (A.26)

Qa
v = Qb

v = Qc
v (A.27)

A.9 Sequence Voltage Constratins

Since voltage unbalance ratio is expressed in terms of positive and negative sequence voltages, the

folowing constraints also apply for bus 1 and 2:

E1
xi =

1

3

(
Eia

x + Eib
x cos 120o − Eib

y sin 120o + Eic
x cos 240o − Eic

y sin 240o
)

(A.28)

E1
yi =

1

3

(
Eia

y + Eib
y cos 120o + Eib

x sin 120o + Eic
y cos 240o + Eic

x sin 240o
)

(A.29)

E2
xi =

1

3

(
Eia

x + Eib
x cos 240o − Eib

y sin 240o + Eic
x cos 120o − Eic

y sin 120o
)

(A.30)

E2
yi =

1

3

(
Eia

y + Eib
y cos 240o + Eib

x sin 240o + Eic
y cos 120o + Eic

x sin 120o
)

(A.31)

i ∈ {1, 2}

There only 2 three-phase buses in the network. Hence, in total, there are eight equality constraints

correspond to sequence voltage of three-phase buses.

A.10 Inequality Constraints

Based on various physical and regulatory limits, the following inequality constraints are consid-

ered:

1. Voltage magnitude limits at all buses and phases including all load and SVC’s dummy bus:

0.95 ≤ |Ēip| ≤ 1.05, i ∈ {2, 3}, ∀p ∈ {a, b, c} (A.32)

Hence, there are six inequalities corresponding to voltage magnitude limits.
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2. Voltage magnitude limits for a node that is connected to the secondary terminal of OLTC

[150]:

0.9 ≤ |Ēp(bo)| ≤ 1.1, bo = 1, ∀p ∈ {a, b, c} (A.33)

Hence, there are three inequalities constraints correspond to the limits of magnitude of volt-

ages at an OLTC’s secondary terminal.

3. Positive-sequence voltage reference limit of SVC v:

0.95 ≤ |Ēref
v | ≤ 1.05. (A.34)

Hence, there is one inequality corresponding to the voltage reference of SVC v.

4. Reactive power limit of SVC:

Qmin
vp ≤ Qp

v ≤ Qmax
vp , p ∈ {a, b, c} (A.35)

Hence, there are three inequalities corresponding to the reactive power of SVC v.

5. limits on slope of SVC:

Xv,min
SLp ≤ Xp

SLv ≤ Xv,max
SLp , p ∈ {a, b, c} (A.36)

Hence, there are three inequalities corresponding to the slope of SVC v.

6. Limit on tap position of OLTC:

tapmin
op ≤ tapop(h) ≤ tapmax

op , p ∈ {a, b, c} (A.37)

Hence, there are three inequalities corresponding to the position of the taps of OLTC o.

7. Limit on voltage balance factor U2 for all three-phase buses:

0 ≤ U2i = 100
|Ē2

i |
|Ē1

i |
≤ Umax

2 , i ∈ {1, 2} (A.38)

Hence, there are two inequalities corresponding to voltage unbalance factor in the network.
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Table A.1: Number of Equality Constraints

Equality Constraints

Name Number Section

Nodal current balance 12 A.1

OLTC 24 A.2

Line 24 A.3

Load 6 A.4

Generator 6 A.5

Shunt capacitor 6 A.6

SVC 31 A.7

Uniform operation 4 A.8

Sequence Voltage 8 A.9

Total 127

Finally, the voltage regulation problem of the network shown in Fig. A.1 can be formulated as

Problem (P:simple). The corresponding number of equality and inequality constraints are given in

Tables A.1 and A.2, respectively.

minimize
c,d

J

subject to (A.1)− (2.36),

(P:simple)
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Table A.2: Number of Inequality Constraints

Inequality Constraints

Name Number Section

Voltage Magnitude 6

A.10

Voltage Magnitude of OLTC o 3

Reference Voltage of SVCv 1

Reactive Power of SVCv 3

Slope of SVC v 3

Position of taps of OLTC o 3

Voltage unbalance factor 2

Total 21
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B — Load and Generation Data for mod-

ified 123 bus

Table B.1: Load Data

Load P ia
L Qia

L P ib
L Qib

L P ic
L Qic

L

Bus (i) Model kW kVAr kW kVAr kW kVAr

2 Y-PQ 40 20 0 0 0 0

4 Y-PR 0 0 0 0 40 20

5 Y-I 0 0 0 0 20 10

6 Y-Z 0 0 0 0 40 20

7 Y-PQ 0 0 20 10 0 0

8 Y-PQ 20 10 0 0 0 0

10 Y-PQ 0 0 20 10 0 0

11 Y-PQ 40 20 0 0 0 0

14 Y-PQ 0 0 0 0 40 20

15 Y-PQ 0 0 0 0 20 10

16 Y-Z 0 0 0 0 40 20

18 Y-PQ 40 20 0 0 0 0

22 Y-Z 0 0 40 20 0 0

24 Y-PQ 0 0 0 0 40 20

27 Y-PQ 0 0 0 0 40 20

28 Y-I 40 20 0 0 0 0

29 Y-Z 40 20 0 0 0 0

30 Y-PQ 40 20 0 0 0 0

to be continued in next page
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Load P ia
L Qia

L P ib
L Qib

L P ic
L Qic

L

Node (i) Model kW kVAr kW kVAr kW kVAr

31 Y-PQ 40 20 0 0 0 0

32 Y-I 40 20 0 0 0 0

33 D-PQ 40 20 0 0 0 0

35 Y-I 0 0 20 10 0 0

38 Y-Z 20 10 0 0 0 0

39 Y-PQ 0 0 20 10 0 0

39 Y-PQ 0 0 20 10 0 0

41 Y-Z 40 20 0 0 0 0

41 Y-PQ 0 0 0 0 20 10

42 Y-PQ 20 10 0 0 0 0

43 Y-Z 0 0 40 20 0 0

46 Y-I 0 0 20 10 0 0

47 Y-PQ 0 0 20 10 0 0

48 Y-I 20 10 0 0 0 0

49 Y-I 35 25 35 25 35 25

50 Y-PQ 20 10 0 0 0 0

51 Y-PQ 0 0 0 0 40 20

52 Y-Z 70 50 70 50 70 50

53 Y-PQ 35 25 70 50 35 20

54 Y-PQ 20 10 0 0 0 0

55 Y-PQ 0 0 0 0 75 35

56 Y-PQ 20 10 0 0 0 0

59 Y-Z 0 0 0 0 40 20

60 D-Z 35 25 35 25 70 50

62 Y-PQ 40 20 0 0 0 0

63 Y-I 0 0 75 35 0 0

to be continued in next page
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Load P ia
L Qia

L P ib
L Qib

L P ic
L Qic

L

Node (i) Model kW kVAr kW kVAr kW kVAr

64 Y-PQ 0 0 0 0 20 10

65 Y-PQ 40 20 0 0 0 0

67 Y-PQ 0 0 0 0 20 10

68 Y-PQ 0 0 0 0 40 20

70 Y-PQ 0 0 40 20 0 0

74 Y-PQ 0 0 0 0 40 20

75 Y-Z 0 0 0 0 40 20

76 Y-PQ 0 0 0 0 40 20

77 Y-PQ 0 0 40 20 0 0

78 Y-Z 40 20 0 0 0 0

79 Y-Z 0 0 0 0 40 20

81 D-I 105 80 70 50 70 50

82 Y-PQ 0 0 40 20 0 0

85 Y-PQ 40 20 0 0 0 0

87 Y-PQ 0 0 0 0 20 10

88 Y-PQ 0 0 0 0 40 20

89 Y-PQ 0 0 0 0 40 20

90 Y-PQ 20 10 0 0 0 0

91 Y-PQ 0 0 20 10 0 0

93 Y-PQ 0 0 40 20 0 0

94 Y-PQ 0 0 40 20 0 0

95 Y-PQ 40 20 0 0 0 0

96 Y-PQ 0 0 40 20 0 0

100 Y-I 0 0 40 20 0 0

102 Y-PQ 0 0 0 0 40 20

103 Y-PQ 40 20 0 0 0 0

to be continued in next page
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Load P ia
L Qia

L P ib
L Qib

L P ic
L Qic

L

Node (i) Model kW kVAr kW kVAr kW kVAr

105 Y-PQ 0 0 20 10 0 0

106 Y-PQ 0 0 20 10 0 0

107 Y-PQ 20 10 0 0 0 0

108 Y-PQ 40 20 0 0 0 0

109 Y-PQ 40 20 0 0 0 0

110 Y-PQ 40 20 0 0 0 0

112 Y-I 20 10 0 0 0 0

113 Y-PQ 20 10 0 0 0 0

114 Y-Z 40 20 0 0 0 0

115 Y-PQ 20 10 0 0 0 0

118 Y-PQ 0 0 0 0 20 10

119 Y-PQ 0 0 0 0 20 10

121 Y-I 40 20 0 0 0 0

124 Y-I 20 10 0 0 0 0

125 Y-Z 40 20 0 0 0 0

1420 775 915 515 1155 630

Table B.2: Generation Data

P ia
G P ib

G P ic
G

Node (i) kW kW kW

2 20 0 0

4 0 0 20

7 0 10 0

8 10 0 0

10 0 10 0

to be continued in next page
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Bus (i) P ia
G P ib

G P ic
G

11 20 0 0

14 0 0 20

15 0 0 10

18 20 0 0

24 0 0 20

27 0 0 20

30 20 0 0

31 20 0 0

33 20 0 0

39 0 10 0

39 0 10 0

41 0 0 10

42 10 0 0

47 0 10 0

50 10 0 0

51 0 0 20

53 17.5 35 17.5

54 10 0 0

55 0 0 37.5

56 10 0 0

62 20 0 0

64 0 0 10

65 20 0 0

67 0 0 10

68 0 0 20

70 0 20 0

74 0 0 20

to be continued in next page
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Bus (i) P ia
G P ib

G P ic
G

76 0 0 20

77 0 20 0

82 0 20 0

85 20 0 0

87 0 0 10

88 0 0 20

89 0 0 20

90 10 0 0

91 0 10 0

93 0 20 0

94 0 20 0

95 20 0 0

96 0 20 0

102 0 0 20

103 20 0 0

105 0 10 0

106 0 10 0

107 10 0 0

108 20 0 0

109 20 0 0

110 20 0 0

113 10 0 0

115 10 0 0

118 0 0 10

119 0 0 10

Total 387.5 235 345
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C — Load Models in Cartesian Coordinates

This appendix presents equations for constant-power, constant-impedance and constant-current

load models in Cartesian coordinate system. It is based on [150] which presents the same results

using polar coordinate system. For easy reference, the main results are given in Table C.1.

C.1 Wye-Connected Loads

A complex load connected at phase p of bus i can represented as

S̄ip = |S̄ip|∠θip = P ip + jQip

where S̄ip is the complex power of load connected at phase p of bus i; θip is its power factor angle;

P ip is its real part and Qip is its reactive part. Irrespective of their types, loads are often given in

terms of their rated power S̄0 = P0 + jQ0.

C.1.1 Constant-Power Load

In a constant power load model, S̄ = P + jQ, real P and reactive Q power are assumed to be

constant.

ĪCP =

(
S̄

Ē

)∗
=

(
P + jQ

Ex + jEy

)∗
=

P − jQ

Ex − jEy

=

(
P − jQ

Ex − jEy

)(
Ex + jEy

Ex + jEy

)

Ī =
(P − jQ)(Ex + jEy)

E2
x + E2

y

=
(PEx +QEy) + j(PEy −QEx)

E2
x + E2

y

=
(PEx +QEy)

E2
x + E2

y

+ j
(PEy −QEx)

E2
x + E2

y

= Ix + jIy
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Table C.1: Equality constraints of various load types.

Load Types Equality Constraints parameters

Constant power
Ix,CP = PCPEx+QCPEy

E2
x+E2

y
PCP , QCP

Iy,CP = PCPEy−QCPEx

E2
x+E2

y

Constant impedance
Ix,CZ = Exr+Eyx

r2+x2 r = PCZ0|Ē0|2
PCZ0

2+QCZ0
2

Iy,CZ = Eyr−Exx

r2+x2 x = QCZ0|Ē|2
PCZ0

2+QCZ0
2

Constant current

|Ī0| = I2x,CI + I2y,CI |Ī0| =
√

(PCI0)2+(QCI0)2√
(Ex0)2+(Ey0)2

EyIx,CI − ExIy,CI = (ExIx,CI + EyIy,CI )
QCI0
PCI0

Shunt Capacitor
Ix = sc

nc

+Ey

x
r = 0 and x < 0

Iy = sc−Ex

x
sc ∈ {0, 1, ..., nc}

Shunt Reactor
Ix = sr+Ey

x
r = 0 and x > 0

Iy = sr−Ex

x
sr ∈ {0/nc, 1/nc, ..., nc/nc}
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Then, the following equalities can be used to model constant power load:

Ix =
PEx +QEy

E2
x + E2

y

(C.1)

Iy =
PEy −QEx

E2
x + E2

y

(C.2)

In this thesis, Eqs. (C.1) and (C.2) are the equality contraints of a constant-power load.

C.1.2 Constant-Impedance Load

For a constant-impedance load, Z̄ = r + jx, resistance r and reactance x are assumed to be

constant. Their values can be calculated as follows

Z̄p =
|Ēp−n0|2

S̄∗p0

=
|Ēp−n0|2
P0 − jQ0

=
|Ēp−n0|2
P0 − jQ0

× P0 + jQ0

P0 + jQ0

=
P0|Ēp−n0|2
P0

2 +Q0
2 + j

Q0|Ēpn|2
P0

2 +Q0
2

= r + jx

where |Ēp−n0| is the rated line-to-ground voltage magnitude. Hence, the resistance and reactance

can be calculated using

r =
P0|Ēp−n0|2
P0

2 +Q0
2 , and (C.3)

x =
Q0|Ēp−n0|2
P0

2 +Q0
2 . (C.4)

The complex current flowing into a constant-impedance load then can be calculated as follows

Ī =
Ē

Z̄

=
Ex + jEy

r + jx

=
Ex + jEy

r + jx

r − jx

r − jx

=
(Exr + Eyx) + j(Eyr − Exx)

r2 + x2
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Hence, the real and reactive current can be written as

Ix =
Exr + Eyx

r2 + x2
(C.5)

Iy =
Eyr − Exx

r2 + x2
(C.6)

In this thesis, Eqs. C.5 and (C.6) are the equality constraints for a constant-impedance load.

C.1.3 Shunt Capacitor and Reactor

A shunt capacitor can be modeled as a constant-impedance load with zero impedance r = 0 and

negative reactance x < 0. Similarly, a shunt reactor can also be modeled as a constant-impedance

load with zero impdance r = 0 and positive reactance x > 0. This means that Eqs. (C.5) and (C.6)

reduce into

Ix =
+Eyx

x2
=

+Ey

x
(C.7)

Iy =
−Exx

x2
=
−Ex

x
(C.8)

As expected, if x < 0 (x > 0) then Eqs. (C.7) and C.8 indicate that the complex current, Ix + jIy,

is leading (lagging) the complex voltage, Ex + jEy by 900. In addition, Ix �= 0 ⇐⇒ Ey �= 0 and

Iy �= 0 ⇐⇒ Ex �= 0.

Note that pure reactance load does not consume real power as shown below in Eq. (C.9).

S̄ = ĒĪ∗

= (Ex + jEy)(Ix + jIy)
∗

= (Ex + jEy)(Ix − jIy)

= (Ex + jEy)(
Ey

x
− j(

−Ex

x
))

= (Ex + jEy)(
Ey

x
+ j

Ex

x
)

=
ExEy − ExEy

x
+ j

ExEx + EyEy

x

= j
ExEx + EyEy

x
(C.9)

However, this does not mean Ix = 0 as indicated by (C.7).

194



For a capacitor bank have nc uniform capacitors, the currents can be calculated using

Ix = sc
+Ey

x
(C.10)

Iy = sc
−Ex

x
(C.11)

sc ∈ {0/nc, 1/nc, ..., nc/nc} (C.12)

Note that the reactance x is calculated based on the total capacitance of the bank. For example, if

nc = 5 then sc ∈ {0, 0.125, 0.25, ..., 1}. In general, sc has nC + 1 possible discrete values.

In these thesis, Eqs. (C.10) and (C.11) are the equality constraints of a capacitor bank.

C.1.4 Constant Current

In a constant current load model, Ī = |Ī|∠(δ − θ), the magnitude |Ī| and load power factor angle

θ are assumed to be constant. The voltage angle δ varies in such a way the the magnitude of

current and the power factor of load are constant. Given the rated power of constant current load

PCI0 + jQCI0, the two constants can be calculated using

|Ī0| =
√
I2x + I2y

=

√
(PCI0Ex0 +QCI0Ey0)2 + (PCI0Ey0 −QCI0Ex0)2

((Ex0)2 + (Ey0)2)2

=

√
(PCI0Ex0 +QCI0Ey0)2 + (PCI0Ey0 −QCI0Ex0)2

(Ex0)2 + (Ey0)2

=

√
((PCI0)2 + (QCI0)2)((Ey0)2 + (Ex0)2)

(Ex0)2 + (Ey0)2

=

√
(PCI0)2 + (QCI0)2√
(Ex0)2 + (Ey0)2

(C.13)

and

θ0 = arctan

(
Q0

P0

)
= constant.

Furthermore, using the above constants, the following equalities follows:

Ī = Ix + jIy

|Ī0| = I2x + I2y (C.14)
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EyIx − ExIy = (ExIx + EyIy) tan θ0

= (ExIx + EyIy)
Qo

P0

(C.15)

In this thesis, Eqs. (C.14), (C.15) are the equality constraints of a contant-current load.

C.2 Delta Connected Loads

Delta-connected loads have similar equations as wye-connected loads. The main different is that

here the voltages are line-to-line voltages. For example, for a constant-power load connected

between phase a and phase b of bus, the real and reactice currents can be calculated using

Ixab =
PExab +QEyab

E2
xab + E2

yab

(C.16)

Iyab =
PEyab −QExab

E2
xab + E2

yab

. (C.17)

The current enthering a delta connected load can be calculated using⎡
⎢⎢⎢⎣
Īa

Īb

Īc

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 0 −1
−1 1 0

0 −1 1

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
Īab

Ībc

Īca

⎤
⎥⎥⎥⎦ (C.18)

Similar approach can be applied for constant-impedance and constant-current loads, shunt ca-

pacitors, shunt reactors, and distributed generation connected in delta.
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