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ABSTRACT

Hindi Morphological Analyzer is a tool for
extracting grammatical knowledge from the given Hindi
text entered through the Roman Script. Morphological
Analyzer splits a sentence into its constituent morphemes,
which are the smallest units of the sentence carrying a
meaning. These morphemes correctly describe the sentence
grammatically. Thus, complete grammatical information of
a sentence is obtained from the morphemes.

With Morphological Analyzer, a sentence is split
into different grammatical parts of speech Patterns.

I have designed and implemented a computer
application called “Hindi Morphological Analyzer”. This
application can be used to assist people in analyzing the
grammatical knowledge in Hindi text.

The different constructs found through this
Morphological Analyzer are Date, Number, Conjunction,
Pronoun, Verb, Tense (whether Past, Present or Future),
Adverb, and Adjective.
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Chapter 1
INTRODUCTION

1.1 Overview

In any language Translation Support System, there is a need of a component that
could recognize the various parts of a speech. This recognizes all the words in the
sentence according to their morphology. This component is called Hindi Morphological
Analyzer. Morphological analysis is the basic enabling technique for many kinds of text
processing. In a Translation Support System (TSS), the following steps are involved:

1. Recognition of word forms
2. Parsing

3. Translation

Morphological Analyzer does the recognition of the parts of speech in a given
language text. Hindi Morphological Analyzer splits Hindi sentence entered through The
Roman script into its constituent morphemes or words. A morpheme is a smallest unit of
sentence conveying a meaning. These morphemes collectively describe the sentence
grammatically. With morphological analyzer, a sentence is split out into different

grammatical parts of Hindi text.

Here in this dissertation, I have done the work of recognition of the word forms of the
Hindi text. This application uses grammatical rules, statistical rules and lexicon based
techniques for determining the correct tag for Hindi text. The statistics include the
common sentence patterns. This can be used to assist people in and analyzing the

grammatical information in documents quickly and efficiently.



1.2 Objective of the Dissertation
The main objective is to find out the various parts of speech in a Hindi text
written in Roman Script. These varioﬁs parts of speech include:
1. Date
Number
Conjunction
Verb
Pronoun
Adjective
Noun
Adverb
Category of the sentence

N A ST IS

According to the meaning
According to the structure
10. Tense of the sentence

1.3 Scope of the work

This application can be further extended to make a Translation support System that can
translate text in one language to some other language. This can be used in assisting
people in learning a language and analyzing the grammatical information. This can be a
step between written text and knowledge base, because it can be used for grammatical

knowledge acquisition.

1.4 Organization of the thesis
The report starts with a brief description of different parts of speech in Hindi language.
The various parts of speech like Nbun, Pronoun, Adjective, Adverb, Verb etc. are

described according to their categories. In the chapter 3, problem has been analyzed.



The design procedure along with flow charts is described in the chapter 4. The
implementation details are described in the chapter 5. The result screens are shown in

chapter 6 and, finally, the last chapters contain Results and Conclusions.



Chapter 2
LITERATURE SURVEY

Various books on Hindi grammar are studied as part of acquiring the knowledge
of Hindi language. Romanization Schemg](See Appendix) developed by IIT Kanpur has
been adopted to write a sentence in Hindi language. The various papers related to the
morphology .analysis and sentence patterns are studied which are there in ER&DCI
Noida. Various websites are surveyed in order to get more information regarding this
field and also to learn the Hindi grammar.

2.1 Hindi Grammart?

HIST areef fr gl £ | mar et el

T HaF wqf & oar (3 | 3@ weh Wt Gy
AT -UREr THTEROT o fawa g 3T et

weffer ™ IEAF R ® & wwan ¥ 1

[Er=iEient IR TSR & gafieor FHgeaqEr g I
@) 57w F OWIR W

(@)@ & FUR W

() F ONMEUR W

(T ) wr F HUR W

v F YR W U a1 gefeor:

(1) faprdr

(2) sfaepriy @ weEw

(1) R=rr iC ety = Lireice & gar W
D > i3 TF IR fE A ¥ |

farerly ‘= : faesr A IR UPR F @3 B I
ldsr (Noun)

2. qdama (Pronoun)

3.fadmor (Adjective)

4 frm (Verb)

1. §@37 s of (Noun): A Noun is a word used as the name of a  person, place or thing.
oy fe ,oe W= , TG SR S e & amr
@ " Ted 3 1 3ERIer IHET WA It , HiE
L O



= & UBR (Types of Noun) :

A caftraras g or (Proper Noun)

B afdaras i (Common Noun)

C. sraaras = (Abstract Noun)

D. geermams | (Collective Noun)

E. soyar=s |@a (Material Noun)

A feaas =T ( Proper Noun) : A proper noun is the name of some
particular person or place.

St e ey fady aafe , Sha, wwe U

e @ A9 R | 3&RIoT : feamerr , FfETd mig i

B. snfaaraes |- {Commion Noun) : A common noun is a name given in

common to every person or thing of the same class or kind.
S g L sty @ A9 A 1
SETEOT I Jeeg ) i |

C. gaaras T ( Abstract Noun) : An abstract noun is usually the name of
quality,action or state considered apart from the object to which it belongs.

o w= fordr fraw , 9 , 4 o, A , WA , &,
=2 10104 Col: o B2 | .
SETeAOT ;A , e , Brar L@y anfg

D. wazraEs | (Collective Noun) : A collective noun is the name of
the number(or collection) of persons or things taken together and spoken of as one whole,

St WwWE TH W T TADT Rir e A WIS & UPC = |
SETECT : ofis , | T L, W9, g ,afEr , gar , TR
k-

E. gomars | (Material Noun) : Tfr @ /W F wm #F
ot iy arelr Ersci @ gRa Eoch arel T
ey FEHaTEEH wed ol B |

TR : @Er , Tl ,ag , ey , T g |

2. |dene (Pronoun) : A pronoun is a word used instead of a noun.

St = & wE W O3MER ZESHT gEEi @

e ¥ , @ wdaw g g |

LG (W 4 LT - AW ,q -gH

wa= ol ¥ HBR (Types of Pronoun):

A _gwyarEs (Personal Pronoun):The pronoun I and we which denote the

person or persons speaking,are said to be personal pronoun of the first person.



BETEAT ¥ ¥ L% L, L w LT

a)zad oy (First Person):The pronoun I and we which denote the person or
persons speaking are said to be personal pronoun of the first person.

SETEROT #F

b)aeaa gy (Second Person):The pronoun you which denote the person or

persons spoken to are said to be personal pronoun of the second person.
Saredar :

c)3T owy (Third Person):The pronoun he(she) and they which denote the
person or persons spoken of are said to be personal pronoun of the third person.
FaTERT BN R

B.fasrares (Demonstrative Pronoun):It will be noticed that the pronouns in
italics are used to point out the objects to which they refer, and are, therefore, called
Demonstrative Pronouns.

TR ' L,y ,mw ,d |

C.sfragaras (Indefinite Pronoun):All the pronouns in italics refer to persons
or things in general way, but do not refer to any person or thingin  particular.
SERT | B G )} , &ar , forr ,a o o) 1

D yararas (Interrogative Pronoun):It will be noticed that the pronouns in
italics are similar in form to Relative pronouns.But the work which they do is different
they are here used for asking question called interrogative Pronouns.

SETeT0T @l 1

E . fraaras (Reflexive Pronoun):When the action done by the subjectsturns
back(reflects)upon the subject, these noun are called reflexive pronoun.

FETEoT 1 s , 3 £ |

3. fadwor (Adjective) : A word as a word used with a noun to add something for

its meaning.

I8 o= HUGT WA GO L 5 @ gdid E s
T fydwor Ezic 5 1

ZETROT : 3= LT , Wrer ,W ,uder , #ter 1
fator F IR (Types of Adjective) :

A sprEras (Adjective of quality)

B.d=amamas (Neumaral Adjective)

C ufteromaras (Adjective of Quantity)

D o (Interrogative Adjectives)

E d¥aarms (Demonstrative Adjective)

F.oufovaras (Personal Adjective)



A AT (Adjective of quality):shows the kind or quality of a person or thing.

aypEr s i ST, W , R , BeeX
b)dw :wE S N S N

C)FE I QEr LT, g , &I , &

d. e : AR , gl ey ST
eypiq gifa » GREER , g

f.)faam : gt T

g)er A , qEr ,asd |, Fpar
hyer  abg L der b , @ w gl
iR dler , o ,?nal , S » YEIER

jyEmE TEEA L, BER G , WET
k) DAY , &g, A , Y
B d=mErEs :(Neumaral Adjective):show how many persons or things are

meant, or in what order a peron or thing stands.

1 Rraaaras (Definite Numeral Adjectives)

SRR ‘@ ,da LW E !

2. HeaaTas (Indefinite Numeral Adjectives)

SETEEOT S 1 I - 1 - L

C ufvamoraras (Adjective of Quantity):show how much of thing is meant.
SETEOT g A= , A, 3T , Ra SR

D adanfas : What,which and whose when they are used with nouns to ask
questions are called Interrogative adjectives.

Sr ferdror AR E O |

BETEIT @l aes L& 0 @wes |, feaen arefy ,q8 FWIB |

3 frar (Verb) :A verb is a word used to tell or assert something about some
person or thing.

B usl ¥ Y ww W T GA Wl AT ¥ ,38
fpar Ca S I

SeTelor ISR ¥ I, Sen g W%

Tonarr F o (Types of Verb):

A Fwds Rear (Intransitive Verb)

B.ww3im fesar (Transitive Verb)

Ein F IUR W BeE % d#ig (On the basis of use) :

1w vt (Simple Verb)

2. §gw frar - (Compound Verb)

Jawr g s {Nominal Verb)

4.y forar (Catisative Verb)

5. qimifes o (Absolutive Verb)

6.3mqut forar (Incomplete Verb)

10



HFHF foram (Intransitive Verb)

SETEIOT < dlgar , AT , B , SRET e § |
THHE frar (Transitive Verb)

SETETT CHAE gEE F  ugar ¥ 1 (gew Y FTr
o0

gt frar (Incomplete Verb)

SET0T ww ¥ ,w® ¥ .9 oawr ,#  &n I

Lied fipard (Compound Verb)

a)HRFHETS

ECas N | s g 1

b)aamreEas

BETEATF : W a |

c)FravamEas

BETATT lEer g I

d)yganideras

SETENOT (o e 1

e)frara &

FETEROT 3 WH |

DiacaaEas

R T wEer ¥

g)zeomras

SETRROT et e L

h)acrrearas

SR forr % ]

Daracgaras

Rl R ow ¥ |

D)icizancy

G gar e g

K)oty

ECUNIE 2 B 7 S |

DafrraEias

3ERT DI W |

(2) wfawrir T T A i3 et W ¥ TR PE
afadar E AT TR st R AT wd S |
sfaerdy AT METE i IR WER F [ 3 1
1.fpar -fardrgor (Adverb)

11



2 wFaesr arges  (Preposition)

3w d@ees (Conjunction)
4 frernfy s (Interjection)
1. frar -fadrgor (Adverb) : An Adverb is a word which modifies the meaning
ofa verb, an adjective or another adverb.
I & e &r e G Bielr ¥ ,
forar -fardor G g 4
BTEAIT tER - , STEEY L8 BE L, WS, ged e |
Rpar -fardhyor & TR (Types of Adverb):
a)euraras (Adverbs of place)
al)feuforgaes
BETEROT Tt gt , el , S N ICO ) 1
az)ﬁwaam
SETEITT @ @R LR ,39 T |
b)ereraras (Adverbs of time)
ST IS, Fe , wEl R G | & i .
c)yaRermErTs (Adverbs of degree or quantity)
3ETEA0T Dagd , arsr 1 - - , SIET |
dyafaaras (Adverbs of manner)
BTl 5 - , o .8 f , Stehr I
Y s (Preposition) : A preposition is 2 word placed before a noun or a

pronoun to show in what relation the person or thing denoted by it stands in regard to
something else.

EI -y | 3T wda= W WY Elci ] F
3T oW e I  wafda 23 , ¥ HFRY Ei:co T
¥ I
3aTeYor : Frr , Foara , @ L, g , | e |
2. wTaw @gs  (Conjunction) : A conjunction is a word which merely joins
together sentences , and sometimes words.
W e , earaf ar  arrb P OUER s
w PH g 1
BErEoT o5 i  m f afx | g , Weg , A .
s ,aur e o
3. ety @ (Interjectiom) :An interjection is a word which expresses
some sudden feeling.
S e Lo gow e nfe  a=iomet @ @w
T I

12



1, 8w & s g
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Chapter 3

ANALYSIS OF THE PROBLEM

This Hindi Morphological Analyzer is required to recognize the various parts of speech
which are there in the entered text. The various parts of speech that could be looked for in
the entered sentence could be: ‘
1. Date
Number
Conjunction
Verb
Pronoun
Adjective
Noun
Adverb

© e N e s W N

Category of the Sentence
According to the structure
According to the Meaning

10. Tense of the Sentence

Whether Past, Present or Future

1. Date Identification: Any Date, month or day which is present there in the sentence
given by the user is to be identified.

Suppose there is a sentence like

“rAma 25 janavarl 2003 ko xilll jA rahA hE |?

Then in this sentence *25 janavarl’ will be recognized as Date.

If the sentence is

“yaha somavAra, Janavarl 25 ko 2003 logoM ke sAWa xilll jA rahA hE |

then in this sentence somavAra, janavarl 25 will be recognized as Date and 2003 will

not be included in it.

15



2. Number Identification: Any number present in the sentence that is given by the user,
like x0, cAra will be recognized as a number by the morphological analyzer.

Suppose there is a sentence given by user like

“mohana blsa logoM ke sAWa blsa janavarI ko byAsa jA raha hE |7

Then in this sentence blsa in ‘bIsa. logoM’ will be recognized as a Number and blsa
janavrl will be recognized as a Date. .

Any number whether entered in numerals like 25, 75, 100 or entered in text like

‘pacclsa’, ‘Pichawwara’, ‘sO’ will be recognized as a number.

3. Conjunction Identification: Any conjunction present in the sentence that is given by
the user, like ‘Ora’ aWavA’, ‘yA’, ‘paranwu’ should rognized as a conjunction by the
morphological analyzer.

Suppose there is a sentence given by user like

“parasoM rAma Ora mohana KanA KA rahe We |?

Then in this sentence ‘Ora’ between ‘rAma Ora mohana’ will be recognized as a
conjuction.

If the user gives a sentence like

“mohana xilll ja rahA WA paranwu use blca me hI vApisa AnA padZA |7

In the above sentence ‘paranwu’ will be recognized as a conjunction.

4.Verb Identification: Verb present in the sentence given by a user will be identifiled by
the morphological analyzer.

Suppose there is a sentence written in Roman Secript like:

“MEM jA rahA huz |

Then in this sentence, the morphological analyzer should recognize ‘jA raha huz’ as verb
and jAnA’ is the root verb.

5. Pronoun Identification: Any pronoun present in the sentence like “wuma’, ‘Apa’,

‘mEM” should recognized as a pronoun by the morphological analyzer. Suppose there is
a sentence like -“kyA Apa kala xilll jA rahe hEM ?”

16



Then in the above sentencene ‘Apa” should be recognized as a pronoun by the

morphological analyzer.

6 Adjective Identification: Any adjective present in the sentence that is given by the
user, like ‘kAIA’ ‘badZA’ ‘CotA’ should rognized as an adjective by the morphological
analyzer.

Suppose there is a sentence given by user like

“rAma badZa naWaKaWa hE [?

Then in this sentence “badZA’ should will be recognized as an adjective.

7. Noun Identification: Any noun present in the sentence that is given by the user, like
‘kapadZA’, ‘maSIna’, ‘purajA’, ‘ladZakA’, ‘ladZakl’ should rognized as a noun by the
morphological analyzer.

Suppose there is a sentence given by user like

“rAma kala kapadZA Karlxane jAyegA |”

Then in this sentence ‘rAma’ and ‘kapadZA’ should be recognized as a noun.

If the user gives a sentence like »

“mohana xilll ja rahA WA paranwu use bIca me hI vApisa AnA padZA |”

then in the above sentence ‘mohana’ and “xilll” should be recognized as nouns.

8 Adverb Identification: Any adverb present in the sentence that is given by the user,
like ‘kala® ‘Aja’ ‘parasoM’, ‘jalxI-jalxI’ should be recognized as an adverb by the
morphological analyzer.

Suppose there is a sentence given by user like

“rAma kala Ora parasoM se sakola nahTM AyegA [*

Then in this sentence ‘kala’ and ‘parasoM’ should will be recognized as adverbs.

9. Category of Sentence: The category of the sentence that is entered by the user, should

be recognized according to the structure of the sentence and the meaning of the sentence.

17



If the sentence is made up of two parts each separately being an individual sentence then
it will be recognized as a compound sentence otherwise it will be recognized as a simple
sentence.

According to the meaning the sentence could be defined in various categories like:
Sentence showing doubt ‘sanxehaboXaka vAkya’

Interrogative Sentences ‘praSanaboXaka vAkyA’

Exclamatory Sentences  “vismyAxiboXaka vAkyA’ etc.

Suppose if the sentence given by the user is

“rAma A rahA hE /Ora mohana jA rahA hE |?

Then the senhtence will be shown as a compund sentence by the morphological anatyzer.
If the sentence is

“rAma ne jana WA paranwu vaha jA na saA”

The morphological analyzer should tell;the above sentence as a Compound Sentence.
Suppose the sentence is

“agara wuma steSana cale jAwe wo Sayaxa wumhe gAdZI mila jJAWI”

Since there is presence of ‘agara’ and {Sayaxa’, both of which show some doubt in some
happening, the morphological analyzer should tell that the above sentence is showing

some doubt.

10. Tense of the Sentence: The type of the sentence to which a sentence belogs to should
be identified by the morphological analyzer. The sentence could be Past, Present or
Future. The proper category of the tense to which the sentence belongs to should be
shown.

Suppose if the sentence entered is

“rAma jA rahA hE”

Then the tense to which the sentence belogs to is shown as ‘Present Tense’.

18



Chapter 4

DESIGN OF THE PROPOSED SOLUTION

As this Morphological analyzer has to recognize the parts of speech of a Hindi
sentence, then it should take care of each word in the given sentence. As the parts of
speech like noun, pronoun, conjunction, adverb etc. can be anywhere in the sentence, it
should check each word for its particular category. This morphological analyzer should

also be capable of finding the presence of date and number in the text.

First the sentence can be checked for having a date into it. For this each word of
the sentence can be separately checked whether it could be in the standard date format. If
the checked word is in standard date format, then it can be tagged as date. If there is not
any word in standard date format, then it may be possible that the date entered could be in
the numeral format like ’25 janavarl 2003’ or ‘pacclsa janavarl xo hajAra wina’ or
‘pacclsa jamavarl 2003’ or 25 janavarl xo hajAra wlna’. For this we have to check each
word whether it is in numerals and if numeral, is it followed by a month, year. The word
can also be checked against the numbers written in text like ‘pacclsa’ which can be stored
in a file consisting of the words in number for the checking purpose. In this way the date

formed by words can be found out

Like date, each word can be checked to be a number. A word can be considered as
a number if it is not a date, and either it is in numeral or in text form. This can be checked
for each word of the sentence. Since date can be a number too, it is for only this purpose

that date should be checked out first in a given text.

After finding the date and number in a given sentence, we have to check the verb
present in the sentence. Since every language has some patterns that help to make
sentences, we have to find out the most common patterns used in Hindi language that are
normally used while making the sentences while writing or speaking. The patterns can be
like the ones given ahead:

19



" we cale jA rahe hoMge”
"_nl padaZ sakawl WI”
"_wl jA rahl hogl”

" wl raha gayl ho”

These patterns can be stored in some file for matching against the sentences that
are entered to check if they have the same pattern that is lying in the pattern database.
Like patterns we will have to store the common verbs occurring in the Hindi Janguage
according to some rules. Then using these patterns and the verbs stored in our database,
we can find out the verb in the given Hindi text.(This feature depends upon the vastness
of the database that we have created, .If for some reason we have not stored the verb that
is present in the sentence then this morphological analyzer won’t be able to tell the verb

present in the given text.

After finding the date, number and verb, we can check out remaining parts of

speech like noun, pronoun, adjective, adverb, and tense etc. present in the sentence.

Since there are a limited number of pronouns and adverbs we can store then in
some file and each word of the enteréd text can be checked against the words present in
these files. If the word in the sentence matches with the one present in these files then we

can easily find out the pronoun and adverbs in the given sentences.

The same rule can be applied for finding the adjectives and nouns present in the
sentence. But this like the verbs and patterns will be applicable to only those nouns and
adjectives that are presently in our database. So, it should be kept in mind to make the
database as large as possible to cover?the most common nouns and adjectives. But there
can not be all the words present in tfle database , so this application will be dependent
upon the number of words already kept in the database or simply saying the knowledge
base of the application.

The finding of these parts of speech is a mere lexicon look up in the database.

20



Input Sentence
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A

A

Date
chunker

Number
chunker

Verb
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Adjective

Pronoun

Conjunction

Noun

A

.

Database
Look Up

User

Figure 4.1 Structure Chart of Morphological analysis
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Partial Tagging

Sentence Tokeniza Date & Verb Lexical
tion Number Identifica Database
Chunker tion
A A -
Number, RootVerb p{ Morphological
Day, & Pattern Analysis
Month DB Database
Complite Tagging
Complete tagging Tagged.Sentenee:
‘With one or more tags With one or more tags

Figure 4.2 Block Diagram for Morpholegical analyzer
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So, according to the functionality of the application, the design can be made of having the

following different modules.

1. Tokenization: Tokenization process breaks input sentence (text) into words. The

words that we get after splitting process are called tokens.

2. Chunking: This module will consist of the following sub modules

Chunking for Date and Number: In this module, we will pass the complete tokenized
sentence as input and get output sentence tagged as Date and Number.

Suppose the sentence entered is

“ kala pacclsa janavarl 2003 ko sAwa Axaml xilll jA rahe hEM |”

Output of the Date chunker module will be

pacclsa janavarl 2003 [Date]

and the output of the Number chunker sub-module will be

sAwa [Number]

3. Verb Chunker: This module will be used to find out the verb present in the sentence

4. Modules for finding Adjective, Noun, Pronoun, Adverb and Tense: Each module
will do the look up in the database for the relevant category of the word.

23



Chapter 5
IMPLEMENTATION DETAILS

For implementation of this morphological analyzer we have to create some

database in which we can store some knowledge base that can be used by the

morphological analyzer for tagging the parts of speech.

For this the following parts/words need to be stored.

1.

Numbers in text form like : eka, xo0, wlna, cAra etc. This can be stored in a table in
the database. We have stored this in the Number table. This table contains
numbers in text written in Roman Script. For Date findings to take place months
and days in roman script are also stored in the database as Days and Months

tables.

Common Patterns and verbs. The patterns are stored in the Pattern.txt file and
the verbs are stored in the database as RootVerbEntry table. The various forms
extended from the RootVerbEntry are stored in a separate table called
RootVerbExts.

The root verbs are stored along with a paradigm number which is a number that is
given for a type of verb.

Like the verb “KA’ is given the paradigm number 1.

The table RootVerbExts containing the verb extensions has several fields like

verb, root verb, gender, singular or plural and extended form.

Adjectives are stored in the database as a table Adjective having two filelds:

adjective and its category.

Like adjectives, Adverbs are also stored in a table Adverb in the database. The

table has only a singe field of adverb only. e

& gilzen

‘!j PRy ™WO.cvene- &

NG

: ®
oy ROORY?
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Name

cka

Table 5.1 Number Table-It contains numbers in roman Scheme like ‘eka’.

Days

somavAra

maMgalavAra

“Table 5.2 Days Table-It contains day in roman Scheme like ‘somavAra’.

Verb Paradigm No
Uta 11
JA 3

Table 5.3(i) RootVerbEntry Table It contains the Verb and Paradigm Number of that
Verb. Like verb ‘jA’ has a paradigm number 3

Verb

RootVerb

Gender

S/P

Tense

ReotVerbexts

Table 5.4(ii) RootVerbExts Table-It contains all the possible generated forms and

various statuses like tense, gender etc from the root word,

Adjective: Category
badZA Quality
Table 5.4 Adjective Table-This table contains adjective and category of that
adjective.
Adverb
aBI

Table 5.5 Adverb Table-This table contains adverbs like ‘aBI’.

Noun Gender Category
ladZaki f jAwlIvacaka

Table 5.6 Noun Table-This table contains the nouns like “ladZakl’
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These tables are stored in the MS-Access. The implementation of the code

modules is done in the MS Visual Basic 6.0

5. Nouns are also stored in the database in a table called Noun. It has three fields
called noun, gender and its category.

6. As Pronouns and Copjunctions are limited so they need not be stored in the

database. They are stored in text files.
All these tables, which are stored in the database, are shown as on the left page.
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For the implementation of the code module of date chunker the flow diagram in

the figure 5.1 can be used.

A O A e

The Pseudo-Code is given as

START

READ THE SENTENCE

SPLIT INTO WORDS AND STORE IN AN ARRAY

TAKE NEW WORD FROM THE WORDS ARRAY

IS END OF SENTENCE REACHED, IF YES GOTO 7 ELSE GOTO 6

IS WORD A DATE, ANUMi?»ER, DAY OR MONTH

IF YES TAG IT AS WHAT IT IS, STORE INTO A TEMPORARY TABLE
AND GOTO 4

CHECK TEMPORARY TABLE AND CHUNK. IS DATE FOUND. IF YES
GOTO 8 ELSE GOTO 9

SHOW DATE

STOP
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Read
Sentence

Split the sentence
Into words

Is end of?
Sentence
Reached

No l

Is word a
Number, a day
or month?

No

Tagged as Number
Or Day or month

!

Store tagged
Word in DB

Is Date Found?

No

Figure 5.1 Flow Diagram for Date Chunker
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Flow Chart for the Number Chunker is shown on the left page in figure 5.2
Pseudo-Code for Number Chunker is given as

1. START

2. READ THE SENTENCE

3. SPLIT INTO WORDS AND STORE IN AN‘ARRAY

4, TAKE NEW WORD FROM THE WORDS ARRAY

5. IS END OF SENTENCE REACHED IF YES GOTO 7 IF NO GOTO 6

6. IS WORD A NUMBER IF YES TAG AS A NUMBER AND STORE IN A
TEMPORARY TABLE AND GOTO 4 )

7. CHECK TEMOPRARY TABLE. IS NUMBER FOUND IF YES GOTO 8 ELSE
GOTO 8

5. SHOW NUMBER

6. STOP
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Read
Sentence

Split the sentence
Into words

Is end of
Sentence
Reached?

Nol

Isword a
Number?

Yes

Tagge'd as
Number

v

Next
Word -

A4

Stop
Figure 5.2 Flow Diagram for Number Chunker
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Read
Sentence;

Is
Sentence
Compound?

‘ Yes
Make array Split Compound
of Sub [+ Sentence
Sentences ‘

For each sentence

Is Pattern
Found?

Extracted Pattern Extract Pattern Root Verb
Extracted m:g_*_
< Find Verb
y
Add Verb . Slhow
v
Stop

Figure 5.3 Flow Chart for Verb Identification
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Pseudo Code for Verb Identification:

W

Now

START

READ SENTENCE

IS SENTENCE COMPUND IF YES MAKE AN ARRAY OF SUB
SENTENCES IF NO GOTO 41

FOR EACH SUB SENTENCE

L. IS PATTERN FOUND IF YES GOTO II IF NO GOTO 5

II. EXTRACT PATTERN AND EXTRACT STRING BEFORE PATTERN
III. FIND VERB IN THE EXTRACTED STRING

IV GIVE VERB BY ADDING PATTERN AND ROOT VERB

V SHOW VERB

FIND ROOT VERB

SHOW VERB GOTO 7

STOP
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Start

Enter Verb
Paradigm No

* Generated| forms of verb
‘¥

I Database

y
Stop

Figure 5.4 Flow Chart for Verb Entry

I Start

h 4

Search of Root Verb into
Database

X

Delete all verbs corresponding
to that Root Verb from the
Database

Figure 5.5 Flow chart for Verb Deletion
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=

A

Input Sen.

Split into Words
And Make array

)

Take next Word
From array

End of Sentence
Reached?

Want to add?

Noun Root Word Generation

Enter Gender
And Category
Of Noun

i

Database

Figure 5.6 Flow Chart for Noun Entry
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()

A

Input Adjective,
Category

h 4

Database

Y
’ Stop i

Figure 5.4 Flow Chart for Adjective Entiy

Start

Input Adjective,

Search Adjective into Database

y

Delete Correspdg, Adjective from
Database

A
l Stop l

Figure 5.5 Flow Chart for Adjective deletion
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Chapter 6

RESULTS AND THEIR DISCUSSIONS

As the user starts the application, he/she is presented with a GUI of the
Hindi Morphological Analyzer. This is shown in figure 6.1

Paxa Paricaya

Parsing | clear [ Save I Exit

MStart| 1] @ 53| By Project! - Mcrosoft Visual...| (FUnthled - Notepad |[ &5 Morphologicalanatyser 28 110w

Figure 6.1 First Screen Presented to the User

The user can enter the sentence in the text box which has a label ‘Enter Sentence’ as
shown in figure 6.2 . As the user presses the ‘Parse’ button, The analysis of the entered
sentence starts. This is shown in figure 6.3. The tagged out is shown in the figure 6.3 and
6.4,6.5

ad




Enter Semtences

}ﬂﬁ_hu_u_h“hﬂ“'l‘ﬂ-ﬂﬂ’

Pazs Paricars
VAKyA paricays 2
F
Parsing | clewr S | xm |
| LB D Gyt st | Gt vt | Wyt gyt [[03 bt BB 00w

Figure 6.2 User Screen with sentence entered

A 25 jumavard s ke vahe KAIA Amm] Siors lnge ks sAWa 7 bafe JA rabil BE 7

I Parsing Resuht
Puxs Paricuys
Jemavarl  (Stmtus b Dutn) el
(Status is Adwark) =
VAKYA-pericays
Teman is Prosems Tomse .
Accurding tn Stracters - =

(P ow e | |
W] AB D s | Gt et | ot vt [ i B} 117

Figure 6.3 User Screen showing part of tagged output

Emter Semtences

Pua_-n-u-hunh—u-_n--nﬁvu-ﬂmll?

[ Parvimg Resuk

Puxa Paricays

g—m -
(Statas i Proses) [ Third Persen) =
[Statms i Adgmctrvs] =
vAKYA paricuys =

The somtence s Sample Sentence =]
L-n-.---h 2

Figure 6.4 User Screen showing part of tagged output
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alix

Emter Semtences
Mﬂmhu*m_h_hﬂ"fhﬂlﬂ"
| Farvmg Heval

Puxs Paricays
E (Status is mmber] =
rakA BE  [States is Verk){HeorVerk isjA) g

AKYA paricays
- e
d

vty | oo [Gn] wa |

W] DB D Gyttt | s et | oy tt[[& et (BB 0
Figure 6.5 User Screen showing part of tagged output

The user can also save the sentence and its output in a text file. For this a GUI is also
provided as shown in the figure 6.6

% =

15 jumavar] ke kals vaha kAIA Axaml SAws logn ke sAWa 7 baje jA rehA bE 7

Paxs Paricays
[Nrats i me—bar
Enull [Statms s - Verk) (RowtVerk njA]
vAKYA puricuys

— -

o] QBT Yo | Goene | fpumsyr | O[S A8 e

Figure 6.6 User Screen for saving the sentence and its output

These were the user screens showing the tagged output. Besides these, There are more
GUI for entering the knowledge base in the database and modifying them. The user
screen for entering the verb and modifying them is shown as in figure 6.7

e 1|
[— -[

.

Figure 6.7 User Screen for entering verb

Similarly there is another user screen for entering the adjectives and their categories in
the knowledge base as shown in the figure 6.8.
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OESTEEE—— .0%
A [
 E—

| | o)

Figure 6.7 User Screen for entering adjective

Yet another screen Is there for entering the nouns in the database. This interface is as
shown in the figure.

Figure 6.7 User Screen for entering nouns

As the morphological analyzer is required to tag the various parts of
speech in a sentence, entering some sentences checks this. Some of the sentences
entered and their results/outputs are shown below as:

Sentence 1 “kyA 25 janavarl ko kala vaha KAIA Axaml sAwa logoM
ke sAWa 7 baje jAyegA 7?7
Its tagged output is:

325 janavarl {status is:Date}

ko

kala {status is: Adverb}

vaha {status is: Pronoun} { Third Person}
kAIA {status is Adjective}

Axaml {status is: Noun}

sAwa {status is: Number}

sAwa

logoM

ke

sAWa

7 {status is: Number}

baje

jAyegA {status is:Verb} {Root verb is JAnA} {m} {s} {future}

Tense is future

According to Structure:

The sentence is simple sentence
According to Meaning
Interrogative
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Sentence 2 “mere pApA baMgalora rahawe hEM |~
Its tagged output is:

mere {status is:Pronoun } {First Person}
PApPA

baMgalora

rahawe hEM  {status is:Verb} {Root verb is rahanA}

Tense is Present

According to Structure:

The sentence is simple sentence
According to Meaning
Sentence is simple sentence

Sentence 3. “Aja waka use xilll se AnA cAhiye WA I”
Its tagged output is:

Aja {status is:Adverb}

waka {status is: Adverb}

use {status is:Pronoun} { Third Person}
xilll

se

AnA cAhiye WA {status is:Verb} {Root verb is AnA}

Tense is Past Tense

According to Structure:

The sentence is simple sentence
According to Meaning
Exclamatory

Sentence 4. “vo KAnA KA cuke hoMge |”
Tts tagged output is:

vo {status is:PRonoun} { Third Person}
KAnA KA cuke hoMge {status is:Verb} {Root verb is: KAnA KAnA}
!

Tense is Future

According to Structure:

The sentence is simple sentence
According to Meaning
Sentence is simple sentence
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Sentence 5. “vaha ladakl apne Gara jAnA cAhawl hogl |”

Tts tagged output is:

vaha {status is:Pronoun} { Third Person}
ladakl

apne {status is:Pronoun} {First Person}
Gara {Status is:Noun}

jAnA cAhawl hogl  {status is:Verb}{Root verb is;jAnA}
|

Tense is Future Tense
According to Structure:

The sentence is simple sentence
According to Meaning:
Interrogative

Sentence 6. “mohana ko xasa mlIla pExala calanA padaZ sakawA WA

9%

Its tagged output is:

mohana

ko '

xasa {status is:number}
mila

pExala {status is Adjective}

calanA padaZ sakawA WA | {status is:Verb}{Root verb is:chlanA}

Tense is Past Tense

According to Structure:

The sentence is simple sentence
According to Meaning
Sentence is simple sentence

Sentence 7. “kyA Apa kala paccIsa Paravarl 2003 ko bIsa logo??M ke
sAWa jA rahe hEM ?”

Its tagged output is:

kyA

Apa {status is:Pronoun}{Third Person}
kala {status is: Adverb}

pacclsa Paravar] 2003  {status is:Date}

ko
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blsa {status is:Number}
logoM
ke
sAWa
jA rahe hREM ? {status is:Verb}{Root verb is;jAnA}

Sentence 8. “xera sabera yaha wo honA hl WA |”

Tts tagged output is:

xera

sabera

yaha {status is:Pronoun} { Third Person}
WO {status is:Conjunction}

honA hI WA {status is: Verb}{Root verb is:honA}
l

Sentence 9. “kAnUna wo nirA akRama hI sixXa howA hE |
Its tagged output is:

kAnUna

) {status is:Conjunction}

nirA

akRama

hI

sixXa

howA hE {status is:Verb} {Root verb is:honA}

Tense is Present Tense
According to Structure:

The sentence is simple sentence
According to Meaning
Sentence Showing Doubt

Sentence 10, “mEM Aja yA kala waka ye Bexa jAna luMgA ki wuma
kahAz BAga rahe ho | ¢

Its tagged output is:

mEM {status is:Pronoun} {First Person}
Aja {status is:Adverb}

yA {status is:Conjunction}

kala {status is:Adverb}

waka {status is: Adverb}
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ye {status is:Pronoun} {Third Person}

Bexa

jAna

luMgA

ki {status is:Conjunction}

wuma {;status is:Pronoun} { Second Person}
kahAz {status is:Adverb}

BAga rahe ho {status is:Verb} {Root verb is:BaganA}

Tense is Present Tense
According to Structure:

The sentence is simple sentence
According to Meaning,
Interrogative, Showing Doubt

We see here that in some tagged outputs that in some cases the words
which are nouns have not been tagged as nouns. Why this so? This is because
this morphological analyzer is dependent upon the Knowledge Base of the
sysytem i.e. it works for only those words that are already been stored in the
database.
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Chapter 7
CONCLUSION

This can be seen from the results of some sentences in the previous section that
we are getting mixed results for nouns and adjectives. Sometimes a noun word is shown
as a noun and sometimes a noun is not shown as a noun. This is due to the limits of the
Knowledge Base i.e our database. This morphological analyzer is dependent upon
whether a word that is checked for tagging is already there in our Knowledge Base or not.

If the word we are checking does not happen to be there in our stored database,
then nothing could be said about that word and that word is left without tagging,.

Just take an example. Suppose the sentence entered is :

“kAnUna wo nirA akRama hl sixXa howA hE |
Its tagged output is:

kAnUna

WO {status is:Conjunction}

nirA

akRama

hT

sixXa

howA hE {status 1s:Verb} {Root verb is:honA}

Tense is Present Tense
According to Structure:

The sentence is simple sentence
According to Meaning

Sentence Showing Doubt

Here ‘kAnUna’ is not shown as a noun although it is a noun. Also

‘akRama’ is not tagged as an adjevtive though it is an adjective. This is due to the
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simple reason that they are not present in our Knowledge Base. Also, since we
have included a limited number of patterns, it is not capable of finding
allthepossible patterns and thereof verbs.

So, this morphological analyzer is capable of tagging only those words
which are already present in its database or Knowledge Base.

Also, it will show correct tagged output if it is entered with correct

sentences. The entered sentence must be grammatically correct.
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SOME EXAMPLES
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(B) Pattern File Containing Some Patterns

" we cale jA rahe hoMge*2"
" wI call jA rahf hogl*2"
"_wl call jA rahl howI*1"
" WA calA jA rahA hogA*2"
"_wA calA jA rahA howA*1"
" we cale jA rahe howe*1"
" " _we cale jA rahe hEM*1"
" pl padaZ sakawl WI*3"
" nl padaZ sakawl hE*1"
" nl padaZ sakawl hogI*2"
"_nl padaZ sakawl ho*1"
"_nl padaZ sakawl howI*1"
" nA padaZ sakawA WA*3"
"_nA padaZ sakawA hE*1"
" wl call jA rabl ho*1"
" wl call jA rahl WI*3"
"_wl call jA rahl hE*1"
"_wA calA jA rahA ho*1"
" wA calA jA rahA WA*3"
" wA calA jA rahA hE*1"
" we cale jA rahe We*3"
" _we cale jA rahe hE*1"
" we cale jA rahe ho*1"
" we cale gaye hoMge*2"
" wA calA gayA hogA*2"
" wA calA gayA howA*1"
" wi call gayl hogl*2"
" wi call gayl howl*1"
"_we cale gaye howe*1"
"_ne jA rahe hoMge*2"



" _ye jA rahe hoMge*2"
" we jA rahe hoMge*2"
"_yl jA rahe hoMglI*2"
" WA calA gayA WA*3"
" wA calA gayA hE*1"
" WA calA gayA ho*1"
" wl call gayl WI*3"

" wl call gayl hE*1"

" wl call gayl ho*1"
" we cale gaye We*3"

" we cale gaye hEM*1"
"_we cale gaye hoM*1"
" wIjA rahl hogI*2"

" _wI jA rahl howI*1"
“_yye jA rahe howe*1"

B

"_WA jA rahA hogA*2"
"_x;/A jA rahA howA*1"
 ye jA rahe hoMge*2"
"_ye jA rahe howe*1" ’
"_yIjA rahl hog[*2"
"_yIjA rahl howI*1"
"_yA jA rahA hogA*2"
"_yA }A rahA howA*1"
" 1A rahl hoMgl*2""A
" ne jA rahA hogA*2"
"_ne jA rahl hogl*2"

" ne jA rahl howI*1"
"_we jA rahe hREM*1"

" _wljA rahl ho*1"
"_wI jA rahl WI*3"

" wIjA rahl hE¥*1"



(C) Case Files for generating extended forms of Verbs

CASELtxt (Used with Verbs having paradigm number 1 like ‘KA’)
" *0","m","s","add","present" 1
"e*0","m","p","","past"

"TEQ" ", "s","" "past”
"IMFO", ", "p","", "past”
"Uz*0","m","s","add","present"
"eM*0","m","p","","present"
"yA¥0","m","s","", "past"
"o*0","m","p","add","present"
"UzgA*0","m","s","add"," future"
"yegA*0","m","s","add","future"
"yeMge*0","m","p", "add", "future”
"oge*0","m","p","add"," future"
"Uzgl*0","f","s","add" " future"
"egl*0","f","s","add", "future"
"yeMgI*0","f","p","add","future”
"ogl*0","f","p","add", " future"
"ezgl*0","f","p","add","future"
"wA*0","m","s","add", "past"
"wI*0","f","s","add", "past"
"we*0","m","p","add","past"
"nA*0","m","s","add","future"
"iyegA*0","m","s","add", future"
"iye*0","m","s","add"," future"
"ie*0","m","s","add","future"

"iegA*O","m", IIS", "add", "fiture"



CASE2.txt (Used with Verbs having paradigm number 2 like ‘bawA’, ‘bulA’)

" #Q" "m","s","add", "present"
"yA*Q","m","s","","past"
"e*0","m","p","", "past"”
"Uz*0","m","s","add","present”
"TEQM M, "S", ", "past”
"IM*o",f","p", ", "past”
"o*0","m","p","add","present"
"Uzgl*0","f","s","add","future"
"egI*0","f","s", "add", "future"
"ogl*0","{","p","add","future"
"UzgA*0","m","s","add","future"
"yegA¥*0","m","s","add","future"
"yeMge*0","m","p","add", "future"
"oge*0","m","p","add", "future"
"yeMgI*0","{","p","add","future"
"ezgI*0","f","p","add"," future"
"ogl*0","f","p" "add”, future”
"wA*0","m","s","add","past"
"wl*Q","f","s","add", "past"
"we*0","m","p","add","past”
"A*0","m","s","add", "future”
"iyegA*0","m","s","add", " future"
"iye*0","m","s","add"," future"
"ie*0","m","s","add","future"
"iegA*(0","m","s","add","future"



CASE3.txt (Used with Verbs haviﬂ‘g paradigm number 3 like “jA’)

"AQU N N Mare!
"Uz*0","m","s","", "pre"
"e*0","m","s","","past"
"eM*0","m","p","","pre"
"o*0","m","p","add","pre"
"UzgA*0","m","s","add","future"
"yegA*0","m","s","add", "future" ;
"yeMge*0","m","p","add", "future"
"oge*0","m","p","add", "future"
"Uzgl*0","f","s","add", "future" ‘
"ogl*0","f","p","add","future" !
"yegl*0","f","s","add", "future"
"yeMgI*0","f","p","add", "future"
"wA*0","m","s","add","past"
"wI¥0","f","s","add","past” \
"we*0","m","p","add","past" :.
"nA*0","m","s","add","future" !
"iyegA*0","m","s","add","future" i
"iye*0","m","s","add", "future" \
"ie*0","m","s","add","future"

:-';ﬁgA*O","m","S","add","flltllre“



CASEA4.txt (Used with Verbs having paradigm number 4 like so, ‘ro”)

" #Q" "m","s","add", "present"
"yA*0","m","s","","past"
"e*0","m","p","", "past"
"T*#0",m","s","","past"
"T™M*0","m","p","","past"
"Uz*0","m","s","add","present"
"eM*0","m""p","","present"
"UzgA*0","m","s" "add","future"
"yegA*0","m","s","add", "future"
"yeMge*0","m","p","add","future"
"oge*0","m","s","add","future"
"Uzgl*0","f","s","add", " future"
"yegl*0","f","s", "add", " future"
"yeMgl*0","f","p","add", "future"
"ogl*0","{","p","add", "future"
"wA*0","m","s","add","past"
"wI*0","f","s","add","past"
"we*0","m","p","add","past"
"nA*0","m","s","add","future"
"iyegA*(","m","s", "add", "future”
"iye*0","m","s","add", " future"
"ie*0","m","s","add", "future"
"iegA*0","m","s","add","future"



CASES.txt (Used with Verbs llavililg paradigm number 5 like ‘kara’)

" *0",“m","s","add","present"
"iyA*3" "m","p","", "past”
"ie*3","m","p","","past"

"TE3 M s, "past”
"IM*3". ", "p","", "past”
"Uz*1","m","s","add","present"
"e*1","m","s","add","past"
"eM*1 ","m","p","add","present"
"o*1","m","p","add","present"
"UzgA*1","m","s","add","future"
"egA*1","m","s","add","future"
"eMge*1","m","p","add", " future"
"oge*1","m","p","add","future"
"Uzgl*1",* " "s" "add", " future"
"egl*¥1","f","s","add", "future"”
"eMgl*1","f" "p","add"," future"
"ogl*1","f","p","add" "future"
"eMglt1","f","p","add", " future"
"wA*0","m","s","add", "past"
"wl*Q","f","s","add", "past"
"we*(Q","m","p","add", "past"
"nA*0","m","s"," add", "future"”
"iyegA*1","m","s","add","future"
"Tygil","m","s","add","future"
"ie*1","m","s","add","future"”

"iegA*l","m","S","add","future"



CASEG6.txt (Used with Verbs having paradigm number 6 like le, ‘xe®)
"iyA¥1","m","s","", "past"
"ie*1","m","p","","past"
"iyes1","m’,p", " past”

1", s, ", "present”
"IMAL",E, P, past"
"Uz*1","m","s","add", "present"
"o*1","m","p","add","present"
"UzgA*1","m","s","add", "future"
"oge*1","m","p","add", "future"
"Uzgl*1","f","s","add","future"
"ogl*1","f","p","add"," future"

" *0","m","s","add","present"
"M*0","m","p","","present"
"gI*0","f","s","add","future"
"MgI*0","f","p","add"," future"
"Mge*0","m","p","add","future"
"wA*0","m","s","add","past"
"wI*Q" "f","s","add","past"
"we*0","m","p","add", "past"
"nA*0","m","s","add","future"
"liyegA*1","m","s","add", "future"
"Giye*1","m","s","add","future"
"ljie*1","m","s","add"," fiture"
"ljiegA*1","m","s","add", "future"



CASE7.txt (Used with Verbs having paradigm number 7 like ‘ho”)

"uA*1","m","s","", "past"
"Uz*1","m","s","add","present"
"ue* 1 ","m","p","","past"

"al*1" M, st " "past”

"uIM* 1t "past”
"G*O"," " " " ne "past"
"M*0","m","p","","past"
"eM*0","m","P","","past"
"UzgA*0","m","s","add", "future"
"gA*Q","m","s" "add", "future"
"Mge*0","m","p","add","future"
"ge*0","m","p","add"," future"
"Uzgl*0","{","s","add","future"
"yegl*0","f","s","add","future"
"yeMgI*0","f","P","add","future"
"MgI*0","f","p","add","future"
"gl*0" "f","s","add" " future"
"wA*Q","m","s","add","past"
“wl*0", ", "s","add", "past"
"we*0","m","p","add","past"
"nA*0","m","s","add","future"

" #Q" "m" "s" "add","present"
"iyegA*0","m","s","add"," future"
"iye*0","m","s","add","future"
"ie*0","m","s","add","future"
"iegA*0","m","s","add","future"



CASES.txt (Used with Verbs having paradigm number 8 like ‘sI’, ¢ jI’)

"iyA*1","m","s","","past"
"ie*1","m","p","","past"
"iUz*1","m","s","","present"
"ieM*1","m","p","","present"
"io*1","m","p","add","present"
"iUzgl*1","m","s","add","future"
"iegA*1","m","s","add","future"
"loge*1","m","p","add","future"
"iUzgA*1","m","s","add", "future"
"{Uzgl*1","f","s","add", "future”
"ieMge*1","m","p","add","future"
"iegl*1","f","s","add"," future"
"iogl*1","f","s","add","future"
"iezgl*1","f","s","add', "future”
"wA*0","m","s","add","past"
"wl*0","f","s","add","past"
"we*0","m","p","add","past"
"nA*0","m","s","add", " future"
"MEFQ M, p" ", " past”

" *Q""m","s","add", "present"
"jiyegA*0","m","s","add", "future"
"jiye*0","m","s","add", "future"
"jie*0","m","s","add"," future”
"jiegA¥*0","m","s","add","future"

"Uz*1 ","m","S","add","presen "



CASED.txt(Used with Verbs having paradigm number 9 like ‘CU”)

" *O","m","s“ "add" "presen 1"
"U.A*l" vlmn "g |l ne upas

"ue*1","m","p","","past”
tal*1v e, st ", "past™
"ulMEL M p", ", "present”
"ueM*1","m","s","","present"
"uo*1","m","p","add","present"
"aUz*1","m","s","add","present"
"auUzgA*1","m","s","add", "future"
"uegA*1","m","s","add","future"
"uezge*1","m","p","add", "future"
"uoge*1","m","p","add", "future"
"nezgl*1","m","s","add","future"
"uegl*1",f","s","add", "future"
"wogl","f","p:,"add","future"
"wA*0","m","s","add","past"
"o I*0","{","s","add", "past"
"we*0","m","p","add", "past”
"nA*0","m","s","add", "future"
MyegA*0","m","s","add","future"
"iye*0","m","s","add","future"
"ie*0","m","s","add", "future"
"egA*0","m","s","add", " future"



CASE11.txt (Used with Verbs having paradigm number 11 like ‘cala’, ‘beca’)

" *0","m","s","add","present"
"A*1","m","s","","past"

"e* 1", "m","p", " "past"

"[E1" Y "S" T Mpast”
"IM*1","f","p" "™ "past"
"o*1","m","s","add","present"
"eM*1","m","s","","present"
"Uz*1","m","s","add","present"
"UzgA*1","m","s","add","future"
"Uzgl*1","f","s","add","future"
"egA*1","m","s" "add","future"
"eMge*1","m","p","add","future"
"oge*1".,"m","p","add","future"
"egl*1","f","s","add","future"
"eMgI*1","f","p" "add""future"
"ogl*1","f","p","add","future"
"wA*0","m","s","add","past"
"wI*0","f","s","add","past"
"we*0","m","p","add","past"
"nA*0","m","s","add","future"
"lyegA*1","m","s","add","future"
"iye*1","m","s","add","future"
"ie*1","m","s","add","future"
"iegA*1","m","s","add","future"




CASE10.txt (Used with Verbs having paradigm number 10 like ‘uTa’)

" *0","m","s","add","present”
"A¥1","m","s","" "past"
"e¥1","m","p","","past"
"L, "past”
"IM* 1V pt T, "past”
"o*1"."m","s","add","present”
"eM*1","m","s","", "present”
"Uz*1","m","s","add","present”
"UzgA*1","m"."s","add", " future"
"Uzgl*1","f","s","add","future"
"egA*1"."m","s", "add"," future"
| "eMge*1","m","p","add", "future"
"oge*1","m","p","add", " future”
"egl*1","f","s","add", "future"
"eMgl*1","f","p" "add"," future"
“ogl*1","f","p","add"," future”
"wA*0","m","s","add","past"
wi*(" " "s" "add","past"
"we*Q","m","p","add","past"
"nA*0","m","s","add"," future"
"iyegA*1","m","s","add","future"
"iye*1","m","s","add","future”
"ie*1","m","s","add","future”
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