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Hindi Morphological Analyzer is a tool for 

extracting grammatical knowledge from the given Hindi 

text entered through the Roman Script. Morphological 
Analyzer splits a sentence into its constituent morphemes, 

which are the smallest units of the sentence carrying a 

meaning. These morphemes correctly describe the sentence 
grammatically. Thus, complete grammatical information of 

a sentence is obtained from the morphemes. 

With Morphological Analyzer, a sentence is split 
into different grammatical parts of speech Patterns. 

I have designed and implemented a computer 

application called "Hindi Morphological Analyzer". This 

application can be used to assist people in analyzing the 

grammatical knowledge in Hindi text. 

The different constructs found through this 

Morphological Analyzer are Date, Number, Conjunction, 
Pronoun, Verb, Tense (whether Past, Present or Future), 

Adverb, and Adjective. 
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Chapter 1 

INTRODUCTION 

1.1 Overview 

In any language Translation Support System, there is a need of a component that 

could recognize the various parts of a speech. This recognizes all the words in the 

sentence according to their morphology. This component is called Hindi Morphological 

Analyzer. Morphological analysis is the basic enabling technique for many kinds of text 

processing. In a Translation Support System (TSS), the following steps are involved: 

1. Recognition of word forms 

2. Parsing 

3. Translation 

Morphological Analyzer does the recognition of the parts of speech in a given 

language text. Hindi Morphological Analyzer splits Hindi sentence entered through The 

Roman script into its constituent morphemes or words. A morpheme is a smallest unit of 

sentence conveying a meaning. These morphemes collectively describe the sentence 

grammatically. With morphological analyzer, a sentence is split out into different 
grammatical parts of Hindi text. 

Here in this dissertation, I have done the work of recognition of the word forms of the 
Hindi text. This application uses grammatical rules, statistical rules and lexicon based 

techniques for determining the correct tag for Hindi text. The statistics include the 

common sentence patterns. This can be used to assist people in and analyzing the 
grammatical information in documents quickly and efficiently. 
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1.2 Objective of the Dissertation 
The main objective is to find out the various parts of speech in a Hindi text 

written in Roman Script. These various parts of speech include: 

1. Date 

2. Number 

3. Conjunction 

4. Verb 

5. Pronoun 

6. Adjective 

7. Noun 

8. Adverb 

9. Category of the sentence 

According to the meaning 

According to the structure 

10. Tense of the sentence 

1.3 Scope of the work 
This application can be further extended to make a Translation support System that can 

translate text in one language to some other language. This can be used in assisting 

people in learning a language and analyzing the grammatical information. This can be a 

step between written text and knowledge base, because it can be used for grammatical 
knowledge acquisition. 

1.4 Organization of the thesis 
The report starts with a brief description of different parts of speech in Hindi language. 

The various parts of speech like Noun, Pronoun, Adjective, Adverb, Verb etc. are 

described according to their categories. In the chapter 3, problem has been analyzed. 
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The design procedure along with flow charts is described in the chapter 4. The 

implementation details are described in the chapter 5_ The result screens are shown in 

chapter 6 and, finally, the last chapters contain Results and Conclusions. 



Chapter 2 

LITERATURE SURVEY 

Various books on Hindi grammar are studied as part of acquiring the knowledge 

of Hindi language. Romanization Schem(See Appendix) developed by IIT Kanpur has 

been adopted to write a sentence in Hindi language. The various papers related to the 

morphology analysis and sentence patterns are studied which are there in ER&DCI 

Noida. Various websites are surveyed in order to get more information regarding this 

field and also to learn the Hindi grammar. 

2.1 Hindi Grammart 

a'r sr-t 	i t 	jittar 	f I 	arrvr 2itr 
u tiT 3TiIi 	 w i 3 	u fr 	Ta 	r 
rrar 	r -tTaiai 	aniarrur 	air 	? I 	T ti 3Tt 	ant 	air 
ijffii or 	3 	uair 	 ii1ltIT i 

d arr 	wart 	air 	ilaioi 
(ai) 3 	1 r tlj 	sirtiir 	trr 
(II) 	r i 	Nr41Z 	QZ 
(r)3 2+ 	3ailR 	Q{ 
(A) A?f~r t+ 	WmR 	7'd 

MOW t 	3T1Flrl 	A7 	wz: 	of aitDT: 
(1)a 
(2) srfar$ 	3n 	3r u 

(1) fi 	r1Y e 	lir 	-fa'r 	r 	u1 -il 	iT a1 	3raar 	~u 
MW 3 

l aiu1 : off}, 	2Is 	WIT wart  

1.aiirr (Noun) 
2. 	w (Pronoun) 
3.f t)aur (Adjective) 
4.f4iw (Verb) 

1. 	iai a or (Noun):A Noun is a word used as the name of a 	person, place or thing. 
f 	f 	aalIr 	,tu 	, r 	, afq ,f ,aiir 	ant 	r 	ZIM 
atr 	rtair ; 	1 	3r 	r 	: muir ,arfiraIT fffr 	AYs 
3U 
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air 	gWR 	(Types of Noun) : 

A. 	ui iu 	dir 	or(Proper Noun) 
B .aifaarua 	zrar 	(Common Noun) 
C. armor 	ziur 	 (Abstract Noun) 
D. cilgiq, 	#rr 	(Collective Noun) 
E.t th 	(Material Noun) 

A. r 	( Proper Noun) : A proper noun is the name of some 
particular person or place. 
ZY z r 	fit 	f41Q 	 , r , F 	ur 
3n1 	ur t% un 	I 34TTM 	: 	 , q+rf;?,TA 	3vft 1 

B. iiiin 	IT 	(Common Noun) : A common noun is a name given in 
common to every person or thing of the same class or kind. 
a7 us' 	V aIT 	aii 	a +r' a7'7 	T 	I 
3MTr 	: ar u 	f; 	, 	, R1nr 	m 

C. 	irq 	rar 	( Abstract Noun) : An abstract noun is usually the name of 
quality, action or state considered apart from the object to which it belongs. 

fft m 	f fr 	ftrr 	aura 	, 	, t 	, TMra 	trr 

3WFFM 	: Rama 	star 	, l ur 	,t 

D. 	(Collective Noun) : A collective noun is the name of 
the number(or collection) of persons or things taken together and spoken of as one whole. 

a1 2r-4 	VW of n aaw 	BI 	'Ar xJPT 1 	Zl+r uaz 
for 	 r 	z r 	,aa 	,uftarr 	, z r 	,err 
3a 	I 

E. 	utaq, 	nair 	(Material Noun) : nT 	zrr tT 	Ta 	aI 
r sfr 	 ar fr 	a 	zY 	 M# 	r 
2rs 	1aIq, 	 ,a 	crcr 	x 	I 
3WZM 	: t w 	, mkt 	, ars 	, 	, aiar 	3T t I 

2. xrar 	(Pronoun) : A pronoun is a word used instead of a noun. 
of u 	r 	ikrair 	na snEr 	iu1 	a1 
zlw? 	, 	TIaITT 	fir? 	t 	I 

m 	:ai - 	, 	-~ 	,311w , 	-3ai 

	

crar 2Rcmrt 	(Types of Pronoun): 
A .ear 	(Personal Pronoun):The pronoun I and we which denote the 
person or persons speaking,are said to be personal pronoun of the first person 
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a)~w 	 (First Person):The pronoun I and we which denote the person or 
persons speaking are said to be personal pronoun of the first person. 
set ur 	: 3fi 	,r 

b)sit n 	TM 	(Second Person):The pronoun you which denote the person or 
persons spoken to are said to be personal pronoun of the second person. 

c)r 	 (Third Person):The pronoun he(she) and they which denote the 
person or persons spoken of are said to be personal pronoun of the third person. 
3?T T 	:ic ,~  

B. uau' 	(Demonstrative Pronoun):It will be noticed that the pronouns in 
italics are used to point out the objects to which they refer, and are, therefore, called 

Demonstrative Pronouns. 
u°r 	:W€ ,'T , 	, 4 I 

C.W 	(Indefinite Pronoun):All the pronouns in italics refer to persons 
or things in general way, but do not refer to any person or thing in 	particular. 
34 °f 	z4 	 TT , u71' 	, '*Urr 	, lT 	, 	, 	,3;H& 

D.uptar;w 	 (Interrogative Pronoun):It will be noticed that the pronouns in 
italics are similar in form to Relative pronouns.But the work which they do is different 
they are here used for asking question called interrogative Pronouns. 

E.liuii 	 (Reflexive Pronoun):When the action done by the subjectsturns 
back(reflects)upon the subject, these noun are called reflexive pronoun. 

	

3N* 	SIN I 

3. f4ft 	(Adjective) : A word as a word used with a noun to add something for 
its meaning. 
aT 	 asZirr 	bra 	r ll t 	Wr aiT 
-a S Tyr 	Sri 	 I 
34TRW3Nnr 	,qtr 	, ~tY~r 	, ~zr , qaW 	, Wra I 
fur 	iK uqFrr 	(Types of Adjective) : 

A.'4' 	(Adjective of quality) 
B. 	 (Neumaral Adjective) 
C.aS3.P 	(Adjective of Quantity) 
D.iiil 	(Interrogative Adjectives) 
E.zv 	(Demonstrative Adjective) 
F.i,a 	 (Personal Adjective) 
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A t i'ii'i (Adjective of quality): shows the kind or quality of a person or thing. 
a.) 	r : stir 	, 	T 	, , 	, RM 
b.)i : era 	,~zr 	, , 3 
c.)  : Auur 	, am  
d.)  : WU* 	, , u 	i 	,autinfr 
e.)Am : Tifda 	, ~2r rr a 
f)fun : WIt 	,14NA 
g.)*tr : uflar 	, 7kuff 	, , f 	err 
h.)t r : 	, slir 	filar , ur~r 	, 	r 	, admit 
i.)3nuri : 	, ter 	,'f7ca , 	Yr 	, @Trait 
j.)* : 4}JW 	, 	, r~razr 	, 	r 
k.) : air 	, E 	, err , a;ar~r 

B 	rt u i n 	:(Neumaral Adjective):show how many persons or things are 
meant, or in what order a peron or thing stands. 

1 	 (Definite Numeral Adjectives) 
3r tUT 	: i 	, ~T 	c~ 	FY 	1 

2. era' 	 (Indefinite Numeral Adjectives) 

C gftm-1areq, 	(Adjective of Quantity): show how much of thing is meant. 
31 	, Ih1t? 	,aRr 	I 

D xiii iil e 	: What,which and whose when they are used with nouns to ask 
questions are called Interrogative adjectives. 
~fi f 1tlnr 	bra 	-t a fi 	I 
3T 	:Z6Ya 	a 	, 	 , ItliunT 	mkt 	,a 	1 

3 ifirar 	(Verb) :A verb is a word used to tell or assert something about some 
person or thing. 

'cr ,a* tr l 	It 	uni 	u,r 	nr 	AT 	rT 	A ie 
fr c1 
aai 	f : ulur , arar 	, ~+ 	it 	,Ar 	f 	1 
isr (Types of Verb): 
A..3 fir (Intransitive Verb) 
B.xaabi fir (Transitive Verb) 

wow 2K 	gnarl ti r 	DMT 	ft 	(On the basis of use) 
l.arni—~-tr fear (Simple Verb) 
2. diii frr (Compound Verb) 
3. iw 	cm is 	T (Nominal Verb) 
4. 5r Itsnr 	(Causative Verb) 

fpm 	(Absolutive Verb) 
6.3T9~k four (Incomplete Verb) 
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3TesaW f m (Intransitive Verb) 

o f4FW (Transitive Verb) 
3mvm : N chi V - 	za 	qil w 	I ( 	~fi 	V~} 

I) 

4 f4m (Incomplete Verb) 
,ii 	ri 	, 	t 

(Compound Verb) 

a)3m . i uc 

b)3 	r2T 	1 
3 M : aF 	I 

c)f4mlci 'I 
3 It 	T : Wiif tw 

d)a~ 
: c~W Tf 

e) uI I a147 EF 
YdTFUT :3d 	A1,7 	I 
fl~ 

r : amr c 	rr 	I 
g)+a 

rur :alter 11tff  ;  I 

h)r~ralEr~ 
rnr : fI ti 	I 

i) 
3 	or :l 	r 
J)t 

3~ri~ur : unit i -ii r 	F 
k)TtjQuw 

3~T 	tRw 
11 

: 	7 	sun 	I 

(2) 	iflIsrft un * 	i 	 f 	u*Tr 	i 	wRur 	n'I 
tlkRc ' 3TITFItIt 	21 	 cc 

3Ttr n+T$ a : 	 s1 	W17 	ALIT 	~+ 	c 
1  -fur (Adverb) 
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2.am r 	ftcii 	(Preposition) 
3 	 ftci 	(Conjunction) 
4.i 	 alarm (Interjection) 

1. I nir 	-fllvor 	(Adverb) : An Adverb is a word which modifies the meaning 
of a verb, an adjective or another adverb. 
f s 	zt Shur 	 fir 	u 	Y 
f4rw 	-f tl ur 	aii 	I 
YdFF r 	: gfft 	-Qt 	, 	Sm -arw , 	, 	3il11 
fir 	-fbelør 	ir wart 	(Types of Adverb): 

a) 	 (Adverbs of place) 
a1)~ 
3~T 	: i 	, T 	, 	, 3rr4 	, FTara 
a2}f~rr~~ 

	

°r 	= 	3k , V , 	z ~ 

b)q 	(Adverbs of time) 

c)~ 	(Adverbs of degree or quantity) 

	

nr 	 , 2kg 	3ftw 	a x 	 ter 

d) 	n 	(Adverbs of manner) 

	

tar 	: 	, tY 	, i1 	, U 	,~t 	, 	I 

	

Q 	a1can (Preposition) : A preposition is a word placed before a noun or a 
pronoun to show in what relation the person or thing denoted by it stands in regard to 
something else. 

	

aY Q1 	lfIT 	3M-lu xI11&1 	m 	 WRT 
u 2rsf 	a 	z2 	,it 	rr 	aln 

3Ar r 	: fear 	mom 	x 	 r 	xlYrar 	i 

2. i nr 	a m i (Conjunction) : A conjunction is a word which merely joins 
together sentences, and sometimes words. 

T't qr,,7 	grz~t 	, us rtttt 	-Ir 	nodi 	;R C VTFU 	añs 
W mar 	e 

3r$ t 	,air 3Tft t 

3. f it.ul 	tuw (Interjection) :An interjection is a word which expresses 
some sudden feeling. 
fr 2rs 	lanr 	, aru , VW 	er 	3t l 	jiaji1 	cmii 
Wt 
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3191 	:f 	!,3t 	!, 1!,ft :!, 	! i 
Baru 	: f !, f 	! , 3 	, 3'F 	!, 	H 
RIIW :r !,r !,c7 	r !,3i !,3€! 
ar:r 	VW 	! , fir ! , 3r1 ! , w1 	3 	! I 

U?M 	:la !, 	!,Pt 	!,v~ l,arr qt 
!, 	!,% :-1 	: ! ,*: 	! 

+ !, 	r !, r  
car 	: ft :-fry : ! ,~ru  

! i 
!, 	a3 	! i 

!, 	t 	t ! i 
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Chapter 3 

ANALYSIS OF THE PROBLEM 

This Hindi Morphological Analyzer is required to recognize the various parts of speech 

which are there in the entered text. The various parts of speech that could be looked for in 

the entered sentence could be: 

1 _ Date 

2. Number 

3. Conjunction 

4. Verb 

5. Pronoun 

6. Adjective 

7. Noun 

8. Adverb 

9. Category of the Sentence 

According to the structure 

According to the Meaning 

10. Tense of the Sentence 

Whether Past, Present or Future 

1. Date Identification: Any Date, month or day which is present there in the sentence 

given by the user is to be identified. 

Suppose there is a sentence like 

` rAma 25 janavarI 2003 ko xillI jA rahA hE I" 
Then in this sentence '25 janavarI' will be recognized as Date. 

If the sentence is 
"vaha somavAra, 7anavarI 25 ko 2003 logoM ke sAWa xillI jA rahA hE 
then in this sentence somavAra, janavarI 25 will be recognized as Date and 2003 will 

not be included in it. 
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2. Number Identification: Any number present in the sentence that is given by the user, 
like xo, cAra will be recognized as a number by the morphological analyzer. 

Suppose there is a sentence given by user like 

"mohana bIsa logoM ke sAWa bIsa janavarI ko byAsa jA raha hE I" 
Then in this sentence bIsa in `blsa logoM' will be recognized as a Number and bisa 
janavrI will be recognized as a Date. 

Any number whether entered in numerals like 25, 75, 100 or entered in text like 

`paccIsa', `Pichawwara', 'sO' will be recognized as a number. 

3. Conjunction Identification: Any conjunction present in the sentence that is given by 

the user, like `Ora' aWavA', 'yA', `paranwu' should rognized as a conjunction by the 

morphological analyzer. 

Suppose there is a sentence given by user like 

"parasoM rAma Ora mohana KanA KA rahe We I" 
Then in this sentence `Ora' between `rAma Ora mohana' will be recognized as a 

conjuction. 

If the user gives a sentence like 

"mohana xi11I ja rahA WA paranwu use bIca me hI vApisa AnA padZA J" 

In the above sentence `paranwu' will be recognized as a conjunction. 

4.Verb Identification: Verb present in the sentence given by a user will be identifiled by 
the morphological analyzer. 

Suppose there is a sentence written in Roman Script like: 

"MEM jA rahA huz 

Then in this sentence, the morphological analyzer should recognize `jA raha huz' as verb 
and jAnA' is the root verb. 

5. Pronoun Identification: Any pronoun present in the sentence like 'wuma', `Apa', 
`mEM' should recognized as a pronoun by the morphological analyzer. Suppose there is 
a sentence like "kyA Apa kala xillI jA rahe hEM ?" 
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Then in the above sentencene 'Apa' should be recognized as a pronoun by the 

morphological analyzer. 

6 Adjective Identification: Any adjective present in the sentence that is given by the 

user, like `kAIA' `badZA' `CotA' should rognized as an adjective by the morphological 

analyzer. 

Suppose there is a sentence given by user like 

"rAma badZa naWaKaWa hE I" 
Then in this sentence `badZA' should will be recognized as an adjective. 

7. Noun Identification: Any noun present in the sentence that is given by the user, like 

`kapadZA', `maSlna', 'purajA', 'ladZakA', 'ladZakl' should rognized as a noun by the 

morphological analyzer. 

Suppose there is a sentence given by user like 

"rAma kala kapadZA Karlxane jAyegA I" 
Then in this sentence `rAma' and `kapadZA' should be recognized as a noun. 

lithe user gives a sentence like 

"mohana xiiI ja rahA WA paranwu use blca me hl vApisa AnA padZA I" 
then in the above sentence `mohana' and `xillI' should be recognized as nouns. 

8 Adverb Identification: Any adverb present in the sentence that is given by the user, 

like 'kala' `Aja' `parasoM', jalxIjab:I' should be recognized as an adverb by the 

morphological analyzer. 

Suppose there is a sentence given by user like 

"rAma kala Ora parasoM se sakola nahEv1 AyegA 

Then in this sentence 'kala' and `parasoM' should will be recognized as adverbs. 

9. Category of Sentence: The category of the sentence that is entered by the user, should 

be recognized according to the structure of the sentence and the meaning of the sentence. 
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If the sentence is made up of two parts each separately being an individual sentence then 

it will be recognized as a compound sentence otherwise it will be recognized as a simple 
sentence. 

According to the meaning the sentence could be defined in various categories like: 
Sentence showing doubt 'sanxehaboXaka vAkya' 

Interrogative Sentences 'praSanaboXaka vAkyA' 
Exclamatory Sentences 'vismyAxiboXaka vAkyA' etc. 

Suppose if the sentence given by the user is 
"rAma A rahA hE Ora mohana jA rahA hE I" 

Then the senhtence will be shown as a compund sentence by the morphological analyzer. 

If the sentence is 

"rAma ne jana WA paranwu vaha jA na saA" 
The morphological analyzer should tell the above sentence as a Compound Sentence. 

Suppose the sentence is 
"agara wuma steSana calejAwe wo Sayaxa wumhe gAdZI mila jAwl" 
Since there is presence of `agars' and :`Sayaxa', both of which show some doubt in some 

happening, the morphological analyzer should tell that the above sentence is showing 

some doubt. 

10. Tense of the Sentence: The type of the sentence to which a sentence belogs to should 

be identified by the morphological analyzer. The sentence could be Past, Present or 
Future. The proper category of the tense to which the sentence belongs to should be 
shown. 

Suppose if the sentence entered is 
"rAma jA rahA hE" 

Then the tense to which the sentence belogs to is shown as `Present Tense'. 
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Chapter 4 

DESIGN OF THE PROPOSED SOLUTION 

As this Morphological analyzer has to recognize the parts of speech of a Hindi 

sentence, then it should take care of each word in the given sentence. As the parts of 
speech like noun, pronoun, conjunction, adverb etc. can be anywhere in the sentence, it 

should check each word for its particular category. This morphological analyzer should 
also be capable of finding the presence of date and number in the text. 

First the sentence can be checked for having a date into it. For this each word of 

the sentence can be, separately checked whether it could be in the standard date format. If 
the checked word is in standard date format, then it can be tagged as date. If there is not 

any word in standard date format, then it may be possible that the date entered could be in 

the numeral format like '25 janavarl 2003' or `pacclsa janavarl xo hajAra wIna' or 

`pacclsa janavarl 2003' or '25 janavarl xo hajAra wlna'. For this we have to check each 

word whether it is in numerals and if numeral, is it followed by a month, year. The word 
can also be checked against the numbers written in text like `pacclsa' which can be stored 

in a file consisting of the words in number for the checking purpose. In this way the date 

formed by words can be found out 

Like date, each word can be checked to be a number. A word can be considered as 

a number if it is not a date, and either it is in numeral or in text form. This can be checked 

for each word of the sentence. Since date can be a number too, it is for only this purpose 

that date should be checked out first in a given text. 

After finding the date and number in a given sentence, we have to check the verb 

present in the sentence. Since every language has some patterns that help to make 

sentences, we have to find out the most common patterns used in Hindi language that are 

normally used while making the sentences while writing or speaking. The patterns can be 

like the ones given ahead: 
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we cale jA rahe hoMge" 
" nI padaZ sakawI WI" 

"_wI jA rahI hogs" 

"wI raha gayl ho" 

These patterns can be stored in some file for matching against the sentences that 
are entered to check if they have the same pattern that is lying in the pattern database_ 

Like patterns we will have to store the common verbs occurring in the Hindi language 
according to some rules. Then using these patterns and the verbs stored in our database, 

we can find out the verb in the given •Hindi text.(This feature depends upon the vastness 
of the database that we have created, If for some reason we have not stored the verb that 

is present in the sentence then this morphological analyzer won't be able to tell the verb 

present in the given text. 

After finding the date, number and verb, we can check out remaining parts of 

speech like noun, pronoun, adjective, adverb, and tense etc. present in the sentence. 

Since there are a limited number of pronouns and adverbs we can store then in 

some file and each word of the entered text can be checked against the words present in 

these files. If the word in the sentence matches with the one present in these files then we 

can easily find out the pronoun and adverbs in the given sentences. 

The same rule can be applied for finding the adjectives and nouns present in the 

sentence. But this like the verbs and patterns will be applicable to only those nouns and 
adjectives that are presently in our database. So, it should be kept in mind to make the 

database as large as possible to cover the most common nouns and adjectives. But there 

can not be all the words present in the database, so this application will be dependent 

upon the number of words already kept in the database or simply saying the knowledge 
base of the application. 

The finding of these parts of speech is a mere lexicon look up in the database. 
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Input Sentence 

Date I 	Number I I  Verb  I I Adjective I I Pronoun J  I Conjunction I J  Noun 
chunker 	chmnker 	chunker 

Database 
Look Up 

User 

Figure 4.1 Structure Chart of Morphological analysis 

21 



Partial Tagging 

Sentence Tokeniza 	Date & 	 Verb 	 Lexical 
tion 	Number 	 Identifica 	 Database 

Chunker 	 tion 

Number, 	I 	I RootVerb 	Morphological 
Day, 	 I& Pattern 	 Analysis 
Month DB 

J 	
Database 

Tagging 

Complete tagging 	 Tagged, Sentence= 
With one or more tags 	 With one or more tags 

Figure 4.2 Block Diagram for Morphological analyzer 
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So, according to the functionality of the application, the design can be made of having the 

following different modules. 

1. Tokenization: Tokenization process breaks input sentence (text) into words. The 

words that we get after splitting process are called tokens. 

2. Chunking: This module will consist of the following sub modules 

Chunking for Date and Number: In this module, we will pass the complete tokenized 

sentence as input and get output sentence tagged as Date and Number. 

Suppose the sentence entered is 

" kala pacclsa janavarl 2003 ko sAwa Axaml xilll jA rahe hEM 

Output of the Date chunker module will be 

pacclsajanavarl 2003 [Date] 

and the output of the Number chunker sub-module will be 

sAwa [Number] 

3. Verb Chunker: This module will be used to find out the verb present in the sentence 

4. Modules for finding Adjective, Noun, Pronoun, Adverb and Tense: Each module 

will do the look up in the database for the relevant category of the word. 
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Chapter 5 
IMPLEMENTATION DETAILS 

For implementation of this morphological analyzer we have to create some 

database in which we can store some knowledge base that can be used by the 

morphological analyzer for tagging the parts of speech. 

For this the following parts/words need to be stored. 

1. Numbers in text form like : eka, xo, wlna, cAra etc. This can be stored in a table in 

the database. We have stored this in the Number table, This table contains 

numbers in text written in Roman Script. For Date findings to take place months 

and days in roman script are also stored in the database as Days and Months 
tables. 

2. Common Patterns and verbs. The patterns are stored in the Pattern.txt file and 

the verbs are stored in the database as RootVerbEntry table. The various forms 

extended from the RootVerbEntry are stored in a separate table called 

RootVerbExts. 

The root verbs are stored along with a paradigm number which is a number that is 

given for a type of verb. 

Like the verb 'KA' is given the paradigm number 1. 

The table RootVerbExts containing the verb extensions has several fields like 

verb, root verb, gender, singular or plural and extended form. 

3. Adjectives are stored in the database as a table Adjective having two filelds: 

adjective and its category. 

4. Like adjectives, Adverbs are also stored in a table Adverb in the database. The 

table has only a singe field of adverb only 
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Name 
eka 

Table 5.1 Number Table-It contains numbers in roman Scheme like `eka'. 

Days 
somavAra 

maMgalavAra 

Table 5.2 Days Table-It contains day in roman Scheme like `somavAra'. 

Verb Paradigm No 
Uta 11 
'A 3 

Table 5.3(i) RootVerbEntry Table It contains the Verb and Paradigm Number of that 
Verb. Like verb IA' has a paradigm number 3 

Verb RootVerb Gender SIP Tense RootVerbexts 

Table 5.4(ii) RootVerbExts Table-It contains all the possible generated forms and 
various statuses like tense, gender etc from the root word. 

Adjective 	Category  
badZA 	 Quality 

Table 5.4 Adjective Table-This table contains adjective and category of that 
adjective. 

• Adverb 
aBI 

Table 5.5 Adverb Table-This table contains adverbs like `aBI'. 

Noun 	 Gender 	 Category  
ladZaki 	 f 	 'AwIvacaka 

Table 5.6 Noun Table-This table contains the nouns like `ladZakI' 
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These tables are stored in the MS-Access. The implementation of the code 

modules is done in the MS Visual Basic 6.0 

5. Nouns are also stored in the database in a table called Noun. It has three fields 

called noun, gender and its category. 

6. As Pronouns and Conjunctions are Iimited so they need not be stored in the 

database. They are stored in text files. 

All these tables, which are stored in the database, are shown as on the left page. 
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For the implementation of the code module of date chunker the flow diagram in 

the figure 5.1 can be used. 

The Pseudo-Code is given as 

1. START 

2. READ THE SENTENCE 

3. SPLIT INTO WORDS AND STORE IN AN ARRAY 

4. TAKE NEW WORD FROM THE WORDS ARRAY 

5. IS END OF SENTENCE REACHED, IF YES GOTO 7 ELSE GOTO 6 

6. IS WORD A DATE, A NUMBER, DAY OR MONTH 

IF YES TAG IT AS WHAT IT IS, STORE INTO A TEMPORARY TABLE 

AND GOTO 4 

7. CHECK TEMPORARY TABLE AND CHUNK. IS DATE FOUND. IF YES 

GOTO S ELSE GOTO 9 

8. SHOW DATE 

9. STOP 
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Start 

Read 
Sentence 

Split the sentence 
Into words 

Is end of? 	Yes 
Sentence 
Reached 

No 

No 
Is word a 

Number, a day 
or month? 

Yes 

Tagged as Number 
Or Day or month 

Store tagged 
Word in DB 

Next Word 

Is Date Found? 	 No 

Yes 

Show 

Figure 5.1 Flow Diagram for Date Chunker + 	Stop 
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Flow Chart for the Number Chunker is shown on the left page in figure 5.2 

Pseudo-Code for Number Chunker is given as 

1. START 

2. READ THE SENTENCE 

3. SPLIT INTO WORDS AND STORE IN AN ARRAY 

4. TAKE NEW WORD FROM THE WORDS ARRAY 

5. IS END OF SENTENCE REACHEII) IF YES GOTO 7 IF NO GOTO 6 

6. IS WORD A NUMBER IF YES TAG AS A NUMBER AND STORE IN A 

TEMPORARY TABLE AND GOTO 4 

7. CHECK TEMOPRARY TABLE. IS NUMBER FOUND IF YES GOTO 8 ELSE 

GOTO 8 

5. SHOW NUMBER 

6. STOP 
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Start 

Read 
Sentence 

Split the sentence 
Into words 

Is end of 	Yes 
Sentence 
Reached? 

No 

Is word a 	No 

Number? 

Yes 

Tagged as 
Number 

Next 
Word 

Stop 
Figure 5.2 Flow Diagram for Number Chunker 
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Start 

Read 
Sentence 

Is 	No 

Sentence 
Compound? 

Yes 
Make array 	Split Compound 

of Sub 	Sentence 
Sentences 

For each sentenc 
Is Pattern 	No 

Found? 

Yes 

Extracted Pattern 	 Extract Pattern 	Root Verb 

Extracted string  
Find Verb 

Add Verb 	 Show 

Stop 

Figure 5.3 Flow Chart for Verb Identification 
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Pseudo Code for Verb Identification: 

1. START 
2. READ SENTENCE 
3. IS SENTENCE COMPUND IF YES MAKE AN ARRAY OF SUB 

SENTENCES IF NO GOTO 41 
4. FOR EACH SUB SENTENCE 

I. IS PATTERN FOUND IF YES GOTO II IF NO GOTO 5 
H. EXTRACT PATTERN AND EXTRACT STRING BEFORE PATTERN 
III. FIND VERB IN THE EXTRACTED STRING 
IV GIVE VERB BY ADDING PATTERN AND ROOT VERB 
V SHOW VERB 

5. FIND ROOT VERB 
6. SHOW VERB GOTO 7 
7. STOP 
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Start 

Enter Verb 
Paradigm No 

Generated forms of verb 

Database 

Stop 

Figure 5.4 Flow Chart for Verb Entry 

Start 

Enter 
Verb 

Search of Root Verb into 
Database 

Delete all verbs corresponding 
to that Root Verb from the 

Database 

Stop 

Figure 5.5 Flow chart for Verb Deletion 
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Input Sen. 

Split into Words 
And Make array 

Take next Word 
From array 

End of Sentence 	Yes 

Reached? 

No / Want to add? 

I Noun Root Word Generation 

Enter Gender 
And Category 

Of Noun 
Stop 

Database 

Figure 5.6 Flow Chart for Noun Entry 
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Start  

Input Adjective, 
Category 

Database 

Stop 

Figure 5.4 Flow Chart for Adjective Entry 

Start 

Input Adjective, 

Search Adjective into Database 

Delete Correspdg, Adjective from 
Database 

Stop 

Figure 5.5 Flow Chart for Adjective deletion 
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Chapter 6 

RESULTS AND THEIR DISCUSSIONS 

As the user starts the application, he/she is presented with a GUI of the 
Hindi Morphological Analyzer. This is shown in figure 6.1 

IIJ 

Enter Sentences 

Paxa-Partcaya 

vAkyA-paricaya 

Parsing I clear 	Save I Exit 

ASkmtI Projecti - t4vosdt vrs~,d... I ~2UMJea - toteoad 	II Mo.N~oba~c 	yx 	ILA 1:10 PM 

Figure 6.1 First Screen Presented to the User 

The user can enter the sentence in the text box which has a label Enter Sentence' as 
shown in figure 6.2 . As the user presses the `Parse' button, The analysis of the entered 
sentence starts. This is shown in figure 6.3. The tagged out is shown in the figure 6.3 and 
6.4, 6.5 
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,fl ati..I k.k ..&. kASA A1 S.Y b J.M.]b.H.. Ab1 

Figure 6.2 User Screen with sentence entered 

h,an.4 k.k —Y MA A& fb.Y~Yb rN.'be M. IIT 

rm~ 

i.r Pr... 

® ae— ate.. ra J 

Figure 6.3 User Screen showing part of tagged output 

gwcj~wrtb by. kn 	 MW. Tl./n.►IT 

rm~4~ 

. 	r I~y(T1Yr Ib.~) 
1Fn1+) 

•W 

Figure 6.4 User Screen showing part of tagged output 
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►yv /u~e.rn 
yA 	\.k .. kAN A1 kAw S.MY..*W.1 by.jA.Au 

r..uu cir•.Y.v~rvrt~yy  

ce / 7 	-"~'-~ 	'..r.+ i +w ... le+.r..r~a.a. r. 

Figure 6.5 User Screen showing part of tagged output 

The user can also save the sentence and its output in a text file. For this a GUI is also 
provided as shown in the figure 6.6 

-L 

h,A i1 	... s...tkAfllAvlllr,.s u.. MM.I q. N. a I[1 

Art YwJ 

yA rA It 	-.V►I.V..►f.j►J 	 - 

.A4A p1 

 IC_ 
j : •9 1-----I9.-----I87..►+.-._I a~.!+'+~ ai .- 

Figure 6.6 User Screen for saving the sentence and its output 

These were the user screens showing the tagged output. Besides these, There are more 
GUI for entering the knowledge base in the database and modifying them. The user 
screen for entering the verb and modifying them is shown as in figure 6.7 

Figure 6.7 User Screen for entering verb 

Similarly there is another user screen for entering the adjectives and their categories in 
the knowledge base as shown in the figure 6.8. 
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c 

Figure 6.7 User Screen for entering adjective 

Yet another screen Is there for entering the nouns in the database. This interface is as 
shown in the figure. 

Figure 6.7 User Screen for entering nouns 

As the morphological analyzer is required to tag the various parts of 
speech in a sentence, entering some sentences checks this. Some of the sentences 
entered and their results/outputs are shown below as: 

Sentence 1 "kyA 25 janavarI ko kala vaha kAIA AxamI sAwa logoM 
ke sAWa 7 baje jAyegA ?" 

Its tagged output is: 

325 janavarI {status is:Date) 
ko 
kala {status is: Adverb) 
vaha {status is: Pronoun} {Third Person} 
kAIA (status is Adjective} 
AxamI {status is: Noun) 
sAwa {status is: Number) 
sAwa 
logoM 
ke 
sA Wa 
7 {status is: Number) 
baj e 
jAyegA (status is: Verb} {Root verb is j AnA } { m } { s} {future} 

Tense is future 
According to Structure: 
The sentence is simple sentence 
According to Meaning 
Interrogative 



Sentence 2 "mere pApA baMgalora rahawe hEM " 
Its tagged output is: 

mere 	{status is:Pronoun} (First Person) 
pApA 
baMgalora 
rahawe hEM {status is:Verb}{Root verb is rahanA} 

Tense is Present 
According to Structure: 
The sentence is simple sentence 
According to Meaning 
Sentence is simple sentence 

Sentence 3. "Aja waka use xi11I se AnA cAhiye WA !" 
Its tagged output is: 

Aja 	{status is:Adverb} 
waka 	{status is: Adverb} 
use 	(status is:Pronoun) { Third Person) 
xi11I 
se 
AnA cAhiye WA {status is: Verb} {Root verb is AnA} 

Tense is Past Tense 
According to Structure: 
The sentence is simple sentence 
According to Meaning 
Exclamatory 

Sentence 4. "vo KAnA KA cuke hoMge " 
Its tagged output is: 

vo 	 {status is:PRonoun} (Third Person) 
KAnA KA cuke hoMge 	(status is: Verb) {Root verb is: KAnA KAnA} 

Tense is Future 
According to Structure: 
The sentence is simple sentence 
According to Meaning 
Sentence is simple sentence 
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Sentence 5. "vaha ladakI apne Gara jAnA cAhawI hog! I" 
Its tagged output is: 

vaha {status is:Pronoun} {Third Person} 
ladakI 
apne {status is:Pronoun}{First Person} 
Gara {Status is:Noun} 

jAnA cAhawI hogl {status is:Verb} (Root verb is:jAnA} 

Tense is Future Tense 
According to Structure: 
The sentence is simple sentence 
According to Meaning 
Interrogative 

Sentence 6. "mohana ko xasa mBa pExala calanA padaZ sakawA WA 
I 

Its tagged output is: 

mohana 
ko 
xasa 	{status is:number} 
mila 
pExala 	{status is Adjective} 
calanA padaZ sakawA WA I  {status is:Verb}{Root verb is:chlanA} 

Tense is Past Tense 
According to Structure: 
The sentence is simple sentence 
According to Meaning 
Sentence is simple sentence 

Sentence 7. "kyA Apa kala pacclsa ParavarI 2003 ko blsa logo??M ke 
sAWa jA rahe hEM ?" 

Its tagged output is: 

kyA 
Apa 	{status is:Pronoun}{Third Person} 
kala 	(statu's is:Adverb} 
pacclsa ParavarI 2003 {status is:Date} 
ko 
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bIsa 	 {status is:Number} 
logoM 
ke 
sAWa 
jA rahe hEM ? 	{status is: Verb} {Root verb is:jAnA} 

Sentence 8. "xera sabera yaha wo honA hI WA I" 
Its tagged output is: 

xera 
sabera 
yaha 	 (status is:Pronoun}{Third Person) 
wo 	 {status is:Conjunction) 
honA hI WA 	{status is: Verb} {Root verb is:honA} 

Sentence 9. "kAnUna wo nirA akRama hI sixXa howA hE " 
Its tagged output is: 

kAnUna 
wo 	 {status is:Conjunction} 
nirA 
akRama 
hl 
sixXa 
howA hE 	{status is:Verb}{Root verb is:honA} 

Tense is Present Tense 
According to Structure: 
The sentence is simple sentence 
According to Meaning 
Sentence Showing Doubt 

Sentence 10. "mEM Aja yA kala waka ye Bexa jAna IuMgA la wuma 
kahAz BAga rahe ho I" 

Its tagged output is: 

mEM {status is:Pronoun}{First Person) 
Aja {status is:Adverb} 
yA {status is:Conjunction} 
kala {status is:Adverb} 
waka {status is:Adverb} 
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ye {status is:Pronoun} {Third Person) 
Bexa 
jAna 
luMgA 
ki (status is: Conjunction} 
wuma 
kahAz 

{status is:Pronoun} {Second Person} 
{status is:Adverb} 

BAga rahe ho {status is: Verb} (Root verb is:BaganA) 

Tense is Present Tense 
According to Structure: 
The sentence is simple sentence 
According to Meaning, 
Interrogative, Showing Doubt 

We see here that in some tagged outputs that in some cases the words 
which are nouns have not been tagged as nouns. Why this so? This is because 
this morphological analyzer is dependent upon the Knowledge Base of the 
sysytem i.e. it works for only those words that are already been stored in the 
database. 
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Chapter 7 

CONCLUSION 

This can be seen from the results of some sentences in the previous section that 

we are getting mixed results for nouns and adjectives. Sometimes a noun word is shown 

as a noun and sometimes a noun is not shown as a noun. This is due to the limits of the 

Knowledge Base i.e our database. This morphological analyzer is dependent upon 

whether a word that is checked for tagging is already there in our Knowledge Base or not. 

If the word we are checking does not happen to be there in our stored database, 

then nothing could be said about that word and that word is left without tagging. 

Just take an example. Suppose the sentence entered is : 

"kAnUna wo nirA akRama hI sixXa howA hE " 

Its tagged output is: 

kAnUna 

wo 	 {status is:Conjunction} 

nirA 

hI 

sixXa 

howA hE 	(status is:Verb} (Root verb is:honA} 

Tense is Present Tense 

According to Structure: 

The sentence is simple sentence 

According to Meaning 

Sentence Showing Doubt 

Here `kAnUna' is not shown as a noun although it is a noun. Also 

`akRama' is not tagged as an adjevtive though it is an adjective. This is due to the 
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simple reason that they are not present in our Knowledge Base. Also, since we 
have included a limited number of patterns, it is not capable of finding 

alithepossible patterns and thereof verbs. 

So, this morphological analyzer is capable of tagging only those words 

which are already present in its database or Knowledge Base. 
Also, it will show correct tagged output if it is entered with correct 

sentences. The entered sentence must be grammatically correct. 
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APPENDIX 

(A) IIT Kanpur Romanization Scheme 

3T 3TT 3 ~i 

a A i I u U 

e E o 0 

M H z 
Tr Er 

k K G f Z 

c C J F 
a -a IIr 

t T d D N 
2 ZT 9 

w W x X n 
ZF -q 9 9 

P b B m 
4 Zr -T 
y r 1 v S 

R s h kR 'F Sr 
TT 

wwa pra kra 



SOME EXAMPLES 

B aMga +r 

sarvanASl fit 

gadZabadZa 

uwarA rr 

kRewra 

hlMxi akRaramAla i 	ii err 

kqwa 

SrqMgAra 

n 

KZ 

PZ 

pza IT 

UzcA  

kArya  



(B) Pattern File Containing Some Patterns 
"_we cale jA rahe hoMge*2" 

"_wI calI jA rahl hogl*2" 

"_wI call jA rahl howl* 1" 

"_wA calA jA rahA hogA*2" 

"_wA calA jA rahA howA* 1" 

"_we cale jA rahe howe* 1" 

"_we cale jA rahe hEM* l" 

" nI padaZ sakawl WI*3" 

"ill padaZ sakawI hE* 1" 

nI padaZ sakawI hogI*2" 

"_nI padaZ sakawl ho* 1" 

"_nI padaZ sakawl howl* 1" 

" nA padaZ sakawA WA*3" 

"_nA padaZ sakawA hE* I" 

" wI call jA rahl ho*1" 

"_wI call jA rahI WI*3" 

" wI call jA rahl hE*1" 

"_wA calA jA rahA ho* 1" 

"_wA calA jA rahA WA*3" 

"_wA calA jA rahA hE* 1" 

"_we cale jA rahe We*3 

"_we cale jA rahe hE*  1 

"_we cale jA rahe ho* 1" 

"_we cale gaye hoMge*2" 

"_wA calA gayA hogA*2" 

"_wA calA gayA howA*1" 

"_wI call gayl hogl*2" 

"_w1 call gayI howl!" 

"_we cale gaye howe* 1 " 

"_ne jA rahe hoMge*2" 
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"ye jA rahe hoMge*2" 

"_we jA rahe hoMge*2" 

"yI jA rahe hoMgI*2" 

"_wA calA gayA WA*3" 

"_wA calA gayA hE' 1" 

"_wA calA gayA ho* 1" 

"_wI call gayI WI*3" 

"_wI calI gayI hE* 1' 

"_wI calI gayI ho* 1" 

"_we cale gaye We*3" 

"_we cale gaye hEM* 1" 

"_we cale gaye hoM* 1" 

"_wI jA rahI hogl*2" 

"_wI jA rahl howl* 1 " 

"_ye jA rahe howe* 1" 

"_ yA jA rahA hogA*2" 

"_wA jA rahA howA* 1" 

"ye jA rahe hoMge*2" 

"ye jA rahe howe* 1" 

"yI jA rahl hogl*2" 

"yI jA rahI howl*1" 

"yA jA rahA hogA*2" 

"'A jA rahA howA* 1 " 

"_I jA rahl hoMgI*2","A 

"_ne jA rahA hogA*2" 

"_ne jA rahI hogl*2" 

"_ne jA rahl howl* 1 " 

"_we jA rahe hEM* 1" 

"_wI jA rahl ho*1" 

"_wI jA rahl WI*3" 

" wI jA rahl hE*1" 



(C) Case Files for generating extended forms of Verbs 

CASE1.txt (Used with Verbs having paradigm number 1 like `KA') 
" *0°,"1T1","s","add","present" 

"I A*0!t'tlf1, 

l 

'11„1t' TI 
 

"1 TZ*O"," lm",'~'s","add","present" 

"eeM*O","m","p", "present" 

1Io*0,I,l?ref I IIp„ 'I dU ,IpresentII 

"UzgA * 0", "m","s","add","future" 

"yegA*0" "m" "s" "add" "future" 

"yeMge * 0", "m", "p", "add", "future" 

„oge* 0", "m", "p","add", 'future„ 

"UzgI*0°,"f',"s","add","future" 

"yeMgI*Oh' h'f" IIpf "adduI ,T tureo 

"ezgl*0","f',',p","add","future" 

"we*o","Mn'upn n$ddn,"pastn 

"iyegA*0","m","s","add","future" 
niye*On "Ml nsn,°add","fUtwen 

"iegA* O","m","s °,"add", °future" 

f 



CASE2,txt (Used with Verbs having paradigm number 2 like `bawA', `bulA') 

" *0","1j","S","add","present" 
,?yA*0„ ••m!I uIsII u??I ulpast'I 

ue*On mmhe npn nu ..pasta 

ItI*0tI .I fI flsfl „tI ,lpastfl 

110*0~ .,m„ 11p'I'll 	I.,11present!' 
> 

"egI*O","f',"s",°add","future" 

'yegA*0", ~,m?~ ush~ h add„,h~ futurel~ 

"oge*O","m°,°p","add","future" 
"yeMgl*0","f',"p","add",°future" 
"ezgl*O","f',"p","add","future„ 

"iyegA  *Qnnm? S7,"addn,"fiture" > 
'lye*O' mmh "Sn nacIdhI, future" 

"le gA* 0 n,'rm", "S n, "add", future" 

F 



CASE3.txt (Used with Verbs having paradigm number 3 like 'jA') 

„ *01T, 	
, >°pre„ 

°UZ*au mmTI ns.. nn 

leM*0„ „m„ "p' ',",„Pre„
„0*0„ „m„ „P„~„add„ l,pre„ 

"UzgA*O","m","s","add","future" 
°yegA*O","M","s","add","future„ 

„oge*On'nmO, p,i naddn,,~future" 

"yeMgI*0„ „ f , „P„ „a1d„ „ ture„ 

„We*Oh,'nm„ hpn naddn,npastn 

niye*O,~ mm" "s„'„atld„ ,ifuture„ 

"ie* 0'',''m'',"s'',add",''future" 

h 



CASE4.txt (Used with Verbs having paradigm number 4 like so, 'ro') 

"  
"yA*On Imn nsn ", npaStn 

l•e*0„ „m„ ,lp.. ,.„ ?!past" 
ni*On filn nsn nu up tn 

a 
qM*0ll "mt. ",p'l ll'' ,past'' 

''Uz*0'',''m","s","add",''present'' 
'' eM* 0","m"''p","",present" 

„yegA*0","m","s","add","future" 

nQge*0","M" "S" naddn,nfuture" 

°UzgI* 0","f',"s","add°,°future" 
"yegI*0","f',"s","add","future" 

"ogI*0","f',"p","add', 'future„ 
" WA* 0","m","s","add","past" 
?l vI*0,. " fI „s„ "add°,fpastf 

" ve*0h' h,m?~ ,lp° „add, "past° 

"iyegA* 0", "m",  
niye*On mm~,"S",vaddu,nfuturen 

"ie*O","m","s","add","future" 
"iegA*0","m°,"s",°add",°future" 



CASE5.txt (Used with Verbs having paradigm number 5 like `kara') 

fiyA*g„ ''m'' "p" "'' "past" 

nie*3u mm~ npn ," "past'. 

,II*3fl Ifs l gI' 'Ifl flpasth, 

II JA 4 *'3 II' T',11p..',..., .,past" '1Jz* 1 
lm","s","add","present" 

11e*1 m „s 	past 

"eM* 1 ", "m", "p" ,"add", "present" 
"o* 1 ","m","p","add","present" 
°UzgA* 1  
neg

I

A*1U mmU iisU naddn,"fUtireh~ 

"eMge* 1 ", "m", "p","add","future" 
'loge* I n,nnlu'np","addn,nfuture ' 

"UzgI* 1","f',"s","add","future" 
„egl* 1 " " f ' ''s" "add„ " ture~' 

"e1VIgI* 1 ","f',°p","add","future" 
u,ogl*1II ,If u I?pII "add%I!future„ 

„elm*1" "f,,"p^,"add","future" 
I wA*p,? Ii111II Us„ ??a I.dU ?,past„ 

h? ve*0,1,I're%' '.phi h add„ „past~' 

iyegA* 1  re,1 "s„ r'aIc10 	1' 

r Il ii nmfl hrshi fla n h?f tturen 

tie * 1 ","m","s","add","future" 
"iegA* 1  



CASE6.txt (Used with Verbs having paradigm number 6 like le, `xe') 
„iyA*1„ „m„ „s„,,,,, „per„ 

„1e*1„ m„ „p„ ,,, „past” 

„iye*1„ „m„ „p„ ,,,,'„past„ 

I* 1 ”, f',"s'," ',"present' 
„* 1„ „ f, „p„ ,,,, „past„ 

°UZ* 1 ","m","s',"aad", "present" 
110* 1  

"UzgA.* I ","m","s", ,add","future„  
'loge* 1„ 

„UZgl*1„ „f, „s„ „add„ „ ture„ 

°ogl*I ","f',"p","add","future" 

" *0","m","s","add","present" 
ISO" llll lIp ,,"'',''present" 

„gI*0„„f,„s„„mod„„f 	„ 

„wA*0„ „m„,„s„ „mod„ „per„ 

"nA*O", "m°,"s","add","future„  

"IjiyegA* 1,,,"m","s","add","future„  
"Ijiye* I 
„Ij1e* I  „,„m„ „s„,„add„,„fie„ 
„Ij1egA*1„ 

k 



CASE7.txt (Used with Verbs having paradigm number 7 like `ho') 

u  *ln mm~ nsa>nu n ast" 
> 	>P 

"Uz* 1  

"IIe*I u'nmU'np..htW 
>
n 	t" 

"uI* I " "f', °s",'-,"past" 
1(. t,4*1  Hf! t1ptt VIII I,p 	" 

„e*0h1 "Im"? ~?sh h ' t'past' 

tIM*0fl , m „p„ 	Past's 

„eM*0h% ??mho h~P.......past". 

"UzgA*0",°m","s","add", 'future 

"Mge* 0", "m","p","add","future° 

"Uzgl*O","f""S","add","futm" 

"yegl * 0, "f',"s","add °,"future" 

"yeMgI*O",°f',°p","add°,°future° 

"Mwo*"llP,'lP","add%' future" 
?Igl*0,! ' fl lls,l „adds „ 	!l 

" *0","m","s","add","present" 

"iegA*0H ~'m„ h~s'~ 'add" ,~thture'~ 



CASE8.txt (Used with Verbs having paradigm number S like `sI', ` jI') 

TIiyA* 1 ,' m , s „ .,.,past,. 

tie* In mm,npn an npastn 

"iUz* 1","m","s",' ',"present" 
"ieM* 1  
"io* 1","m","p","add","present" 
"iUzgI* 1  
"iegA* I  
"ioge* 1 ","m","p","add","future" 
°iUzgA* 1  
fiUzgI* III, 

 ~I f ? ~'s" 'add" "fate'' 

"ieMge*I ";'m","p","add°,"future" 
"iegl* 1 ","f',"s","add","future° 
"iogl* 1 ", °f',"s", °add","future" 
„iezgl* 1,~  

„we* 0„,',mhl, h.ph~,?'add", 'past' 
'nA*0","m","s',ttadd°,"future" 
"M*0ll " f , flpu "- "per" 

" *0","m","s","add","present" 
"jiyegA*0","m","s","add","future" 
"jiye*O","m","s","add","future" 
"jie*O","m","s","add","future" 
h jiegA*0f 'mm„,„sf fah hIfu 	H 

"Uz* 1'',''m'',''s'',"add'',"present" 

m 



CASE9.txt(Used with Verbs having paradigm number 9 like `CU') 

nuA* 

 

I n mm'' ''s'' '' npast" 

Ilue*1 m„ p„ 	past, 
?i1jJ*1!I I,f, t.sl%llll ,lpastH 

*1, , f p%~ 	,present„ 
"ueM* 1 ","m","s", ',"present" 
"uo* 1 ","m","p","add","present" 
"uUz* 1","m","s","add","present" 
"uUzgA* 1  
'~llegA*I","rn',"s" "add","fiiture" 

"uezge* 1", "m","p",°add","future" 
„uoge* 1 ","m","p","add","future° 
"uezgl* 1  
"uegI*1  

dluog1fl "f f~ h~p_ uaA1dfl Ho 	f 

"We*O,~ nmi~ npn "addi~ "past" 

nle*0 n,mm~, uSn,,,add%'Tuturen 

"iegA*o",nm","su; 'addn,nfuture" 

n 



CASE11.txt (Used with Verbs having paradigm number 11 like `cala', `beca') 

"s","add","present" 
"A* 1 M ,ns ,nn' past" 

it 	1 ","rn",npn,55n, past" 

,,I* 1 i' 'rt,Pisti,,,",„past” 

'hI vI* 1' 'If s , 5opf,'„it,lipast~~ 

''o* 1'',''m'',''s",''add","present" 

I4* " "m" "s" "" " resent" ,P 
"Uz* I ","m","s","add","present" 
"IJzgA* 1 ",''m" ,ii s","add","future" 

"Uzgl* I" ,"f","s","add","future" 

"g\* 1,',,,m,',"s","add","future„ 

"eMge* 1", "iii,, ,Pt p","ad"" future"  

"oge* 1 ","m","p" ,Pt add","future" 

"egI* 1" ,"f',"s","add","future" 

"eMgI* 1" ,"f" "p","add","future"  

"ogl * 1", "f',"p,',"add","future" 

"wA*0" "m" "s" "add" ,p 
"wI * 0",,,f,,,,s,',"add","past" 
nWe*On mm~ l~ ,, It 	"past" 

"nA*0" "m" "s" "add" "future" , 

niyegA* I ","m",nsn,nadd",nfllture„ 

"iye* I ","m",,'s,'," add" ,"future" 

"ie* 1 " "m" "s" "add" "future" 

'iegA* 1 ","m","s","add","future" 

P 



CASE1O.txt (Used with Verbs having paradigm number 10 like 'uTa') 

*0','m'I'll "add„ "present 
„A* 1 '' ,Im„ „s,. ,,,I 

ue*I'' mm''' pn nn ,,past" 

I,1* 1 '. ,I f..,s„ 'i'' „past" 

I,1M*1.1 ,If, I,p„ 

"o* 1 ","m","s","add","present" 

„eM*I m,I,s n„ ,r present" 

"Uz* 1 ","m","s"," ad"  ,"present" 
hUzgA* I I'M" nsn n add" I,fature" 

"UzSgI~* 1 ","f',''s","add","future" 

"egA*I „ „m" "s'' °add" "future° 

„eMge*1" "m" "p„ °add" "future" 

,loge* I ","m","p","add","future" 

"egI*1',"f',"s","add","future" 

„eMgl* I ",,'f' „p„ "add" "future" 

"ogI* I " "f'"p" "add", 'future" 
nwA*On „m,l I'sn "add'' "past" e 

"wI * 0", "1'',"s","add',"past'' 

"we *","m',"p", ' add","past" 

"nA*0","m","s","add","future" 

"iyegA* 1 ' "m", "s","add","future" 

"iye* I'' "m" 's" "add" "future" 

"ie* 1 ","m","s","add","future" 

I.iegA* I'' "m" "s„ "add„ "future" 

CU 
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