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ABSTRACT

The dc moxtors have occupied a wrde spectrum of appllcatlons for vanables
speed drlve The present work deals with -the .design and development of
concverter fed dc motor drive using fuzzy neural network control, A 3- -phase
thyrlstorlzed phase controlled converter is designed and devieoped. The firing
pulses for the thyristors are generated using 8031 microcontroller based card.
The firing anglé at which the converter is to be operated is transmitted serially
from personal computer at 2400 baud rate to m|crocontro|ler card. For preCIse
control over wide speed range and to get improved performance of dc motor
: drive, closed loop operation of system is desired. For cIosed loop operatlon
speed measurement and error proCessing at much faster rate is required. This
necessitates an accurate and fast actmg control of speed. A pulse
tachogenerator is used for accurate measurement of speed The motor current
is sensed usrng Hall effect current sensor. The conventlonal control (PID) is’
slow and Iack of efﬁcrency in handlmg system non- I|near|t|es To overcome
these: limitations fuzzy neural controller has designed. and tested. The basic
concept behind hybrid controller is that to get the advantages of both fuzzy
logic and neural network.

Since the machine system is ill defined fuzzy logic is used for pattern
generation and then the ability of data processing in a non-linear system of
neural network is used. ' | |

For'generating patterns' from fuzzy Iogic tri_angularmembership function
is used. The method of height is used for defuzzification. Then neural network
is trained 6ff-|ine 'using these patterns. Error back propagation algorithm is
used for tralnmg and adJustmg the weights of controller. The performance of

the converter fed dc motor drive is investigated in open Ioop and closed loop

mode.
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NOMENCLATURE

X Inputs to the neural network

Yi l -~ .Output of neural network
o Coefficient of gain
Wi Weight matrix
1 Learning rate
Es Energy function
P Number of training pattern
T Desired target
Y(H) | Activation corresponding to ith heuron
v Momentum gain
R Fuzzy rule
Error
CE - Change in error
ME . Medium
"’m’.k Reference speed
Kc | Controller gain
(o) Desired steady state error
A Converter gain
K: Current feedback gain
Ra Armature resistance
La Afmature inductance
Kp Back emf constanf
B Viscous friction coefficient
] Moment of inertia
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Chapter 1

INTRODUCTION

Direct current (DC) motors have been used in variable speed drives for a long time.
The versatile control characteristics of dc motors have contributed to their
exténsive 'use. in industry. DC motors can provide high starting torque, whjch are
required for traction drives. Control over a large speed range both below and
above thé rated speed can be easily achieved. The methods of control are simbler
and less expensive than those of alternating current (AC) motors. Although
commutators prohibit their use in certain applications, such as high speed drives
and operation in hazardous atmosphere, dc motors play a significant role in many
indﬁstrial drives [1].
The dc motors have occupied a wide spectrum of applications for variable
speed drive. The speed of DC motor can be controlled by :
| (1)  Using field control
(2)  Using armature control |
Certain limitations of field control method aré :
(1)  Speed lower than the rated speed cannot be obtained because the
ﬁeld cannot be made any stronger.
.(2) This control method is not suited to applications needing speed
\ reversal.
Armature control method is superior to the field control scheme in three respecfs :
(a) It provides constant-torque drive. ’
(b)  Since thé main field ampere turns are maintained at a large value,
flux density distortion caused by armature reaction is limited
(c)  Unlike field control scheme, speed reversal can be easily
implemented.
The conventional Ward-Leonard method of controlling speed of a separately

excited motor using armature voltage control method is being used extensively in’



indostrial applications. This method, however has disadvantages namely high initial
cost, low efficiency, the requirement .of large space' as the system is bdlky and
requirement of frequent maintenance.

Normally closed loop operation, with PI controllers in the inner current loop
and outer speed foop is employed for speed control. These controllers are designed
and implemented using the values of motor parameters these are armature
resistance, armature inductance, viscous friction coefficient and moment of inertia
supplied by ‘the manufacturers or the values of parameters obtamed through
measurements With these controllers, the response of the system may become
unsatisfactory due to changes m parameters caused by ageing orI errors in
measurements. Adaptive: controllers are used to cope up with the parameter
variations. They are not advnsabl‘e when fast response is required as it takes much
computation time in calculating the control input. |

Using thyristors and electronic control, dc drive system can be controlled
efficiently. This system provides improved résponse and better accuracy.

Thyristor converter provides variable armature voltage for motor drive. The
basic methods for obtaining a 't/ariable DC output voltage are :

(@) Phase control _

(b)  Integral cycle control, and

(¢)  Chopper control | o , : ]

In all these methods, thyrlstor connect and disconnect the, supply to
motor termlnais The frequency of swrtchlng is rap|d therefore the motor
responds to the average output voltage level and not to the |nd|VIdual voltage

pulses.

The author has used a three-phase converter for speed control of dc

motor in the present work.

1.1 MICROCOMPUTER CONTROL OF DRIVES
The control of the static power converters can be realised by analog
components or by digital devices. A digital control system is free from drift and-

offset errors and is immune. to transients and distortion of line voltages.



The prospects of digital control are further improved by the latest low cost
microprocessor and microcofnputer systems to improve the performance of drive
systems with applicable sophisticated control methods.

Microcomputer based intelligent motion control systems are playing a vital
role in today's industrial automation. Today's motion control is an area of
technology that embraces many diverse disciplines such as electrical machines,
power seffniconductor devicés,' converter circuits, ‘dedicated hardware, signal
’ electronic$, control theory and microcomputer [2].

Mi'cro’computers. provide significant cost reduction in control electronics,
improve reliability and eliminate drift and EMI problems. They also permit design of
universal hardware and flexible software control. Software can be updated or
altered as system performancé demands change.

"Micro" has the powerful capability of complex computation and decision
making. r

In short, the advantages of digital control can be summarized as below :

» There is significant reduction in the controller hardware.

e Reliability of system improves, as software is more reliable as cdmp_ared

to hardware. _

e There is no problem of drift with change in temperature age, wear and

tear. |

. Electromaghetic interference problem can easily be taken care of.

e Software control providé. flexibility, i.e., control philosophy can be

changed easily.

* Sophisticated control is possible, i.e., advanced power circuit topologies

which are very difficult to implement otherwise can be used.

Micro-control has the disadvantage of signal quantization and sampling
delay. It is sluggish as compared to dedicated hardware. One of the main
difficulties with conventional tracking controllers for electric drives is their inability
to capture the unknown load characteristics over a widely ranging operating point.

This makes the tuning of the respective controller parameters difficult.



1.2 CONTROL TECHNIQUES

1.2.1 Self Tuning Adaptive Control | |

The applications of adaptive control theories, still just beginning, are
growing at rapid pace. A conventional PI (proportional-integral) or PID
.(proportional-integraI-derivative') controller with fixed parameters cannot generate
optimal response in a plant parameter varying system. In self-tuning adaptive
control, the controller parameters are tuned to adapt the plant parameter
variation. Such a general control scheme is indicated in Fig. 1.1.

The plant parameter estimation algorithm solves the plant rhodel in real-
time and updates the plant parameters on the basis of récursive Ie?stAsquare
identification techniques. A tuning algorithm then adjusts the regulator}parameter
based on plant parameters. The tuned system may have pole-assignme;nt controls
but dead-beat, s’caté-space,‘ or design of time-series control can also be used. The
regular parameters may be updated at a slower rate than the main control loop
sampling rate, if the plant.parameters vary slowly. For successful operation of the

global system, stability is essential [3].

1.2.2 Model Reference Adaptive Control

In a model reference adaptive control [MRAC], the plant response is forced
to track the response of a reference model irrespective of plant parameter
variation. The reference model with fixed parameters is sfored in micrjocomputer
memory, and therefore'the response of plant becomes insensitive to iparameter
variation. The speed command generated by the pdsition cont_'ro‘l _Iobp |s, applied in
. parallel to the reference model and plént controller. The reference rhodél output is
compared with the mgasured plant speed, and the resulting error signél actuates
the adaptation algorithm. | |

The feedforward and feedback gains of the plant cOnfroller are iterated by
the adaptation algorithm so as to dynamically reduce error to zero. The plant can
track the reference model without saturation provided the parameters in the

reference model are defined on a worst case basis. Therefore, the desired
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robustness of the control system is obtained at the sacrifice of optimum response
speed. In general, the structure of reference model and the plant should be the
same, and the parameters should be compatible for satisfactory adaptation. The
global stability of the system can be analyzed by Popov's hyp-erstability theorem
(Fig. 1.2) [2].

1.2.3 Sliding Mode Control-

A slldlng mode or varlable structure control technique has been applied
successfully to both dc and ac drlve systems. Basu:ally, it-is an adaptive model-
‘~referenc1ng control [MRAC], but is easier to implement by microcomputer than the
conventional MRAC systems. The sliding mode control is ideally suitable for
position servo, such as robot and machine tool drives, where problem related to
mechanical inertia variation and load disturbance effect can be eliminated.
The control can be extended to multiple drives where close speed or position
tracking is desired. In sliding mode control, the reference model or a predefined
trajectory in the phase is stored in a microcomputer, and the drive system is for_ced
to follow or slide along the trajectory by a switching control algorithm, irrespective
of plant parameter variation and load torque disturbance. The microcomputer
detects the deviation of the actual trajectory and correspondlng changes in the
switching topology to restore tracking [4].

Usmng'slldlng mode control, the problem of slow response, non-zero errors,
sensitivity to variation in controller gains and load changes etc. In the drive can be
-solved. The sliding mode control improves the dynamic performance of the
controlled system (Fig. 1.3). |

Artificial Neural Networks (ANNs) have shown great potential for adaptive
control applications due to their capability to learn the system non-linear
characteristics through non-linear mappings. ANNs provide a distinctive
computational paradigm by exploiting the massively parallel processing performed
in their elementary processing elements called neurons. Relevant features of the
neural netv;vorks in the control context include among others their ability to mode]

|

= ~ | | 7
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_arbitrary differential functions, and their intrinsic on-line adaptation and learning
capabilities [5].

The aBiIity of ANN to learn _Ié_rge classes of non-linear functions is wel
knoWn, Itzcan be 'tréined'. Once ‘system dynamics have been identified using an
ANN, m‘an%y cpvn\'/entional control techniques can be applied to achiéve the desired
objective. %Among these techniques model reference adaptive control is specifically_
used in trajectory control applications. |

In recent years the fuzzy logic has gained much popularity in many control
applicatioﬁs. Fuzzy logic is an attractive technique for complex or. ill defined plant
model. In fuzzy control system, translation of linguistic control rule into
corresponding control actions is very tedious task. If fuzzy logic and neural
network are combined then much powerful control system can be achieved [6].

The dissertation deals with the design and implementation of an ANN based

controller for the speed control of a dc motor.



Chapter 2

NEURAL NETWORKS

2.1 NEURALV NETWORKS
2.1.1 Principle |
Neuiral network or Artificial Neural Network (ANN), as the name indicated, is

the interco

lnn‘ectioh of artificial _heuron_s‘,;thatltend to simulate the nervous systém
. | N .
of a human brain. |

The model of an artificial neuron that cI'oser.matches a biological neuron is
givenv by ain op-amp summer-like configuration shown in Fig. 2.1. The'artiﬁcial
neuron is also called a processing element (PE), a neurode, a node or a cell. The
input signals X;, Xz....i.., Xm are normally continuous variables instead of
discrete pulses that occur in a natural neuron. The weights can be positive
(exéitory) or negative (inhibitory) corresponding to acceleration of inhibition,
respectively of the flow of electrical signals. The sumrriing node accumulatés all the
input weighted signals and then passes to line output through the transfer function
which is u?suaily,nOn;Iinear. The transfer function can be step-on threshold type
(that ba»ssés'lbgi,’cal'lif the ihput exceeds a threshold; oriel'se 0), signum type
(output is E+1 if the input exceeds a threshold; or else 1) of linear type with the
output cIar:npgd to +1. The transfer - function can aiso be non-linear continuously
varying type, such as sigmoid (shown in Fig. 2.1), inversetan, hyperbolic or
Gaussian type. The sigmoidal transfer function is most commonly used, and it is
given by [7] |

1

Y s 140X | @

Where a is the coefficient or gain which adjusts the slope of the function that
changes between the two asymptotic values ( 0 and +1 ). Note that with high gain,

it approachés a step function. The sigmoidai function is non-’line'ar, monotonic,

10



differentiable, and has the |argest incremental galn a zero signal, and these
properties are of particular interest. All the above transfer functlons are
characterized as .squashing function, because they squash or Iil_mltgthe output
values between the two asymptote's. It»sho_u.l'd be mentioned hete'th%t the linear
transfer function removes non-linearity from- the ‘neuton and-elii‘jninates the
capability of neural network to emulate non-linear phenomena.

In general neural networks can be classified as feed forward and feed back
types depending on interconnection of the neurons. At present majority of
problems (l_'oughly 90%) use feed forward architecture, and it is of direct relevance
to power electronics and motion applications. Fig. 2.2 shows the structure of fee'd
forward multilayer network with three input and two output signals. The topology
is based on perceptron which was proposed by Rosenblatt (1958) afnd was used
to emulate the biolo‘gi‘cal vision system. The _circles repfesent-_neuli'“ons and the
data in the connection repr‘e"sent the Weights; The netWork.,has:.fchree Ia'yere, ,
defined as input layer (a), hidden layer (b), and output layer (c)'. The hidden layer
functions as a connection between the i'np.ut: and ontput layers. T?"e i.np'ut‘ .an'd'-
output layers (defined as buffers) have neurons equal to the reSpectiVe number :of'
signals. The input layer neurons do not have transfer function, but there are scale
factors, as shown, to normalize the input signals. There may be more than one
hidden layer. Th'e number of hidden layers ano the number of neurons in each
hidden layer depend on the network design. considerations. The input layer
transmits the signals to the hidden layer and the hidden layer, in turn, ttansmits
‘the signal to the output layer as shown. There is no self, Iateral or feedback
connection of neurons. The network is ful[y connected when each; of neuron in
given layer is connected with each of the neurons in the next Iayer as shown in
. Fig. 2.2 or can be:: partlally connected” when some of these connectlons are
deleted. A neural network and input and output signals- may be lloglcal (0 1),
- discrete bldlrectlonal (£ 1) or continuous varlables Often, contlnuous-vanable-

signals, such’ as sigmoid functions at the output are clamped to convert to Iog|ca|

variables.

11
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The vector and matrix notation is often convenient in dealing wfth the
inputs, outputs and weight. In Fig. 2.2, assume that the hidden layer neuron
outputs are V, VS, Ve, V7 and Vg, as indicated. If the transfer fuhctions are
assumed to be linear with unity gain, the output of the hidden layer in matrix can

be given as

(Vo] [War Wg W)

Vs Ws;1 Wsy  Ws; Xy
Vo | = | Ws1t Wea Wz | =|X2 (2.2)
Vs W71 Wiy Wy X3
| Vg | | Wg Wy Wgs|
or,
Vb :Wba 5{_a

where Vy, is the output vector of layer b which is given as the dot product of the

weight or connectivity matrix Wy, and the input layer signal vector X; . Similarly,

the network output signals can be given in the matrix form as

— —

Vy
. . Vs
[YI:l _| Woa  Wos Wog  Wo7  Wog v (2.3)
Y2 Wios Wios Wios Wigz Wipg V6 '
,
L Vs
or,
?czwcb-vb
Combining (2.2) and (2.3)
Wy Wi W3]

[Yl} ) {W% Wos ~ Wos W7 Wog

: Wi Wso W | [X2] (2.4)
Y, Wioa Wios Wios Wiz Wiog ;

or,



which indicates that the output vector ?cis the dot product of combined weight

matrix W.,, and the input vector X,. The above calculations are strictly invalid

with the non-linear transfer function [7].

2.1.2 Training of Neural Network - |

The neural network computes very fast in parallel and distributed manner
compared to the sequential computati‘on in a conventional computer that requires
the help of centralized CPU and storage memory. It is more like analog
computation.

Neural network performs the function of nonlinear mapping or pattern
recognition. This means that if an input set of data torresponds to a definite signal
pattern, the network can be “trained” to give correspbndingly a 'designed pattern at
the output. The network has the capability to “learn” because of the distributed
intelligence contributed by the weights. The input-output pattern matching is
possible if appropriate weights of selected.

The network cén be learn using supervised and Qnsupervised training is
that, in the former case, external prototypes are used as target outpufs for specific
inputs, and the network is given algorithm to follow and calculate new connection
weights that bring the output closer to target output. Unsupervised learning is the
sort of learning that takes place without a teacher [8].

For neural networks, in the unsupervised case, a learning algorithm may be
given but target outputs are not given. In such a case, data input to the networks
gets clustered together; similar input stimuli cause similar responses..

There are two main rules for learning Hebbian learning, used. with

unsupervised learning and the delta rule, used with supervise'd learning.

(a) Hebb's Rule

Learning algorithms are usually referred to as learning rules. The foremost

such rule is due to Donald Hebb. Hebb’s rule is a statement about how the firing of

14



one neuron, which has a role in the determination of the activation of another
neuron, affects the first neuron’s influence on the activation of another neuron,
affects the first neuron’s influence on the activation of the second neuron,
especially if it is done in a repetitive manner. As a Iearnlng rule, Hebb’s observatlon
translates into a formula for the dlfference in a connection weight between two
neurons from one iteration to the next, as a constant ptimes the, product of
activations of tyizo neurbns. How é connection weight is to be modiﬁed! is what the
learning rule suggests. In the case of Hebb's rule, it is adding the quanttity maa,
where a is the activation of the i neuron, and a; is the activation of the j™ neuron

to the connection weight between the i*" and j" neurons. The constant p itself is

referred to as the learning rate. The following equation using the notation just

described, states it succinctly.
AWy= pa. 3 - (2.5)

The learning rule derived from Hebb's rule is quite simple ancéi is used in
both simplg and more involved networks. Some modify this rule by réplacing the
quantity a; with its’ deviation from the average of all a's and, similarJy, !replacing a
by a corresponding quantity. Such rule variations can yield rules better suited to

different situations [8].

(b) Delta Rule

| The delta rule is also known as the /east mean squared error rufe (LMS).
First calculate the square of the errors between the target or desired values and
computed values, and then take the average to get the mean squared error. This
quantity is to beﬂ minimized. For this, realize that it is a function of weights
themselves, since the computation of output uses them. The set df values of
weights that minimizes thg mean squared error is what is needed for th!fe next cycle
of operation of neural network. Having worked this out mat_hematically,; and having

compared the weights thus found with the weights actually used, one!determines

i
!
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their difference and gives if in the delta rule, each time weights are to be updated.
So the delta rule, which is aiso the rule first by Widraw and Hoff, in the content
of learning in neural networks, is stated as an equation defining the change in the

weights to be affected [9].

(c) Generalized Delta Rule

While the delta rule uses local information on error, the generalized delta
rule uses error information that is not local. It is designed to minimize the total of
the squared errors of the output neurons. In trying to achieve this minimum, the
steepest descent method, which uses the gradient of the weight surface is used
(also used in the delta rule). For the next error calcuiation, the algorithm iooks at
the gradient of the error surface, which gives the direction of the largest slope on
the error surface. This is used to determine the direction to go to try to minimize
the error. The algorithm chooses the negative of this gradient, which is the

direction of steepest descent during starting or change in the reference speed
setting [9].

(d) Error Back Propagation

An ANN is trained to emulate a function by presenting it with a
representative set of input/output functional patterns. This technique adjusts the
weights in all connecting link thresholds in the nodes so that the difference
between the actual output and the target output are minimized for all given

training patterns. For pth training pattern ( p = 1,....., P), this is done by

minimizing the energy function,

. G)Zi (T - Vi) 6

w.r.t. all the weights and thresholds. Yi(H) corresponds to the activation of the ith
neuron in the output layer H, Ti denotes the desired target. The corresponding

updates for the weights are calculated using the iterative gradient descent

technique, where,

16



wi"" (h) = wijdld(h) +1 Bw--gh) +v Awj(h) i
Y . , ; (2.7)
The above algorithm is commonly known as error back propagation. The
constant n is the learning step while the constant v is the momentum gain, Awij(h)
indicates the weight change in the previous iteration. Weights are iteratively
updated for all P training patterns. Sufficient learning is achieved when the tbtal

error function

Etotal = Zp E

summed over the set of all P trajectory patterns goes below a preselected

threshold value [10].

|
2.2 FUZZY LOGIC PRINCIPLE [7] 5
Fuzzy logic deals with problems that have vagueness, uncertamty, or
imprecision and used membership function with values varying between 0 and 1.
In fuzzy set theory ‘based on fuzzy logic, a particular object has a degree of
membership in a given set that may be anywhere in tHe range of 0 and 1. '
A fuzzy variable has values, which are expressed by natural English
language. For example, the speed of a machine can be defined by linguistic
variables Low, Medium and High, where each is defined by a gradually varying bell

shaped membership function. The shape can also be triangular or trapezoidal and

can be symmetric or assymetric.

2.2.1 Properties

The basic properties of fuzzy sets are as follows :

Union ~ Given two fuzzy subsets A and B of a universe of discourse X,i the union

A U B is also a fuzzy set of X with membership function given by

PAuB(X) min {5 (X), pp(X)]
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Intersection — The intersection of two fuzzy sets A & B of the universe of discourse

X, denoted by A N B has the membership function given by

HAAB(x) = min [ra (X), up(X)]

Complement or Negation — The complement of a given set A of the university of
discourse X, defined by TA, has the membership function |
Ha (X) =1-p1 A(X)

Fuzzy control is described by a set of IF....THEN rules, where the rule has
the following general structure.

IFXiSAANDyYyisBTHEN zis C |
Where x, y and z are the fuzzy variables énd A, B and C are the fuzzy subsets in
the universe of discourses X, Y and Z respectively. |

In general, a fuzzy rule base is first constructed by the designer and then all
the fuzzy sets of each variable are described by appropriate membership function.
The individual rules are combined to give an overall rule R which is computed by
the union operator as follows : '

R=RIUR2UR3... UR,

For the given rule base of a control system, the fuzzy controller determines
the rules to be fired for the specific input signal condition and then tomputes the
effective control action. The commonly used SUP_MIN method is given as

U=x.R

or |
My (1) =Sup X [min (px (x) - pr (xW)]
The “fuzzification” operation can be performed by cohsidering the crispy
input values as “singletons” (fuzzy sets that have membership value of 1 for a

given input value and 0 at other prints) and taking the values of the sets

membership function at the respective data value.

The common methods of “Defuzzification” are center of gravity (or control)

and height method.
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2.2.2 Centroid Method
The centroid defuzzification method, determines the output crisp value from

center of gravity of the output membership fun_ction and is given by the expression
{Up).du
 fuuydu

2.2.3 Height Method ‘
In the height method, the centroid of each output membership ifunction for
each rule is first evaluated. The final output is then _Calcul'ated as theg average of
{
the individual centroids weighted by their heights (degree of membership) as
~ follows : | |
n
2.0, 1(U)
_ i=l
U, ==— .
2aU)
i=1

2.3 NEURO FUZZY THEORY

The ability to recognlze a pattern is the first requirement for any intelligent
machine. Pattern recognltlon is a must component of the so calledl“InteIhgent
control systems” which mvolves processing and fusion of data frqm different
sensors and transducers. It is also a necessary function provid%ng “tailure
detec’uon”, “verifi cat|on” and “diagnosis task”. Machine recognition of patterns can
be v1ewed as two- fold task, consisting of Iearnlng like in variant and common
properties of a set of samples charactenzmg a class and of deciding that a new
sample is a possible member of the class by noting that it has properties common
to those of the set of samples [11]. |

In a pattern recognition or vision system, uncertainties can arise at any
phase of the aforementional tasks resulting from incomplete or impressive input
information, ambiguity or vagueness in input images, ill defined and/or ’overlapping
boundaries among the classes or regions, and indefiniteness in defnlng/extractlng

features and relations among them. Any decision taken at a partlcular level will
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and uncertainty management) to handle real life recognition problems. A large
number of researchers have now concentrated on exploiting these modern
concepts during the past decades to solve complex problems in various fields under
a new branch called neuro-fuzzy computing.
Major areas in which neural networks have been applied in order to exploit the

computational power, and to make robust décisions are :

» Feature selection and pattern classification.

» Image preprocessing and scene analysis.

¢ Text processing. |

o Expert system design/rule generation.

e Controller design.

o Natural language processing

. Approximate reasoning and speech recognition.

2.3.1 Neural Fuzzy Control

This type of control has advantages that it permits automatic identification
of fuzzy rules and tunes the membership functions. The FNN topology can be
either on rule based approach or relational approach. The FNN topology for closed
loop adaptive control is shown in Fig... The network has two inputs error (E) and
chénge in error (CE) and one output control signal (U). Each premise has three
membership function (SMALL, MEDIUM and BIG) which are synthesized with the
help of sigmoids (f) [7). |

The weights w. and w, give spacing and slope, respectively, for the
membership functions. The weights are determined by back propagation method.
The premiées are identical to both rule-based and relational topologies. The nine
outputs of the premises after product give nine rules. The inferred value of the
FNN is obtained as sum of the products of the equations in the consequences, as
shown in Fig. 2.3. A typical rule can be read as

IF E is SM AND CE is ME THEN U = SL¥1+Uak2
Hy+H2
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Uz Ut + Uz M2,
My Mg

Fig. 2.3 Structure of Fuzzy Neural Control
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Where,

Uy = Wy + Wai.E + Wyo -CE
Uy = Wao1 + Warl.E + Wap . CE
K =SM.IM

and |

W, = SM. M.E

24 LITERATURE REVIEW
| The concept of neurocontrollef is not very old. A lot of research is going on
usihg neural network for the control of dynamic system around the world in recent
years.
Alongyvith the progress ln neuroanatomy and neurophysiology, the efforts
for making model of human brain were always done. In 1949, D. O. Hebb [12]

proposed one such model with a learning Iaw that became starting point for
i

art1f:cna| neural network training algonthms .
In 1950s and 19605 a group of researchers comblned these bleloglcal and
physiological insight to produce the first Artificial Neural Network. Z.: M. Zurada
[13] presented a very detailed discussion on artiﬁcial neural network i;[n his book.
He explained different architecture for neural network configuration and number of
treining algo;'ithms. |
B. K. Bose [7] discussed applications of Expert System, Fuzzy Logic and
Neural Network in power electronics in his paper. The paper gives a brief review of
| the three branches of artificial intelligence. The theoretical principles of each of
that are relevant to power electronics and motion control applications are
described. Then, several applications in each topic are described to supblement the
concept. | |
Chu et al. [14] dlscussed two dlfferent approaches for utnhzatton of neural

networks in identification of dynamical systems In the first approach,1 a Hopfield

network is used to implement a |east square estnmation for time varymg and time-
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invariant systems. The second approach which is in the frequency domain utilizes a
set of orthogonal functions and Fourier analysis to construct a dynamic system in
terms of its Fourier coefficients. '

Nguyen and Widrow [15] presented the "truck backer-upper", a neural
controller steering a trailer truck while backing up to a loading dock, in their paper.
The controller is able to guide the truck to the dock from almost any initial
pos'ition. The controller developed by them should be applicable to a wide variety
of non-linear control problems. | |

Low, Lee and Lim [9], in their paper presented a closed-loop methodology
for neural network training for control of drives with non-linearities. In the paper,
problems associated with more common training scheme, and how these are
addresses by the proposed closed-loop method, are discussed. An inverse non-
linear control using NN for control of non-linear systems is discussed.

In the paper "Neural Network Control for DC Motor Micromaneuering”, the
application of an ANN controller for compensating the effects induced by the
friction in a dc motor micromaneuering system is discussed. A back-propagation
NN operating in the specialized learning mode, using sign gradient descent
algorithm is employed. The on-line training of the neural network is performed in
the region of interest of output domain. The output of ANN resembles that of a
PWM controller. The effect of number of neurons in the input and hidden layers on
the transient system response is explored and-experimental studies are presented
[5]. _

Min-Huei Kim et al [16] explores the appiicatioh of neural networks for
estimation of power electronic waveforms, in their paper. The distorted line current
waveforms in a single-phase thyristor ac controller and a three phase diode
rectifier that feeds an inverter-machine load have been takeh into consideration,
and NN have been trained to estimate the total rms current, fundamental rms
current, displacement factor and power factor. The performance of the neural

network based estimation has been compared with the actual values, and excellent

performance is indicated.

24



Artificial neural network based high performance speed control system for a
dc motor introduced by Weerasooriya and El-Sharkawi in their paper. The unknown
non-linear dynamics of the motor and the load ére_-captured by an artiﬁ:cia.l neural
network. The trained neural network identifier is combined with 'a desired
reference model to achieve trajectory control of speed. Performan!ce of the
identification and control e,lgorithms are evaluated by simulating therﬁ on a dc
motor model [10]. |

Chen [17] developed a neural network based self-tuning controller with a
traditional model structure. Identification and control of dynamic system using
neural network were expanded by Narendra and Parthasarthy [18], who outlined
their applications in Model Reference Adaptive Control Systems.

L. A. Zadeh [19] first introduced the fuzzy logic in 1965, combined the
multivalued logic, probability theory, artificial intelligence and neural networks to
develop this digital control methodology, that stimulates human thmkmg by
incorporating the imprecision mherent in all physical systems. :

Mamdani and Assilian [20] first reported the application of fuz;zy logic to
control a model laboratory steam engine. The purpose was to control englne speed
and boiler steam pressure by using heat applled to the boiler and the throttle
setting on the engine.

Most of the supervised and reinforcement learning methods of neural
network process only numerical data. For suoervised learning problems, some
approaches have been proposed to process linguistic information with fuzzy inputs.
Fuzzy output or fuzzy weights. Ishibuchi and his. co-workers [21, 22] have
proposed a series of approaches and applications with the capacity of processing
linguistic input of/and linguistic output. In their methods, the weights, Zinputs and
outputs of fhe neural network are fu;zziﬁed using fuzzy numbers represe;hted by a-
level sets. They derived learning algorithms from a cost function deﬁnedf by the a-
level sets of actual fuzzy outputs and target outputs. ;

Hayashi et al. [23] also proposed a similar method with fuzzy sjignais and

fuzzy weights by using triangular fuzzy members.
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Janardanan and Gajendran [6] proposed a new scheme for the speed
control of DC drive using ANN. The training patterns are generated using fuzzy
logic principles. The signal corresponding to the motor speed error and change in
error are used as the inputs. The ANN is simulated using back-propagation

algorithm with adaptive learning and momentum.

Author's QOntribution : g

A tfﬁree-phase fully controlled bridge converter has been designed and
developed :}for speed control of dc motor. The firing pulses are generated usihg
8031 micrc;controller based dedicated card which is serially linked with personal
computer. For closed ldop control, speed and current are measured usihg ADD-ON
card. The speed of the motor is controlled using ANN based speed controller which
is designed and trained off-line. Patterns for neural network are generated using

fuzzy logic. The performance of the system is investigated in open loop and closed

loop mode.
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‘Chapter

SIMULATION OF DC DRIVE

The open loop operation may not be satisfactory in many applications. The
satisfactory operation can be achieved in closed loop control system.

3.1 CLOSED LOOP CONTROL OF DC DRIVES

A basic scheme of the closed loop speed control system employing current

limit control is- shown in Fig. 3.1.0,, sets the speed reference. A signal

proportional to the motor speed is obtained from the speed sensor, The speed
errdr output is filtered to remove the ac ripple and compared With the speed
reference. The speed error is processed through a speed controller. Output of
speed controller V¢, adjusts the converter firing angle o to make the actual speed
close to thfe reference speed. . |

The drive employs current limit control. The error is processed through a
controller. The output of controller is fed to a limiter, which sets a current
reference for the closed loop current control.

The purpose of current control is to prevent the current from exceeding
safe values. Sbmetimes, the purpose of current control is to prevent the current
from exceeding safe values. Sometimes, the purpose of current control is to
intentionally force the current to the maximum permissible value during the

transient operations. This allows full use of drive torque capability and

consequently gives very fast response [24].

3.2 DESIGN OF CURRENT CONTROLLER

A current feed back loop is used to limit the armature current. As the
function of the controller is only to limit the current, it is analog proportionai
controller of constant gain Kc. The value of Kc can be calculated using machine
parameters. The method is as follows [1]. '

The gain of current controller can be chosen on the basis of steady-state
error consideration where
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1|

el(a) = 1+ G(s) % H(s)| g

(3.1)

From the current control loop
G(S)|s=0 = KcA Ky (3.2)
and  H(S)|s=o = K |
where, A = converter gain
B

Ko = 5=~
K,? + RaB

Ko Back emf constant

B
a = Armature resistance including external resistance
' .
= Viscous friction coefficient

I

= Current feed back gain.

f 1
2% = TTAKK K. (3.3)

¢ mlr

1
_ &)
© AK_K

ml

~1

(3.4)

where g(a) is the desired steady-state error. While the current error is not so
critical, it must not be too large. A practical value might be 10% for ¢(a) = 0.1.

The motor parameters are given in Appendix A-1. The current feedback gain K; is
taken as 1. _ _

Cosine firing technique is used to control the output of the converter.
Therefore, Ethe gain of the converter V,/V. becomes a constant (A). A 3-phase 220
V, 50 Hz s(inply is applied to the 3-phase bridge converter. Assuming the control
voltage var;ies from +10 V to ~ 10V for the entire firing angle control range (0-

180°), the gain of the power converter (A) is given by

3_\@ x 220 cos0’

T ~ 30 | (3.5)

On substituting various values the gain of the current controller comes out to
be 27. |
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3.3 DESIGN OF SPEED CONTROLLER USING ANN

In a closed loop contrpi scheme, the reference speed and actual speed are
com‘pared and the speed error is processed in the speed controller to generate the
current reference. The speed error and change in speed error are calculated after -
every 10 msec and error is processed to calculate the change in current reference
In the present work, the speed controller is designed using a ANN. A ﬁeed forward
network is shown in Fig. 3.2 is used to represent speed controller. The network has
two inputs, .one output and one hidden layer.

di

ref

\
Flg 3.2 : Neural Network for speed controller %
|

The inputs to the network are speed error and change in speed error and
output is change in current reference. The network is trained off-line using error-
back propagation training algorithm. The settling time and overshoot are calculated
for step change in reference speed setting. |

The flowchart for obtaining the response of the system for step change in
reference speed is shown in Fig. 3.3 which consists of main program, speed error

- processing subroutine, current processing error subroutine.and machine dynamics
subroutine. B |
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3.2.1 Main Program

Flow chart for main program is shown in Fig. 3.3. Various initializations are
done. Fuzzy rule base table also initialized. Values of rated current, reference
speed and rated speed have been read. Fuzzy partitions for error and charge in
error are céiculated using rated speed. Index km is initialized to zero. This is used
to run curr?nt for ten times after each speed loop indices i and t afe initialized to
zero. Perce;ntage overshoot and settling time is also calculated in main pregram for

which cont is initialized to zero and set to one after calculating settling time.

3.2.2 Speed Efror Processing Loop

This is called by main once aftér ten consecutive iterations of current loop.
The flow chart for this subroutine is shown in Fig. 3.4. The-first step aftef entering
in this subroutine is to initialized local variable. Error at Oth iteration and index
num is initialized to zero. Then error is calculated at i th iteration, using reference
speed and actual speed at previous iteration. A fuzzy partition of speed error and
change in speed error processing is shown in Fig. Membership function is triangular
and 50% o:verlap is taken. Four rules for each value of speed error and change in
error can be generated. From these rules membership ‘function for output is

calculated using SUP_MIN method. -

For a particular value of error and change in error, output membership

function depending on values of IS,I;,Js and J;, region in which they are lie vhas

determined. These regions are determined using comparison method. This output
membership function is then defuzzified using height method to get reference
current. This is added algebraically to previous value. This value is limited within
Imax and 0. Values of error, change in error and reference current is stored and

used as training pattern for neural network.

3.2.3 Current Error Processing Loop
This: loop is used for calculating control voltage and voltage at the terminal
of armature. The gain of proportional controller is multiplied with current error.

This control value is then limited with in Vmax and Vmin. Armature voltage is
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calculated after multiplying the gain of converter in this cqhtrol voltage. Flow chart
for this loop is shown in Fig. 3.5. This allows fuli use of drive torque capability and

consequently gives very fast response.

3.2.4 Machine Dynamics
In order to determine the actual speed and current for error processing,
machine dynamits is solved by numerical method. The parameters of motor, which
are measured by varioﬁs methods are required to solve the motor dynamics.
If the voltage at armature terminate is V,a(t), back emf is Eq arméture Circuit

inductance and resistance are L, and R, respéctively fhen Vi(t) at any:instant t is

given by |
~ , L di (1) E
Va(t) = Eg + R, L(1)+ T (3.6)
: Te=JE+Bm+TL ‘ (3.7)
T =K, i | " (3.8)
from equgtioh (3.6) and (3.7)
di () _ V(O -B, R i,(1) 59)
dt L '
a
—=(T, - T, -Baw)/J . . _ (3.10)

“instantaneous values of current and speed can be' determine from' differential

equations (3.9) andv(3.10) using Runga-Kufta" fourth or.der method.

£=(v,®-K,0t-D-R,i ¢-D)L, 3.10F
£, =(K,i (t-1)-T, -Bo@t-)/] - - (3.12)
K '= ht, : | ' (3.f1§)
K, =hf, A , ’ (3.14)

here h is step size.

£, =lv. () —Ky(@(t-1)+K,) R, G, (t=1)+K, NaA (3.15)
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£, =[K,G,(t-D+K,,)- T, - Bal—-1)+K, }/J  (3.16)

K, =hf, S (3.17)
K,, =hf, o - (3.18)
L O=i (t-D+0SK, 4K, (3.19)
o) = ot -1+ 0.5(K,, +K,,) | (3.20)

i () and o(t) are actual values of current and speed.

Machine dynamics is solved in each iteration along with current error

processing. The whole drive is simulated for time of 3.0 secs, which is sufficient for

" the machine to be settle down to steady state. The response of the drive for

finally selected rule based table is shown in Fig. 3.6 for reference speed of 100

rad/sec. TFne settling time is 0.868 sec and overshoot is 1.81 %. The fuzzy rule ° .

based table is used to generate the patterns for training neural network. These .- ;

patterns are given in Table 3:1.

3.2,5 Profgram for Training of Neural Netwprk
Flow chart for this is shown in Fig. 37 Firstly weights and maximum
number of iteration IT is initialized. Input data and number of training pattern' IP
with number of input, output and \hidden nodes have been read. Set IT equal to
zero. Check if number of iteration is less than ITmax, if it is then intialize error
-level and take first pattern from trainingAset. Output of hidden layer is cavlculated
using sigmoid function. For which pfoduct of weights and input are summed up.
Output of hidden layer is used to calculate the final output. Weights of output layer

are used for this purpose.

Error is calculated between target and output of ANN. Change in weight
matrix forfhidden layer is also calculated. These weight matrices are used for
updating the weights of corresponding layer.

Take the next pa&ern from training set till IP = IPmax. After adjusting tHe
weights for all the error level stop adjusting the weights, otherwise increment IT.

Repeat process till IT = ITmax. The trained network is shown in Fig. 3.8.
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Table 3.1

e .
e _e ce du e e ™
EBPE BTV 0.1302 J0.2962 | 0.6019 |0.4973 0.6529 | 0.8567 | 0.8035
01433 1 05252 | 01444 0.2962 | 0.6529 |0.4983 0.7038 | 0.1433 | 0.4985
03 10 25e2 | 0.1560 0.2962 | 0.7038 |0.5000 0.7038 | 0.1943 |0.4990
01433 185991 | 0 1965 0.2962 | 0.7548 0.5005 0.7038 | 0.2452 | 0.4995
0.1433 | 03471 | 02962 0.2962 | 0.8057 .| 0.5010 0.7038 | 0.2962 | 0.5000
0. 3833 1 0 3400 | 02760 0.2962 | 0.8567.10.5015 0.7038 | 0.3471 |0.5017
02433 1 0 2000 | 0.3033 0 3471 | 0.1433 |0.1965 | 0.7038 | 0.3981 |0.5027
0'1433 }0;5510 0-3973 0.2471 ] 0.1943 |0.2079 0.7038 | 0.4490 | 0.5250
) : . 0.3471 ] 0.2452 .| 0.2180 0.7o3p 0.5000 | 0.5438
0 1433 |0.6019 | 0.4694 | 3471 | 0.2962 |0.2367 | 0.7038 | 0.5510 | 0.6463
g'iigg 8'3333« g~iggg 0 3471 | 0.3471 |0.2976 | 0.7038 | 0.6019 | 0.7437
01433 10T ads | 0.4993 0.3471 | 0.3981 |0.3501 | 0.7038 | 0.6529 |0.7633
01433 |8 5057 | 0.4996 03471 | 0.4450 |0.4168 | 0.7038 | 0.7038 |0.7852
01433 105027 | 0.5000 0 3471 | 0.5000 | 0.4779 | 0.7038 | 0.7548 |0.8048
0. 2432 10 aaa | 0.1373 0 3477 | 0.5510 | 0.4889 | 0.7038 | 0.8057 |0.8244
0108 10 Toas | 0 1285 03471 | 0.6019 | 0.4990 | 0.7038 | 0.8567 |0.8440
1943 1 0. s | 0.1573 03471 | 0.6529 | 0.5000 | 0.7548 |0.1433 |0.4993
8'1943 02482 1 o 1756 0.3471 | 0.7038 | 0.5017 | 0:75¢8 | 0.1943 | 0.4997
0102 1513951 | 012079 0 3471 | 0.7548 | 0.5080 | 0.7548 | 0.2452 |0.5000
01943 1 0 3s81 | 02367 0 3471 | 0.8057 | 0.5107 | 0.7548 | 0.2962 |0.5005
02 | 0 2450 0.3 03471 | 0.8567 | 0.5142 | 0.7548 | 0.3471 |0.5080
0 | 6.5000 02 03981 | 0.1433 | 0.2269 | 0.7548 | 0.3981 |0.5120
01543 | 5 2810 | 0.41e7 03981 | 0.1943 | 0.2367 | 0.7548 | 0.4490 |0.5629
0153 | & 2o1s | 04787 0 3981 | 0.2452 | 0.2465 | 0.7548 | 0.5000 |0.5948
0-1943 | 0 Ge2s | 0. 4893 0 3981 | 0.2962 | 0.2563 | 0.7548 | 0.5510 |0.6837
o 0. 6528 1 8 4990 0 3981| 0.3471|.0.3501 | 0.7548 | 0.6019 |0.7535
0'1343 7038 0.49901 0.3981 0.3981 | 0.4482 | 0.7548 | 0.6529 |0.7820
11943 | 0.7548 | 0.4997) 0.3981| 0.4490 | 04787 0.7548 | 0.7038 |0.8048
0.1943 | 0.8057 | 0:5000| 5 39g1| 0.5000 | 0.4973 | 0.7548 | 0.7548 |0.8295
0.1943 | 0.8567 | 0.5004| 0 39g1| 0.5510 | 0.4983 | 0.7548 | 0.8057 0.8427
S 5as2 | 0.1433 | 0.1444| o 39g1| 0.6019 | 0.5000 [ 0.7548 | 0.8567 |0.8556
05452 | 0.1943 | 0.1573| o 3081 | 0.6529 | 0.5010 | 0.8057 | 0.1433 |0.4996
0.2452 | 0.2452| 0.1705| g 3981| 0.7038 0.5027 " 0.805% | 0.1943 |0.5000
0.2452 | 0.2962| 0.1952| g 3981| 0.7548| 0.5120 0.8057 | 0.2452 |0.5003
0.2452 | 0.3471| 0.2180} g 3981| 0.8057| 0.5213 0.8057 | 0.2962 |0.5010
0 2452 | 0.3981| 0.2465| . 3981| 0.8567| 0.5306 |.0.8057 1 0.3471 0.5107
5 5452 | 0.4490| 0.3163| .2490| 0.1433| 0.2760 | 0.8057 j 0.3981 0.5213
0. 2452 | 0.5000| 0.4052| o.4490| 0.1943| 0.2980 | 0.805710.4450 0.5813
0 2452 | 0.5510| 0.4371] §.4490| 0.2452| 0.3163 | 0.805710.5000 0. 6457
0 2452 | 0.6019| 0.4880  4490| 0.2962| 0.3537 | 0.8057 }0.5510 0.7020
0.2452 | 0.6529| 0.49201 ¢ 4490| 0.3471| 0.4168 ) 0.805710.6019 0.7633
0. 2452 | 0.7038| 0.4995 (.4490| 0.3981| 0.4743 | 0.805710.6529 0.7921
0 2452 | 0.7548| 0.50001 o g4490| 0.4490| 0.4887 | 0.805710.7038 0.8244
0 2452 0.8057| 0.5003 . 4490| 0.5000| 0.4990 | 0.8057 1 0.7548 10.8427
o 2452 | 0.8567| 0.5007% o 4490| 0.5510{ 0.5000| 0.8057 1 0.8057 |0.8515
0 2062 | 0.1433| 0.1560 o 4s90| 0.6019| 0.5017 | 0.8057 } 0.8567 H0.8627
0 2962 | 0.1943| 0.1756 . 4490 0.6529| 0.5111) 0.8567 | 0.1433 | 0.5000
0. 2062 | 0.2452| 0.1953 o 4490 0.7038| 0.5250| 0.8567 | 0.1943 10.5004
0.2962| 0.2962| 0.2148 g a490{ 0.7548| 0.5629 0.8567 | 0.2452 |0.5007
0.2962| 0.3471| 0.2367 o 4490 0.8057| 0.5813) 0.85670.2962 0.5015
0.2962| 0.3981| 0.2563 4 4490| 0.8567| 0.6027 0.8567 | 0.32471 |0.5142
0.2962| 0.4490{ 0.3537 4 5000| ©0.1433] 0.3033 0.8567 | 0.3981 |0.5306
0.2962| 0.5000 0-432‘ o 2000 0.1943| 0.3543| 0.8567 | 0.4490 |0.6027
0 5962| 0.5510| 0.475Q o sppo| 0.2452| 0.4052l.0.8567 | 0.5000 |0.6967
‘ 0.5000 O.2962L'0.4562‘ 0.8567 | 0.5510 |0.7240
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Yes

3.3 CONCLUSION

Read patterns

'

Initialize weights

T

Submit pattern and compute layers
responses

.

Initialize maximum error Emax

:

No

Compute cycle error E

:

Calculate 5 for hidden and output
layer

|

Adjust weights of hidden and output
fayer

No Yes

Fig. 3.7 : Flow chart for training of neural network

The desired response, i.e., settling time and overshoot of the dc motor drive
system can be achieved using closed loop control scheme. The speed controller is
implemented using feed forward neural network. The network is trainea using
error-back propagation-technique. The patterns for training the neural network are

obtained using the fuzzy logic control.
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Chapter 4

SYSTEM HARDWARE AND DESIGN ASPECTS

The speed of the dc motor is controlled using 3-phase fully controlled bridge
conve»rter. The firing pulses are generated using 8031 microcontroller based
system. The complete system is described in this chapter in detail. It consists of
following blocks.

1. Power circuit
Snubber circuit
Pulse amplifier and firing circuit
Quantizer and zero crossing genera_ting circuit
Power supply
Speed measurement circuit

Current measurement circuit

® N v AW N

Dedicated 8031 micro controller circuit

4.1 POWER CIRCUIT CONFIGURATION AND ITS WORKING

Fig. 4.1 shows a three phase fully controlled bridge converter circuit.
Thyristors are conﬁected to phases R,Y,B denofed by Ti, T3, T3, T4, T5 and T,. Each
thyristor conducts for 120° and at a time two of the converters are conducting one
from upper circuit and other form lower circuit. If phase sequence is R, Y, B, T
commutates with T;, T3 with Ts with T;. On the other half Ts commutates with T,
T2 with T4 and T, with Te. All thyristors are line commutated, i.e., whenever a
thyristor is triggered, line-to-line voltage appear across the outgoing thyristor and
reverse biases it. The thyristors are triggered in a sequence 1,2,3,4,5,6. The
conducfing pairs are (6,1), (1,2), (2,3), (3,4), (4,5), (5,6). Each thyristor is
triggered for full 120° period. Firing pulses at any firing angle o are shown in Fig.

4.2.
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Fig. 4.2 Firing pulses for thyristoi"at firing angle o :
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Commutated i.e., whenever a thyristor is triggered line-to-line voltage appear

across the outgoing thyristor and reverse biases it.

4.2 SNUBBER CIRCUIT
Fig. 4.3 shows a thyristor with snubber circuit. The series inductance L is added

to limit di/at during turn-on of the device.

Z§ ;; :

Fig. 4.3  Thyristor with snubber circuit

The capacitor ¢ charges from zero to full voltage V with a slow rate show that
dv/at is less than the specified maximum permissible dv/dt rating of the device.
When the ‘device is turned on, the capacitor discharges through the device and
forces a current equal to v/(resistance in local path formed by ¢, device and R);
thus the resistance R limits the capacitor discharge Current at the turn-on of the
device. In the actual design of the snubber circuit, the value of R,C and L should
be such that dv/at across the capacitor ¢ during its charging is less than the
specified dv/at rating of.the device within reasonable limits.

The typical values chosen for the snubber circuit are 50 ohms, SW and 0.1 pf,
600 V respectively. The‘thyristor chosen have current rating of 15 amps rms

current, and voltage rating of 200 volts.

4.3 PULSE AMPLIFIER AND FIRING CIRCUIT
The isolation of power circuit to control circuit is an essential requirement
especially in micro controller or microcomputer controlled systems inh which

sophisticated devices are used which do not have transient with standing
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capability. For this isolation purpose phlse ftransformer is used. The pulses obtained
from I/O part of 8031 is amplified and ANDéd with high‘ frequency pulses obtained
from 555 timer. Then these are amplified and fed to pulse transformer. To avoid
saturation of pulse transformer a diode is coﬁnected in series with this.

Gate prbtection is required for overvoltages and over current. The gate can be
protected against overvoltage by connecting a diode across to gate and cathode
and against overcurrent by con\necting a resistance with the input of thyristors. A
capacitor is connected across the gate to cathode to bypass the noise pulses. The

pulse amplifier circuit with firing circuit is shown in Fig. 4.4.

+5Y
1 |
L 0.01pF
¢ _‘_ '
. il +12V
. _
_ 1K '
. 7 3:1 _
. 68K J.
. { 100 0.1u
: | ‘
. . N T
5 ; d
4 o~ 0-01pF g 470
SLlOO
L. T
Fig. 4.4 Puise amplifier and firing circuit

44



4.4 QUANTIZER AND ZERO CROSSING GENERATING CIRCUIT

To control the firing angle of thyristors, signals that synchronize them with
the alternating supply voltages are always necessary. For a three-phase fully
controlled sigﬁals there are three quantizers or logical signals, each one associated
with a thyristor and defined from the natural commutation instant, i.e. at the
intersection of two phase voltages, which coincides with the zero crossing of
another one. The zero voltage detection fulfils two different functions the
synchronization of the.thyristor firing circuit to the input line frequency and the
phase sequence identification.

To obtain quantizers ¢R, Y and ¢B three two windihg transformer are used
to step down line-to-line voltage at low level, as shown in Fig. 4.5. These sighals
are amplified and saturated. These quantizers are cophasor to the supply line
voltages Vgy, Vys and Vg respectively and displaced by 120° from each other. The
waveforms of these signals with line voltages are shown in Fig. 4.5.

Using these signals, for full range of ac cycle, a firing command data table
is prepared. The firing commands are outputted via port 1 of 8031 (P1.0-P1.5) for
thyristors T; to Ts. Hénce the control word to fire thyristor 3 and 4 will be P1.0-
P1.5 = XX001100 = OCH

Table 4.1 shows the control words for different pairs of thyristors to be forced.

TABLE 4.1 : FIRING COMMAND DATA
Range of firing angle o = 0° to 60°-

¢R oY #B | Quantizer On " Firing command
SCRs | ..
1 1 0 6 1,2 00000011=03H
1 0 1 5 5,6 00110000=30H
1 0 0 4 6,1 00100001=21H
0 1 1 3 3,4 00001100=0CH_
0 1 0 2 2,3 00000110=06H
0 0 1 1 4,5 00011000=18H
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' Fig. 4.5 Theoretical waveforms for base interrupt generation circuit
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Range of firing angle o = 60° to 120°

¢R oY ¢B | Quantizer On Firing command
SCRs
1 1 0 6 6,1 00100001=21H
1 0 1 5 4,5 00011000=18H
1 0 0 4 5,6 00110000=30H
0 1 1 3 2,3 00000110=06H
0 1 -0 2 1,2 00000011=03H
0 0 1 1 3,4 00001100=0CH

Range of firing angle o = 120° to 180°

¢R oY ¢8B | Quantizer On Firing command
SCRs
1 1 0 6 56 | 00110000=30H
1 0 1 5 3,4 - 00001100=0CH
1 0 0 4 4,5 00011000=18H
0 1 1 3 1,2 00000011=03H
0 1 0 2 6,1 00100001=21H
0 0 1 1 2,3 , - 00000110=06H

The quantizers ¢R, ¢Y and ¢B wili be read via P3.5, P3.6 and P3.7 of port 3.
74121 non retriggerable monoshot is used to produce two puises, one at
the rising edge other at the falling édge of each digitized signal, for each phase.
Combining these signals of each phase, a base interrupt signal is obtained. The
base interrupt signal has frequency six times of the ac source. A new firing cycle is

started at the falling edge of the base interrupt signal. The waveform for base

interrupts are shown in Fig. 4.6.

4.5 POWER SUPPLY

The system requires dc pbwer supply of +12v, -12 +5V. To generate power
~ supply of different voltage levels a multiwinding transformer is used. +5V.supply,

bridge rectifier circuit is used and for +12V and -12V supply centre tap

configuration is used as shown in Fig. 4.7.
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Fig. 4.6
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4.6 SPEED MEASUREMENT

The speed of the dc motor is measured using pulse tachogenerator which is
coupled to the shaft of motor. Tachogenerator is supplied with +5V. It generates
square wave pulses. Frequency of pulses generated depend on the speed of motor.
The actual speed of motor is measured with the help of two timers one of which is
PC timer and other is timer 0 of ACL-8112 card. PC timer is programmed in mode 3
(square wave mode) while other one is in mode 0 (interrupt on terminal count
mode). The speed is measured at every 10msec. But to reduce the time of
calculation pullses are counted for a period of 12 msec and then speed is
calculated. PC timer generates interrupt at every imsec instants. Other timer is
loaded with all F’'s when the first interrupt comes it starts down counting and stop
downcounting when interrupt comes and calculates the value. of speed In bits.

The tachogenerator generates pulses at fhe rate of 5000 pulses/ revolution
at N rpm it will geherate 5000 * N pulses/min.

If the rated speed of motor is 1500 rpm then number of pulses generated

will be 125000 p/sec. A program is developed in C language to measure the speed.

The actual speed and measured speed are given in Table 4.2.

Table 4.2 : Speed measurement

S.No. Actual speed by tachometer in Measured speed rpm
rpm
1 367 | 370
2 474 477
3 534 | 530
4 603 604
5 715 712
6 783 | 780
7 843 | 844
8 895 895
9 907 904
10 975 973
11 1036 . 1033
12 1146 249293 1146




13 | 1242 _ 1248
14 1345 1344
15 _ 1390 1383
16 1428 1422
17 1458 1459
18 1522 1524

Fig. 4.8 shows the graph between the actual speed and the measured

speed through software. The graph is linear one which shows the satisfactory
.accuracy. -

4.7, CUI#RENT MEASU'RE‘MENT_CIRXCUIT

The;scheme to measure current is shown in Fig. 4.9. Hall effect current
sensor is u.,sedA for current m'easurémént. The main advantage of such a trahsducer
is that it is non contact device with high resolution and very small size.

The output of the sensor Ais current which depends on the number of turns
wound on sensor itself and current flowing in the primary circuit. The output
current is given by

Io=1_* (Np/ Ns)

Ns = 1000, Ny, = 2, Io = Output current, I, = Load current

Ip=2x1021,

The output current is converted into voltage signal by connecting
resistance. After this a low pass filter is used. When current signal is positive, the
output of this circuit will be positive, otherwise it will be OV. Presets are set at 0.5V
for 1-Amp.ﬁ

To convert voltage signal into. digital signal ADC of ACDL-811 2HG cand has
been u’sed.i ADC is B.B. ADS774 successive approximation type, having resolution
of 12-bit. This ADC can be programmed' in both bipolar and unipolar mode. Since
the current obtained from 3-¢ fully controlled bridge converter is unidirectional, so
it is programmed in unipolar mode for present work. The conversion time is 8 psec.

The control word for unipolar mode is given by

7 6 5 4 3 2 1 0

BASE T09 X - X X X G3 G2 Gy Go
- o o o0 o o 1 0 0
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The initial range is 0-10V and gain is 1 for the particular control word.

The key features of ACL-8112 HG are :

e AT HGs |

« - 16 single ended or 8 differential analog input channels.

-« Bipolar or unipolar input signals.

e Programmable high gain

e On-chip sample and hold

e Two 12-bit monolithic multiplying analog output channels

» 16 digital input and output channels

e 3 independent programmable 16-bit down counter compact size.

e Programmable sampling rate of upto 100 kHz.

The experimental results of actual current and measured current are given
in Table 4.3. Fig. 4.10 shows graph of actual current versus measured current. The
graph shows a high degree of linearity between actual and measured current
values.

Table 4.3 : Current measurement

Actual currentin | Measured Current in Hex | Measured current in
Amp. ‘ A Amp.
0.50 80 0.390
1.00 200 0.976
1.55 313 1.528
2.18 434 | 2.120
2.68 550 : 2.685
3.20 : 656 ' ~3.200
3.70 , 785 3.830
428 890 4.345
4.75 1010 4.930

4.8 MICRO CONTROLLER BASED CARD CIRCUIT

The firing pulses, to turn on thyristors of power circuit are generated using
8031 based microcontroller based card circuit. The interfacing diagram of this
circuit is shown in Fig. 4.11. In this circuit, 8031 microcontroller is interfaced with
2764 EPROM, 7415245 bidirectional buffer, 74LS373 D type latch. Output of buffer
is used for firing command of each thyristors. The firing angle, start and stop
command are sent serially through PC using RxD. To convert RS-232 level signal
into TTL level or vice versa MAX-232 chip is used.
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MAX-232 IC contains four sections dual charge pump DC-DC voltage
converter, RS-232 drivers, RS-232 receivers and recéiver and transmittef enable
control inputs. ' ‘

The two internal charge-pumps convert +5V to +10V on C3 at the V+
output. The second converter uses capacitor C2 to invert +10V to —-10V on.C4 at
the V-output. - ,

2764 is 64 KB erasable and electrically programmable ROM. The| important
feature of 2764 is separate output controi,l .oﬁj:p,ut,énable (OE) fron‘ét the chip
enable (E) control. The OE control eliminates bus contention in multiple bus
microprocessor systems, |

The 2764 has a stand by mode which reduces the power dissipation without
increasing acéess time. The stand by mode is achieved by applying a TTL high
signal to the CE input.

The 7415245 is a bidirectional buffer also.octal bus transceiver. This is
COmmonlyAused as a driver for data bus. The direction of data flow is controlled by
the pin DIR.

The 74LS373 is a transparent D-type latch. In this type of latch, when the
clock signal is high the output changes according to the input, when the clock goes
low, the output will [atch the last value of the inpuf. |

Port P1 pins P1.0 to P1.5 are used to issue ﬁrihg commands to six thyristors
T1 to T6. Port P3 pins P3.5, P3.4 and P3.3 are used to sense three quaintizers oR,
¢Y and ¢B. INTO at pin3.2 is used for base interrupt. |

4.9 CONCLUSIONS

The design of a 3-¢ fully controlled bridge converter along with snubber circuit is
describes in this chapter. The speed and current mieasurement circuits are
designed and implemented for close loop control. The firing pulses are generated
using 8031 microcontroller based card which consists of EPROM 2762 and MAX 232
chip for level conversion. To generate the firing pulses for six thyristors, zero-

crossing signals (base interrupts) and three quantizer signals are generated using
digital analog circuit.
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SYSTEM SOFTWARE

This chapter includes discussion of system software for both open loop mode and
closed loop mode. To generate firing commands for 3-¢ bridge converter assembly
language program is developed for 8031 microcontroller. The firing angle obtained
in open loop and close loop mode using C programs and transmitted serially to

8031 microcontroller. The description of main program and all subroutines are as

given below.

5.1 OPEN LOOP OPERATION

The system software consists of main program, serial subroutine, zero crossing Iss,

compare subroutine, zone subroutine and firing Iss.

5.1.1 MAIN PROGRAM

Flow charts for main program is shown in Fig. 5.1. Program starts with initialization

of various ports of I/O ports and timer, serial port etc. After initializations all
interrupts have been disabled and only serial interrupt has been enabled. Index I, J

| and CYCLE are also initialized.

The microcontroller continuously monitors RXD line if any character or data
is received serially, index I is rﬁade 1 in serial link subroutine. If the character
received IS 'G, then program sets the indices to receive firing angles and lower
byte and higher byte oﬁe by one serially. If the character received is 'R', then
processor enables all the interrupts used to generate the firing pulses. If the

received character is 'E', the processor disables all the interrupts and stop using
the firing pulses. - '

- Initially the firing angle is kept maximum and it is gradually decreased to

increase the output voltage. This controls the starting of DC motor, if used as load
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. START :

DISABLE INTERRUPT

INITIALIZATION :

TIMER &, . &,

. J=0.
BFl =01

-

ENABLE SERIAL
INTERRUPT

J=2 4— o, < DATA

J=0 &, < DATA

ENABLE OTHER

INTERRUPTS

Fig. 5.1 : Main Program for Calculating Firing Angle and
Zone in Open Loop Operation (Contd....)
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NO

DISABLE
INTERRUPTS
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IS
CYCLE=10
?

YES
A 4

NO

CALL COMP SR

Y

CALL ZONE SR




ENTER

SAVE REGISTERS.

CH « SERIAL BUFFER

v

RETRIEVE REGISTERS

RETURN

FIG. 5.2 : Serial Subroutine

ENTER

SAVE REGISTERS

" ISSUE PREVIOUS
FIRING COMMAND -

Read quantizer

Obtain next firing angle

v

Load time with a¢' &
' trigger

CYCLE = CYCLE +1

RETRIEVE REGISTER

Fig. 5.3 : Zero Crossing Interrupt Subroutine
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under running conditions also. The firing angle is changed gradually to control the

current in open loop operation of DC motor.

5.1.2 SERIAL SUBROUTINE
Flow chart for this subroutine is shown in Fig. 5.2. After entering in this SR
registers are saved. A character/data is received from serial buffer and returned to

main program. Before returning to main registers have been retrieved.

5.1.3 ZERO CROSSING INTERRUPT SR

The flow 'chart for this intei‘rupt.serviCe subroutine is shown in Fig. 5.3. The
subroutine begins with previous command outputted to port P1. This is done to
ensure that if due to some reason, timer interrupt has not come earlier, then the

firing pulses will be issued at zero-crossing poin. This situation may come when the

o is around 60° or 120°. The timer is loaded with the corrected firing angle (< 60°)

and triggeréd. The quantizer signals are sensed using port P3 bits and used to find
out the firing command depending on the zone. Cycle index is incremented to

control the acceleration and deceleration.

5.1.4 ZONE SUBROUTINE

In this subroutine, zone and ﬁring angle are calculated. The flow chart for this
subroutine is shown in Fig. 5.4. If firing angle is less than 60°, then it is in Zone 1.

If o, is greater than 60° but less than 120° it is in Zone II, for this zone firing

angle is calculated by subtractir]g 60° count from the current firing angle. And if
firing angle is less than 180° and greater than 120° it is in Zone IIL. For this zone,

the value of firing angle will be current firing ahgle éubtracting with count for 120°.

5.1.5 FIRING Iss

The flow chart for this interrupt service subroutine is shown in Fig. 5.5. In

this subroutine firing commands are issued to thyristof.
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ENTER

PUSH REGISTERS

© .YES

RETURN

FIG. 5.4 : Zone Subroutine

ENTER )

PUSH REGISTERS

I

FIRING COMMAND TO
BE ISSUED FOR
APPROPRIATE
THYRISTOR PAIR

POP
REGISTERS

(' RETURN

—Pp
ZONE |
YES aC'=aC
ZONE Il
aC' = aC-60°
ZONE Il
aC'=aC-120°
POP
REGISTERS

FIG. 5.5 : Firing Interrupt Service Subroutine
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Initialize: variables
Set baud rate = 2400

!

Compute o count
table

v

Input character = ch

NO

YES

Display 'menu’

Key
pressed
?

Read character

' Contrbl, = control*10+Ch

Displifay control

FIG. 5.7 : Flowchart 6f Main for Open Loop Operation
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NO

Calculate angle s '
count :
¢ _ YES
Send 'G' and angle | Send 'R’ to start
count " motor

Send 'S’ to stop
motor

Display
menu

' v 3

5.1.8 TABLE _
Flowchart for this program is shown in Fig. 5.8. This program is used for
calculatmg firing angle in degrees and also the count value of firing angle.
Firing pulses are generated using cosine firing angle technique. In this technique,
the output voltage across the converter is given as

Vo = Vpmax COSGL

from here, firing angle is calculated as

_ Vo
Cosa. = = Viorm
Vmax

or a (in degrees) = cos™ (Vaorm)

Here,  Vvyom IS Normalized voltage.
Theoretically, o can be varies from 0° to 180° but practically, only a's value from
10° to 170° can be used. '
To get o from 0° to 180° Vyorm Should be vary from +1 to -1,
To calculate «, for a giveh control input, it is assumed that control voltage v, varies
from 0 to 2000. The normalized vbltage can be calculated as

Voom = (Ve /1000) — 1
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Cow

j=0, k= (1000 x 6.14 / 216)

NO

v [] =14

NO

v, [j] = 1986

v
x = {v, [j} / 1000} - 1

l

Angle count = k*cos™'(x)

:

j=j+1

NO

FIG. 5.8 : Flowchart for Calculating o_count table
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The count value for firing angle a, can be calculated depending on the clock

frequency of microcontroller.

Ocount = (0/180) x 10 x 107 x (fur/12) = aXxk
where 'K’ is a scale factor which is initialized at the starting of the program. The
clock frequency of microcontroller is 6.14 MHz. So the value of K is

k = (100 x 6.14 / 216)

5.2 CLOSED LOOP OPERATION ‘
In closed loop operation inner current and outer speed loop are used. Speed-
controller are designed using artificial neural network. Current controller is a simple
proportional controller. These loops are realized through software in C language
and a control signal is generated The control signal decides the new firing angle
as in open loop and transmits it to the microcontroller bases system.

The system software forl3-¢ fully controlled bridge converter in closed loop

mode is discussed below which consists of main program, serial subroutine, zone

subroutine, zero crossing 1SS and firing ISS.

5.2.1 PROGRAM FOR FIRING ANGLE GENERATION IN CLOSED LOOP
MODE

The flowchart for this is shown in Fig. 5.9. This is almost'same as in the case of
open loop. The difference is that in this case due to closed loop operation the ﬁrfng
angle at which the converter ie to be operated at a' particular instant is send
dtrectly from the PC Therefore there is no need to gradually increase or decrease

firing angle All other ISS are same as of open loop mode
The system software is ‘developed in C language. This includes main
program vyith different subroutines for measurement of speed current, calculating

the firing angle, reading the weilghts, calculating the actual speed and current. The

main program and subroutines are discussed below.
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Start

f Disable Interrupt 1

!

Initialinzation: Timer,PPI
amaxX, cemin,J=0,BFI=00

'

! Enable serial interrupt

s,
CHAR='G'
7

Call Zone SR

Disable interrupts

Fig. 5.9 Flow chart for calculating firing angle in closed loop mode
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5.2.2 MAIN PROGRAM

The flow chart for main .brogram' is shown in Fig. 5.10. The first step is to initialize
- all variabies and baud rate is set as 2400. All interrupts are disabled. PC timer is
|

initialize in mode 3 and timer 0'in mode 0. a-count table has been calculated using

a-couht table subroutine. Wefghts for neural controller of speed error processing

have been read, which havet'been already adjusted by off-line training of neural
network. ‘

Inte'rrupts are enabled. Program checks for pressing of key. If any key
pressed then it reacls input character and if character is “m’ then displays menu.
For any other character it goes back and again search fer key pressed and any
character. _ _ ‘

After dtSplaying menu it again check for key pressed and read input
~ character if character is 's' it sets 'speed equals to zero and then search for the
next instant of key pressling If chatacter is 'a’ instead of 's’ then it updates speed
and goes back On pressmg the enter key reference speed has been displayed.
| In the presence of ' character speed loop and current loop are called.
Firing angle has been calculated and transmltted If character 'r' is pressed then

"R'is sen,d to start the motor.

Af"ter.sehding the command to start the motor PC timer is initialize to
generate 1msec.interrupts for measurement of speed. Program checks for the
value of KK if it is 0 then goes back, if it is 2 then new speed is measured and
speed loop processing is done to generate new current reference. Then, the
current is measured and current loop processing is done to obtain new control
signal and hence firing angle. Firing angle in terms of angle count is calculated and

transmitted. If KK = 1, iny current loop processing is done.

5.2.3 SUBROUTINE TO READ WEIGHTS FOR NEURAL CONTROLLER .
The flow chart for thlS subroutlne is shown in Fig. 5.11. After initialization weights
for input hldden Iayer and h|dden output layer has been read. The weights read

are adJusted weighted obtained from the off-line training of neural network.
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Initialize: variables
Set band rate = 2400 Flag = 1

v

| Disable interrupts I

v

Initialize PC timer in mode
3 and timer 0 In mode 0

[ | Compute a-count table | |-

| | Readweights | |

v
I—I Enable interrupts TJ

r Input char

*

[ Display menu

Spee

Speed = speed*10 + ‘Ch'

|

¥

Update speed . ‘ rnisplay ref_speed I

- Fig. 6.10 : Flowchart of Main Program in Closed

Loop Mode (Contd )

No
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Ref_speed = speed

No

v

Actual speed =0

v

Speed loop

v

Actual current = 0 Sgnd S' to stop the motor

v

Current loop Yes

v

Obtain firing,angle

g

Transmit ‘G’ and firing angle

| spdms=0 J

Initialize PC timer to

generate 1 msec interrupt

Key pressed

No

I Speed = Speed*10 + (ﬂ | ljisplay speedJ . Y

lRef__speed =e:peedJ @
. T Yes

] Send 'R’ to start motor]

Fig. 5.10 (Contd.... ' | Send 's"to stop motor |

[
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No (KK =1)

KK=27?
Yes
KK =0 R o |
I . o (e D)
Spd_meas | ‘ st R .
Initialize indices for input, hidden
l and output layer
Spd_loop . _ i
l : ' Read weights for input and hidden layer
Ref-current =V_-n i
b : Read weights for hidden and output
: ‘ layer
KK=0 » _
!
Cur_meas : ( :
J Fig. 5.11 : Program to read weights for neural controller
Cur_loop

B!

Obtain angle count

I

Transmit 'G' and
angle count

Fig. 5.10 (Contd.......)
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5.2.4 TABLE SUBROUTINE
This subroutine is called in main. In this routine a-count value at different

control voltages has been calculated. This is the same as in the case of open loop

configuraﬁon.

5.2.5 TIMER INTERRUPT SUBROUTINE

The flow chart for this subroutine is shown is 5.12. PC timer '0' is used to generate
1msec interrupt. These interrupfs are used to identify the instant when to do speed
error processing and current error processing. An index KK is initialized to one.
Speed measurement afe done at every 10 msec, while current measurement is
done at every timer interrupt, i.e., at every msec interval. If spd-ms index is 0 then
timer O is loaded with all F's and this index is incremented. When first interrupt of
PC timer comes ADD-ON card timer O starts down counting and at 8" interrupt

from PC timer it stops down counting, and returns.

5.2.6 SPEED_MEAS SUBROUTINE
'Lower and higher byte of speed obtained from timer interrupt subroutine is used to
calculate actual speed in RPM. The scale of conversion is 1:1 i.e., 1 bit corresponds

to 1 RPM. SPD_MS_O index is set to 0 when speed measurement get over. The
flow chart for this is shown in Fig. 5.13.

5.2.7 SPD-LOOP

- This loop is for processing of error between actual and reference speed. Patterns
obtained from fuzzy logic is used for error processing. This loop is basically a
neural controller to control speed. The neural network is trained off-line for the
patterns derived from fuzzy logic in the form of error, change in error and control
output. The output of output layer is the value of change in reference current
(Vs-n). The new reference current is calculated and its value is limited between

maximum and minimum limit of current. Fig. 5.14 shows flow chart for this loop.



Enter

KK =1

spd_ms=0 ?

No

Load timer 0 with
FFFFH

Yes

l

spd_ms=8 ?

spd_ms =
spd_ms+1

Obtain speed lower
and highest byte

spd_ms = i -
spd_ms+1 , l spd_ms = spd_ms+1 |

l ; .Display speed | g

1

spd_ms =0

Return

Fig. 5.12 : Flowchart for Timer Interrupt

Count = spd_high*0x100 + spd_low

v

Calculate actual sbeed
Spd;ms_o =.'0'

Fig. 5.13 : Flowchart for Speed Measurement
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Initialization : Variables
Caléulate speed €error

y

Limit it

v

Calculate change in error

v

Calculate output of hidden layer
using weights and sigmoid function

v

Calculate output of output layer Vs_n

y

Limit it

Fig. 5.14: Flowchart for Speed Error Processing

5.2.8 CURRENT-MEAS SUBROUTINE

This subroutine is called in main program. To measure the actual current of system
ADC of ACL-8112 HG is used. It is programmed for unipolar current measurement,
Using this ADC analog voltage has been dil-'ectly‘ converted into digital value.

" Digitized value of current can be obtained.

5.2.9 CUR-LOOP |
Reference current obtained from spd-loop and actual current from current_meas
subroutine is compared in this subroutine. Control voltage is generated

proportional to this error. The control voltage is limited between 0 to 2000. The
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“firing angle is obtained from look up table and transmitted -serially to the

microcontroller based system.

5.3 CONCLUSIONS o
To control the speed of dc motor in op,en' and closed loop, system éoﬂware is
developed in C language. The assembly language = program for 8031 uC is

developed. The various subroutines are discussed in detail.
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Cha ter 6

RESULTS AND DISCUSSION

The performance of 3—¢ fully controlled bridge converter fed DC drive is

investigated in both open loop and closed loop mode of operation. This chapter
deals with hte experimentation, performance investigation and discussion of results
obtained. The performance of 3-¢ fully controlled bridge converters is investigated
.- with R load, R-L load and motor load and various waveforms are recorded under
varlous operating cond|t|ons After successful testing of converter it used to run
the dc motor in open loop mode and closed loop- mode and performance of the

system |s-experlmentall_y obtained.

6.1 TESTING OF CONVERTER

To investigate the performance of converter, the waveforms for zero crossing
signal quantizers and firing pulses are recorded. Fig. 6.1 shows the waveforms of
zero crossing with phase voltages. Zero crossing or base interrupts are coming at
the interval of every 60°. These zero crossing interrupts are given to INTO of 8031
nC.

In Fig. 6.2 wavefofms of guantizers alongwith base interrupt is shown.
These waveforms are used to generate firing pulses for thyristors. Six monoshots
are triggered at rising and falling edge of quantizers and pulses are combined to
generate zero crossing interrupt. The firing pulses of thyristors Th; and Th, are
shown in Fig. 6.3. For proper commutation of thyristors firing pulses are extended
for 120° period. Figure 6.3 shoWs,the overlap of 60° of two firing pulses.

Figs. 6.4 to 6.11 show the waveforms of output current, output voltage,
input current at various firing angles. These waveforms are obtainéd with R load.

Output current follows output voltage at different firing angles. Waveforms of input
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Fig. 6.4 Waveform of output voltage and output current at firing angle 9.53°
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Fig. 6.5 Waveform of input current at firing angle 9.53°
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Fig. 6.6 Waveform of output voltage and output current at firing angle 36.8°
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Fig. 6.7 Waveform of input current at firing angle 36.8°
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Fig. 6.9 Waveform of input current at firing angle 60.5°
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Fig. 6.10 Waveform of output voltage and output current at firing angle 90°'
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Fig. 6.1 waveform of input current at firing angle 90°
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current for one Aphase shown in these figures also confirm the basic characteristics
of converter at resistive load. |

Converter is further tested for R-L load to decide the inductance for
continuous conduction and ripple free current. Waveforms of output current.and
output voltage are recorded at different firing angle keeping high value of
inductance. The inductance value selected is 400 mH.

Fig. 6.12 is recdrded with less inductance in circuit. Due to less inductance
the current is not continuous, which can be seen from the Fig. 6.12.

Fig. 6.13 is obtained with high inductance at same firing. In this case
current is continuous unlike to previous case. This shows the effect of inductance
on performance of converter. By increasing the firing angle output of converter can
be decreased.

Figs. 6.17, 6.18, 6.19 - - . show the waveforms of output current and
output current at various ﬂring‘ angle with motor load. In these waveforms peaks
are coming in output voltage due to load inductance of motor. Current ié almost
continuous with different values of firing angle less than 90° as shown in figures.
All these waveforms confirm the satisfactory operation of the converter. It is clear

that output of converter increases as firing angle decreased. The software for open

loop has been used in testing of converter.

6.2  OPEN LOOP PERFORMANCE OF DC DRIVE
The basic diagram of the sysfem in open loop mode is shown in Fig. 6.21.

The performance of dc drive in open loop mode is investigated by
conducting load test on it. The load test is condﬁcted at firing angles 36.84° and
66.42°. The various voltage, currents and power are measured under loaded
c.ondition. The various. performance curves are shown in Fig. 6.22 to 6.25. The
output power vs torque curves are shown in Fig. 6.22. From this graph it can be
observed that output power is varying in linear manner with load torque as the

speed variation is less. For higher values of firing angle, output power is less due

to reduced speed.
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Fig. 6.19 Waveform of output current and output voltage at o = 78.46°
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Fig. 6.21 Bldck diagram of open loop system
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Fig. 6.23 shows the drop in speed with increasing value of torque. The
graph confirms thé 'drooping characteristics of torque speed curve of separately
excited dc motor. | | | 'A

In Fig. 6.24, graph betWeen torque and input current to the converter has
been plotted. As the motor is Idaded», the input current increases. |

The power factor vs torque ‘curves for different firing angles are shown in Fig.

6.25. As the motor is loaded, the input power factor increases.

6.3 CLOSED LOOP PERFORMANCE OF DC DRIVE

The basic block diagram for closed loop operation is shown in Fig. 6.26. To run
drive in closed loop, current and speed feed back are required for this purpose
accurate current and speed measurement at much faster rate is required. The
necessary hardware is designed and fabricated for speed and current measurement
as discussed in chapter 4. ACL-8112 card is used for measuring speed and current.

Software in C language is developed and tested. With the help of software
actual speed and actual curfent is measured. To check the design of speed
controller, trained neural network is implemented and response of the dc motor is
recorded for step change in reference speed.

Fig. 6.27 shows the response of the drive in closed loop mode. The
reference speed is taken as 1500 rpm in this case. These waveforms are recorded
assuming that generator voltage is proportional to speed of the motor. The settling
time of motor is approximately 1.4 sec.

Actually the speed does not settle perfectly at any instant but motor runs in
a band of + 50 rpm which shows the oscillations in the outbut voltage.

Fig. 6.28 has been recorded for step reference 4speed of 1000 rpm. The
settling time is appfoximately~ 0.9 sec.

~ The closed loop pérformancé of the system is investigated by measuring the
actual speed of the dc motor fo.rx‘different reference speed setting under no load
condition. Fig. 6.29 shows the actual speed vs reference speed which isﬁ almost

linear. It confirms the closed 'loop operation. However, it was found that in close
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loop, the speed fluctuates within a range of £ 50 rpm about the reference speed.
This is due to selection of neural network to implement speed controller. Only one
hidden {ayer and two neurons in the hidden layer are used. Due to variation in the

speed, it was not possible to conduct load test in closed Iodp.

6.4 CONCLUSION

The speed of dc motor can be varied using phase controlled converter. The 3-¢
bridge converter is designed and developed. The. performance of the converter is
investigated with R load, R-L load and motor load. ’Various voltage and'current
waveform are recorded. These waveforms confirm the theoretical one.

The open loop pérformance of dc drive is experimentally obtained. The load
test is conducted and various performance curves are plotted. The drop in speed
with increasing load torque shows the open loop performance is not satisfactory,
where constant speed is desired.

To improve the performance of dc drive closed loop operation is required. A
neural controller is used for processing the speed. Patterns for neural controller
has been generated using fuzzy logic. Neural network is trained off-line for speed
error processing.

Proportional controller has been used for current error proceséing. A
simulation for closed loop dc drive system is carried out to design fuzzy based rule
for minimum overshoot and settling time. These rules are used to generate
input/output pattern for off-line training of the controller.

Actual speed and actual current are measured successfully through software
for closed loop operation. Responsg of the dc drive'is checked for step reference

speed input and found satisfactory. The close loop performance of the drive is also

investigated.

Future Scope _
The present dissertation deals with the design and developm? of a phase
controlled converter fed dc motor speed control. The speed conti gr is designed

using ANN. The pattern for training the network are obtained using fuzzy logic.
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Although the system operation is found satisfactory, some improvements are

possible in the present work.

1.

The neural network used to represent speed controller may be designed
using more hidden layers and more neurons for better performance..

Model reference adaptive control method using ANN may be used for speed
control of phase coritrolled converter fed dc motor drive.

Since the converter operates in single quadrant, therefore current becomes
discontinuous at large firing angle. To avoid discontinuous operation of
converter at large firing angles, instead of fully' controlled bridge half

controlled bridge converter should have been used.

Online training of neural network can be employed by altering the software

which will give more accurate results.
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APPENDIX-I

Measurement of Motor Parameters

Measurement of machine parameters is necessary part of the present dissertation
work. Method to measure vario.ué parameter is as follows :
To measure armature resistance, armatﬁre is connected with dc supply.
Field is left unexcited. Readings of ammeter and voltmeter are recorded. Armature
resistance can be calculated using these readings.
' For measuring armature inductance above procedure is used except that

armature is connected with ac supply.

Moment of Inertia

The basi_c principle of measuring moment of inertia is as follows :Awhen the source
of energy to a rotating éystem is cut off, it will continue to rotate due to the initial
kinetic energy stored in the system. This energy is used up to supply the rotational
losses of the system, it slows down and gradually stops. The power is given by

= i 1Jco2 where ® =2nn
dt\ 2 '

P = J4n°n dn
dt

To determine the rate of change of speed, the machine lis run to a speed, a
little ;higher tha‘n the normal, and the power supply to it is cut off. The speed at
different instants is recorded ar.1,d- a curve is plotted, shown in Fig. A1 and A2. The
rate of change of speed is obtained by the slope of the tangent to the speed-time
curve at the required speed. The speed-time curve is linear in small region around
the desired speed. If the sp‘éed drops from n; to n, in time t,, then

dn _n-n,

dt t

To determine the moment of inertia of the armature, an electric retarding

brake, in the form of a resistance across the terminal is applied. The K.E. of the
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Fig. A-2 Variation of motor speed with electric brakes
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armature has to supply the electric power to the resistor besides its own rotational
losses. If, for the same speed fall from n; to n,, the time taken is t; without electric
brake and t, with electric brake.

2 n,—n

P=J4n"nL 2

1

n, —n,
P+P = J.4n’n ‘t 2

Here P' is the power dissipated in resistance
t
P=p 2

t,—t,

The graph is shown in Figs. A-1 and A-2 for no load condition and loaded

condition. From here t; and t, has been calculated as 1.50 msec and 37.5 msec
respectively.

I=43Amp., Rx=50Q, R,=5Q

P'= PR, +R_,) = 1016.95 Watts.

t A . .
P = P't 2t = 338.98 Watts.

1 2

Speed drop is taken from 1359 rpm to 1265 rpm,

i

@ 1359 x 2—8 = '143.31 rad/sec.

do (1359 -1265) 2n

— = =X = 65.624
dt 150 x 10 60
1. P 338.98
do  143.31x 65.624
m dt '
= 0.0346 Kg m?

Viscous friction. Coefficient

Viscous friction coefficient can be measured by loading the motor with generator.

Field and armature are excited. Various readings for armature voltage, armature
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current and field current have been recorded. Then a graph is plotted between
power loss and field current. This graph is vextra'pol,ated so that power -Ibss due to

friction and windage loss can be obtained. Using this loss, B can be calculated as

follows :
TFW = Bo
oo B = Pene

o

Tt comes to be 0.00417 N-m sec/rad.
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Power loss in Watlts
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I in Amps.
Fig. A-3 ‘Power loss in watts vs field current in amps.
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Thyristor :
Voltage rating

Current rating

Motor :
Voltage rating
Current rating
Rated Speed
Power
Ra

. Generator :

Voltage rating
Current rating
Rated Speed

Power

Load :
Lamp load

~ APPENDIX-II

Specifications

220V
12A

230V
4A
1500 rpm
1 HP

10.52 Q including external resistance of 4 Q

0.167 H
1.4252 V rad/s
0.0346 Kgm?

0.00417 N-m sec/rad

230 V
4.6 A
1500 rpm
0.75 kW
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APPENDIX-III

8031 MICROCONTROLLER

PIN DESCRIPTION

Vee : Supply voltage
Vs : Circuit ground

Port0: Itis an 8-bit open drain bi-directional I/O port. As an output port each
pin can sink 8 LS TTL inputs. Port 0 is also the muitiplexed low-order address and data

but during accesses to external program and data memory.

Port 0 also receives the code bytes during programming of the

EPROM parts, and outputs the code bytes during program
verification of ROM and EPROM parts.

Port 1 : It is an 8-bit bi-directional I/O port with internal pull-ups.
Port 2 : It is an 8-bit bi-directional I/O port with internal pull-ups.
Port 2 emits the higher order address byte during fetches from

external program memory and during accesses to external data
memory that use 16-bit addresses.

Port3: Port 3 is an 8-bit bi-directional 1/0 port with internal pull-ups. Port 3

also serves the functions of various special features, as listed below:

PORT PIN - ALTERNATE FUNCTION

P3.0 - RXD (serial input port)

P3.1 | TXD (serial output port)

P3.2 . INTO (external interrupt 0)

P3.3 ﬁ_\ITI (external interrupt 1)

P3.4 TO  (timer 0 external input)

P3.5 T1 (timer 1 external input)

P3.6 WR (external data memory write strobe)
P3.7 RD (external data memory read strobe)
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- The major features are
o 8-bit CPU
» On-chip oscillator and. clock circuitry
e 321/0 lines
« 64 K address space for external data memory
« 64 K address space for external program memory
+ Two 16-bit timer/counter
+ A five-source interrupt structure wlifch‘t\{vo priority levels.
+ Full duplex serial port |

+ Boolean processor.

Memory Organization :

The 8031 has two separate address spaces for program memory and
‘data memory. The program memory can be upto 64 kB long. The lower 4k
may reside on—chib. The data memory can consist of upto 64 kB of off-chip

'RAM, in addition to which it includes 128 bytes of on-chip RAM, plus a number

of special function reg'isters (SFRs) as described below :

1. Accumulator (ACC) : It's address is’ OEOH. The mnemonics for

accumulator-specific instructions, however, refer to the accumuiator

simply as A.

2. B Register : It's address is OFOH. It is used-dhring 'm,ul'ciply and divide

operations. For other instructions, it can be treated‘ as another scratch

pad register.

3. Program Status Word (PSW) : It's address is ODOH. It contains

program status information.

4. Stack Pointer (SP) : It's address is 81H. It is 8 bits wide. It is
incremented before data is stored during PUSH and CALL executions.

While the stack may reside anywhere in on-chip RAM the stack pointer is
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10.

initialized to 07H after a reset. This causes the stack to begin at location
08H.

Data Pointer (DPTR) : The DPTR consists of high byte (DPH) and low
byte (DPL). It's address is 83H and 82H. Its intended function is to hold

a 16-bit address. It may be manipulated as 16-bit register or as two
independent 8-bit registers.

Ports O to 3 : PO, P1, P2 and P3are the SFR lathes of ports 0, 1, 2 and

3 respectively.

Serial Data Buffer : Serial Data Buffer is actually two separate
registers, a transmit buffer and a receive buffer >register. When data is
moved to SBUF, it goes to the transmit buffer where it is held for serial

transmission. When data is moved from SBUF, it comes from the receiver
buffer.

Timer Registers : Register pairs (THO, TLO), (TH1, TL1) and (TH2,

TL2) are the 16-bit counting registers for timer/counters 0, 1 and 2
respectivé[y.

Control Regisers : Special Function Registers IP, IE, TMOD, TCON,
SCON, PCON contain co_ntrdl and status bits for the interrupt system, the

timer/counters and the serial port.

Oscillator and Clock Circuit : XTAL1 and XTAL2 are the input and.

output of a single stage on-chip inverter, which can be configured with

off-chip component as a Pierce Oscillator.
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