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ABSTRACT 

Discharge (flow rate) measurement in hydro-power station is one complex measurement 
application which demands very accurate methods. For years together the accuracy of 

flow measurement remained unsatisfying, until the high speed digital age took over the 

analog methods. Latest state of art technologies like the high speed signal processing and 

the smart sensor design being used in the application of ultrasonic transit time flow meter 

for discharge measurement improved the accuracy to a good extent. The promised 
accuracy using an eight-path ultrasonic transit time flow meter is ± 2%. 

The complexity of fluid dynamics with respect to closed pipe flow influences the 

measurement - of discharge. Though various correction methods have been tried over the 

past 20 years, yet the accuracy demands have not been met. Various errors associated 

with the application of ultrasonic transit time flow meter to closed pipes are Reynolds 

number:  error, surface roughness error, installation and sure' errors, protrusion effect, 

roundness a ect and the numerical integration error.  The focus of this dissertation work 

is to improve the accuracy of the ultrasonic transit time flow meter applied to closed 

pipes by minimizing the . numerical integration error, which influences the accuracy of 
flow measurement significantly. 

The mathematical expressions of'nrofiles in combination with the finite element analysis 

techni ues have been used to study the umerical integration error as influenced by the 

kind of profile and the numerical integration method used. These findings formed the 

basis of applying artificial intelligence techniques to minimize numerical integration 

error. A neuro-fuzzy model is designed to work for the discharge measurement using 

transit time ultrasonic flow meter. The model yields a zero error for known profiles and 

restricted the numerical integration error for new profiles to an as low as 0.5 %. 
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CHAPTER 1 

.INTRODUCTION 

The discharge measurement in a closed pipe is a complex phenomenon. There are several 
methods being employed for measuring the discharge in closed pipe like current meter, 
electromagnetic, ultrasonic transit time, tracer methods and thermodynamic. Due to 
rather relative achievement in greater accuracy and being promising for discharge 
'measurement, the UTTF has been the subject of this study. 

1.1 ULTRASONIC TRANSIT TIME FLOW METER (UTTF) 

Ultrasonic transit time flowmeter (UTTF) is one of the modern instruments that uses the 

state of art technologies. The speed of digital signal processing combined with the 

floating point processors made the UTTF a reality. Today UTTF is one of the widely 

used techniques in determining the flow rate with highest accuracies. 

Though measuring flow using the transit time technique is known for over sixty years, 

yet its commercial success is seen in recent years owing to problems related to 

.instrumentation. Measuring flow using UTTF promises good accuracy (less than ±2 %). 

The application-  of UTTF to closed pipes for discharge measurement in hydro-power 

stations is dealt with in the dissertation. An attempt to improve the `as obtained' accuracy 

of the UTTF is made. The objective of the work is to limit the in accuracy of UTTF due 

to numerical -integration to within ±0.5%. 

Accuracy improvement of any instrument starts from the point of identifying the sources 

of errors. Next step is to find out how these errors can be minimized. Correction of these 

errors is always a practical tradeoff between cost and the accuracy demanded. 

Correction of an error in a way can be alteration in the hardware of . the meter. 

Developments in• the interfacing technology enabled instruments to talk to computing 

machines: Various interfaces like USB, serial link and GPIB act as connectors between 
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instruments and PC /Laptop. Thus errors can also be corrected through interfacing 
software, which is feasible, quicker and an economical way of error correction. 

There are two basic types of UTTFs classified by the kind of transducers they use. The 
first type is called `clamp-on meters' which are installed on the pipe's outer surface while 
discharge is measured. The accuracy of measurement by clamp-on meters is subject to 

the variation of the speed of ultrasonic waves in the pipe material and the refraction 

effects. The second type are the ones which use the wet transducers. These are very 

accurate as they directly come in contact with the flow conduit, thus recording the flow 

velocity as accurately as possible. The eight-path UTTF that uses wet transducers is taken 
up for accuracy improvement. 

The primary objective of this work is to improve the meter performance for discharge 

measurement. The emphasis is laid on application of UTTF for discharge measurement to 

closed pipes in hydro-power stations. 

1.2 APPLICATION OF UTTF TO CLOSED PIPES 

Standardization of UTTF application to closed, pipes for discharge measurement can be 

found in internationally accepted International Electromechanical Commission, (IEC) 

standard number 60041, which declares the code to be followed for discharge 

measurement in hydro power station [1].  Though the classical transit time flow meters are 

designed with a single path comprising of two transceivers talking to each other, research 

in this area proved that accuracy of meter increases as number of paths are increased. IEC 

60041 suggests an eight path UTTF that promises accuracy less than 2 %. 

Unlike open channels, pipes are closed, and installation of the flow meter will be an issue 
of importance. The first step in measurement of discharge in closed pipes involves 

choosing the measurement section, which should be followed by insertion of transducers 

at precise positions specified by IEC 60041. The instrument takes care of computation of 

transit times of individual paths and display of the discharge. 
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1.3 FLOW MEASUREMENT IN HYDRO POWER STATIONS 

Measuring flow rate (discharge) is one of the vital parameters in determining efficiency 
of hydroelectric turbines. The other parameters appearing in the efficiency measurement 
are the water head and the electric output of the hydroelectric generating unit, both of 
which can be determined with good accuracy without much difficulty. Therefore the 
accuracy of efficiency measurement is largely decided by the accuracy of flow 

measurement. 

The main issue that needs attention when UTTF is employed for discharge measurement 

in hydro-power stations is `measurement section'. Not all hydro-power stations have 

measurement section as specified IEC 60041, which in turn suggests us that the accuracy 

is effected by different deviations from the code specified as per IEC 60041. Analytical 

presentation of such deviations of measurement section is also addressed in the 

dissertation work. 

1.4 OBJECTIVES OF DISSERTATION 

The following are the objectives of dissertation work briefly stated: 

• Identify the sources of error while applying UTTF to closed pipes in hydro-

power stations. 

• Obtain the correction factors for the identified sources of error. 

• Design a model of UTTF accordingly and check for accuracy improvement. 

1.5 ORGANIZATION OF DISSERTATION REPORT 

The dissertation report is organized as follows: 
Chapters 1 and 2 introduce the dissertation work and ultrasonic transit time flow meter 

respectively. 
Chapter 3 is devoted to describe the complexity of pipe flow with an introduction to the 

fully developed turbulent flow. 
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Chapter 4 introduces the various sources of error, with a perspective toward the 

correction of the errors specified. 

Chapter 5 describes three numerical integration methods namely Gauss-Jacobi, Gauss-

Legendre and Optimal weighted integration for closed sections, with ' respect to the 

numerical integration error. 

Chapter 6 discusses the origin and behavior of flow profiles with the variation in the 

parameters of analytical expressions, these were used as database for finite element 

analysis and further extension of the work. 

Chapter 7 presents the results of the finite element• analysis of the three numerical 

integration methods under discussion and the variation of numerical integration error for 

each of the 14 profiles taken up. 

Chapter 8 presents the results of the neuro-fuzzy model designed for the profile 

recognition and discharge prediction. 

Finally, chapter 9 concludes the report putting forth the scope of further work that can be 

done as an extension of this dissertation work. 
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CHAPTER 2 

ULTRASONIC TRANSIT TIME FLOWMETER 

2.1 THEORY AND BACKGROUND 

Primitive single path UTTF consists of two transceivers, which are mounted on either 

side of the flow conduit, and at an angle to the flow direction. An ultrasonic wave is 

exchanged between the two transducers. The time difference between the upstream time 

and downstream time is called the transit time. Transit time is directly proportional to the 

flow rate in the conduit. The circuit on which the UTTF works is illustrated in Fig.2.1 

Logic 

Transmit 	 A,B.......Ultrasonic 

	

Switch 	 Piezo Crystals 

A 	Upstream 	 B)f[] [IL downstream 

Receive 
Switch 

Detector 

1. 
stop 	stop 

	

start Up Timer 	Subtract 	Down Timer start 

Data Process 	Flow 

Fig.2.1 Basic circuit of single path UTTF. 
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The governing equation for mean flow calculation using single path UTTF is as follows: 

L 1 1 = K 	--- 
2.cosa 

(2.1) 

where 

to is the upstream time, 

t„ is the downstream time, 

L is the length of the ultrasonic path, 
a is the angle made by the ultrasonic path with the flow direction, 

V~ is the average flow velocity measured along the ultrasonic path and 

K is the shape factor. 

For pipe diameter of 150 mm at a 60 degree angle of the ultrasonic path with the flow 
direction with a flow velocity of 1 m/s at water temperature of 20 degree, the transit times 

of about 116 s and a transit time difference on the order of 79 ns [2]. 

Flow rate in the conduit is not uniform but is subject to the shape of the conduit, 

Reynolds number, conduit roughness and transducer protrusion etc. The mean flow rate 

of flow conduit is the average value of the flow velocity sampled over the cross section of 
the flow conduit. The accuracy of flow rate calculation is proportional to the area of 

interrogation of the flow conduit. Reynolds number for the flow in hydro-power stations 
is a high (typically 4 x 105 to 3 x 106), which implies that it is a turbulent flow. Thus the 
flow distribution is not only non-uniform but also contains the transverse component in it. 

A single path UTTF measures average flow velocity along the ultrasonic path. The 
diametrical path flowmeter is more sensitive to the flow distribution in the conduit. The 
mid radius path UTTF combined with correction factor (as function of Reynolds number) 
is observed to show better accuracy than the diametrical path UTTF [3]. With the 

intension of making a better interrogation of the flow conduit, the number of ultrasonic 
paths was increased to two. Individual path velocities are integrated by numerical 

integration techniques. This gave the two-path UTTF to have control on the estimation of 
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(b) (c) 

flow rate as function of flow velocity confined between the two ultrasonic paths. A four 

path UTTF was observed to perform better than the two path flowmeter. Fig. 2.2 

illustrates the single path, double path and four-path UTTF. 

Fig. 2.2 (a) Single path UTTF. 

(b) Double path UTTF. 

(c) Four path UTTF. 

The accuracy of flow rate measurement increases with the increase in the number of 

paths. But on adding an ultrasonic path, the cost of the transducers and the installation 

cost are to be added. IEC 60041 proposes an eight path UTTF for discharge measurement 

as a tradeoff between accuracy and cost. EEC 60041 promises accuracy of 2 % in 

discharge measurement but only under certain conditions that must be satisfied by the 

field situation. The eight path ultrasonic flowmeter cancels out the transverse component 

in the flow, but accounts least for asymmetric nature of flow distribution. A 

comprehensive description of application of UTTF to discharge measurement and 

working of UTTF can be found in [4]. 

2.2 EIGHT PATH UTTF: A CRITICAL EXAMINATION 

The eight path UTTF suggested by IEC 60041 is such an application for flow 

measurement, which involves many instructions that has to be strictly followed. The 

section where the ultrasonic transducers are installed is called the measurement section. 

One important rule is that the `measuring section' should have a straight conduit of 10 

diameters upstream and 3 diameters downstream. It is difficult to fulfill this condition due 

to topology of the hydro-power station, and especially in small hydro-power stations. 
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An eight-path UTTF has two ultrasonic paths in a plane and four such planes distributed 

over the whole cross section of the conduit. The transverse component of the flow is 

compensated by the axis-symmetric path in a plane. But still the measurement can be 

made by the four horizontal paths installed in vertical pane, provided that the flow is free 
from transverse components. The discharge measurements made this way are found to be 

satisfactory in many instances. So not necessarily eight-path UTTF be used to make the 

discharge measurement if the knowledge of how intense is the influence of the transverse 

component is available. Transverse flow component is influenced by the disturbances 
such as valves and obstacles in the upstream conduit in the proximity of measuring 

section. 

The Gaussian numerical integration methods are suggested by [1] for the eight-path 

UTTF. But both of the Gaussian quadrature techniques namely, Gauss-Lacobi and Gauss-

Legendre are very well suited for smooth flow distribution in the conduit. The methods 

doesn't account for steep variations in the flow profile, which results in error typically 

less than 0.5 to 1 %. The need of better technique that can very well reduce this error is 

met by Optimal Weighted Integration for Circular Sections (OWICS) [5]. The 

performance of OWICS was recognized and was adopted by few manufacturers of UTTF 

[6]. A further discussion on OWICS is presented in 5~ chapter. A typical setup of an 8-

path.UTTF is shown in following figure: 

Fig. 2.3 An eight path UTTF 

(Source: technical data sheets of Risonic 2000, Rittmeyer) 
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IEC 60041 suggests weighting factors for the two Gaussian quadrature techniques and the 

correction factors depending on the shape of the conduit. The weighting factors and the 

parameters that are used in the discharge calculation of the discharge by an eight-path 

UTTF are reproduced in Table 2.1. 

Table 2.1. Weighting coefficients for discharge measurement using eight-path UTTF 

Gauss-Legendre method Gauss-Jacobi method 

Paths 1 and 4 Paths 2 and 3 Paths 1 and 4 Paths 2 and 3 

d/(D/2) ±0.861136 ±0.339981 ±0.809017 ±0.309017 

W 0.347855 0.652145 0.369317 0.597667 
Circular 0.994 1 k  section 

Rectangular 1 1.034 section 

The error due to installation and the complexity of near wall flow are not much accounted 

by IEC 60041. Further improvement in the promised accuracy (2 %) of the UTTF is 

possible if the two above mentioned problems are dealt with appropriating. The 

expression used for discharge calculation using multi-path UTTF is given below. 

D n 

Q= k 2 Y wi v ai L wi sin  co 	 (2.2) 

where 

qp is the angle made by the ith  path with flow direction, 

is the distance from pipe wall to pipe wall along the ith  ultrasonic path, 

vai is the flow velocity averaged along ith  path, 

W; is the weighting factor of it" path depending on the numerical integration method used, 

n is the number of UTTF paths, 

D is the diameter of the pipe, 

k is the correction factor depending on the numerical integration method and the shape of 

the conduit and 	 - 

Q is the discharge measured. 
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Q-IAPTER 3 

COMPLEXITY OF PIPE FLOW 

The headrace of a hydro-power station is called penstock that carries the hydraulic force 

on to the turbine. The penstock in most cases is a circular section, more precisely a pipe. 

The advantage of penstock being a pipe or circular section is that the momentum due to 

head can be effectively transferred to the turbine, reducing the losses. The basic question 

is of `how can be the flow distribution in a pipe be defined?'. Investigation by various 

research workers on pipe flow has contributed to the present status of the pipe flow. 

The primitive research workers (Poiseuillie, Hagen and Nuemann) on pipe flow analysis 

put forth a laminar flow definition. The flow was considered as a series of cylinders 

which slide over each other as the flow proceeds through the pipe. Fig. 3.1. illustrates the 

description equation given by (3.1). 

Flow direction 

/ 	r 

AL 

Fig. 3.1. Poiseuille's view of laminar flow in pipe 

Laminar flow 
distribution 

titi 

 

AP 1 D2  2 v__ 
	

—r 
AL 4pL  4 

where 

r is the radius of the hypothetical cylinder, 

D is the diameter of the pipe, 

,u is the dynamic viscosity, 

OP is the viscous resistance (assumed to be uniform), 

AL is the length of the hypothetical cylinder and 

 

(3.1) 
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v is the velocity at point r in the pipe. 

3.1 REYNOLDS NUMBER 

It was Osborne Reynolds's classic dye experiment at Manchester university that brought 
into light that flow profile is not always laminar, but is function of the some parameter 
[7]. The parameter that was proposed is `Reynolds number' after his name. in the 
subsequent years and till date Reynolds number has been an important parameter of pipe 
flow analysis and definition. Equation 3.2 defines Reynolds number. 

 
Re (3.2) 

where 

V mean velocity measured in the conduit, 

v kinematic viscosity, 

a the area of cross section of the conduit and 

Re is the Reynolds number. 

unstable 
zone 	h f =cV 

~14 	 turbulent 

i  

flow 
on 

laminar 	i  
flow i" 	i 

hf=c'V 	i 

log V 
Fig 3.2. Three flow zones. 

The Reynolds number defines the nature of the flow. The flow is considered `laminar' if 

the Re is approximately less than 2300 and is termed as 'turbulent' if the Re is above 

4000. The nature of flow for Re falling between 2300 and 4000 is neither laminar nor 

turbulent but is hybrid of the two characteristics. This zone is termed as unstable zone. 
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ter-reed-a rn- 	e o eT Moreover the zone is not sharply defined. Fig. 3.2 shows the 

variation between head loss, hf and the mean flow velocity,. V, in a pipe illustrates the 
above description clearly. In the laminar region the head loss is directly proportional to 
the flow velocity, while in the turbulent region the losses are still high due to the eddy 

motion of the fluid particles. 

3.2 FRICTION FACTOR AND LAMINAR SUB- LAYER 

While head losses still remained as the focus of the research on pipe flow analysis. The 
introduction of Reynolds number has paved a way to define the friction factor of the pipe 

as function of Re. Blasius is the first among researchers who put forth a relation between 
the friction factor and Re. The relation was purely based on the pipe friction data supplied 
by Saph and Schoder. Blasius's inferences were straight forward. Incase of smooth pipes  

the friction factor is only dependent on Re, while incase of rough pipes the friction factor 
is a function of the Re_ and relative roughness. The relative roughness is ratio of the 
roughness of the inner pipe wall to the inner diameter of the pipe. The equation 

formulated by Blasius is as follows: 

[0.316-  
Re  

(3.3) 

where 2 is the friction factor. 

The actual verification of Blasius's inferences is done by Nikuradse [8]. The friction data 

for Reynolds numbers ranging from the laminar zone to turbulent zone are obtained. The 

contribution of Nikuradse to friction factor in rough pipes was substantial. But roughness 

was created artificially in the lab, by evenly fastening sand grains uniformly over the 
internal surface of the pipe. In view of this the semi-empirical relations obtained by him 

did not account for height, pattern and spacing between the excrescences. Smooth curves 

are plotted between friction factor and RE  for different values of relative roughness, k/D, 

where k is the roughness height and D is the diameter of the pipe. The results raised up 

three important conclusions which are as follows: 



(a) In laminar region the friction factor is independent of the degree of roughness. 

(b) In turbulent region (Re>4000) the friction factor followed certain fashion with 

Reynolds number. 

(c) Simple empirical relations of friction factor and Reynolds number holds well only 
within limited ranges (so the graph is more like a piece-wise function than being 

continuous). 

One clear observation that was made from Nikuradse 's work is that the flow nature in the 
transitional region is very unpredictable. The graphs plotted did not show any trend in the 
transitional region. More interesting excerpt from Nikuradse's work is the `laminar sub-
layer'. The flow near the pipe inner wall is subject to the drag forces of the excrescences 

of the pipe wall, thus resulting in a very low or almost zero flow velocity near the flow. 
The Reynolds number corresponding to the flow velocities near the wall reveal that it is 
laminar. The next stage of the flow is the transitional region through which the laminar 

flow changes to a completely turbulent flow. This transitional region which is very thin, 
in comparison with the diameter of the pipe is called the `laminar sub-layer'. The laminar 
sub-layer has been for many years, a much focused topic of research and is the same till 
today. Owing to its thinness, investigation into the laminar sub-layer is limited. 

The transitional formula for `laminar sub-layer' is put forth by two researchers at 
Imperial College, namely Colebrook and White [9]. Separate empirical relations of 
friction factor for laminar flow and the turbulent flow are combined to result in single 
`transitional formula'. The transitional formula joined the discontinuities of Nikuradse's 

curves to make them continuous over the whole practical range of Reynolds number. But 

in no way the transitional formula is said to be exact, though the formula validates itself 
with the experimental facts. Because experimental constants rather than empirical are 
necessary for the practical application of the formula. More insights on the friction factor 

analysis can be found along with generalization on the friction and roughness constants 
for different commercial pipes can be found in [8, 9, 10]. 
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3.1 FULLY DEVELOPED FLOW 

The flow in closed conduits (especially pipe) if allowed to travel in straight paths over 
long distances in comparison to the diameter of the pipe, then the flow profile achieves 

equilibrium, the flow profile retains such stable definition even if it is allowed to traverse 
further through straight pipe. Such a stable definition is called the `fully developed flow' 

[11]. The fully developed flow is mostly turbulent in nature. The flow distribution is 
almost smooth and symmetric in nature. It is very important for the flow profile to 

achieve such a state of `fully developed flow' before reaching the measuring section, 
which otherwise will contribute to errors due to unpredictable distorted flow profile. 

The 'fully developed flow' can be mathematically described by power law function. But 

unlike the laminar flow which is defined by the parabola, a power law with an exponent 
of two, the 'fully developed flow' is can be best described by exponent, '1/n'  which 

varies from 1/9 to 1/7. `n' depends on the Reynolds number of the flow and the 
roughness of the pipe. The flow profile stays smooth all over the cross sectional area, but 

on reaching the wall of the pipe the profile cuts steep along the wall of the pipe reaching 

almost zero velocities. 

Fig. 3.3. Fully developed flow. (a) 3D view of the flow profile (b) 2D projection of the 
same on the cross-section of the pipe. 
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The power law that for illustrated flow profile of a typical fully developed flow can be 

given by the following equation: 

V(r) = (1- r)/ 	 (3.4) 

where 	 c 
r is the normalized radius, / / 

n is the exponent in this case n=9 and 

V(r) is the flow velocity of a point at a distance r from the axis of the pipe. 

Proceeding from the wall to the axis of the pipe, the flow velocities near the wall is 

almost zero, due to the.  drag forces of the excrescences on the pipe inner surface. The 

near-wall flow is laminar in nature. The laminar region - then opens into a smooth 

turbulent region through a very thin transition region. Fig. 3.3. shows ,a typical fully 

developed flow in a pipe. Primary question in pipe flow analysis is the definition of the 

near-wall flow. The flow in the penstock of hydro—power stations is turbulent, which 

means that the flow profile is not always a uniform or symmetric kind. It gets distorted by 

the bends, tapers and discontinuities in the penstock. Proceeding from the wall toward the 

centre of the pipe, the flow changes from laminar to turbulent through a very thin 

transition region (laminar sub-layer). The transition region opens into a smooth turbulent 

core, which extends till the axis of the pipe and most likely the maximum flow veloci _is 

at the centre of the pipe. 

The complexity of the flow is neither the near-wall laminar flow nor the smooth turbulent 

core, but the transition region. 
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CHAPTER 4 

SOURCES OF ERROR CORRECTION PERSPECTIVE 

No measurement is free from error, so was the discharge measurement with UTTF. 

Discharge measurement with an eight-path UTTF is an application that has to account for 

many factors related to the fields - of fluid mechanics, civil engineering, electrical, 

electronics and instrumentation. IEC 60041 specifies 8 instrument errors and 4 systematic 

errors. Among these, few errors were identified to  largely influence accuracy of the 

UTTF. Those errors give scope to correct-the "as obtained" accuracy and are listed as 

follows: 

1. Reynolds number error 

2. Roughness error 

3. Installation and survey errors 

4. Error due to protrusion effect 

5. Roundness error 

6. Numerical integration error (etc.) 

The first step to deal with the errors is to establish a relationship between the parameter 

responsible for the error and the error in discharge measurement. The next step is to 

account for them through `compensation' or with an error correction factor, so that the 

accuracy of UTTF is -improved. The errors are discussed in brief in the following 

sections. The correction can be an enhancement or modification in the hardware of the 

instrument or a novel in approach of measuring the discharge. Connectivity of the 

instruments to the computer has enabled improvement in accuracy in a more economical 

way. The accuracy can be improved by a `correction factor' supplied through a software 

package that can deal with the discharge measurement on real time basis. The packages 

like visual studio, Matlab and Lab VIEW can be used as platforms for connectivity to the 
instrument. 

4.1 REYNOLDS NUMBER ERROR 	- 

The Reynolds number is the basic parameter underlying, which influences the nature of 

flow profile. Direct consequences of the Reynolds number on flow measurement can be 
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observed in a single path UTTF. Where the flow velocity measured by the single path and 
the mean flow rate of the whole cross section of the conduit are related through a function 

in Reynolds number (Re). 

Mean flow measured _ f .(RQ ) 
Path flow measured 

V = Vmax (1 + 0.19Re-0.1) 

V = V,nax (1+0.01 6.15+431Re~•237) . 

where 

V is the flow velocity measured by the ultrasonic path and 

V,n is the maximum velocity of the turbulent flow profile. 

(4.1) 

(4.2a) 

(4.2b) 

Empirical relations can be obtained from [2, 12, 13] and are given, in Egns.. (4.2a) and 

(4.2b). The error was understood more as an influence of Reynolds number on the 

measurement path than on the flow profile. The correction of the Reynolds number is 

significant, due to the reason that the flow is no more of single kind, but is complex, a 

mixture of 3 different kinds of flow corresponding to different ranges. of Reynolds 

numbers across the pipe cross section. 

The Reynolds number correction for a multi-path UTTF can be applied separately to each 

path, individual path velocities can be corrected before them being used in discharge 
calculation. 

4.2 ROUGHNESS ERROR 
6 

The roughness error correction is another challenging task. The parameter'of significance 
in this case is the roughness height `ks' that can be measured with techniques such as 

Laser Doppler anemometer. Moreover an important deduction is that roughness error is 

also influenced by the diameter of the pipe, so a relative parameter, `k,/D' is taken into 

account for the roughness error correction. The experimental analysis of influence of 

roughness parameter on mean flow rate in commercial pipes can be found in [8, 9]. The 
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friction factor 	is standard parameter used to express the value of ks. The primitive 

relationship between a. and ks, put forth by Colebrook and White can be found in [9]. 

The friction factor is dependent on the function of Re, the corresponding value of Re for 

given friction factor can be -found out by standard ?. -Re diagram. 

An indirect study of influence of roughness on mean velocity can be made by calculating 

the head loss for different relative roughness in pipes over a known distance of flow 

conduit. One such experimental observation was made in [14]. The head loss and the 

friction factor are related through an empirical relation, but a generalization on this is yet 

to be achieved. Three different -formulae are proposed to deal with smooth, transition and 

rough pipes. Manning's formula, which is generally applied to open channels, can be 

interpreted to closed pipes. An inference from Manning's formula is given as follows: 

(4.3a) 
D 

D~6 
n 	

(4.3b) 
22.3log(3.7D/k,,)  

where 

X is the friction factor, 

D is the diameter of the pipe, 	 V 

ks is the roughness height on the inner wall of the pipes and 

n is the integer based on the value of ks and D. 

The Manning's formula is simpler empirical relationship that proved to be better than 

others. The friction factor can be used to apply the correction for the velocity depending 

on the behavior of the velocity profile with the variation in the roughness of the pipe. The . 

nature of pipes as smooth, transition or rough can be judged from the Nakuradse's work, 

in which .. the formula for the thickness of `laminar sub-layer', SL is derived. The 

expression is as follows: 

8L _ 32.8 
DR/ 

(4.4) V 
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Excrescences of the pipes are compared against the calculated value of SL , accordingly 

the classification of the pipes into the three sections is carried out. Fig 4.1 illustrates a 

pictorial comparison. 

(a)  

kf> \  
(b)  

kS 	SL 

(c)  

kh 
Fig 4.1. Excrescences on the pipe inner wall 

(a) smooth pipe, ks<Sr  

(b) Transitional pipe, ks--- 8L  

(c) Rough pipe ks> SL  . 

The roughness error increases with the increase in the roughness height and decreases 

with the increase in the diameter of the pipe. Friction factor analysis also gives friction 

factor as a function of Reynolds number [15]. More recent work on relationship of 

friction factor from direct measurements of roughness of the pipe can be found in [16], 

but for the experimental verification was carrLeloiitthrjTTF applied to natural gas 

flow. 

4.3 INSTALLATION AND SURVEY ERRORS 

The accuracy of the mounting transducers is largely dependent on the measurement of 

diameter, path length and installation angle. The measurement of diameter is an important 

factor in deciding the path lengths of the UTTF, path angle, etc. IEC 60041 suggests the 

measurement of diameter as an average from five points evenly distributed across the 

19 



measuring section. But the lateral. distances at which the ultrasonic paths have to be 

mounted is of six digit precision after the decimal point (Table 2.1). A surveying 

instrument called 3D Theodalite is capable of measuring distances with such a precision 

is used while installing ultrasonic paths [17]. A numerical integration technique as an 

error correction against the installation error, is presented in [18]. This technique termed 

as Optimal Weighted Integration for Circular Sections (OWICS), calculates the 

weighting factors from the actual lateral distances at which the paths are installed other 

than those specified in IEC 60041. The method seems to take care of the integration error 

in the near wall flow of fully developed flow to some extent. 

The results for distorted profiles, which are presented in [18] show that the OWICS had 

outperformed Gauss-Jacobi numerical integration method by an improvement in error 

approximately of 1.5 %, but the precision remained the same. 

4.4 PROTRUSION EFFECT 

The UTTF can be applied to. measure discharge using two kinds of transducers, namely 

wet and clamp-on transducers. Clamp-on transducers as the name implies stand outside 

the pipe and measure the flow velocity, while wet transducers come in direct contact with 

the flow conduit. Owing to the significant error in calculation of transit time due to 

refraction of the ultrasonic ray through the pipe material, the clamp-on meters are not 

standardized for applications demanding high accuracy. The wet transducers have 

performed better in comparison with the clamp-on kind. 

But the one immune effect of wet transducers is that, it induces distortion in the sensitive 

region (transition region) of the flow profile. The major issues that are to be discussed 

with respect to the protrusion of the transducer into the flow conduit are as follows: 

~ Sampling error — some part of the flow profile is left un-sampled by the ultrasonic 



Fig. 4.2. Protrusion effect (side view of the conduit) 

CFD simulation of the transducer protrusion puts forth a method of correction against the 

protrusion effect for discharge measurement [19]. The effective path length for each of 

the UTTF paths is length of the line joining the two transducer ends, where the ultrasonic 

wave emanates. Each UTTF path can be divided into 3 sections proceeding from one 

transducer along .the path to the other transducer. Section 2 (Fig. 4.2) is free from the 

influence of the protrusion. Sections 1 and 3 are influenced by protrusion and needs 

correction for the same. The influence of the protrusion is ratio between flow velocity 

with and without protrusion, which is called the protrusion coefficient, f. 

oD V, P,,j (s)ds 
= / 	 (4.6a)  

f .D VProj (s)ds  

f~ 	V.1. (s)ds + (~ l VTurb (s)ds + f, ~ 	VT,rb (s)ds 
V; = 

J ) 

 .l'~ 	 ; ) 	 (4.6b) 

where 

V pro(s) is the projected velocity with protrusion, 
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VProj  (s) is the projected velocity without protrusion, 

f; is the protrusion coefficient of the transducers installed along the inner UTTF paths, 

VTurb (s) is the velocity in a fully developed turbulent flow, 

Li is the effective length and 
V; is the mean flow velocity in regard to protrusion effect. 

Equations (4.6a) and (4.6b) provide with expressions for the flow velocity calculation 

incase of protrusion. Important conclusions that can be reached on protrusion are: 

The, effect of protrusion decreases linearly with the increase in the diameter of the 

pipe. 
The upstream transducer influenced the discharge measurement non-linearly 

compared to the downstream transducer. 

4.5 ROUNDNESS ERROR 

The construction of large diameter pipes which are generally found in hydro-power 

stations is not perfectly circular. Deviations of the pipe from being perfectly circular are 

corrected by measuring the maximum and minimum diameter. The average of the 

maximum and minimum diameters is taken as mean diameter and is further used in 

installation of the ultrasonic paths [5]. 

4.6 NUMERICAL, INTEGRATION ERROR 

One important source of error is the error in numerical integration used for discharge 

measurement from UTTF observations. More on the causes of the error and its 

significance in discharge measurement is discussed in the next Chapter. 

The percentage contribution of error in discharge measurement due to the above 

mentioned sources of errors is tabulated as follows: 

22 



Table 4.1 Percentage error contribution of different sources of errors in discharge 

measurement 

Roughness error for Ks=0.1 0.6 % 

Protrusion effect for e/D =0.025 0.6 % 

Roundness error for! % out of roundness 0.12% 

Installation and survey errors 0:1 % - 0.2 % 

Integration error (if corrected) Can be restricted to 1% 

One very important fact that needs to be realized is that all the sources of error influence 

the flow profile. 
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CHAPTER 5 

NUMERICAL INTEGRATION METHODS 

It is very explicit that most of the practical systems cannot be complete with respect to 
the mathematical modeling. Tools like differentiation and integration are indispensable in 
the practical applications. Functions (or outputs) in most cases are defined in tabular or 
graphical format which makes them difficult for differentiation and integration as 
elementary functions. The plausible solution in such situation is numerical integration. 
On the flip side application of numerical integration techniques to an application reduces 
that number of samples of the outputs that are to be obtained to preserve the required -
accuracy. 

Though there can be many reasons why numerical integration methods are preferred, one 
reason is that it may be very difficult or impossible to find a mathematical function for 
integration to be carried out analytically. Another reason is that though a mathematical 
relation is obtained, it may be that there are no computation tools with such caliber to 
handle the function (in case the complexity of the function is high). Simple numerical 
integration methods are Simpson's 1/3 d̀  rule, trapezoidal rule, etc., whose formulation is 
independent of the application and thus giving enough chance to result in significant 
error. Applications demanding high accuracy certainly should be treated with special 
numerical integration techniques that suit them best. Discharge measurement using UTTF 
is one such complicated application. 

5.1 GAUSSIAN QUADRATURE METHODS 

The basic integration schemes use equally spaced sampling points. The accuracy of such 
numerical integration can be improved by splitting the range of the function into number 
of individual ranges, over which numerical integration is applied to obtain the required 
accuracy: This seems to be absurd when related with the practical application because, 
the basic objective of any measurement application is to optimize the number of output 
samples required for the demanded accuracy. Gaussian quadrature techniques are such 
methods which optimizes the sampling points and also the weighting factors. An 
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appreciable fact about the Gaussian quadrature technique (open quadrature formula) is 

that the function values need not be known at the end points, but must be known at 

predetermined sampling points. 

Consider the formula: 
b 	 n 

f f(x)dx = Z aif(x;) + E, 
	 (5.1) 

Q 	 1=0 

where 
f(x) is the a function, 

f(x;) is the value of the function at abscissa xi, 

n is the number of sampling points, 

a; is the weighting factor corresponding to ith  abscissa and 

E is the numerical integration error. 

The interval from (a,b) is normalized to (-1,1) for simplicity in the calculation of 

unknowns (abscissae and weighting factors). Substituting function of degree 0 to (2n-1), 

we obtain (2n) conditions, which can be used to obtain the -unknowns of polynomial of 
degree (2n-1). The number of unknowns is (2n), it is reasonable that the abscissae and 

weighting factors can be chosen so that any polynomial of degree (2n+1). For sure the 

error, E in (5.1) is equal to zero (for n point quadrature formula) for any function of 

degree (2n+1) [20, 21]. The error increases with the 'increase in the polynomial degree 

from (2n+1) and there after, if an n point quadrature formula is applied. 

5.1.1 GAUSS-JACOBI (GJ) NUMERICAL INTEGRATION METHOD 

Also called as the Tchebychev numerical integration method, this is one of the gaussian 

quadrature techniques used for the application of eight-path UTTF. From Table 2.1 it is 

clear that the shape factor for GJ, k, is equal to 1.000 for closed conduits and 0.994 for 

rectangular channels, indirectly suggesting that GJ is method that suits for closed pipes. 

5.1.2 GAUSS-LEGENDRE (GL) NUMERICAL INTEGRATION METHOD 
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GL is no different from GJ, except that the abscissae and the weight are different. The 

shape factor from Table 2.1 can be seen as 1.0 for rectangular sections and 1.034 for 

closed pipes. So GJ can be a suggestive method for rectangular channels. The abscissae 

and the corresponding weights are listed in Table 5.1. 

5.2 OPTIMAL WEIGHTED INTEGRATION FOR CLOSED SECTIONS (OWICS) 

OWICS as mentioned in the previous chapter is introduced to take care of the installation 

error [18]. But as it can be seen that OWICS too uses the same abscissae as that of GJ, 

and the weights are optimized to these lateral distances. Due to the optimized weighting 

factors the numerical integration error is less than that of GJ. This is supported by the 

results presented in chapter 7. The weighting factors are reproduced here and these for 

the absicissae of GJ are listed in the Table 5.1 

The weighting factors of OWICS are as follows: 

= g 1 D2 (d3  +d4 —d2)—g2d2d3d4 W, 	z  
(l —4d  / J(di — d2Xdi +d3)(d1 +d4) 

g,D2(d3  +d4  — d1)— g2d1d3d4 
W2=r z 

1-4d  / J(d2  —d1)(d2)(d 	+d3)(d2 +d4) • 

W_  _ 	g1D2(di  +d2 —d4)-92d1dad4 
2 

(l 4d/
2 
 (d3  —d4)(d1 +d3)(d2 +d3) 

(4.5) 

g1D2(d l  +d2 —d3)—g2d1d2d3 
W4  — 	Z  

(1-4d  / )(d4 — d3)(d1 +d4)(d2 +d4) 

where 

d; is the lateral distance of the ith  UTTF path from diameter, 

D is the diameter of the pipe, 

gj and g2  are the constants and 

W; is the weight of the corresponding ith  UTTF path. 



The abscissae and the weights of GJ, GL and OWICS are tabulated as follows: 

Table 5.1 Abscissae and weights of GJ, GL and OWICS methods 

GJ GL OWICS 
Paths 1 
and 4 

Paths 2 
and 3 

Paths 1 
and 4 

Paths 2 
and 3 

Paths 1 
and 4 

Paths 2 
and 3 

d/(D/2) ±0.809017 ±0.309017 ±0.861136 ±0.339981 ±0.809017 ±0.309017 

W 0.369317 0.597667 0.347855 0.652145 0.365222 0.598640 

5.3 ROLE OF NUMERICAL INTEGRATION IN DISCHARGE MEASUREMENT 

Integration can be seen as a summation series with the number of sampling points in the 

given interval as infinity. Numerical integration can be treated as a simplified model of 

exact integration, owing to the constraints imposed by the complexity of the application 

and optimization tradeoff. A four point Gaussian integration technique is applied when 

measuring discharge with multi-path UTTF. 

The eight-path UTTF uses four-point Gaussian quadrature technique. The two abscissae 

(n=4) are the lateral distances above and below the (horizontal). diameter. IEC. 60041 

ascertains that each of the paths in a plane (at an angle to the flow propagation) should be 

complimented by• an axis-symmetric path in order that the transverse component of the 

low velocity cancels out. Thus the UTTF in the discussion comprises of eight paths. 

The first step in flow rate measurement using multi-path UTTF is the installation of 

ultrasonic transducers at certain lateral distance from the diametrical path and at a certain 

angle with respect to the flow direction. The normalized lateral distances, as specified by 

IEC 60041, are ± 0.809017 and ± 0.309017, which have a six-digit resolution. This 

implies that it is very important to measure parameters like diameter, path length and 

angle with a similar resolution and accuracy. The calculation of flow .rate (discharge) 

from the average velocities measured by UTTF along the eight paths should also have a 

matching accuracy. 



An n-point gauss quadrature technique suits best to n-path UTTF. If compensation for 

transverse flow component is considered, it is applicable to a 2n path UTTF. Thus 18 

path UTTF, with each path complimented by an axis-symmetric path, is supposed to use 

9-point quadrature technique for discharge . measurement. The weighting factors for the 
paths corresponding to symmetric position above and below diameter have the same 

weights. Thus the number of weights in actual is.two for an eight path UTTF. This is due 

to the symmetric shape of the flow conduit in the closed pipe. These weights are given in 

the following table: 

Table 5.2 weighting coefficients for discharge measurement in circular. pipes 

Gauss-Legendre method Gauss-Jacobi method 
Wl = W4 0.176841 0.217079 
WZ = W3 0.613298 0.568320 

Then the original equation used for discharge measurement will be as follows: 

DZ  ° 	- Q = E W,Vai 

where 

v is the average velocity measured by i"` ultrasonic path, 

W. is the weights taken from Table 5.2, 

D is the diameter of the pipe and 

Q is the discharge measured. 

5.4 NUMERICAL INTEGRATION ERROR AND WHY? 

In the first place, it is to be remembered that the numerical integration treats the output 

required (discharge) as a polynomial of fixed order. But pipe flow analysis reveals that 

the flow distribution is not static, but dynamic in nature. The flow profile is very sensitive 

to the discontinuities and the roughness of the pipe which cannot be easily quantified. 

The assumption that flow profile is static contributes to error in discharge measurement. 

An LDA analysis show that the flow profile varies with the parameters of the pipe flow. 

The variation in the flow profile is directly reflected in the degree of the flow polynomial. 
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Thus change in the degree to a higher value demands a higher-point quadrature method to 

be used to preserve the accuracy. 

Fig. 5.1. Near-wall singularity in the flow conduit (side view of pipe). 

While rapid variation in the flow profile - is an important source for the numerical 

integration error, another cause that significantly effects numerical integration error is the 

near-wall flow. The near-wall flow complexity is discussed in detail in Chapter 3. The 

reason that hampers the performance of quadrature techniques is that the flow 

distributions near the wall. The flow distribution cuts deep along the wall with a steep 

descent, till the flow velocity near the pipe is nearly zero. 

The quadrature techniques are best suited for smooth flow distributions with no 

singularities at any point of the flow profile. Singularity is an abrupt zero which changes 

the flow profile so much that it gets distorted. Obviously the numerical integration is not 

going to probe into that rapid variation in the profile, and takes it for granted that the 

profile is smooth with no singularities unless other wise the UTTF path cuts through such 

an abrupt variation. Whether there is a singularity in the flow profile function or not, but 

there exists always singularity near the pipe wall which is going to affect the accuracy of 

numerical integration, thus the numerical integration error is always in the place. 
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The near-wall flow pattern comprises of a steeply descending function. Such a steep 

function in the flow profile is responsible for a poor performance of numerical integration 

techniques and holds them back from being `exact', especially in case of distorted flow. , 

What Gauss was clever enough to realize was that by treating both n sample points and 

the n weights as variables, one should be able to make exact for polynomials of 2n 

coefficients. The idea behind Gaussian quadrature is that the abscissae (n in number) 

represent another n+I degrees of freedom, which extended the exactness of the rule to 

polynomials of degree 2n+1 
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CHAPTER 6 

DATABASE: ANALYTICAL FLOW PROFILES 

Mathematical modeling of any system enables research to proceed comparatively at a 

higher pace. The analysis and prediction of the system thereafter becomes an easy task. 
Moreover the actual existence of the situation is not a necessary condition to study the 

cause and effect on the system for variation in different parameters. Such a modeling of 

the flow profiles into mathematical equations and their grouping is studied in this chapter. 

6.1 MATHEMATICAL MODELLING OF FLOW DISTRIBUTION IN CLOSED PIPES 

Though costly, experimentation to visualize the flow profile under different. 

circumstances is to be done over the years, which resulted in mathematical modeling of 

the flow distribution, termed as flow profile'. Technologies like Doppler global 

velocimetry and laser Doppler. anemometry or particle image velocimetry are used to 

investigate the flow in closed pipes efficiently. The generalization cannot be reached as 

such unless otherwise enough evidence for the statistical agreement of the experimental 

results under similar conditions. The reliability of the generalization of the flow profiles 

is dependent on the resolution with which the flow in the closed pipe is probed. 

Sectional view of closed pipe 

Reynolds number increases 

Fig 6.1. Flow profile variation with respect to the increase in Re  
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Initially the flow profile definition is assumed to be parabola or a power law with an 
exponent 1/2. But sooner, experimentation revealed that flow profile is not always 

parabolic but only at low Reynolds numbers i.e., laminar. flow. The index of the power 

law is not /  2 0 but ranged to the order of 1/9. An approximate variation in the flow 

profile as the Reynolds increases is shown in Fig. 6.1. An equation (6.1) defines the 

laminar and turbulent flow for different n in closed pipes. 

V(r) 	R—r Y ,  

Vma 	R 
	 (6.1) 

where 

V(r) is the flow velocity at a point r in the pipe, 

V. is the maximum velocity observed for particular profile, 

R is the radius of the pipe. and 

n is the index for the kind of flow, where 2 corresponds to the laminar flow and 1/9 for a 
class of fully developed turbulent flow. 

6.2 GROUPING OF FLOW PROFILES 

The flow profiles are not one and the same even incase of similar field situations. The 

sensitivity of the flow profiles with various parameters at site is high. Salami was the first 

researcher to put forth the mathematical definitions of the flow profiles known as the 

analytical profiles [22]. The profiles are categorized into 3 major groups. Equation (6.2) 

gives the mathematical definitions for these categories. These definitions are intended for 

the flow profiles in closed pipes. The profiles focus on the distortion in the flow profile 
with respect to different parameters in the field. 

V = (1- r)' +mr(1—r) f(9) 
V =1+ zrsin8 

V=(1-zbsin9 1—r j" +m  (r—bX1—r) C —b) 	(1—b )Y 

V = sin(2 (1 —r)y) +msin(,r(1— r)y)f(9) 

(6.2a) 

forrSb, 0<—b51 

for r>—b 	 (6.2b) 

(6.2c) 
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Equation (6.2a) - shows that the velocity Table 6.1 Functional and parametric description of 
distribution is a function of both r and 0, 

and subject to the parameters n, m and k. 

The actual shape of the profile depends on 

these parameters, whereas the asymmetry 

of the profile is determined by the 

function f(0) . The topological parameters 

like that of single bend out of plane, 

double bend out of plane and inclination 

of the pipe prior to the measuring section 

are imbibed in f(0). The parameters n, m 

and k are functions of Reynolds number, 

pipe roughness, transducer protrusion and 

other systematic parameters that affect the 

flow profile. 

The analytical profiles eased the way of 

research in this field. The profiles could be 

simulated in the laboratory using 

advanced computing tools like CFD, 

Matlab and FLUENT, etc. This has 

enabled for the pre-analysis and prediction 

of the behavior of the flow profiles 

without actually realizing the flow profiles 

in field. But before going to take up 

further work on these profiles, one 

important question that needs to be 

answered is that whether these profiles 

match with the actual flow profiles in the 

analytical profiles [26] 
Profile 
Codet, n k m a f(B ) 

Single peaked profiles 

P6 9 4 – 0-5 - OsinO 
ir 

P17 7 9 – 0=4 
7t 

- OsinO 

P8 9 4 0.04 
- (02 –1)(1–cos B)2 

rz 

P1 9 0.5 3.3170 0.5 e–aOsinO 

P12 7 9 e 
0. lit 

0.2 a a0sin0 
2 

e01n 
P13 7 9 – 2 0.5 a a0sin0 

P9 9 4 2 B2 (2n – B)2 R5 

Double peaked profiles 

P7 9 4 1 ~2 B (1– cost B) 

P10 9 4 2 ~ B(2;r – 0)sin2 B 

P5 9 9 0.6813 0.1 a aG sin2 0 

P16 7 9 e0.1" 0.2 a aosin2B 

Complex profiles 

P2 9 0.5 	-6.7501 	0.5 e a 0 sin B 

P22 7 9  - 2ic2 (2rt-B)2Bsin3B 

eO.15 a 
P20 4 9 	2 	0.3 a aGsin259 

Tit 9 represented as (1 r 

LA 2 
~,.~ 

 p 	represertec3 as (12r) t
~ 

 

t..Salami's Profile code 
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field situations. The answer is a certain yes! The correlation between the analytical 

profiles and the actual field profiles is evident from the techniques such as laser Doppler 

anemometry- [23-25]. 

The first category of flow profiles (14 in number) represented by (6.2a) is taken up for 

analysis and prediction of the discharge measurement using multi-path UTTF. Along 

with these fully developed turbulent flow and laminar flow, TU and LA respectively are 

included as ideal and uniform cases of flow. The equation for TU can be obtained from 

equation (6.1) by substituting n=9. TU is illustrated in Fig. 3.3. The 16 profiles in total 

are taken up for further study. The definitions for these 14 profiles are obtained from 

[26], which also presents the analysis of the performance different configurations of the 

UTTF with respect to the angle of installation. The definitions are reproduced in Table 

6.1. 

The three basic categories of the analytical profiles (equation 6.2) are in some way 

special cases of each other [25]. These 14 flow profiles seem to correlate with the site 

conditions of single and double out of the plane bends, which are generally found in 

hydro-power stations. The 14 profiles are divided into 3 classes, first 7 (P6 to P9) with a 

single peak in the profile, next 4 (P7-P 16) with double peak and the last 3 (P2-P20) that. 

neither belong to the first nor the second category and are declared as complex kind of 

profiles. More about the significance of the profiles and their constants for a particular 

profile is discussed in next chapter. 

6.3 DISTORTED FLOW PROFILES AS SUPERIMPOSED FUNCTIONS 

The property used in introducing distortion in flow profiles is superimposition of two 

functions. Superimposition of functions is combination or overlap of the functions in the 

same boundary specified. Eqn.(6.2a) can be re-written as (6.3). An almost ideal flow 

profile out of considerably straight conduit- can be represented as the term FD in the 

profile [27]. Introduction of the second term of (6.3) will result in flow distortion or 

asymmetry in the flow profile. 
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V = FD + m SF = {(fully developed flow) + m (superimposed functions)} 	•(6.3) 

Fully developed flow is nothing but power law (eqn. 3.4), while the second term 

introduces distortion in the flow profile. And m is the factor that decides on the amount of 

distortion in the flow profile. Higher the value of the m higher the asymmetry in the flow 

profile surface. The variation of different profile parameters with respect to the site 

conditions is discussed in detail in Chapter 7. These definitions are visualized using 

Matlab 6.5 by the method of finite elements analysis. The visualization of 14 flow. 

profiles is presented in Fig. 6.2. This gives better picture of how and why of the flow 
profile. 

Analytical profiles enable behavioral study of different  UTTF models since UTTF 's 
principle of calculating .the average flow rate along a path can be realized using profile 
expressions 
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Fig 6.2 Visualizations of 14 profiles listed in Table 6.1. 
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CHAPTER 7 

NUMERICAL INTEGRATION ERROR IN DISCHARGE CALCULATION 

The analytical profiles provide a good ground for the pipe flow analysis. The profile 

expressions are used for the reason of being integrable functions. The UTTF's principle 

of discharge measurement is numerical integration of the average flow velocity values 

measured along the individual ultrasonic paths. The: measurement of average flow 

velocity along an ultrasonic path can also. be carried out with a finite element .analysis of 

the flow profile using a suitable computational tool. This implies that innovative UTTF 

models can be put to behavioral study with respect to the flow profiles, thus giving a 

method of checking the performance of any UTTF model. 

A multi-path UTTF provides sampled flow velocities of the whole flow distribution in a 

pipe. Owing to the complexity of the flow distribution a simple average of sampled flow 

velocities measured along the individual ultrasonic paths result in large errors. Gaussian 

quadrature techniques, which account for this kind of flow distribution in a pipe, are 

commonly applied. The abscissa of the Gaussian quadrature technique is the lateral 

distance along which an ultrasonic path is fixed. The number of paths is twice the number 

of abscissae at which the flow velocity is sampled. Increasing the number of abscissae 

will increase the number of paths and reduce the error in the integration, and thus the 

numerically integrated value will get closer to the `exact' value. 

This chapter deals with the use of 14 profiles presented in chapter 6 to compute the errors 

contributed by different numerical integration methods. The UTTF model recommended 

in IEC 60041 is taken up for this analysis (Fig. 2.3). 

7.1 FINITE ELEMENT ANALYSIS OF FLOW PROFILE 

The profile surface is divided into finite elements by changing the values of r and 0 in 

steps. Fig. 7.1 illustrates the step values-  dr, do and dl for radius r, angle 0 and length 1, 

respectively. The finite element considered for the analysis is shown as S and 1 to 4 are 

the four horizontal planes. There are two paths along each plane as shown 
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Fig. 7.1. Details of surface and path integration. 

in Fig. 2.3. The analysis was carried out using Matlab 6.5. The surface and path integrals 
were computed using step sizes of 1/10, 1/100, 1/1000.and 1/10000, corresponding to 
102, 101 ,106 and 108 finite elements of the total surface. 

7.2 CALCULATION OF NUMERICAL INTEGRATION ERROR 

The biggest advantage with the above flow profiles is that the exact value of discharge 

can be calculated from exact surface integration. The primary step in the analysis is to 

calculate the analogous value of discharge as measured by an eight path UTTF (Q, As ). 
Next, the actual discharge value against which the measured discharge has to be 

compared is calculated from surface integral (QACT ). Numerical integration error is 

difference between the measured and actual value of discharge expressed as the ratio of 
the actual discharge. 

7.2.1 ACTUAL DISCHARGE CALCUALTION BY EXACT INTEGRATION 

The mathematical profile expressions are used to fmd out the "actual" discharge with 

zero error. Exact surface integration is applied to the mathematical expressions of profiles 

to find out the actual value of discharge and in turn the mean velocity. Equation (7.1) 
gives the expression for the surface integration: 
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QACT — 	VZ (r,0) r.dr.dO 	 (7.1) 
s 

where vz  (r, 0) is the velocity profile as a function of r and 0. 

The parameters r and 0 are varied from 0 to 1 and 0 to 2 t, respectively. The actual mean 

velocity, VACT  can be found from the following expression (r being 1): 

VACT Q ACT 
	

(7.2) 
It 

7.2.2 DISCHARGE CALCUALTION BY NUMERICAL INTEGRATION 

The same theoretical profiles are taken for evaluation of the three numerical integration 

techniques that are applied to multi-path UTTF, namely Gauss-Jacobi, Gauss-Legendre 

and OWICS. The individual path velocities are calculated and these are subjected to 

process of numerical integration to obtain the "measured" discharge using the following 

equation: 
n 

Q MEAS — 	W  i . [V  Path ii 
	 (7.3) 

i=1 

where [ VP  ]i is average flow velocity along ith  ultrasonic path and Q, 	is the 

measured discharge calculated from numerical integration method. Further, the average 

velocity along an ultrasonic path is given by 
e2 1 

V Path = L f V( 0 ). d e 	 (7.4) 
9, 

where 

V (0) refers to the flow profile parameterized in 0, 

L is the length of ultrasonic path, and 

e l  and 02  are the limits for the ultrasonic path. 

7.2.3 ERROR CALCULATION 

The difference between the "actual" value and the "measured" value obtained from 

numerical integration is the error ascribed to the numerical integration technique. Thus it 
is given by 
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% Error = 
[ 

Q' 
Q ACT 

CT - 1] x 100 
	

(7.5) 

7.3 FLOW CHART AND RESULTS 

Figure 7.2 illustrates the steps followed in calculating the numerical integration error for 

the three numerical integration techniques namely Gauss-Jacobi, Gauss-Legendre and 

OWICS. The results are tabulated in table 7.2. 

Velocity 
Profile 

V = f (r, 8) 

_ 	1 7/10 
VPathl =— JV(0) de 

  9 10 
VPath2 =— fTI(o) dO 

3/10 10 

17 0 
VPath3 = 

1 	
dO T J V(0) 

19   10 
Vpath4 = 	 fV(0)dO 

''1 13 0 
L2 

2 " 	11~c10 

Evaluating path 
integrals for 	r = d1 / sin B 

Surface Integration 
QACT = f (r, e) r.dr.d 

Calculation of Q1 by 
Gauss-Jacobi,Gauss-Legendre and 

OWICS numerical integration 
n 

[QMEAS I GJ = WGJ1 VPathi 
in l 

[QMEAS ]GL — WGLi VPathi 
inl 

{QMEAS]OWICS = ZWO ffYCSVPath, 
i=1 

V 	 %EGT 
Percentage error calculation 

%E = QMEAS — QACT x 10 	~~oEGL 

QACT 
Eowres 

Fig. 7.2 Steps involved in the calculation of numerical integration error. 
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Fig. 7.3 Numerical integration error for different flow profiles and methods. 

The results for numerical integration error by Gauss-Jacobi (GJ), Gauss-Legendre (GL) 
and OWICS methods are analyzed and the following interesting points are observed: 

1. OWICS always:  performs better than GJ, the reason being that for the same 
lateral distances the weights of OWICS are derived by optimization for the 
actual. lateral distances. 

2. In most of the cases, OWICS gives better performance than even GL. 
3. GL performs better than other two methods for profiles P20 and P9, which 

indicates that.. GL can do well for profiles resulting from one 'bend out of the 
plane. 
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4. 	For profiles P9 and P12 GL gives lowest errors but OWICS also performs 

well as it does for most of the profiles. 

-5. 

	

	As observed from the results of P2, P22 and P20, OWICS performs better as 

in the.periodicity off (6) increases. The ratio of 2 ,r and the period of f(0) is 

nothing but the number of bends in the proximity of the measuring section. So 

as the number of bends increases OWICS does better. 

6. 

	

	In the profiles where the value of `m' is very large, for example P1 and P2, the 

error is large for all the three methods,. 

The following section is completely devoted to quantify the parameters of the flow 

profile expressions with respect to the site conditions, the conclusions drawn are based on 

the profile visualization and analysis for numerical integration. 

7.4 INTERPRETATION OF SITE PARAMETERS AND FLOW PROFILE 
PARAMETERS 

A potential problem in the field of flow measurement . is to correlate the parameters of 

mathematical profile expressions with the situations that exist on the hydro-power station. 

An attempt to probe into the influence of the site parameters on the flow profile is made 

here. Conclusions are reached by observing the behavior of profiles while the analysis for 

numerical integration error is carriedout. For convenience the profile expression (6.2a) is 

reproduced below: 

V =(1-r)~+mr(1—r)f(0) 

f(e) = e-aew(e) 

The parameters of involved say n, k, m, a and f(0) are correlate to site parameters. 

7.4.1 `n' 

The value of n is function of Reynolds number, Re of the flow and roughness of the pipe 

inner wall of the pipe, K. Its value observed in Table 6.1 comes out to be always in the 

range of 7 to 9. The quantification can be reached by carrying out the profile 

measurements and simultaneous measurements of Reynolds number and roughness of the 
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pipe inner wall. Relating them through an empirical relationship may not be complete, 
and could be very profile specific. As the value of n increases from 7 to 9, the turbulent 
core increases and the laminar sub-layer thickness decreases. Thus for higher values of n 

(without any distortion), the flow profile is closer to fully developed flow. 

n=f(Re,K,,• •) 
	

(7.6) 

7.4.2 'k' 

The significance of k is similar to that of n. It is also function of Reynolds number and 
roughness of the pipe. The values of taken in the 14 profiles are 4, 9 and 0.5, which 
decide the distortion distribution over the circular cross section. 

k = f (Re , Ks ,...) 	 (7.7) 

7.4.3 'm' 

The value of m decides the intensity of the effect of a given discontinuity in the penstock. 
The discontinuity may be a single bend out of plane, double bend out of plane or 
inclination in the proximity of the measuring section. A higher value of m indicates that 
the discontinuity in the penstock is closer to the measuring section and vice versa. The 
value of can be quantified as function of the distance between the measurement section 
and the . discontinuity. The discontinuity may be upstream or downstream of the 
measuring section. The effect (value of m) is more incase of upstream discontinuity. 

m = f(L1 , L2 , ...) 	 (7.8) 

where Li is the distance of is' bend from the measuring section. 

7.4.4 'a' 

The value of a in the decaying exponential function is vital in deciding the rate of decay 
of the distortion with 0. It may be a function of the angle of inclination of the bend in the 
proximity of the measuring section. The sharper the bend the lesser the rate of decrease in 
the flow distortion as the profile is observed from 0 to 2 it. In short the effect of sharper 
bend is that it would spread the distortion all over the profile. A low value of a, relates to 
a sharp bend and mathematically a slow decaying exponential. Smoother bends only 
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result in distorting the profile partially. Centrifugal laws of physics are valid for the travel 

of flow profile through a bend, which give better reasoning for the asymmetry in the 

profiles 

a = f (a,Ya ,fi,YQ ,...) 	 (7.9) 

where 

a and Q are the angles of curvature of the bends and 

r and ra  arc the radius of the curvatures of the bends. 

7.4.5 	`f(O )' 

f(0) is a function of the number of bends and spatial orientation of one bend with respect 

to the other bend or with respect to the measuring section. A good observation that can be 

made from Table 6.1 is that the periodicity of the function has a direct linear relation with 

the number of bends in the proximity of the measuring section. The number of bends is 

the ratio of 2 r to the periodicity of f(9) . 

Fig 7.4 illustrates the relationships between the profile parameters and the site conditions. 

Discharge measurement with UTTF has an important advantage if the above correlation 

is available in empirical terms. This makes the prediction of profile behavior ahead of 

measurement easier. Thus a correction factor corresponding to the various sources of 

errors would possibly be operated on the "as obtained" discharge value to calculate 

accurate discharge using less than eight ultrasonic paths. 
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CHAPTER 8 

DISCHARGE PREDICTION USING NEURO-FUZZY MODEL 

Of late, the complexity of applications increased to such saturation levels that 

conventional mathematics is too simple to solve the related problems. The evolutionary 
techniques like fuzzy logic, artificial neural networks (ANN) and genetic algorithm are 
now used for solving complex problems that defy solution using conventional 

mathematics. Broadly speaking, fuzzy logic is used for decision making, ANN for pattern 

recognition and prediction, and genetic algorithm to solve optimization problems. This 

chapter describes how ANN can be used to predict discharge using back propagation 

neural network (BPNN) along with fuzzy logic. 

8.1 ARTIFICIAL NEURAL NETWORKS 

After modeling most of the systems that exist in this nature, man started to explore 

himself. Attempts to model human brain led to break-throughs in computational 

techniques. As electron formed the fundamental element of the whole system, the human 

brain too is driven by a fundamental unit called biological neuron [28]. Neuron forms an 

essential entity in the architecture of the ANN. 

Neuron can be imagined as a tiny system with incredible computing capability 

complimented by accurate sensing ability and interconnected with other neurons by high 

speed communication network. The biological structure and functioning of neuron can be 
found in [28]. The biological structure consists of dendrites which act as inputs due to 
their sensing action. The sensed inputs are weighed and carried to the synaptic junction 
attached to the body of the neuron. All such inputs reaching the neuron are summed to 

result in a single value. Now this value is given to the soma, which actually performs the 
thinking. The soma is termed as excitation function in mathematical terms. The amount 
of the soma and the ability to spread itself all over the body of the neuron to learn is a 

measure of the thinking capability of the neuron. The soma or neurotransmitter fluid 

contributes to the learning process of the brain. The biological structure and the 
corresponding mathematical structure are shown Fig. 8.1. 
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axon 

iptic junction 

Fig 8.1. (a) Biological and (b) Mathematical structure of neuron. 

The basic structure of neuron consists of number of input paths which sense. The sensed 
input values are sent to the body of the neuron via weighing factors. The summation over 

all the paths is taken and applied to an activation function inside the neuron. The function 
is the area where thinking is done: This is how neuron learns about the situation through 
inputs and thinks by itself. 

Such neurons which are efficient computational units are interconnected on the scale of 
millions inside the human brain. A network of large number of neurons which 

communicate through a highly sophisticated interconnections is called ANN. ANN in 
short is simulation of human brain. The properties of ANN are similar to those properties 

of the neuron. The network learns from the past experience and recognizes or may predict 
for a new situation with very small or no error. An important thinking function is the 
sigmoid function or the logistic function which spreads over the large domain of the 
function thus helping the network to learn quicker, while it searches an N-dimensional 
plane for the global minima (with respect to error) without falling into local minima. N is 
the total number of weights used in the ANN. Mathematiclly, 
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where a is the sensitivity of the activation function 0(1) 

• ANN is not a programmed structure but is a trained network which learns from example 

input-output patterns. Fig. 8.2 shows the structure of ANN. The network consists of the 

input, hidden, and output layers of neurons, of which are interconnected with each other. 
A feed forward path is the path that proceeds from the input to error. One traversal of the 

• feed forward path is called an epoch. In Fig. 8.2, I, H and 0 are the number of neurons in 

the input, hidden and output layers, Xi is the number of inputs, W;h is the weight matrix 

relating input layer and the hidden layer, Who  is the weight matrix relating hidden layer 

and the output layer, Ih  = X,W,h  (matrix multiplication), I, = Oh (1  h )Who (matrix 

multiplication), 0 (I,,) is the activation function, To  is the target matrix corresponding to 

the input training pattern and E. is the error matrix between the outputs of neural network 

and the targets. 

bias ( 

I 	 H 
Fig. 8.2 Structure of ANN. 
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8.2 BACK PROPAGATION NEURAL NETWORK 

The basic objective of to update the weights such that the error is minimized. Among 
different networks that are available, back propagation neural network (BPNN) is a 
highly successful and popular technique for pattern recognition. Its basic principle on 
which BPNN works is that the error calculated is fed back to the network as a root 
squared error. The weight matrices are updated according to the error. This is carried out 
for each of the input-output patterns that are available, and is repeated till the error 
reduces to less than a given threshold value (as demanded by the application). This 
process is called training and the input-output patterns used are called the training 
patterns. The mathematical expressions that BPNN uses in updating weights are below: 
Error calculation: 

E. =IT. -col 	 (8.2) 
Weight upgradation of output neurons: 

z  2 

ho-
aw. 

= amQ 1Q aw. 

Who (N +1) = Who (N)+ qshoIh 	 (8.3) 
Weight upgradation of hidden neurons: 

__ aso_ _ ae.2 3D0 alo 
aw,h - OV. W. at h arti 8W,ti 

u 
w1,(N+1)=w(N)+n x;~sh, 	 (8.4) 

4-1 

where 

S,, is the error of back propagation for updating hidden-output weights, 

8,,, is the error of back propagation for updating input-hidden weights, 

i is learning rate, 

W(N) is the weight to be updated and 
W (N+ 1) is the updated weight. 

The upgradation of weights is carried out through the training process till the error 
reduces to a minimum value. After the training phase is comple _ , 	N 
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is checked for validation set (like the training set the validation set is a set of input-output 
patterns). If the accuracy is satisfactory, the network is used for testing where new input 
patterns are giv~h and the pattern recognized or the predicted value is taken as the 
accurate output. Better picture of the process can be seen in Fig. 8.3. 

8.3 NEURO-FUZZY MODEL FOR DISCHARGE PREDICTION 

BPNN works effectively for the pattern recognition, especially when discrete targets are 
used. In order that prediction be made possible, fuzzy functions are added. The overall 
block diagram of the prediction model using ANN extended. by adding fuzzy functions, is 
illustrated in Fig. 8.3. The three phases of modeling, namely training, validation and the 
testing are dealt with in detail below: 

Sta 

Trainin 

I TRAINING SET 

Vi V2 V3 VT  (Q) 

V1... v4 are normalised 
with V. 

imax 

Validation 

VALIDATION SET 
Calcluate % E 
Satisfactory ? 

train the network 	_•j no 
train 

/~ again 	 ~— 

no 	onoE 	%E 
satisfactory 

Testing 

TEST SET 
(new pattern) 

Extension to fuzzy • 
logic 

yes 

[Stop 	
Predicte Q 

Fig. 8.3. Neuro-fuzzy model for discharge prediction. 

8.3.1 TRAINING 

BPNN requires training patterns for that define the relationship between the inputs and 
output. Moreover, the more the complexity of the relationship more is the requirement of 
input-output patterns. The training patterns used here have their origin in the profile 
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expressions discussed in chapter 6. Since these 14 profile expressions specify different. 
classes of profiles, 14 training patterns are generated from them. The important-point to 
be noted is that there is no transverse flow component in the profiles. Thus an 8-path 
UTTF can be seen to record equal-  path velocities for the two axis-symmetric paths in a 
plane or the path velocities of the axis-symmetric paths calculated from the profile 
expressions would be equal. So the eight path velocities reduce to the four distinct path 
velocities (each of the four distinct paths can be thought of as the average of the two path 
velocities measured by UTTF in that plane). These 4 path velocities and the actual 
discharge are calculated from equations (7.4) and (7.1); which is reproduced here for 
convenience. 

1  0, 

V Path =  L f V( 0  ).d 0 
B, 

Q ACT = 	Vz (r, 0) I.dr.d 0 

Table 8.1 Training sets corresponding to 14 profiles 

S.NO Profile 
code Vi  V2 

- 
1̀3 V4 QACT 

1 P21 0.206116 0.296502 1.000000 0.942313 2.128007 
2 P13 0.441322 0.770612 1.000000 0.962917 2.436562 
3 P20 0.807915 1.000000 0.895060 0.693841 2.544042 
4 P22 0.140529 1.000000 0.472800 0.703401 2.585007 
5 P12 1.000000 0.953816 0.749296 0.534952 2.694662 
6 P17 0.543353 0.724760 0.922769 1.000000 2.784857 
7 P6 0.5-87794 0.731775 0.941729 1.000000 2.897395 
8 P7 0.859453 0.920126 0.968591 1.000000 2.897395 
9 P8 0.794512, 0.932341 1.000000 0.914361 2.932214 

.10 P10 1.000000 0.965743 0.965743. 1.000000 2.992498 
11 P1 1.000000 0.995698 0.683149 0.576227 3.065476 
12 P5 1.000000 0.876193 0.852563 0.917670 3.113029 
13 P9 0.930838 1.000000 1.000000 0.930838 3.145370 
14 P16 1.000000 0.779558 .0.719083' 0.790974 3.230025 
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Each training set comprises of 5 elements. 4 path velocities and actual discharge. 
Fourteen such training patterns have been formulated using Matlab 6.5 and are tabulated 
in Table 8.1 in ascending order of actual discharge values. Note that the path velocities 
listed in Table 8.1 are the normalized values. The four paths are normalized using 
maximum of the 4 path velocities thus making the patterns suitable for the use of sigmoid 
function. 

The number of input neurons is obviously 4, corresponding to the 4 ultrasonic path 
velocities. The number of neurons in the hidden layer is a judicious decision. By running 

the BPNN algorithm, it was found that the time of convergence to a threshold error is 

optimum in the range of 8-12 hidden neurons in the hidden layer. However 8 hidden 

neurons are used in the training and the phases thereafter to minimize the computational 
delay, incase the algorithm • is applied in a real time system. The number of output 
neurons is equal to 6. This is based on the fact that the targets for which the BPNN is 

trained are discrete values (precisely binary digits). It clearly established from the 

following discussion that increasing the number of output neurons would increase the 

sensitivity of the network. 

The slope of activation function a is set to 0.5. The learning rate rl to 0.7 and the 

momentum valuedOu to 0.4. The parameters of the ANN are arrived at more by trial and 

error than by methodical ways. Moreover the method of arriving at the parameters of 
ANN is not established but an idea of cause and effect of different parameters on the 

-ANN's functioning is obvious. The discharge values for 14 profiles are assigned to 

different binary targets (output neurons) depending on the separation of one from the 

other, as they are arranged in ascending order. So the profile with least and .maximum 

values of discharge will have binary targets close to 000000 and 111111, respectively. 

Thus using the resolution provided by the 6 output neurons is used to the fullest. 

The training is done for as good as approximately 10,000 iterations and the validation and 

testing phases are carried out to check whether the discharge is predicted within 0.5 % 

accuracy. The training-validation-testing process is repeated till the criteria on accuracy 
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is met with. The error which the converged ANN reaches least effects the accuracy of the 
ANN to perform the pattern recognition. 

8.3.2 VALIDATION 

The process of validation is similar to training except that the weights are not upgraded, 
but used for verification of the network accuracy in identifying different profiles. A few 

training profiles are taken up each time after training the network and applied to the 

network for validation. The network is checked for its accuracy. If not satisfactory then 
the training process is repeated with new ANN parameters and the process is continued 
till all the profiles in the training set are accurately identified by ANN. The validation 

process is decision making phase as of when the network is ready for use. 

The ANN under discussion was finally observed to be performing with zero error for all 

the known profiles. Thus the network is validated for all these profiles. 

8.3.3 TESTING 

The testing phase is similar to but the validation with the difference being that the new 

patterns that are given to the ANN. These new patterns may be similar to or may 

substantially differ from the training patterns. The testing phase is divided into two 

sections, namely recognition and prediction. 

8.3.3.1 	RECOGNITION 

Recognition is one thing that ANN promises. The recognition process by which ANN 
works is by watching the trend in the inputs. The 14 profiles for which the network is 
trained are flawlessly recognized as expected. More profiles were generated by changing 
the amount of distortion in the profile (value of m) and or the values of n and k, such 
profiles were also recognized without any error. 

The recognition process can be explained as a way of watching the fired (output=l) 

neurons. Since targets are digitized, the change of misidentification is almost eliminated. 

The binary targets assigned to the profiles and their discharges in ascending order are 
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listed in Table 8.2. The training process is carried out till the sigmoid function value of 
the corresponding output neurons is almost unity, leaving difference between the 

digitized and the saturated value of the output neuron to the order of 10-3. The network is 

observed to be precise in profile identification. 

Table 8.2 Binary targets assigned to profiles 

Profile 
code 

Binary 
targets 

Actual discharge 
value, QACT 

P2 000100 2.128007 
P13 001000 2.436562 
P20 001100 2.544042 
P22 010000 2.585007 
P12 010100 2.694662 
P17 011000 2.784857 
P6 011100 2.897395 
P7 100000 2.897395 
P8 100100 2.932214 
P10 101000 2.992498 
P1 101100 3.065476 
P5 110000 3.113029 
P9 110100 3.145370 
P16 111000 3.230025 

8.3.3.2 	PREDICTION 

Prediction is the output of the neuro-fuzzy model for a new input profile pattern. The 

number of profiles used for training is just 14. The demand is of the order 7-10 for each 

of the weights in the ANN, which means nearly 800 patterns. Generating patterns in such 

numbers is a tedious process and more over the accuracy will be dependent on the 

deviation in the actual discharge for each of the generated patterns from the 14 profile 

classes. An alternative method of handling all the missing profiles is used here, which 

consists in adding fuzzy logic. 

Another important reason why the prediction was taken up as part of the improvement is 

that the path velocities in the field never completely match with the path velocities of the 

trained profiles. -There might be variation in the normalized path velocities in the 4th  or 

5th  place of the decimal point in the best case. This suggests us that it is also important to 

predict discharge value corresponding to the new path velocities. 
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Fuzzy logic as the name suggests helps us to express a crisp number into a fuzzy function 
and vice versa. The processes are called fuzzffication and defuzzijication. The neuro-
fuzzy model proposed for the present application is shown in Fig. 8.4. A matrix of the 
saturated values for all the 14 profiles is data-logged in the beginning of the testing phase. 

For a new pattern (new profile close to any of the 14 classes), the discharge is predicted 
as function of the deviation of the new profile from the known profile. The deviation is 
obtained as defuzzified value of the error as ratio to the equivalent decimal weight 

corresponding to the bit position of the binary target. The fuzzy function can be 
expressed as the following equation: 

f(S E; ) = 	 (8.5) 

where 

SE;  is the deviation of the ith  bit value of the binary target from that of the profile class 

identified, 

En, is the threshold value of the error at the end of training phase and 

f(E1) is the fuzzy function defined for the calculation of the deviation. 

As suggested by above equation, the fuzzy function used is a triangular function. The 

value obtained from the equation (8.5) for each of the output neurons is summed and 

divided by the maximum value of the binary targets to obtain the accumulative error as a 
fraction. 

k 

f(E) 
DED — 	2k 	 (8.6)  

where 

AED  is the cumulative of the error 

k is the number of output neurons or the number of bits in the binary target (k=6 in fig. 
8.4). 
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The next step is to calculate the deviation in the discharge corresponding to the deviation 
calculated from Eq. (8.6). The following expression gives the deviation in the discharge. 

OQ p  = DED.(QACT) j 	 (8.7)  

where 

(Q ACT )j is the actual discharge of the jt' profile identified and 

AQp  is the deviation of the new profile's discharge from the actual discharge of 

identified class. . 

The next step is to add or subtract the value of AQ p  from the actual discharge to predict 

discharge. The discharge predicted can be calculated from the following expression: 

Q p = ( F ACT) j + n. OQ P 	 (8.8) 
where 

k 
n = +1, if 6E;  < 0, else n= -1,(where k is the number of output neurons). 

8.4 TEST RESULTS 

The neuro-fuzzy model for profile identification and discharge prediction is tested for 

different input patterns and the accuracy of the 'model is assessed. From Table 7.2 it is 

clear that profiles P20, P22 and P2 result in large numerical integration error in 
increasing order. Along with these, worst classes, profiles P6 (single peaked — single 
bend out of plane) and P7 (double peaked — double bend out of plane) are tested on the 

model. The results are tabulated in Table 8.3. It can be seen that the profile identification 

is correct and the discharge predicted is equal to the actual discharge with zero error. 

The next phase • of testing was done using new patterns generated by varying the 

parameters of the known profiles. Profile P6, P1 and P7 are chosen as they seem to be out 

of single and double bends respectively. The test results are presented in the Table 8.4. 

The predicted discharge value is compared against the actual discharge calculated from 

the exact surface integration (equation 7.1). 
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Table 8.3 Test results of neuro-fuzzy model for input patterns from training set. 

S.No 
Path velocities (as input patterns to ANN) 

Profile 
identified QP  

% Error 
in 

discharge- 
redicted 

V1  V2  V3  V4  

1 0.807915 1.000000 0.895060 0.693841 P20 2.544042 

Zero 
2 0.140529 1.000000 0.472800 0.703401 P22 2.585007 
3 0.206116 0.296502 1.000000 0.942313 P2 2.128007 
4 0.587794 0.731775 0.941729 1.000000 P6 2.897395 
5 0.859453 0.920126 0.968591 1.000000 P7 '2.897395 

Table 8.4 Test results of neuro-fuzzy model for new input patterns generated'(outside the 

training set). 

Path velocities (as input patterns to ANN) 
Qr QACT 

% Error in 
discharge 
predicted' 

S.No  V1 V2  V3  1̀4  

1  0.613191 0.762721 0.959740 1  1.00000 2.851633 2.858775 -0.1547 +5 % in m for profile P6 . 
2  0.584073 I  0.733410  I  0.945260 11.000000 2.894270 2.876011 +0.6349 

-5 % in n for profile P6 
3  0.595821 I  0.738834  I  0.947886  I  1.000000 2.892989 2.881133 -0.4098 -5% in k for profile P6 

0.79072010.9293701 1.000000 4 
 

0.915830 2.932157 2.944895 -0.4325 
+5 % in m for profile P1 

5  0.848590 I  0.903501  I  0.955711 11.000000 2.790053 2.919275 -4.4265 +10 % in m for profile P7 
6  0.8527841 0.914648 I  0.9654121 1.000000 2.895670 2.895737 +0.0023 

-3 %inn and + 5% in m for profile P7 

A close examination of the above results leads to the following inferences: 

(i) For the same percentage change in m, n and k, the error in predicted discharge is 

more significant for the change in n and k. 	- 

(ii) For all profiles, the error in- predicted discharge increases with the change in the 

value of m. Possibly, 10 % variation in m, is the worst case that can be, found in 

the field. 
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(ii) 	For small variations in the site parameters (which in turn bring about small 
changes in profile parameters) the neuro-fuzzy model works very well for all 
profiles within 0.5 %. 

If limited to the class of profiles on which the neuro-fuzzy model is trained, the error in. 
the, discharge predicted is very small. Each profile of the same class is unique by itself, 
yet the model identifies the pattern accurately and predicts discharge with a very 
satisfactory accuracy. The proposed neuro-fuzzy model thus holds a high promise for 
field application. 

The neuro fuzzy model proposed here has capability to significantly improve the 

accuracy of the UTTFfor discharge measurement. 



CHAPTER 9 

.CONCLUSION AND FUTURE SCOPE. 

9.1 CONCLUSION 
In spite of the fact that ultrasonic transit time flow meter uses the state of art 
technologies, the discharge measurement is not free from error. The numerical integration 
error influences the accuracy of discharge measurement significantly. The improvement 
exercise, first demanded an in-depth analysis of numerical integration error with respect to 
the method of integration and the parameters of the flow profile. Analysis using finite-
element techniques gave an insight, into the various aspects of the problem. One among 
them is the. eorrelation of the profile . parameters with respect to the site conditions. An 

attempt had been made to quantify these correlations into empirical relations, however it 

seems that such an analysis may never be complete and evaluating the correction factors 

will be a very tedious and time consuming task. 

A fmite-element analysis on the 14 of standard profiles has been carried out' on Matlab 
6.5. These profiles have also been used as the database in framing the training patterns 

for neuro-fuzzy model of the eight-path ultrasonic of flow meter. The model is novel in 
nature and gives .significant' improvement in the accuracy of discharge measurement. 

However, the model can work accurately for the class of profiles used to train the back 

propagation neural network._ For the profiles belonging to or .close to the 14 standard 

classes of profiles used for training, the error is almost completely eliminated. But for 

other similar profiles the error is restricted to 0.5 %. Under any circumstances, the neuro-

fuzzy model proposed here is found out to be highly accurate for profile recognition. 

9.2 FUTURE SCOPE 

Scope of research as an extension to the work done here is very wide. A few suggestions 
are given below: 

(i) 	The remaining profiles proposed by Salami [22, 25] of the other two 

• classes can be taken up by the similar kinds of analysis. 

61 



(ii) The finite element analysis can be made rather than Matlab, as the former 

would allow insight into the variations of the flow profile with change in 

the diameter of the pipe and protrusion. 

(iii) The fuzzy extension of the back propagation network can be further 

investigated with other than the triangular function which is used here. 

(iv) The back propagation neural network is highly successful model for 

pattern recognition, but for the problems such as discharge measurement 

using ultrasonic transit time flow meter more complex models of neural 

networks, which consists of more hidden layers may work more 

efficiently. 

(v) The neuro-fuzzy model can be realized on FPGA using hardware 

description languages like VHDL or verilog. 

(vi) The fluid mechanics perspective of the problem suggests that more 

analysis of the laminar sub-layer can be carried out to arrive at some 

conclusions related to the fully developed flow for high Reynolds 

numbers. 

(vii) Experimental verification of the established flow profiles with respect to 

the variation in the site conditions is of course a huge task. Quantification 

of the correlation factors involved is a big challenge. 

(viii) This work is focused on the closed pipes. Carrying out similar kind of 

analysis and developing a model that can improve the accuracy of 

discharge measurement in open channels will be equally useful. 
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