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SYNOPSIS

Utilities in India are now largely equipped with Computer-
ized load Despatch Centres., These load Despatch Centres are to
function as Supervisory Control and Data Acquisition Centres
(5CADA), which collect status data of breakers and switches, and
analog data of active and reactive power flow, injection and bus
voltages. These data when combined with supervisory control sys-
tem allows operator to control circuit breakers and transformer
taps and disconnect switches remotely, Presently in our country,
the telemetered data is used by the operators to send the switch-
ing commands,and EEEEEZEEE_EE\3523_3239£§—1§~n93~¥EE,9%nniéﬂ\f“t'
This motivated the author, who is an utility engineer to work on
State Estimation so as to have a feeling of the problem and build
confidence to incorporate it as an integeral part of the SCADA

for real time application,

The computationalbspeed and‘efficiencyjigfihe main crite-
ria in implementing State HZstimation for real time security, mon-
itoring and assessment. Therefore, the latest reported Hachtel’s
Augmented Matrix method has been compared and implemented with
_\Nq{@é{wgggggggg‘gggbgg, the basic method, Experience of imple-
menting both the methods in their Fast Decoupled version using

single precision was not favourable, Hachtel’s Augmented Matrix

method has been developed using full Jacobian in single precision.
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The growing size of system has diverted the efforts to
the Hierarchical State Estimation for gaining computational speed

and reliability., The State Estimation by Network Decomposition

has been presented,

The thesis concludes with findings during this work and

areas identified as future scope of work,
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SYMBOLS

The symbols used in this thesis are listed below, Any

minor departure from these symbols and specially used symbols

are explained in the text itself,

PRINGIPAL SYMBOLS

Incidence matrix
th
Set of buses in I*" area
Set of internal buses in Ith area
internal

th

Set of external boundary of I area connected to

Lth area

Derivative of c(x) w.r.t. vector x.
Trace of matrix

Full Jacobian of measured functions w.r.t. State

vector

Hypothesis

Area identification

Cost function

Iteration count

Lover traingular matrix (factorized)
Set of lines in I'® area

Set of internal tie lines of 1th area
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1J
C(x)

vii

Set of tie lines of Ith area connecting 10 area

Set of measurements in Ith area

Set of internal measurements in Ith area

Set of tie line measurements of Ith area connected

th hwya

to L* area

th bus

Active power inJjected in i
Active power line flow in i-jth line
Probability of rejecting HL
Probability of accepting HL
Orthogonal matrix
. .th

Reactive power inJjected in i bus

, . th .
Reactive power flow in ij" 1line
Right hand traingular matrix of QR transformation
Residual senstivity matrix
Time
Upper traingular matrix (factorized)
Weightage diagonal matrix
Weight corresponding to the measurement

Self admittance of i‘" bus

Transfer admittance i-jth line

Constraint vector as a function of state

Error vector



f(x)

Vector of measured quantities calculated as

function of states
Number of measuremenﬁs
Number of states
Normalized residual
Weighted residual
State vector

th

K estimate of state vector

Initial estimate of state vector

viii

Corrected state vector after removing bad data

With respect to
Variables

Measurement vector
Mismatch of constraints
State correction vector
Mea gurement mismatch

Bus voltage angle of ith bus

Impedence angle of ith bus
Impedence angle of 1~3th line
Gain matrix

Sunmation

lagrangian multiplier



ix

Controlling parameter

Detection threshold for sum of the squares of the
weighted residuals

Detection threshold of the residual of ith measurement

th measurement

Variance of i
Angle vector for observability analysis

Convergence tolerance



CHAPTER I

INTRODUCT 10N

Attenpts of precise control of engineering systems proved.'
the validity of the paradox "What it appears is not as it is.
The crude information obtained by various measuréments is inguff-
icient to explain the state of operation of the system due to its
inherent errors. This has led to'the evolnticn of Statistical
Bstimation Theory as a concept to approximate the state variabe-

les of a system from its erroreous measurements,

Estimation Theory has been extensively used fof‘na§igaticn
of air-craft and space—craft; as well as post experimental analy-
sis; But it was first applied to power systems by Schewepre et
al\L}LELEJ_EE_EQZQ—ip11°wed by a series of papers [4-11] in the

same year,

Load deépatcher in power system control centres is required
to know at all times the values of voltages, currents and power
throughout the network, Some of the values such as bus voltage
magnitude and power line flows can be measured within a certain
degree of variance. Difficulties are further encountered when
some of the data is missing either due to meter being out of drd—
er or missing transmission, Moreover, the size of the present day

power system (PS) is prohibitive to manual calculations or even

on a small computer to generate online missing informaticn.
\v_m



State Bstimation (SE) utilizes the available redundancy,
for systematic cross checking of the measurements, to approximate
the states as well as generate information in respect of missing

observations or gross measurement errors called Bad Data (ED),

The prerequisite for state estimation is that the system must be

observable with the available measurements.

—

The states of a power system can also be computed with the
load Flow calculations, based on equal number of measurements, ass-
uming them to be accurate, However, the implicit error will lead
to imperfect data base and prejudice the security monitoring, whe-

reas, the State Estimator is a data processing algorithm for use

on a digital computer to transform meter readingg/jmeasurement

vector) into an_estimate of the system’s states (State Vector),
— e M _/——\_‘__5

(ij)which is not accurate but best(reliable Estimate; A comparison

between Ioad Flow Calculation and State Estimation has been shbwn

in Fig. 1.1.

The %Eggg,zstimator; apart from security monitoring, bad
data and topological error detection and identification has wider
applications in central control of power systems as shown in Fig.
1,2, The State Estimator is an essential tool of load despatchers,
The State Estimators are classified in three categories.

(1) Static State Estimator: It converts observation vector into
state vector without regard to past information [8]. Here system
changes are considered to be slow enough to be assumed static. This

is discussed in detail in Chapter II.
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(11) Tracking State Estimator: It is a discrete feed back loop

which uses real time measurements to track the static state as
it varies during the daily load cycle (12, 13]. The comparison
of Static and Tracking State Estimator is shown in Fig. 1,3. 1In

real sense tracking state estimator extends techniques developed
for static state estimation to the time varying case without exp-

licit definition of the dynamic models,

(i3i) Dynamic State Estimator: It is based on time behaviour of

the State Vector and requires knowledge of past states alongwith

the present mea surement vector (13, 14]. Power system under nor-

quasi-static
state trajectory is discretised in small time intervals. It has

mal operating conditions since behave in quasi-static manner, E?e

been considered that state vector obeys linear dynamic model [25].
The dynamic state estimation approach is based on Kalman filtering
technique, using simplified model of the dynamic behaviour of the
powver system [26]. This dynamic state estimator in real sense is
a tracking estimator with memory, because model is not sufficiently
accurate wnder rapidly changing conditions [13]. A true dynamic
state estimation in power system must be based on dynamic models,
using magnetic flux linkages in all the synchronous generatcrs in
the network as state vector, The complexity of this model has,

perhaps,been a bottleneck in its on line application,

The use of static state estimator in real time operation,
secwrity and monitoring has received such a wide acceptance that,
unless dynamic cr tracking state estimation is specified, State

Estimation is synonym to Static State Estimation. The state esti-

mator with its functional constituents is illustrated in Fig. l.4,
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The state estimatorto cater the needs of on~

line application,computation speed plays a vital role specially

when systems are large., Newer methods of state estimation are

being reported to optimize on (i) numerical stability, (ii) com-
putation efficiency, and (iii) implementation complexity [15].

Further, methods of decomposition of a large system to achieve
e

overall computation speed have been developed. The contents of

this thesis in remaining chapters ar briefly as under -

Chapter - II1 =~ The state of art of State Estimation has been

brought out. It describes various methods of
State Estimation, alongwith bad data detection

and observability analysis,
\\”\M

Chapter - III1 -~ Briefly summarizes difficulties encountered in

implementation of fast decoupled version of Normal
Equation method and Hachtel’s Augmented Matrix
method in single precision., The implementation

of both these methods using full Jacobian in
.gigg}gugfggigggg and comparison thereof has been

reported,

Chapter - IV - The growing dimension of system'hasiits own com-

putational intricasies. This chapter discusses
some of the reported methods of hierarchical-State
Estimation,and new algorithm for State Estimation
;;\HEEEEE;;I;ion of the network has been presented.

Chapter - V = Software developed for the state estimation has
been detailed in this chapter. |



Chapter = VI - This chapter concludes the thesis with future

scope of work.

Author?’s Contribution

The fast decoupled version of Hachtel’s Augmented Matrix

method and Normal Bquation methods reported in double precision,
since did n;t’yield successful regults in single precision, hence

these methods were implemented using full Jacobian in single pre-
cision, Superiority of Hachtel’s method has been confirmed., Ade-
/’-wf“\

quacy of the recently reported Decomposition Approach for load
flow (48], for State Estimation has been presented.



CHAPLER - II

STATIC STATE ESTIMATION : STATE OF ART

The load flow calculations, indeed are an inevitable tool

for off-line studies and planning exercises., But incomplete and

Vi ‘measurement is a real time proposition, Solution for

such a situation is provided by Static State Estimator, which
ignores the slow changes in the system and utilizes redundant set
of measurements for cross checking and approximating to most

reliable estimates of the state,

2.1 The fundamental equation for the measurement vector is

where 2z - 1s the measurement vector

z=f(x) +e ves (241)

X - 1is the state wvector

f(x) - vector corresponding to z i.e., measured quantities
calculated as a function of x.
e - error vecter

2.,1.1 BErrors

-

The errors are broadly classified as (i) Measurement error

and (ii) Modelling error, which are detailed below.

2.1.1.1 Measurement Error

Themeasurement are telemetered to load despatch
ANY

centres, This complete process is susceptible to the follow-

ing discrepancies:
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(i) Error in transducer calibration
(11) Noise in communication channel

(1i1) manei’cy £ the data

and defaults -

(1) Failure of the communication channel

(i1) Meter being defective or out of order

2,1.,1.,2 Modelling Brror

The model of fhe network constitutes its topology and its
parameters, The topological errors can be caused by missing in-
formation in respect of disconnector or the reconnected line, while

paremeter errors are due to its wrong initial estimation., More-

over, the system representation considered in such studies is sin-

gle phase, while unbalance conditions cause significant error (16].

2.1.2 Measurements

The non~availability of measurement may create conditions
of unobservability and therefore it is important to maintain suff-
(::i)icient redundancy, This leads to the following classification of
\\————-—-————_—_ .

measurements [15].

Telemetered Measurements = are on line telemetered data of line

flows, bus inJections and voltages, They are assigned weightage

in inverse proportion of their variance and is expressed as

1 L2
Rig = & of ef (v) at
lim T - o

-1 ves (2,2)

Wei = Ryy
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Pseudo Measurements = are the guess in respect of generation

or substation loads based on historical data and are assigned

least weightage. It is used in the event of miséing data or bad
data.

Virtual Measurements - In network there could be switching stati-

ons with zero injection and therefore do not require measurement.
However , they are used to create redundancy. These measurements

are assigned highest weightage.
L —

2,1,2,1 The measurements are further classified in two categories

based on their purpose [4].

Bagic Measurement - are the measurements, equal to the number of
—— \_____,___/—/ N —— ~

—_—

" a d . tes.
Eggﬁfgfggyg,éséLgs and sufficient to determine these states. If

number of measurements m 1is equal to n then it is the load

flow solution and suffers from the aforesaid inaccuracies.

Redundant Measurements - when m is greater than n then m - n

measurements are redundant measurements and are used to cross check
‘\_4——/——"—“'\—-“_./

and comput® tHe correction vector to approkzﬁate the reliable

\*_/\f__
estimates. ’

——

The measurements are newer simultaneous, they are sequen-

tial, however at a very close interval and therefore the static

state estimator assumes it to be~§g§g:§ggg_§g§§gzgggg;,L3], S-S

all measurements assumed to be taken simultaneously.

2,2 NON-LINEAR RSTIMATION THEORY

The electrical power in the network is since a non-1linear

function of states and therefore, Linear Estimetion Theory [4, 17]
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is only of classical interest. The Taylams series expansion of
£f(x) in equation (2.1) is
' f.; ) sz .

f(x) = f(xo) + f (xo) AX + (xo =t |

The second and higher order terms when naglacted, the
equation (2.1) can be rewritten as

Z = f(xo) + f (xo) AX + e
This equation can be written as

[AZ - H AX] = e ee (205)

where Az = 2z - f(xo) is the measurement errors, f(x,) is the
measurement estimate vector, Xq is the estimated state vector and
H is the rectangular Jaecobian of f(xo). The vector e is the

residual error vector,

Since the constituents of the measurement vector are att-
ached different weightagepas discussed in para 1,3, the cost fun-

ction shall be

T N . -
J(Ax)\z-eTWe‘= (az="H ax] "W (az -~ H ax] ... (2.4)

Minimizing cost function

0

M-‘-‘O:ZHT 'W[AZ"H(AX] * 00 (2.5)
Solving above equation for Ax we get’/

ZAX“-:HT WAZ T L ] (206)
: - Here £ = H" WH

XK_’_l = XK + AX ¢os (207)

—

The representation of equation (2.3) for zero residual

error vector in power system would follow -



A

1 ]
APi HA . HB Aél
[ Aéi be o o . g
APy Hy + Hp
- .o = H . o= =t o .-: - -

H, + H ‘

% 212 | 2. R (alEdl L e
b . e - IEiI - .....s..-...v.' lEil
a0 Hy © Hy
. 1L JL i L 2 i L i

Here Py and Q are the bus injections, Py and Q) are the
line flows, |B;| and &; are the bus voltage magnitude and angle

and H, =4~y H —3 H, = H. = ———acae
TERTEET B T, 1iey T C T 3% P e /15y N
3 Qi . RN . Y . ° Ql
-""’""““‘*'""", B -~ = sttt

.3 COMPUIATIONAL PROCEDURES

(1) Completa Set of Measurements

It requires computation of gain matrix which is by post and
pre multiplication of W matrix, with rectangular matrix H and its
transpose, followed by inversion as brought out in equation (2.6).

The complexity of the computation and numerical stability are the

general problems in this approach [15]., It is also known as Weighted
Least Square (WL3) method.,

(11) Partitioning of the Measurements

It suggests partitioning of the measurement as shown in
equation (2.8). The basic measurements are solved using load flow

program., The correction term is produced by m-n measurements vec-
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tor which is of lesser dimension than in method (i) above (4, 71,

and can be expressed by the following

N r 17 |

(AP Hc HD Aéi

kl

coe (2.9)

- od r -
oy

This method is also known as solution by . Independent
Equation [7]. This concept has also been used to suggest methods
for State Rstimation from line flow measurements [18, 19].

(iii) Sequential Processing

This concept suggests use of each redundant measurement
sequentially, It replaces inversion of (m-n) x (m-n) matrix by

(mn) scalar divisions [4].

2,4 SOLUTION ALGORITHMS

The Weighted Least Square method is based on (2.4). The

growing importance of on-line state estimation has provided imp-

etus to development of solution algorithm which is fast, numer-

———

ically stable and provide solution of even ill conditioned systems.
-.'_’__—_—‘-'—' = —_———

The reported algorithms [15, 20] are = (i) Normal Bquation (NE),

(1i) Orthogonal Transformation (ORTHO), (iii) Hybrid Method
(HYBRID), (iv) Normal Equation with Constraints (NE/C), (v) Hach-
tels Augumented Matrix Method (HACHTEL).

2.4.1 Normal Equation Method (NE)

The coefficient of ax in equation (2.,6) is termed as gain
ki .
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matrix I which is a square and symmetric matrix. Therefore,

instead of its inversion, its traingular factorisation is done,

Uty - L, and thus the (2.6) can be rewritten as

vTu ax = HY W az ver (2.10)
The solution steps by back substitution follow -

(1) T A% = aZ, where oX = U ax and a3 = H'W az

(i1) U ax = az
(i11) ax = az

2.4,2 Orthogonal Trangformation Method (ORTHQ)\/’//’V

The cost function of WIS in (2.4) can be rewritten as.
. e e

J(ax) = [a% - § ax]T [a% - § ax] ces (2.11)
= |17 - B ax|]® | ees (2.12)
Rm——

where § = W2 { and a3 = w2 a2

An Orthogonal Matrix Q, i.e., er = I be such that ‘\/

. R
QH = v/

0 evs (2.13)

where R is the upper traingular matrix and the (2.11) can be
rewritten as .
J(ax) = [aZ - H ax)T oTofaZ - # ax]
=[QazZ - o ® ax]’ (@ a% - 0 ¥ ax]
= ||Q az - QFIAtz : .

< llayy = Rax] 1% 4 || ay, |]? e (2024)

e
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where Q AZ = ay, s (2.15)
The minimum cost function occurs at

R AKX =2 Ayl '.oo (2016)

The Given's method for orthogonal transformation has been

used in (2,13) and solution of (2.16) obtained by back substitution
[15, 20].

2.4.3 Hybrid Method (HYBRID)

It is an improvement on ORTHO and uses (2.6) as basic

equation and can be rewritten as

g’r ﬁ AX = HTW AV A ves (24:17)
where H = W2 i and orthogonalization of H will lead to
0 R
QTQ AX = HTNQZ ) (2018)
R 0
and it can be written as RTR AX = HTW AZ e (2.19)

Here R is the upper traingular matrix and thus exploits
sparsity alongwith advantages of ORTHO., The (2.19) is solved by |
back substitution.

2.4,4 Normal Bquation With Constgg;ntswmthod (NE/C)

In power network there are some nodes with zero inJjection

i.e, switching substations as constant load, Such buses are
\

called constrained buses and can be included in the cost function

by the method of lagrangian Multiplier,
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T
3ax, \) = [az - # ax)’ Wlaz - H ax] + [ac(x) - C ax]" A
eoo (2420)
where A represents the lagrangian Multiplier and c(x) the con-

straints, such that

c(x) = c(X) +C ax L (2.21)

Using optimality condition -

2J .0 o H WHAX ¢ CTA = HWaz ... (2.22)
?AX
Here C  28(X) - oo (2.23)
0 x
The (2.22) and (2,.,23) can be expressed as
i .. : ) ]
W oWy ct AxX B W az
= eve (2.24)
C 0 A AC
. J L i i ’

The coefficient matrix is symmetric and can be solved by
vty factorisation and back gsubstitution, The constraint buses
are used to increase the redundancy by considering them as virtual
measurements, These virtual measurements could be considersd in
earlier method (2.4.1 to 2.4.3) using high weightages, but itfmay%

fi) cause instability problems.

vé.h.S Hachtel’s Aug-mented Matrix Method_ggACﬁTELl

This method has been used in solution of sparse equations,

e ra—f

but was first applied to power system by Gfelsvik [21] and its
treatise by Wu [15, 20]. This method alongwith (2.22) and (2,23)

uses error vector discussed in (2.3) re-expressed as -

aAr = AZ =~ HAX \/ KR (2¢25)
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It can also be written as

aW'l (a War) + H ax = Az eee (2,26)

Here a i1s the parameter wused to control the numerical
stability and W the weightage diagonal matrix. The (2.22),

(2,23) and (2.26) can be expressed as

T N [”_ - " 4
[ 0 0 C a lA W AC
0 aw‘l H a-lw Ar = AZ te e (2.27)
ct HE 0 AX 0
|
[ T y o] I '
0 0 o A N
O aw-‘l H M: = AZ “ e (2528)
ct yr 0 Ax 0
where ar = a~l W ar and N = 1 A

This method is good compromise between numerical stability,
T — .————— -

computational efficiency and imp}gment@tion_complexipy} In this

method the dimensions of the coefficiedt matrix is large, How-
ever, it is quite sparse and symmetric in structure and also.it
does not require computation of R WH, unlike methods in 2,4,1
to 2.4.4, Thus this method offers high speed and requires less

——

memory., It is solved by back substitution.

2+5 COMPARISON OF STATE BSTIMATION ALGORITHMS

Comparison of State Estimation algorithms has been made

in Table 2.1, The part I of it compares the major computational
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steps. The part II high-lights relative merits and demerits
in respect of numerical sgtability, computation speed and imple-

mentation complexity [15]. The Hachtel’s method is judged to be

the most suitable method for state estimation since it makes a

good compromise between numerical stability, computation speed

and implementation complexity.

2,6 BAD DATA PROCESSING ¢

A data which is more inaccurate than is assumed by math-

ematical model is called Bad Data (BD), The presence of BD can

be due to number of reasons, viz., failure of communication link,
intermittent fault in meters, change o f system states far off
from that assumed for pseudo-measurements, The presence of BD -
causes very poor estimates, The later effort on development of
state estimation for practical application has deserving share on

‘bad data processing., The bad data processing is a three tier exe-

. / \f/- A"
rcise (i) Detection, (ii) Identification, and (iii) Estimate

correction,

]
e

2.6.1 Detection

The (2.1) when expressed i n terms of the estimated state
vector x, then

z=1f(X) +r, or rsz- f£(x) eee (2.29)

where r is the estimation residual, The deviation in r «can

be expressed as

Bl" r
Ar =BZAZ*-‘5~;AX
=1 az - H ax . vee (2.30)

since ng = J and




o/

The sensitivity of the residual to the measurements 1is

called the residwal sensitivity matrix and is expressed as

%—E, expression for which can be developed from (2.30) using

(2.6) as under [27].

uaI"Ho'al

2 0z

=18 (H W) HW =R | vee (2.31)

This residial sensitivity matrix is of vital importance
in bad data processing. The properties of this matrix are shown

in Appendix A,[28].

-

In absence of BD the measurenent residusal vector is dige

tributed N (0, RW L RI), or N(0, WR). The presence of BD is

currently detected through one of the variables below [28 - 29]

(1) Weighted residual vector r,= Jg; r

(1i) Normalized residual vector Iy = 'JD"l r

where D = diag (Rw"l)

(1ii) Quadratic cost function

T

J(x) =r  Wr = rdr %)

The detection of BD is based on @ hypothesis testing with
two hypotheses HO and Hl'
where H, no bad data are present

Hl HO is not true i.,e:. there are bad data,

Denoting by P, the probabilily of rejecting Hy when Hy
is actually true and P4 the probability of accepting Hy when Hy

is true. The hypothesis consists of testing J(x), lrwil or eril
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with a detection threshold Y’ which depends upon P,. For example,

considering the normalized residuals, one is led to:

- accept HO if IrNil <‘(,i=1,2...‘..m

- reject Hy (and hence accept Hy) otherwise.

The Ty has some interesting properties for acceptance as

detection test i.e. the Ry = test (29].

(1) For a same detection threshold, the ry~test is more sensi-

tive since IrNil > Irwi].

(i1) r, provides a more powerful test than r because
N W
ey, 11 > |8 oyl

(iii) Within linearized approximation and providede = 0, the
largest normalized residual, eri‘max corresponds to the
erroreous measurements in the presence of a single bad

data. This is generally not true for |ry | ..

(iv) For w =m/n ==, R ~1 and therefore r - ry,

(v) In presence of multiple ' BD the property (iii) above does

not hold true. In this case

Bry,] = zj ’?141-6—3

oo (2032)
dllnii

2.6.2. Identification

A set of BD, being known, it is interesting to determine
whether the measurement configuration is rich enough to allow their
proper identification, 4 set of BD is gaid to be topologically

identifi-able if their suppression & es not cause:



- System’s unobservability

« (Creation of basic or critical measurements, i.e, those measure-

ments whose errors are undetectable,

It is desired that the if £ is BD then f < m~n, It is

a necessary condition but not sufficient, as it must satisfy the

observability criteria discussed in pare 2.7, The techniques Of

BD identification are broadly classified in three categories [30] -

(1) Jdentification by Bstimation (IBE)
(i1) Non-Quadratic Criteria (N.XC)
(11i) Hypothesis Testing Identification (HTI),

2,6,2.,1 Identification By Bstimation (IBE)

~

Concepfually it is the continuation of BD detection step
implying residual vector Iy or (rw). In the event of positive
detection test, a first list of candidate BD is drawn up on the
basis of an RN test, then successive cycles of elimination =
reestimation - redetection are performed until the test becomes
positive, Two sub-classes can be distinguished corresponding to
the elimination of single or of group BD, The former consists in
eliminating at each cycle the measurements having the largest mag-
nitude of the normalized or weighted residual as introduced by
Schweppe et al [1, 2], While for grouped elimination a grouped
search has been proposed by Handschin \et al [31], It consists in
eliminating a group of suspected heasurements which supposedly
include all BD, and reinserting them afterwards one-by-cne. Another
variaton to this procedure is correction of suspected measurements,
in (2.29) [30]. The work by Xiang et al [28] nas proved that cor-

)

recting measurements amountf to their elimination,



2.6,2,2 Identification by NG

This methodology has bearing on minimizing the cost

function
. m
J(x) = 121 fi(ri/y‘i) ees (2.33)

2 2
where f; is equal to r, /6" when Irx1{ <Y, here r denotes
either ryy OF Ty and Y is a properly chosen threshold. When
lrg;| 37y £ takes one of the non-quadratic criteria detailed
by Handschin et al [31],

Applying the Guass-Newton algorithm to (2.33) gives the

following iterative algorithm (K = O, 1, 2 evse)
T
H PHx (K+1)=x(K)] = H' o 2z=x(K)] cor (2.34)

Here P and Q are diagonal weighting matrices. Comparison
of (2.34) with (2.6) show that the method consists in modifying

the weights of the measurements according to their residuals,

2.,6,2.3 Identification by HTI

This method comprises }Kf;hree main steps -

(i) At the end of detection test, which presumably has shown
presence of B, the measurements are arranged in decreas-
ing value of IrNil; i.e. in decreasing suspicion., 4 list
‘s’ the suspected measurements is drawn up and an estimate

eg Of the measurement error vector is computed as under

R -1
es = 'R, ss rs toe (2035)
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s WS es cee (2036)

By means of (2.36), the J(Qc) test allows verifying whet-
her all the BD have been selected.

(1i) On the basis of variance of gsi of the i'h meagurement

assumed to be valid and for fixed risk a, a threshold is
computed,

(1ii) Comparing leSiI with A; allows deciding whether gth
meagurement is valid (|°51| < A 1) or false, It is imp-
ortant to note that unlike detection test, this identifi~

cation test is particularized to each processed measurement,

The HTI method can be exploited through either of the two
strategies [29].

Strategy a« ¢ The decision is taken with a fixed type a error pro-
| bability of deciding false a measurement which is

valid,

Strategy f ¢ The decision is taken with a fixed type B error
probability of declaring valid a measurement which

is false.

2.6,3 Comparison of Identification Methods

A comparison of the above three methods of identification
with their relative advantages and disadvantages is given in
Table 2,2,

Slutsker [32] has utilized the best features of the above

methods and has suggested that the presence of erroreous meisure-
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ment is assumed when at least one of the two conditions is violated,
m
Jx) = £ (rg)% < p oo (2.37)
i=1 i

eriI (ri isl R se e (2038)

It has been reported that individual requirements in
(2.37) and (2,38) do not always generate ' an errer free measure-
ment set which is assured by meeting both the conditions., This
method performs identification in two phases, In phase 1, mea-
surements with the largest absolute normalized residual are suce-
essively eliminated and added to the suspected measurement set,
referred to as compensated set, The remaining measurements are
analysed for the presence of bad data by computing new values of
J(x) and Iy and comparing them with thresholds. BEach cycle
of this process is referred tc as identificationd pass, When the
identification tests (2.37) to (2.38) is negative the suspected

mea surements are assumed to include all bad data,

As a product of meagsurement elimination the estimated err-
ors of the suspected measurements become a?ailable. In phase 2
of the method the final classification of the suspected measure-
ments is performed by comparing their normalized estimated error
against statistically derived threshold, The measurements deemed

to be valid data are returned to the measurement set.

2.7 OBSERVABILITY

A system is said to be observable if with the available

set of measurements it is possible to determine the states of the
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system., It requires the measurements to be well distributed
geographically, Sufficient redundancy in measurements will allow
processing of BD as discussed in section 2,6, Thus at the stage
of design of a state estimator following questions must be

positively replied,

(1) Are there sufficient measurements toc make state estimat-

ion possible

(11)  If not, where additional meters should be placed so that

state estimation is possible

Temporary‘unobservability may still occur due to unanti-
cipated network topology changes or failure of communication link,
However, a system is designed to be observable for most operating
conditions, Therefore the observability test algorithm nust

satisfy following requirements -

(i) Test whether there are enought real time measurements to

mke statzs estimation possible.

(ii) If requirement (1) is not met, it should provide informat-
lon in respect to the part of the network whose states can
still be estimated with available measurements i.z. 5y@er— /Lf

vable islands.

(iii) It should assist in estimation of the states of observable

islands.,

(iv)  Selection of pseudo-measurements to be included in the

measurement set to make the state. estimation possible.



(v) It should guarantee that inclusion of additional pseudo-
measurements will not contaminate the results of the

state estimation,

These considerations lead to redefinition as under [33],

A network is said to be observable if for all ¢ such that
Hp = 0, ATp = 0. Any state 3" for which Hg"= 0, AT¢ £ 0 1s called
: x| T . *
unobservable state, For an unobservable ¢f let § = A" ¢ if

6; 4 0 then the corresponding branch is an unobservable branch,

Here H is the B’ matrix of the fast decoupled load flow.,

A is the incidence matrix and ¢ is the angle vector.

Mathematically network observability is related to the

rank of the Jacobian matrix, The rank of matrix is very sensitive

—

to the numerical values of its elements, where-as the observabi-
lity should not. Therefore most of the methods proposed on net-
work observability 8re combinatoric in nature and use no floating
point calculation., Clements and Wollenberg [34] proposed a heur-
istic procedure to process measurements for observability, All-
emong et al [35] proposed a modified version of the Clement’s

method as it was conservative in the sense that it may label an
observable systems as unobservable, Handschin et al [36] proposed

a method which tests connectivity of the Jacobian matrix. Krumpholz
et al [37} %8, 39] utilized concept of grabh theory to develop a |
theoretic topological basis of a algorithm for network observabi-
lity, These combinatoric methods were since very complex and

computationally expensive Monticelli et al (33, 40] developed an
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observability algorithm on Traingular Factorisation. ‘This algo-

rithm has theoretical basis on five theorems , brought out in

Appendix B.
2.8 CONCLUSION

The NE method being the basic one has been initially
taken up for implementation. The HACHTAL'S method for its super-
jority discussed in para 2.4,5 and 2,5 has also been selected

| for implementation‘,_EfS*S3Ei~E£EEEEE}E§,33§_EEEE£X?bility are

o | bility are

‘ ? essential constituents of a state estimator. However, these

EEiffziilfﬂﬁilxﬁgpggg_;pcluded in the present software because,

these areas in themself are of special study and it has been
considered as next stage of the development of state estimator,

and included in future scope of work,
. ,__.,"""-’_M‘ e



CHAFTER - II1

IMPLEMENTATION OF POWER SYSTEM STATE ESTIMATION METHODS

3,0 INTRODUCTION

The Normal Equation method and Hachtel's Augmented Matrix
method have been selected for implementation., The former being

pbagic method and the later one is recently reported method for

——

Power System State Estimation, Fast decoupled version of these
methods have been reported by Wu et al [15], using double preci-
sion computations for solution of equations. Fast decoupled imp-
lementation of these methods were developed using single precision.,
It was seen that in single precision computation these methods were
non-convergent. This necessiated the development of implementat-
ion using full Jacobian of Newton-Raphson method in single preci-
sion. The natural decoupling of voltage angle'and magnitude with
active and reactive power, facilitates decoupling of equations
[24]. Therefore all the equations have been developed in polar

e ——

co-ordinates for facilitating subsequent extension into decoupled
w

versicn.

3.1 FUNDAMENTAL REQUATIONS

The state variables of power system are V and &, while
measurements are active and reactive power injections at buses and

line flows. The equations for bus power injections and line flow

are -«
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BTSRRI Z:'eii’ Yoy = 1Yyl ZZ ®i3 ve (3.2)
Power injection : Si = Pi + j Qi vy (302)

2 ‘ n
P, = lvi, eyiil Cos,, + .zllyij vy le X

J:z
JAL |
COS(éi - 63 + eij) cee (303)
2 n ,
q = lvi Yiil Siné, . + 321 IYij v, le X
JAL
- ' L
sm(éi éj + eij) vee (3o4)

Line Flows # Pyy= vy vy Yijl Cos(é; - &y + eij) -
2 Y
vy Yijl Cos 6, , on (3.5)

Q4 = lvi vj Yij] Sin(s, - 64 + eij) -

2

v, ¥;41 sin 6 co (5.6)

J

The Jacobian H in (2.8) is derived from (3.1) to (3.6).
The elements of H are initially derived considering measurement
of active and reactive power injections on all the buses and line
flows at both the ends, In case some measurements are missing,
then rows and columns correspending to these measurements could

be deleted while structuring H matrix.

The Jacobian;nrtitionsfh, HB’ HE.and HF in (2.8) are square

matrices and their diagenal elements are -
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P n
i - -
'SEI~ = _j=ﬁ |Yi3 vy le Sln(éi éj + 913) eee (3.7)
JAL
Bpi 2 n
= |2V, c Y Cos €,, + L |Y,. V., V.| x
ST = 120 Yyl 11 321' 15 V1 Vs
3h1
Cos(éi - éj + eij) vos (3.8)
2 Q n
55, = jil |1ri.j A le Cos(6, = by + 913) ees (3.9)
JAL
! 2|v.2 Y,,| Sin © 2 Y. V. V.| 3
‘E;VI71§;T = elVy Yy SRS T U 31 Yi3 V4 3' X
JAL
Sin (6; = 65 + 6, .) .. (3.10)

The off diagonal terms of Hy» HB’ Ha,and Hp are not symm-

etrical as shown below,

C(1,1)- - - (1h9)-
C(3)- = - (3r3)-

The (i,j)th element corresponding to H, will be

25 IY,. V, V.| Sin(6, - &, + 6, .)
38y " Mg T Tgt RN T Byt Py

= 1¥5 vy vyl sin(e;  + a8 eer (3.22)

13

where A(Sij = 61 -~ éj
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and (,j,i)th of Hy will be

° P ' 6 ] 12
-5‘31 = IYij Vi 3 Sin( i3 - A ij) see (30 d)

Likewise in all the off diagonal elements of Hy, Hp and
HF’ the Aéij will appear with opposite signiénd distort their
symmetry. However, matrix H,, HB’ HE and HF are structurally

symmetrical, The off diagonal elements of Hp HE:and Hp are -

oP

i
>
—-a'-—'é-‘:j- s‘lYiJ Vi le COQ (eij + Aéia) .". (301&)
2% IY,. V, V.| Sin(e 6,.) (3.15)
Ww = i‘j i J n ia -+ A ij L3 ) ]

The line flow measurements contribute to HC, HD, HG and
Hy partitions in (2.9) and their respective elements are -
a Pi-{
9V
064 J

aPi ‘ LI (3.16) .
3;333 = lyij vy le Sin (6; - 63 + 913)

RE
W = I\fi Vj Yi.j. COS(éi - 63 + eij) -

2
|2vy Yijl Cos 8, 4

2P
i3
= |Vy Vi V4 -

= - lYij vy vjl Sin(&; -~ 6, + 6

i3/

eee (3.17)



.
ij _ v.| Cos -6 0. !
35, = g Vo Vsl Oos (6= 8y 05)
bQ e e (3018)
—Xd ooly.. V. V.| Cos -6 9, .
065 Yi5 Vg Vgl Cos(6y - 65 +8;4)

aoi,w 2.4 |
13V291 i Vi vy Yy4l sin(ey ~ 64 + 844) -]2V,7 ¥,,] Sin 6,

.a}w-ra Vi vy gyl Sin(ey = 65+ 6,.)
(3.19)

3,2 NORMAL BQUATION (NE) METHOD

The mathematical formulation of NE method has been discu-
ssed in 2,4,1. A pre-requisite for determining state corraction
vector by sclving equations (2.12), is computation of E(= HTWH)
and AZ(= H' Waz). Algorithm for state estimation by N& method is

given in Fig. 3.1,

The sclution steps of this method are as follows -

1. Read system data and compute YBUS and initialize state V ;
and &, Select convergence tolerance /& ~—— . W___/ r)

2. SetwK,<—1. )

3, Compute Jacobian H in (2.8) using (3.7) to (3.19).

4, Compute gain miatrix I (= HT WH) in (2.6) and store non-zero
elements,

5e Read measurements and calculate mismatches Az in (2.3).



START

READ SYSTEM DATA
INITIALIZE Vv AND &
SELECT CONVERGENCE TOLERENCE €

)ENCE

NCE

YES

1

SET ITERATION
COUNT K =1

CALCULATE ELEMENTS OF
Ha>HB s HC :HD sHE 5 HF»
HGgsHH [N

(3.7) 10 (3.19)

CALCULATE %
IN (2.7)

[READ MEASUREMENTS |

CALCULATE MISMATCH
AZ IN (2.3)

!

CALCULATE A7
IN PARA 3.2

1

SOLVE EQUATION 2.2
FOR Ax

!
[ SORT MA’ii axil ] STATE 0 DATA BAS

TRANSFER SYSTEM7
E

UPDATE STATES

[Elk+1=]Ek| + 2EK -
Sk+1:=6k + AbBk

NO

K < K max
?

ALGORITHM FOR STATE ESTIMATION BY NORMAL EQUATION
METHOD
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6. Compute sz (= HT Waz) in para 3.2.
7. Solve (2.€) by LI factorisation for state correction vector ax.
8. Correct the estimates xp ;=X + ax. If maxilaxil <€

then output the state to data base and go tc Step 2.

9. Increment iteration count K= K4l, If K < Kmax’ then go
to step 4. Otherwise modify convergence tolerince and

initialize iteration count K +1, and go to Step 3.

The results of state estimation comparing with base case
values and measured values for Two bus and Six bus (SPC) systems

e ———

are shown in Tabl%;iyl(a) and 3,1(b), respectively;/»

3.3 HACHTEL’s AUGMENTED MATKIX (HACHTEL) METHOD

The mathematical aspects of this method are discussed in
para 2,4.5., This method bas advantage of saving computation of I
ané az, It, however, has higher order matrix due tc augmentation.

Coefficient matrix in HACHTEL method is quite sparse, while in NE

method the matrix is quite dense.
\*—ﬂ‘_‘\.—/

The set of equations in HACHTEL method are defined in (2.28)
The diagonal elements corresponding to the constrained buses are
zero, Thus controversy or any ill-conditioning due to excessive
weights on, these virtual measurements is averted., It is,further,
noteworthy that all other row and column elements outside C and CL
respectively are zero. Moreover rows of C matrix are rows of H,,
Hg, HE and HF sub-matrices in (2.8), Therefore, while implementing

the algorithm, instead of clubbing them separately in C and ¢t



TABLE 3.1(a)

NE method -~ ¢ Bus system

PARILLULHR¢

BUS POWER INJECTIUONS -

--==5TATE EollHHllUN RESULTG--~~

“HEASHREU*

*HBAGE CAbft

NO. TYPE

HLIIVL PDwER'

1 0 1.439449
2 3 1.43936
REACTIVE POWER

1 0 .01e7
2 3 LMB2

LINE POWER FLOWS -
FROM
ACT IVE POWER:

10

L ~1.5000
2 1.4947
REACTIVE POUER:

1 ~.0le/

2 L1480
BUS VOLTAGE MAGNITUDE -
N .

L L 9E62

e ‘ 1.0000
BUS VOLIAGE ANGLE

r.q U + .

1 .58/

2 . 0000
N.S. ANGLES 1N RADIANG

PUWER AND VOLTAGE MAGNITUBES IN ©.

Summartry of errors:

Sum
Sum
Sum
Sum
Sum
Sum
Sum

ot
of
of
of
of
of
ot

bus active power measurements errors
hus reactive power measurements errors
line active power measurements errors
line reactive power measurements errors
all active power measurements errors
all reactive power measurements errors

all measurement ercors

1.4569
1.5370

-.0061

742

~-1.5446

1.4973

01491
1326

L5106

1.5103

-.0053
4136

*h%IIIATbU*

-1.5107
1.5104%

I I

.0053
L1511

L9750
.3875

2671
OOOO

5

i i
LW L

s

i
1

e

5!

, 899
.70
O
.26
L34
.92

4¢



NE method - b Bus (5PC) system

i —— - - — - 4 T e o o e S oy v o AT Sm W e S Y M W Ay 0 . A o W A A e S

PARTICULARS *BASE LASt* *MEASURED* *ESTINATED*
1 a 3 4
BUJ POWER INJELTIDNb
NO. TYPE
ACTIVE POWER:
L 0 .5631 .5e01 . 5600
< 0 . 9852 .3478 .8637
3 e -.1165 - 1e17 -.1213
4 2 1.3285 1.3ee3 1.3340
5 e 1.43993 1.45%3 1.4313
b 3 ~. 6380 - .b104 -.b6524%
REACTIVE POWER
1 0 .0381 .0203 0324
2 0 .10e2 .0762 .1011
3 2 ~.0131 -.0485 -.0ces
4 e 0277 . 0681 . 0649
5 e L0746 . 1064 .0682
b 3 1.3406 1.3250 1.3214
LINE POWER FLOWS -
FROM TO
ACTIVE POWER:
1 c . 3586 . 3086 . 34396
e 1 -.3378 -.381¢2 -.32381
1 S -1.4427 -1.4584 -1.4328
) 1 1.43833 1.53e0 1.4813
1 b .5208 .14738 5233
6 1 -.5128 -.5108 -.5148
2 4 Rl 3= I it ~-.1688 -~ . 4542
4 = 512l V1704 .Slek
2 b -.1328 -.1565 -.1804
8 e 2088 2037 . 1838
3 4 -.7484 -.7741 -.7526
g 3 8165 8598 .B216
3 B .3318 . 3746 .3313
B 3 -.3e81 -.3055 =-.3275
REACTIVE POUWER:
1 2 -.0320 -.0370 -.0377
2 1 .0470 .0364 . 0527
1 5 L0615 .0B45 .08e2C
S 1 L0746 04385 . 06382
1 S) -, 3454 -.34ee -, 3454
B L 1270 .150¢2 .1378

TABLE 3.1(by
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4

Sum of all measurement ecrars

.39
Q7
77
.08
. BB
.0c
.88

1 c
2 i4 0488 .0416
H e -.0287 ~.,0164
e 6 -.1981 -,1954
B o .1805 .1873
3 4 .Q77¢& 0630
“ 3 -. 2436 ~.2187
3 b -.0303 -.0853
6 3 .Q731 L0636
BUS VOLTAGE MAGNITUBE -
NG . _
1 .89605 . 9463
e .9204 . 9084
3 1.0000 .98681
‘4 1.0000 .3938
5 1.0000 ,9839
5] 1.0000 9876
BUS VOLTAGE ANGLE -
NG . ‘
1 .1197 1237
c ' ~-.0323 ~-.0302
3 .04bY4 L0474
4 L4645 4704
5 . 3800 L3910
b .BGO0 .0000
B, 1. ANGLES [N RADIANS
2. POWER AND VOLTAGE MAGNITUDES IN P.U.
summary of errors:
Sum of bus active power measurements Brrors = 1
Sum of bus reactive pouer measurements errors = -2
Sum of line active power measurements errars = 4
Sum of line reactive power measurements errors = %
Sum of all active power measurements €rrors = ]
Sum of all reactive power measurements errors = ¢
= 3

E-03
E-0c2
E-Ce
E-03
E-02
E-Ge
E-02

42
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submatrices of the augmented coefficient matfix, they have been
retained in respective positions of HA. HB' HE and Hp sub-matrices,
and their corresponding diagonal elements are made zero., This is
equivalent to re-ordering of row and column and simplifies struct-

uring of coefficient matrix.

The stepwise procedure of the method is as under -~

1. Read system data and compute YBUS and initialize states

V and &, Select convergence tolerance ¢ .
24 Set K =1,

3. Compute Jacobian H in (2.8) using (3.7) to (3.19). Store

non-zero elements.
b4, Construct Hachtel’s Augmented matrix in (2.28).

5, Read measurements and calculate mismatches az in (2.3).

Construct right hand side vector in (2.28).

6. Solve (2.28) using LU factorisation and sort state corr-

ection vector ax.

7e Correct state estimates. If maxilaxil <€ then output the

state to data base and go to Step 2.

8. Increment iteration count K < K+l. If K < K ., then go
to Step 4. Otherwise modify awnvergence tolerance and ini-

tialize iteration count K =+ 1, and go to Step 3.

The algorithm for state estimation by this method is given
in Fige. 3.2. The results of state estimation comparing base case

values and measured values for Two bus and Six bus (SPC) systems



START ).

READ SYSTEM DATA
INITIALIZE V AND &

SELECT CONVERGENCE TOLERANCE

J

o

i

Ke1

SET ITERATION COUNT

—

IN(3.7) TO (3.19)

CALCULATE BLEMENTS OF HA»
HB yHC HD’HE,HF,HG AND HH

1

MATRIX IN (2.28)

CONSTRUCT COEFFICIENT

[READ MEASUREMENTS |

IN (2.3)

CALCULATE MISMATCH

[  SOLVE ('2.28)

1

maxi |Axi

SORT STATE CORRECTION
VECTOR Ox IN 2.28 AND

!

UPDATE STATE

|Ei| =— |Eil + AEj
§i *— B +A6j

MAXi | Axi| <€

K= K=+1
MODI FY
CONVERGENCE
TOLERANCE NO K < Kmox
?
YES
FIG.3.2

YES

TRANSFER
SYSTEM STATE TO

DATA BASE

/

—d

ALGORITHM FOR STATE ESTIMATION BY HACHTEL'S METHOD
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are shown in Table§3.2(a) and 3.2(b), respectively. The Table
3+2(c) shows simflar results for 14 bus IEBE system.

3.4 DISCUSSION

The results of State Estimation by these two methcds have
been obtained on the identical base case values and measured values
for Two bus and Six bus systems. It is seen from the results that
‘the state estimates are practically identical in both the methods.
Since there is biased error in measurements,as depicted in summary
of errors shown with tabulated results, there is slight drift from

base case values in approximated states by the State Astimators.

The computation time of the two methods for Two bus and
Six bus systems are shown in Table 3.3, It is seen that for two
bus system the computation time by NE method is marginally less
than HACHTEL method. But for Six bus system there is significant
gain in computation time by HACHTEL method. Computation time for
Six bus system by NE method was since inordinately high, State
fBstimation for Fourteen bus System was made only by HACHTEL method.
It is seen that inspite of increase in system size by about 2.5
times the computation time has in-creased by about 2.2 times.
This confirms that notwithstanding to the increase in order of
matrix in HACHTEL method, there is considerable saving in compu~
tation time. Iarge computation time in NE method is attributed
to computation of I(= H' WH) and A% (= H' WAz). The matrix H is

since stored in sparse form, the matrix operation are further

time consuming.



PARTICULARS *BASE CASE*

TaABLE  3.2(ay

HACHTEL s method - 2 Bus system

—--=STATE ESTINAIION RESULTS----

*MEASURED* *ESTIMATED*

(o v e = aa — o e A s s e o S A e s e o e A e e S s = o e S o 2 — —

BUS POWER INJECTIONS
TYPE
ACTIVE POWER:

NG .

Am b A Wk e ek i e e i

1.,1388 1.4563

1 0 _ 1.5106

2 3 1.4836 1.5370 1.5103
REAUTIVE POWER:

L 0] 0127 -.0081 ~, 0059

2 3 L1482 B Wi 44 MH36
LINE POWER FLOWS -

FROM TO

ACTIVE POWER:

1 e -1.5000 -1.5446 -1.5107

e 1 1.4997 1.4973 1.5104
REACTIVE POWER:

1 e ~.01e7 .0191 .00583

2 1 L1482 .13e6 L1511
.BUS VOLTAGE MAGNITUDE -

NO‘

1 L9862 L5750

ol . 1.0000 .9875
BUSo VOLTAGE ANGLE -

NU .

1 ~.2h87/ ~.e2B71

d . 0000 L0000
N.B. 1. ANGLES IN RADIANS

2. POWER AND VOLTAGE MAGNITUDES IN P.U,

Summary of errors:

Sum of bus active power measurements errors = 5,55
Sum of bus reactive power measurements errors = -1.389
Sum of line active power measurements errors = 4,70
Sum of line reactive power measurements errors = -3.50
Sum of all active pouwer measurements errors = 5.¢b
Sum of all reactive power measurements errors = —2.34%
Sum of all measurement errors = 2.92

E-03
E-02
E-02
E-03
E-0e
E--0e
E-02
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e et e o ot M g gy e o PO A b T At = oo ekt et A - i - o s S e o e ke ety = m M e

ot e o o i e o o o o ] i S—n o i e s o et W e o o v - ot o WA b A e bole S S Ain B M s es s M o

1ABLE

BUS POWER INJECTIONS -

TYPE
ACTIVE POWER:

EACTIVE POWER:

b

1.

.5631
.89852
4165
., 3e85
.13888
.B38A

.03491
.loee
.0131
.0e77
.0746
3406

LINE POWER FLOWS -

ACTIVE POWER:

tALJIVL POWER:

NO.

1 0

c 0

-3 a

4 e

5 c

6 3

R

1 0

e 0

3 e

‘4 e

5 e

b 3

FROM

1 =
e 1
1 S
o) 1
1 B
b 1
[ ‘4
‘%t [
e B
b e
3 “
1 3
3 b
B 3
R

1 e
e 1
1 9
5 1
L 6
b 1

. 3586
-.3378
1.44e7
1.4389
©.5208
.51¢ed
- . 4544

.51¢2l
-.1823

.20e8

L7484

L8165

L3319

.3egl

|

-.0320
.0470
.0B1S
0746

= . 3454
1270

3.2(hy

HACHIEL 's method - &6 Bus (SPC) system

5201
.3478
- 4217
1.3ees
1.4553
- .6404

.0e03
.0762
-.0485
. 0684
. 1064
1.3250

. 3086
-.381¢2
- 1.4584
1.53e20
4738
.5108
.4688
L1704
.1565
.20387
7741
.858¢2
L3746
3055

t

|

i

.0370
. 0364
.0845
0485
~.34%ac
.1502

t

$
-

5600
.9B637
ME13
3340
V13813
654

0324
.1011
.02e8
.0643
0632
L3214

.3496
-.3291
4329
1.4913

5233
~.5148
- . 454p

5124
-, 1804

.1899
- 7526

L8216

L3313
-.3275

~.0377
0527
.08e0
06392
-, 3454
.1379

contdea.
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.B.

=3 -

a
6
e
4
3 —
b
3
8]

c

088
.0eB7
.1981
. 13905
077¢e
2436
.0803
0731

POV E W Z

i

TR

Summ

Sum
Sum
Sum
oim
S5um
Sum
Sum

B e e

VOLTAGE ANGLE

o v s i, oo e o

ary of errors:

ANGLES IN RADIANS
POWER AND VOLTAGE MAGNITUBES IN P.U.

. 9B0%
. 9204
.0000

.0000
.0000
.0000

L1197
.03e3
. 046
J4B45
. 3800

. 0000

3
L0bbY
-.0538
~.ea4d
. 1903
L0497
~-.2243
-. 0962
0256

of bus active power measurements errors

of bus reactive power measurements errors
of line active power
of line reactive power measurements errors

measurements errors

of all active power measurements ercors

of all reactive power measurements errors

of all measurement errars

4

0416
-.0l64
-, 1354

1873

.0B30
-.2187
-.0859

L0686

L8463
. 9084
. 9881
.9888
. 9833
.8876

.1237
~.03C2
L0474
L1703
.3810

i

1.39
-2.07
“4.77
4.08
1.8
c¢,0e
3.88

a % 0 n

no

.0000

E-03
£-02
E-Qe
E-03
E-02
E-02
E-02



TABLE 3.2tcy

HACHTEL s method 14 Bus (lEEE) system

-—-==STATE ESTIMATION RESULTS----

P ot o e e v o b han o n Ao e et o e ot o oat e iee e e rn 4% 0% e An ioen i e s o w1 e e e an S Povm ot et et e o 20 it

BUS POWER INJECTIUNS -
NO. TYPE
ACTIVE POWER:

13 2.3450 2.3500 2.3343
22 .1830 2310 2147
3 @ - . 9420 ~.9920 -1.0038
4 0 4780 4440 L4384
5 0 0760 0520 L0467
6 @ -, 1118 ~.1019 -.1087
7 0 . 0000 0110 -.,0168
B 2 .0000 ~.0330 ~.0309
g 0 2950 .3202 L3034
10 o . 03900 1630 .1134
11 0 L0350 L0201 L0438
120 .0B07 . 0B5S6 L0528
13 0] L1354 . 0604 . 1070
it 0 L1490 .1539 1618
REALTIVE POWER:
13 -, 0342 ~.0008 .0006
g 2 L2692 L2432 2568
3 2 L1487 L1167 L1144
TR .0390 . 0800 .08't1
5 O L0160 -,02840 ) -.035%3
6 @ .0291 -, 0449 -.0093
70 L0000 ~.0148 -.0102
g oo 081 1601 . OBIH
9 0 L1659 L1539 1473
100 .0580 L0532 L0359
110 0179 .0329 .0386
12 0 L0152 . 0204 L0114
13 0 .0586 .0B66 . 0543
14 0O .0501 0271 .0511
LINE POWER FLOWS -~
FROM  TO
ACTIVE POWER:
1 2 1.5863 1.5303 1.5800
e 1 ~1.5427 -1.5395 ~1.5376
1 5 L7587 L7558 L7543
5 1 - 7304 ~.6854 ~,7267
2 3

L7116 L74BY L7710
. tontd.



1 c
7 Y 0450
Y 9 0163
3 4 -.00c3
o) 6 1630
6 5 1067
B 11 o421

Ll 6 -, 0408
6 1e .0es5

1 8 -, 0839
6 13 0759

13 &) -.0715%
7 B -.0829
8 7 0841
7 g .0363
9 7 .0e85
S| 10 0358

10 3 0355
3 14 03ee

1t g -.0298

106 11 -.0225

L1 10 .0eeg

e 13 .0088

13 12 -.0087

13 14 .0216

14 13 -.0203

BUS VOLTAGE MAGNITUDE -

NO.

1 1.0600
e 1.0400
3 1.0100
4 1.0055
5 1.0091
b 1.0500
7 1.0358
8 1.0500
3 1.0324

10 1.0279

11 1.0353

e 1.0348

13 1.02985

14 1.0127

BUS VOLTAGE ANGLE -

NO .

1 .0000
2 -.08B6Y
3 - 2elb
‘4 -.1739

i

!

¢

i

!

i

]

]

i
—
W
O
@]

i
O
n
o0
w

.0408
.0404
L0413
.0388
. 0045
-, 0040
.0078
~-.0077
L0141
~.0123

!

}

. 0686
.04ES
0113
0118
0174
.0553
L0455
. 0604
O4ed
.0369
.0401
.04e3
1.0371
1.0206

e el ol =Nl SR S SRS RS

.0000
-.0847
e 8857
-,1766
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W0

11
10
13
12
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13

REACTIVE POWER:

WU LSS WU LE WU — M-

NHFHFUQERR U E VW Ul — Y

c 3

- 7177 -. 7467
5650 5650
-.5478 -.5178
L1191 4210
- . 4047 -, 4087
T.ectd - 2463
ce8b . 2906
-.B60Yv5 - . BBSY
2832 . 3033

- 88jd "-885%
1631 . 1391
-.1b31 -~ . 1646
4465 LYY
-, 1466 -, 4626
0751 1281l

-, 0744 -.0724
0783 076

-, 0775 - . 0754
1786 L1803
-.1763 -.1796
000 0870
0000 ,0017
2832 298P
-.2832 -, 30ce
0509 .04386
-.0508 - . 0466
0931 .0811
-.0915 - . 08064
-.0338¢2 - . 0407
OJS% —‘OISb
gle8 0183
-.0167 -.1047
0576 . 0586
-.0570 -.,0586
-.1207 ~,1P33
-185% .1%0%
0865 .0B386
~.Decet -.0ase
0089 . 0963

, 0460 0441
0ces .0206
0033 .0036
O%et L0457
0183 -, 0343
.10e8 .1518
. 1271 ~-.0631
L1108 L0245
1074 ~-.1091
~,0300 -.0c30

RuLS 366
¢ore-- {inrary UDIVErSITY OF ROOThw.
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X
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o
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.0351
0265
.0263
.0138
.036%
0450
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-, 1485
-.2'160
~.2358
-.2407
~-.2653
-.2631
~-.25399
-.26C1
-.2bl7
.2835

1. ANBLES IN RADIANG
2. POWER AND VOLTAGE NMAGNITUDES IN P.U.

SUMMARY OF ERRORS:

SuUM
suM
S[ut
Sum
Suh
sun
S5UM

OF
QF
OF
OF
OF
OF
OF

BUS ACTIVE POWER 1MEASUREMENT ERRURS
BUS REACTIVE POWER MEASUREMENT ERRORS
LINE ACTIVE POWER MEASUREMENT ERRORS
LINE REACTIVE POWER MEASUREMENT ERRORS
ALL ACTIVE POWER MEASUREMENT ERRORS
ALL REACTIVE POWER MEASUREMENT ERRORS
ALL POWER MEASUREMENT ERRORS

i

U o

honon

i

U U e T

LOOE--04
.00E-0O4
J1E-Qe
.10E-03
.39E-02
.S0E-03
.94E-0e



TABLE 3.3

COMPARISON OF COMPUTATION TIME

53

51 | Normal Equation Method

HACHTEL’s Method

N System .
O. Iterat-| Time/ Iterat-| Time/
ions Iteration ion Iteration
1 2 Bus System 2 3.93 sec 2 4.07 sec
2 6 Bus (SPC) 2 8 min 2 21.81 sec
System ' 25,18 sec
3 14 Bus (IZRE) - (? 2 48,1 se:
Systen ‘

l

O .

\/CV (‘\
R
74

v
:
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5.5 CONCLUSION

The superiority of HACHTEL’sAugmented Matrix method is

confirmed. It is efficient for state estimation studies., It is
._-.—:-—-—“"——""""

also concluded that the gain in computation by HACHTEL method in-

creased with the increase in size of the system.



CHAPTER -~ IV

HI<KARCHICAL STATE EST IMATION

4,0 INTRODUCT ION

The growth in size of power systems poses computational
time restriction on stata estimator, In view of thi:, in recent
years considerable amount of effort has been devoted to both the

theoretical and practical aspects of State Bstimation., These in-
""-_—_—_—_———u-‘ .

clude S& technijgue, numerical methods, programming techniques and
hardware development. Hierarchical State BEstimation (HSE) is one
of the analytical aspects of the problem, where local statz esti-
mation is carried out for each area by decomposition of the net-

work and coordinating area corrects the states of the dboundary

Kurzyn [43] in his survey on methods for Hierarchical 3tate

Bstimation has summarized the desired characteristics as under -

1. low Applicability Constraints ~ These concern the way a
large system can be decomposed for control purposes,
and possibility of using SE, observability analysis,
ill-conditioning treatment and bad data handling.

2. High/Reliability « Minimum data transgfer leading to state

astimation even under condition of failure of one of

the areﬁgto supply the data.

A
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S High Robustness - This means good convergence character-

istics under a wide range of system conditions.

4, Sufficient Accuracy - The HSE is not as accurate as Inte-
grated State Astimation (ISE). But degradation in
accuracy of HSE must be within acceptable limits,

5 Bfficient Bad Data Handling - It is applicable at both the
levels,

6. Iow Complexity - It concerns application convenience.

7. Gain in CPU Time - This is an essential feature and is

o,

 compared with ISE,

8, Easy Observability Analysis - It is applicable at both the
levels.
9. Reduction in Core Memory = In view of the reducing costs

this is less important criterion,

Van Custem et al [44] and Tripathy et al [45] have suggested
two level HSE in which a network if divided into K suh-networks,
K+l solutions are obtained. One solution for each area and K+lth

solution for interconnecting area formed by boundary nodes and tie

%}222; The First level State Rstimation (FSE) provides estimates
of local area utilizing its own measurements, The Second level
State Bstimator (SSE) uses the states of boundary buses as pse-
" udo measurements and the measurements of the tie line flows for

State Bstimation. In case, information of ®le line of one of the
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are;gis not available to the SSE, it continues operating with

all the remaining available information of the tie line of the
remaining area.,
Seidu et al [46] have stretched the logic further, to dev-

elop coupling equations in respect of the inter-connection so that
L )

overall effect of the system is reflected on boundary parameters.,

They have used sparsity oriented optimally ordered traingular
factorisation to solve the system of equations. This algorithm,
however, requires large data transfers to arrive at the correction

vector and thus defeats requirements of reliability discussed above.

Iwamato et al [47] have developed HSE mainly based on

Second Order lLoad Flow method, The first level State Estimator

in each iteration computes sub-optimal correction vector of the
internal boundary buses using pre-estimated states of the external
boundary buses. The sub~optimal correction vector associated with
coupling information is transmitted to SSE, where optimal correct-
ion vector of the external boundary buses is computed and returned
to FSE. This scheme requires repetitive data transfer, however,
less than that suggested by Seidu et al [46]. Recently a Decompo-
sition Approach for load Flow Solution of large systems has been

reported, ’) Wk
S

4,1 DECOMPOSITION MATHOD

In this method with the pre~estimated states of external

boundary buses State Estimation is carried out for an area. This
pLAER DEv tuT en EmERe

provides sub-optimal states of internal boundary buses of the
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area under iteration. These sub-optimal estimates serve as
pre~estimated'states of external boundary buses of the connected

area, One complete cycle of inter-area changes forms one coor-

dinating cycle or global solution,

The set of buses used in local state estimation of Ith

area comprise§gf the internal buses of the Ith area and external

boundary buses of the connected area and is expressed as

I LI 1 I-1 I+l n
B =BiUBb e s UB UB oncooUBb 6o (“al)

l'I bI-l’I bI+l’I n’I

Similarly set of lines used in local State Sstimation of

Ith area are the internal lines of the Ith area and tie lines

connected to the th area =

LI=L£UL% aoooUL%-l ULg+1 o¢c--U1€ L) (4.2)
1,1 I-1, 1 I41,1 n,I

Likewise measurements are the internal measurements of the

area, measurements on the lines connected to the Kth

area and pre=-
estimated states of the external boundary buses as pseudo-measure-

ments e

ML = Mi U(M% v UMl g mitt

n
e 600 U M )
1,1 t1-1,1 41,1 L

A

~l 11 AT +1
UR,. U eeeunn U Ux% cerie U
1’1 be""l

1) ere (443)
’ I+1,I n’I

The algorithm has been shown in Fig, 4.1. Stepwise solu-
tion procedure of this method is -

1. Read system data and decompose the network into N blocks,

prepare block data and boundary data.



START

/READ SYSTEM DATA /

DECOMPOSE NETWORK IN N BLOCKS
AND PREPARE BOUNDARY DATA

[READ BOUNDARY DATA |
| P
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} M
[ READ MEASUREMENTS |

INITIALIZE € TOLERANCE LIMIT
AND MAXIMUM ITERATION COUNT
KMAX  FOR GLOBAL SOLUTION

Ke—1 I

i

] =1

[READ 1th BLOCK DATA |

UPDATE omﬁfos/s‘xfeaum
BOUNDARY/MISES FOR 1th BLOCK
FROM BOUNDARY BUS DATA TABLE

!

PERFORM STATE ESTIMATION
FOR Ith BLOCK

t ,
UPDATE BOUNDARY BUS
DATA TABLE
e NO
{1+ - 1t 2 N
?
NO YES
NO
K > KMAX Ke—K+1 | MAX; | Xbil <e
P 7
YES YES
MODIEY TRANSFER STATE TO
bihe, eJ ... DATA BASE
i

(G. 4.1

7

ALGORITHM OF STATE ESTIMATION BY DECOMPOSITION

R e e
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Read boundary'data, internal and external boundary buses

of each area and tie 1lines.

Set maximum iteration count for global solution Kwzyx ..
Set K - 1.

Initialize convergence tolerance € for global solution,

Read measurement data and sort them blockwise.

h

Read data of I block.

h yiock

Update V and 6 of external boundary buses of It
from boundary data table,

h

Perform State Estimation of It block using solution steps

given in para 3.3.

Update boundary bus data V and 6 corresponding to the in-

th block.,

ternal boundary buses of I
If T £N then I=«1I + 1 go to Step 7.
Increment global iteration count K=<+ XK + 1,

If maxiiAx;I <€ then transfer states to data bsse. Ini-
tialize global iteration count K <1 go to Step 6.

If K > Kyax modify convergence tolerance. (o to Step 7.

In this algorithm states of each area are estimated sequ-

entially and updated states of the boundary buses are used in se-

quence, while updating the states of the remaining area, This

algorithm can algso be used on parallel processing.
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4.2 RESULTS AND DISCUSSION

N
N
- o —

The implementation of the method developed in para 4,1
was made onﬁgggggggg_gga_lgggisystem. The network is shown in
Appendix C . This network was decoupled in two areas as shown
in Figs 4.2, The results of state estimation obtaired by the
decomposition method are shown in table 4,1, which frovides com=-
parison with the base casge values, medasured values and estimates

of Integral State Estimation (ISE), Each area sub-network required

two iterations, However, after one ©®mplete cycle i,e. Global

Solution no further stéte correction was needed,

Kurzyn [43] has reported that the estimates of HSE are
e———

not as accurate as that of ISE. However, it is seen that the
results of State Rstimation by Deccmposition (DSE) are reasonably

close to the estimates of ISE as reported in Table 4,1,

4.3 CONCLUSION

T N e —————

The effect of gain in computation tipe could not be demo-

nstrated on Fourteen bus system since it was not large enough to

Justify the decomposition., The area B hasg Bleven buses out of
Fourteen buses in the system, However, the aim wae to demonstrate

the method,
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IABLE 1.1
CUMPARISON OF INTEGERARED STATE ESTIMATION
AND DECOMPOSILLON METHOD
(14 BUS TkEE SYSTEMS

T S ey SV Sl e

----5TATE ESTIMATION RESULTS----

@ e vt o ——_— A a8 s e e e - -t o w Gm M i v e G o A rm e b S W . A e S W e mah N o e - e e e e

PARTICULARS *BASE (CASE* *MEASURED* *ESTIMATED*
[SE = HSE **

BUL POWER  INJECT FUNS
NU. LYPE
ALLIVE PUWER:

1 3 c. 3450 2.3500 2.3343 2.3390
= e . 1830 ,2310 217 0.2240
3 o4 - G420 ~. 493820 ~1.0038 =“1.0031
4 0 L1780 40 11384 0.338Y
-} 0 .0760 .0520 0467 0.0b58
) 2 -.1118 -.1018 -.1087 -0.10849
7 0 . 0000 .0110 -.0168 -0.0138
8 2 .00C0 -.0330 -.03013 -0.0176
3 0] 2350 . 3202 . 3034 0.3236
10 0 .03900 - .1630 .1138 0.0780
11 0 . 0350 .0201 0432 0.0377
12 O . 0607 L0656 .052e 0.0640
13 0 » 13949 004 1070 0.,1353
14 0 1480 L1b33 .1618 0.1645
RN T IVE POWLER:

1 3 -, 0342 -.0008 0006 0.0340
o E b3 2432 2568 0.23953
3 e L1487 1167 1144 0.1107
4 0 .033C .0300 .0B41 0.07381"
5 0 L0160 -, 0240 -.0358 ~0.0140
6 2 L0291 - 0148 ~-. 0083 0.0266
7 0 . 0000 -.0148 ~-.010¢ ~0.01%e
8 e L0811 1601 .0B88 0. 089
9 Q 1 BhY L1538 L1173 0.155%7
10 0 0580 L0538 L0359 0.0360
L 0 0178 0328 0386 0.0289
e 0 0152 0204 0114 0.0282
13 0 L0586 .0B666 L0548 0.0638
14 0 0501 0271 0511 0.0584

contd...



FROM 1O
ACTIVE POWER:

| & L5863 1.5903 1. 5800 NN
e 1 -1.5427 ~1.5395 -1.9376  ~1.9406
1 5 . 7587 .7558 L7543 0.7577
5 1 -, 7304 - .6854 -.7267  ~0.7306
2 3 L7416 . 7464 .7710 0.7706
3 2 ~.7177 - 7467 <7454 -0 7461
2 4 .5650 .5650 5666 0.5680
4 2 -.5478 -.5178 -.5485  -0.5515
e 5 L4191 4210 4147 0.4260
5 2 ~.4097 - .4087 -.4056  -0.4165
3 4 -.2243 -.2463 -.2585  -0.2570
4 3 2286 . 2906 .2636 0.261¢
4 5 -.6095 - . 6655 -.6368  -0.5836
b Y B LYE ©B176 BY2e 0.5886
4 7 NAGRE L3033 306 0. 3060
7 4 ~.2832 - . 2854 ~.306%  -0.30860
4 9 1631 L1391 1735 0. 1837
9 4 -, 1631 -, 1646 ~.1735  -0.1837
5 6 H4BS (4447 4405 0.44396
6 5 - 4B - . 4626 - 4405 -0.4496
6 1l L0751 .1281 L0941 0.0924
11 3 - 0744 -, 0724 -.0933  ~0.101C
6 1@ .0783 L0764 .0702 0.0822
le b L0775 -,0754 -.0696  -0.0817
6 13 1788 .1803 L1646  0.1918
13 & -.1763 . -.1798 -.1628  -0.1889Y
7 B ,0000  OH70 .0309 0.0278
8 7 . 0000 L0017 -.0308 -0.0276
7 9 2832 2922 .2923 0.3082
9 7 -.2832 -.30282 -.2923  -0.3082
g4 10 004 L0146 L0642 0,045
L0 9 =, 0508 ORI 06RO 0.0
9 0 RORRY OREN 080/ 0. 090
14 9 -.0919 - 0864 -.06896  -0.094.
10 11 -.039¢ -.0407 -.0498  -0.0331
11 10 .0394 -.0156 .0500  0.0333
e 13 L0168 L0183 L0174 0.0178
13 12 -.0le7 L1047/ -.0174  -0.0177
L 14 L0576 L0586 L0731 0.0718
It 13 -, 0870 -, 0588 ~., 0782  -0.0704

REAUTIVE POWER:

1 = =, 1e07 -.1233 -, 0885 ~0.0815
e 1 . 1854 L1404 1580 0.1542
1 5 . 0B6S L0896 L0Bal 0.0855

5 L -, 0224 -.025h2 -.0288 0,080
[ 3 .00849 .0969 L0351 0.0321
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14
14 3
10 11
11 10
le 13
13 1e
13 14
14 13
BUS VOLTAGE
NO.
1
e
3
4
=)
6
-7
8
S|
10
11
e
13-
14

1.0600
1.0400
1.0100
1.0055
1.0081
1.0500
1.0358
1.0500
1.0324
1.0273
1.0353
1.0348
1.0285
1.0127

P2 b b S e b 2 b R B 2 e

.0686
0463
.0113
.0119
0174
.0553
L0455
L0604
o4ee
L0368
L0401
.04e3
.0371
.0206

el il s etk S SUIR Wy SR

0.0226
0.0e63
-0.0177
0.0327

—=0.0411

0.0881
-0.11¢8
0.11e5
-0.1027
-0.0398
0.0563
0.0287
-0.0115
0.1883
~0.1300
0.06%

-0.06c4
0.04e3
-0.0448
0.0840
-0.0851
~-0.0885
0.0858
0.0461 -
-0.0334
0.0532
-0.05e8
0.0580
-0.0558
0.0368
-0.0364
0.0066
-0.0066
0.0151
-0.0035

0714
L0481
.0152
.0035
.0103
.0B03
.0383
0729
.0380
.03eH
L0183
.04387
1.0347
1.0136

contd...
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BUS VOLTAGE ANGLE

ND . .
1 0000 0000  -0.003¢
2 - . 0869 -.0847  -0.0874
3 - . 2856 -.2267  -0.2304
4 -.1799 -.1766 -0.1827
5 -. 1530 -.1495  -0.1568
6 -. 2522 -.2460  -0.252¢
7 - . 2355 -.2358  -0.2393
B -.2355 -.2407  -0.2435
9 -.2646 -.2653  -0.273¢

10 -.2676 -.2681  ~-0.2751

11 -.2623 -.2599 -0.2666

12 =, 2678 -.2601  -0.2659

13 -. 2691 ~.2617  -0.2678

14 - . 2848 -.2835  -0.2300

N.B. 1. ANGLES IN RADIANS
2. POWER AND VOLTAGE MAGNITUDES IN P.U.
* ISE - INTGERATED STATE ESTIMATION
** HBE - HIERACHICAL STATE ESTIMATION



CHAPTER - V

SOFTWARE DEVELOPMENT

Software for State Estimation has been written in Fortren
IV language and tested on IBM compatible PC. The computations
of various parameters have been preferred in polar coordinates
- for the reasons discussed in para 3,0, This necessiated develop-‘

ment of programs right from scratch, However, direct use of

LU factorisation subroutines for solution of equations, have

been made. Software has been designed in Modular structure such

that output of one module is compatible to the input of other

module for direct use,

[

5.1 SOFTWARE DESIGN

The software entitled “STATST " has been designed for
static State Bstimation., The modular structure of the software

is shown in Fig. 5.1. Function of each module is as under -

IFIOW - It performs LOAD FIOW solution for obtaining base
case values of power injection in each bus and line
£low. |

MESVCT = Simulates random measurement error and by adding them
to bage case power injections and line flows generates

measurement vector,

JHCHTL - Performs State Estimation by HACHTEL's method using

full Jacobian.



L FLOW
MESVCT
ICHTL INEO FN EQ FHCHTL
RESULT
FIG. 5.1 MODULAR STRUCTURE OF “STATST”

68



69

FNEQ = Performs State Estimation by Normal Equation method
in fast decoupled version. This module, however, did
not produce convergence for the reasons discussed in

para 3.,0.

FHCHTL - Performs State Estimation by HACHTEL’s method in
fast decoupled version, This module too did not pro-

duce convergence for the reasons discussed in para 3,0,

JNEQ = Performs State Zstimation by Normal Zquation methcd

using full Jacobian.

RESUIT - It produces results in a format which facilitates
compariscn of base case values, measured vaiues and

estimated values.

The switches in Fig, 5.1 indicate choice of the method of

State Bstimation. The choice of some controlling variables has

been provided in an interactive mode in some modules., The LFLOW

module provides following choices -

(i) Convergence tolerance
(11) Maximum iteration count

(iii) Retrial with different valuesof choices(i) and (ii) above.

Similarly, JHCHTL, JNEQ, FNEQ and FHCHTL modules also

provide following choices =

(1) Convergence tolerance

(ii) Maximum iteration count

(1ii) Acceleration/Deceleration factor

(iv)  Retrial with different values of choices at (i), (4i) and
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The JHCHTL and FHCHTL module further provide choice of

controlling parameter "a

5.2 SUBROUTINZ FUNCTIONS

The subroutines of LFIOW, JHCHTL, JNEQ, FNEQ and FHCHTL
modules are shown in Fige 5.2 to 5.6. The subroutines having
similarity of purpose bear common titles but are desigﬁed tc cater
needs of individual module. The description of each subroutine

is as under -

READ = It reads the system data. The data structure availe
able in the group, with whom the author has worked,

has been retained with identical variable names to

facilitate utilization of available data bank,

LSORT = Sorts lines_in_ascending-order ofiﬁﬁs"numbers.

JYBUS - Computes elements of Yaygs B’ and B" matrices.

MESVCT =~ Reads measurement data.

ELEMENT - Calculates.elements of Jacobian.

HMAT - Constructs fast decoupled H matrices using B' and
B" matrices.

STORAG = Steres non-zero elements of Jacobian,

COEFF =~ Stores elements of coefficient matrices.

SIACK =~ Modifies B' and B" matrices for slack bus for load

flow solution,



MAXM UM

BVALMT

READ

L SORT

JYBUS

COEFF.
SLACK
GSLACK

ITERAT

FIG. 5.2

DELPQ

LFLOW

BLOCK STRUCTURE OF MODULE "LFLOW”
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BVALMT

READ

L SORT

JYBUS

A

I

ELEMENT

STORAG
HACHMT
REFBUS

MESVCT

72

MAXMUM

ITERAT

FIG. 5.3

DELPQ

ARANGE

STRUCTURE OF MODULE “JHCHTL"




BVALMT

MESVCT

lMAXMUM

READ
r

L SORT

JYBUS
ELEMENT
STORAG
GMATRX
REFBUS

ITERAT

DEL PQ

FIG.5.4 STRUCTURE OF MODULE

HTwD2Z

“JINEQ”
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L SORT

JYBUS

HMAT

COEFF
REFBUS

MESVCT

1

BVALMT
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FIG. 5.5

1TERAT

DELPQ

STRUCTURE OF MODULE “eNEQ®
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READ

L SORT

H MAT
COEFF
GMATRX
REFBUS

MESVCT

|

A

BVALMT

ITERAT

MAXMUM

£16. 5.6 STRUCTURE OF MODULE “EHCHTL”

*eral Vjrary Univeisiat 0
ADEREES

e DELPQ

| ARANGE
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REFBUS = Modifies coefficient matrices for the reference hus.

GSIACK = Modifies B" matrix for PV buses.

GMATRX - Computes H'WH for Normal BEquation method,

HTWDZ -  Computes HTWAZ for Normal Equation method.
ITERAT =~ Controls iteration till convergence.

DELPQ - Calculates active and reactive power mismatches.

IF LOW - Calculates line flows.

BVAIMI - Imposes bounds on voltage angles..

ARANGE - gorts state correction vector from the solution of
system of equations for HACHTEL's method.

MAXMUM =  Sorts maximum correction vector for comparison with

convergence tolerance.



CHAPTER = VI

CONCLUSION AND FPUTURE SCOPE OF WORK

The State Zstimation by Hachtel’s Augmented Matrix method
\M

—————

has been found to be very fast as compared to Normal Bquation

method, Implementation of this method in fast decoupled version
| using single precision did not yield convergence. 1In view of
this Hachtel’s Augmented.Matrix method is modified and Jacobian
Matrix is computed in each iteration under single precision, &
new method can be developed which uses advantages of fast decoup~

ling as well ag computation in single precision,

The growing size of the systems severly calls upon the
computation time to maintain feasgibility 6f state estimator for
real time operation and monitoring, The State Estimation by
Decomposition of network has worked successfully and it can be

used on larger systems,

The programmes developed in this thesis can be extended

for inclusion of bad data handling and observability analgsisi/[
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APPENDIX - A

PROPSRTIES OF RESIDUAL SEN3ITIVITY MATRIX- Re

R is an idempotent matrix i.e.
R2=R Ten (A.l)
The eigen values of R matrix must be either 1 or 0, i.e.

it is semi-~positive definite.

R is a matrix with eigen values of K set of ones ann
set of zeros. Where K is the degree of freedom (m-n) and

n is the number of state variables,
R 1s a singular matrix of rank K.

The weighted residual sensitivity matrix R  is symmetrical,
?-JT = R’w

If there is no redundancy i.e. number of measurements

m = n, then

R =0

If it is assumed that measuring points are evenly distributed

in a network and m - « then

R =1
1lim

m =

Utilizing above properties
I‘a‘p-r

and when m - «, thenr = e

The value of diagonal elements ’Ri.

4 may have the range of

°<?‘ii< 1

It has been reported that performance of identification

of bad data are better at measurement points where R 443 05,
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APPENDIX - B

[ P ———

NETWORK OBSERVABILITY THEOREMS

Theorem 1 - Assume that there 1s no voltage measurement, then the

following statements are equivalent,

(i) The network is observable.
(i1) let H be obtained from H by deleting any column,
then H is of full rank,
(iii) The tainéular factorisation reduces the gain

matrix G = H'H in the following form.

{

Theorem 2 ~ In the traingular factorisation of the gain matrix G,
if a zero pivot is encountered, then the remaining elements
of row and column are all zeros, i.e., G is reduced to

the form.
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APPENDIX - C
TEST SYSTEM CONFIGURATIONS

N |
O— a

FiG.C1 2- BUS SYSTEM

FIG.C.2 6- BUS (SPC) SYSTEM
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Theorem 3 ~ ¢a 1s not an unobservable state for the subnetwork

a with measurement Ha, similarly ¢f and ¢p

& @

4] |9

(

Theorem 4 - Consider 8tate EZstimation model
=Hp + 1
"Suppose that the measurement set consists of the ¢s
pseudo measurements and all other measurements

equal to zero, then the residual r = O,

Theorem 5 = If minimal set of additional non-redundant (pseudo)
measurements is so selected that they make the
network barely observable, then the estimated states
of the already observable islands will not be aff-

ected by these pseudo measurements.
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