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ABSTRACT :

4n inventory broblem ie a problem of making optimal
decisions with respect to an inventory systemvor in other
words it is a problem concerned with decisions which minimise
the total cost of an inventory system; If cost of one para-
meter is increased/decreased, the connected cost of another
parameter may decrease/increase. Therefore, we have to
endeavour to minimise the éum cost. We can also say that an
inventory problem is a problem of making oﬁtimal decisions
with respect‘to various inventory costs. |

L mathematical model for multi—item inventory control
has been developed in Chapter II. A practical example haslMZn_
discussed for the efficient and speedy repair of Truck 1 -
Tonne Nissan vehicle used in the Army. The optimal inven-

tory that must be maintained for this (of course with the
constraint that a certain level of user satisfaction is
maintained) has been found with the help of a computers
Reliability based inventory control problems, formu-~
lated by considering the féilure rates of the components,
have been developed in Chapter IIT. The number of spares
required-to be maintained are found out by maximising the
reliability of the sysfém in which these components are ).
used. The identical components are bunched together into
component groups. In this chapter, the mathamatical model

developed has been transformed into.a zero-one programming
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problem which has a special structure. By exploiting the
special structure, the problem is solved by a partial
enumeration technique. This method requires iess computa=.
tional time than earlier methods. The drawback of the methody
however,lies in the fact that the number of variables in
this type of formulation is larger than in other methods.
i algorithm for this method has been diéoussed in this
chaptef alongwith a practical example°‘ |

Chapter IV deals with the formulation of a multif
item multi~ period inventory control problem and developing
the optimality conditions for a “No fixedricost of ordering’

and a “Positive fixed cost of ordering:



1.1 ROLE OF INVENTORY
The term Inventory refers to the stocking of items
used in the_operaﬁion of ‘an organiSation.,,This organisation'_“

may be a factory, workshop, departmental store, hospital ete.

f

In reélity,,inventory is made use of in all walks of life

knoﬁinglyor unknowingly. The inputs in the compléte‘scqpe

- of invento?y would include human, financial, énergy.‘equipment

" and. raw materials. -Qutputs would be parts, componenfs{

) finiéhea goods, partislly finished goods or work in progresse
The éhoice of items to be included with invenfof& would réét
solely on the organisation. For example, a manufacturing |
‘ofganisatioﬁ may have aﬁ inventory'of personnel, machines,
wprking,capifal, raw materials and finishedfgoods- A

~wbrksh6p.can have. an. inventory of spare}parts,_machines,,men4

and repair tools. simiiarly an airline can have an inventory .

of seats, or farm an in&éntory of uncut produce, and an

engineering firm an invéntory of falentf To claséify an

item as inventory, it must satisfy tﬁo basic requirements,viz

.(a) The item must be specifically identified as
different froﬁ ail other itemse.
(b) The item should be storable or stockables

1.2 TYPES OF INVENTORY |

Brbadly, there are two types df inventory; viz product .
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_inventbry end service inventory. The differentiation between
the two is generally made along the lines_stéting that a |
product offers a service to the consumer, while a service is
beihg consumed at the same rate at which it is being pro@uced;'
A major difference between the two is that service inventory
is not storable. Thus manufacturing inventory can be defiﬁed-
in termsAof product output and service inventory in terms of
service capacitye.

In menufacturing, inventory generally refers to inanimate
physical entities tﬁat oqntribufe to or become part of the
firms outp&t. These may include ra@‘matefials, finished

products, component parts, supplies, work iéyprocess, etce

In services, inventory refers to the administrative
becking eavailable to render the service. These mey include
physical space, numbers of channels dr work'places,'service
personnel, productlve cqulpment parts,supplies, etc.

Thus & repglr facility would have an inventory of spare

parts and SUpplleS alongwith the service personnel and

available space tb perform the.repair services
1.3 OBJECTIVE OF INVENTORY ANALYSIS
In menufacturing, the objective of inventory anelysis

is to specify the following : -
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(a) When - should an order for ankitem be placed.

(b) How large should this order be. |

In'services, on. the other hand; the objective of
inventory analysis is to specify |

(a) The unit of produdtive capacity Which should be’

available to perform the service.

(b) The numbers of units which should be availsble in

each timeiperiod in order to provide some specified

level of services Decisions_in inventory thus become

:complicated,by the varied pd%oses of inventory and the

varied cbsts involved. ' _ )
w4 PURPOSES OF INVENTORY |

A stock of inventory is képt to satisfy the following

requirements -

(a) To meintain independence of operations

If a supply of required materials is kept at a work
centre and if‘the output of that ceﬁtre is not
'immediately required anywhere else, theh we have some
flexibility in operating thet centre. Since costs are
involved in establishing new produﬁiion setups, this
flexibility in operating the centre allows the
menagement to consider economic production lot sizes'

An assembly line that is fed raw materials to correspond
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~ with the line speed, with no work in process inventory

except on which each worker is wofking on, is an

o example of completely dependent 0peratlons. The.

unit 1n process passes from one peraon'to the next.A

(b) To meet varlatlons in product demand

If the precise demand of any product is known then

it is feasible (although not necessarlly economlcal)
' to produce the product to satisfy the demand exactly.
In practice, whowever, demands are not completely or
'eiaetly known and a safety or buffer stock must,
‘.fherefere, be-maintaihed-to cater for variations.
Increases in.demand as a result of promotional
campaigns or seasonal demand can be‘catered fore

Such seasonal inventory permits a more_stable |
_empleymenf level'With lower capital investment eince_
it allows a more gradual build up of stock in

anticipation of this higher demend.

(¢) To allow flexibility in production echeduling
To’relieve the pressure on the production system
to send the finished products outside, fhere is a
requirement of m&aintaeining hlgher levels of finished
gOudS 1nventory. This not only enebles 1ower cost

operation through more economic lot size productipn,
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but also permits longer lead times for production
plamming. High set up cests, for example, favcur
the peruction of a large number of units once the

set up has been made.

material delivery time

When ordering a material from é supplier, delays
can occurAfor a number of reasons, viz, the normel .
transhipment/transportationﬁtime, which occasionally
will be great, a shortage of material at the supplier’s
plant, causing him to backlog orders, an unexpected
strike at the supplier’s plent or at one of the
,transhipment/transport ccmpanies, a lost order, or
incorrect or defective material. A safety stock level
is thus determined depending on, the severity of the
consequences of material shortage. Normally a high .
level or stock of meterials .or supplies, crucial to an
cperation of the production system, will be maintained.

(e) To take advantage of economic purchase order size

The larger the size of an order, the fewer the
number of crders that need be placed, since there are
procedural ccsts for placing an order for gocdse Also

nonélinearity,of transhipment/transportation costs
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favours placement of a large order, that is, the
larger the shipment quantity, the lower the per unit
costie o

INVENTORY COSTS

The various costs involved in making any degision

affecting inventory size are as follows =

(a) Production chenge (or Setup) costs

/ For .large scale inventory systems,.thé replenishment
guantity is usually sizesble and céftainly gféater then
unity. There are various reasons for thise Thé main
reascn is that very small orders would result in
frequent reordering and thereby iﬁcurring a considerable ,
expense»associatéd with processing and réceiving the
order. This expense is often referred +to és-setup or
reorder coste The other and less obviéus reason is
that émlarge crder protects the company against running
out too soone Other reasons that are some=times
significant include quantity discounts or minimal order

sizes stipulated by the supplier, or the firm’s forecast

of rising supplier pricese.

Similarly to affect a change in production would
involve obtaining réwlmaterials, arranging specific

equipment setups, appropriately charging time and
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materials,'dispoéing off'the previous stéck of
material, etc. Other costs on account of hiring, -
training, or layoff of workers, overtime, etc., may'be
involved. Even if there wefe no costs cr loss of time

in chenging from the production of one product to anothers
change over costs will normelly exist. |

(b) Holding (or Carrying) costs

Keeping items in stock is cestly because inventories
tie up capital that might otherwise be profitably
employed. Also they incur the expenses on accoﬁnt of
storage, maintenance, insurance, étc. Other limiting
reasons that arise in real situations include pilferage,
breakage, obsolescence,.depreciafion,,budgetary; taxes,
space restrictiong, etc. For these reasons it is obvious
trat high holding cost tend to favour low inventory levels

‘and frequent replenishments.

(c) Ordering costs

These obsts'refer to the menegerial and clerical
costs involved in preparing the purchase or production
ﬁrdéro .These are-subdiviqed into two categories, viz,

- (1) Header Cost.

This is the cosflof icdenti=_fying and issuing

an order to a single suppliers



(ii) Line cost

This is the cost for computing each separate

item order from the same supplier.

Thus ordering three items from a supplier entails

one header cost and three line costs.

(d) Shortage or Penalty costs or Profit Loss
When the stdck of an item is depleted, an order for
that item must either wait until the stock is replenisheai
or be cencelleds There is a trade off between oarryiné

stocck to satisfy demand and the costs resulting from
stockout. This balance is mostly difficult to assess
since 1t may nct be possible to plaoe a velue on lost
profits, lost customers, or lateness penaitiés.
Frequently, the amount of shortage cost is little more
than a gUesSSe

"Whenever the wholesalef is out of stock cf an
item a customer requests, there is a penalty cost
or profit loss. Obvicusly a lost sale means less
revenue. But there is a penalty even if the custbmer
is willing to have his order backlogged, for then the
wholesaler must incur scme extra expense from keeping
backlog orcer. records and filling the order in a later
shipment. As m aonsequence, the firm will inventory |

an item if the “out of stock’ cost is high.
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The determination of_qpantitiés purchased from
other suppliers\of the size of 1o£s submitted to the
firm's productive facilities in#olves 2 search for the
minimum total cost resulting from the bombined.effecté
of.threé‘individual costs, viz holding costs
production or ofdering costs and shortage costse
This minimisation, obtained by using mathematical
medels, is traditionally conceded to be the essence of
inventofy theory.
DEMAND PARAMETERS

() Demand size

. The quantity required tc satisfy the demend for-

inventory will be called the demand size. Inventory
systems where demand size is known are referred to

as deterministic systems whereas those in which the

size is not known are referred to as probabilistic

systems

PROBABILISTIC SYSTEMS

In prebabilistic systems,

P(X) = Probability of distribution of demand
X min = Jeast possible demand

X max = Méximum demand

Therefore,
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X max
z F (X) = 1
X = X min

Ncw. let
F (8) = the cunulative distribution ¢f deménd

F(8) = .8
t T P (X)

X =X min
The average demend size or mean size is designated byi

. _ X mex
X= 3 X P (X)

* a .
X =X min

(b) Demand rate (R)

Demand size per unit time is known as dem@nd rate.
If 2 cemand of size ¥ quantity units cccurs over a
period of time T, demand rate R is given by

R = %/T

In probabilistic systems we use the average rate

of demand. TherefOre, average rate of demand is giVen
by\ |
R=X (T)/T

(c) Demend Paterns

Demand patterns can be of numerous_types depending
upon whether the gquantities in the inventory are
taken out

(1) Uniformly throughout the period

—

-



‘ll
(ii) At the beginning of the period
(dii) At the end of the period

These diffefent ways by which demand occurs during
a period will be referred to as demend patterns. Fig Gl
represents a few patterns in which there are ‘S~
quantity units in inventory at the begiﬁning of the
period, the length of period is "t~ time units, and
demand size is 'x” quantity units. -The natufe,ofAfhe
patterns is determined by “n” , the pattern index.

When n = 1, the demand is uniform
n = (=) the demand is instantanecus

Other poWer patterns are shown when n = 1/2 & 2. When n<l
a large portion cf cdemand occurs at the end of the -
period, when n = o, the entire demand occurs at the

end of the period and the quantity “s” is cerried in
inventory thfoughout_the period. fig 2 shoWws the:

repienighmént .pattems.

1.7 IMPLEMENTATION OF INVENTORY MODELS

With the help of models we can obtain soclution(s) to
the probdems they répresent. The solutions thus obtained
are only a step, a part of the ‘ real’ solution to the
actual problem. The actual solution is obtained only when
the recommendetions are put to work and the,modeis proddoing
the scluticns are continuocusly updated during implementation.

l

On the other hand, if the results are nct put into use
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efficiently and effectijely, it is difficult to claim that.fm
a solution has been provided t¢ the real world problem.
Some fectors, from the'implementation point of view,
have to be teken into acoount_iﬁ order to improve the
chancesof successful application of the sfudy results. The
principal factors are g- |
(&) Technical difficulty in obféining a solution
from the médel, |
(b) Estimation effort required to find the values of
the parameters whlch appear in the model.

(c} Meintaining effort needed to keep the model

continuously updated for implementation.

The selection of an aﬁpropriate model greatly affects
the chances of successful implementation of the‘results; A
model which requires highly advaneéd solution techniques
and a great amount of estimation effort is less 1ikely_to be
 imp1emented. Similarly, if adapting the model to changing
conditions is very difficult and the infofmation support
system to implement the model is costly and compléx, one
cannot have high’eXpectations for its applicability. On
the cther hand, if a model can easilj lead fo a solution
with 1ittle estimation and updating effofts, then that model
is of great intefest and is likely toc be effectively

implemented.. .
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2.1 INTRODUCTION

The inventory control problem considered}hére is of a
multi-item periodic revieW'tybe with a budgétpry constraint.
Inveﬁtory levels are reviewed at the end of»every,T units
of time and“necessary orcers are piaced to the suppliers.

A ‘trensport mechansm is established with the suppliers
‘over a period of time and we shall assume thet it operates
in a menner independent of individual replen%shment_decisions.‘
Therefore, we can say that, individual orders do not influence
either the number cof vehicles used in tranqurting theAitems
“or the fréquency cf transpcortation during or given period
cf time»sincekthere is a common transportation meChanism;?
‘for all items. Moreover, since many items are ordered
simultaneocusly therefore individual orders do th'affecﬁ
replenishment decisions. Because cf these facts, ordéring
ccst is found to be negligible and irrelevant, and therefore
antqrder upto s’ policy is employed in making iﬁdividual '
ordering decisions. According to this polic&, a quentity
equal tc the difference between the target level s for an}
items and its inventory insight is ordered at the end of

T units of times

2.2 PROBLEM DESCRIPTION

This problem was based on the study of spares

ocnsumption for the efficient and speedy repair of truck
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1 tomne 4x4 NSN vehiele used in the Army. About 500

different items are regularly carried in stock and the

corresponding amount of money invested in inventories

averages several lakhs of rupees.

Now rather than designing an inventory control systém
for all of 500 items right at the beginning, . the
position.of first Concentfating on & Wr@dp of items, .
implementing the results, and then gradually increasing the
number of items in the domaln of implementation (of course
with the proviso that the implementation results were
encouraging to de sd}. For this purpose a group of 23 fast
moVing spares were, selected as the subject -of this study
taking into consideration their usefulness and importance in
terms of giving a certain satisfaction level of service to
the users. The reason for choosing these 23 items was solely
based oﬁ’the policy that.these items were fast'moving and
were invariably required in larze gquantities for efficient
repair of fhe vehicle. |

Since many items are ordernd simultaneously ordering
- cost for individual items was found to be negligible; There
was also a. common transporation éystem for all items, and
therefore individual demands influenced neither the lorries
used in transporting theitems nor their ffequéncy of

rd

. . ’ . . o . . > N s
shipments during e fixed veriod of time. Crder-up-to=S
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replenishment policy is the optimal policy if either thgww,
ordering cost is negligible or a common transportation
1a0111ty is used. Hence Order—up—tous replenishment pollcy
was ohosen to be’/employed in making inventory control
desisions. According to this policy a quantity equal to .
the .difference between the MSP (Monthly stock potential
" whieh is ealculated for a period of 3months requirement)
or target level S and inventory-in=sight is ordered at A
the end of every quarter. The same replenishmént policy
is used for all itemse. A statistical analysis reveals thg¢
the quarterly demand for the selected items were independent
random‘variables having either a gammaﬁor nofmal distribution.

The objective of the study was to find the optimal |
targe+ level,S, for each item such that expected monthly
operational cost is minimised. It may, however, be noted .
that demand for any item vital to the repair'pf the equip-
ment may be made at any time. This in between demand may
be due-to a variety of reasons like mobilisation schemes,
seasonal requirements, inherent defects of the equipment,
‘etc. But for mathematical analysis we shall assume that
no demands are placed before the end of the quartere.

2¢3 MATHEMATICAL, MODEL

For ease of mathematical formulation of this problem,

we shall define some variables as under, viz,

< - 3 . . .
¢p 1= Monthly demand for item i, 1= 1;2,¢cceneeyn
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Fi{x)= P {&ig¢ x} is the di~tribution function of the
- monthly demand for item i, i =1,2,.ccc00004n

£;(x) = density function of the monthly demend for item i.

Si =Target 1eve1 for item i (decision variable)
5 = (87» 52y..000000081 ) decision vectori

h, = Monthly inventory holding cost of item i (in Rs)/units

Ty =Unit shortage cost of item i (in Rs)
Ci =Unit cost 0f item i to the organisation.
§ . = Maximum amount of money that can be tied up in.

inventories at any one time. ,
n =Number of items : in this case n= 23
The objective function here is to minimise the tofal
holding costs subject to the budgetary constraint.
 Now,

C, ¥ Total holding cost
Sy
= hié (si-X)fi(#)d#
~and, .

Co = Totalfshoftage cost

T3

(%55 ) £ (%) ax
_i
Therefore, the inventory control problem can now be

expressed as follows =

b n Sl .
Minimise z(s) = 3 1By J (8, -x) £; (¥) &
: S i=1l 0

N 8§
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+ Wy é (x -8;) £f5 (x) &
i

Sy >/O, for . i =l,2,--onoo.o,nc

1

2.4 Q@PTIMAL POLIGY

Consider a linear holding and penalty cost sase
in which p(q) is a probability density function, the

variable y is continuous and

y o |
- Jh( y-q) p(q) dg + [ = (a-y) p(a) dg for y> O
g % (ay) P(a) da | | for ¥ O

Then if,

dL (¥) — 1’ (y) exists,
dy —

then y = S that minimises [ €(y) + L(y) ] must satisfy
C + L{(Y) =0 | 00-0(2_0:'!5} :
It can be shown by advanced calculus that for y> O

y . -

L°(y) =h (y-y) p(v) + g h p(q) dq
- (y=y) p(yv) - J n p(q) dq
y \
. .
=(h+mn) Sp(a) da-1n vere(242)
0

Therefore; from (2.1) and (2.2) above, S satisfies
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S ' n -C

P(S) EE g p(a) da = ——pmgmpm= eeee(2:3)

The value of § is found by solving

L(s) < K + C (S =5 ) +L(s) expressed ésvan
equality. This is also the determination of reorder
point se

The holding cost formulae in the above diseussion
have been placed on the value of inventory at the end
of the period. If the holding cost is linear and assessed
on the value of y, theﬁ /

1 - {c + h)
~ n -

R: -

If the holding cost is linear and assessed on the

expected average value of inventory, viz,

[ 5y + *5 (y=q ) ], then

n = ( C +*5h )

T 4+ +5h

o]
i

2.5 EXAMFLE

.

The example congidexed here was baged on the actdal

data collected from an Army unit (Stat10n'Workshop,EME
Rcorkee), for the efficient repalr of Truck 1l Tonne,:
Nissan vehicle used in the Army, for the year 1985.-
Since 1t was not possible to con51der all the spare
parts utlllsed for the repalr of the vehicle, only 29

«

i
P N

N
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fast moviﬁg spares (whisn were used the maximum) were
considered. The items oonsidered- (alongwith their
abbreviated ?ﬂ*ﬁs,as used in the computer programming)
are listed in Table 1.

Sinoe it was no£ feasible to assess the holding
and penalty costs (being an army unit), these have been
assumed based on the existing availability of space and
criticality of the spare parts respectivély. The
consumption c¢f these spare parts for one year alongwith
their holding cosﬁé“aﬂd penalty costs have been listed in
Table 3, whereas Table2 gives oRly holding and penalty costs.

Based on the mathematical model discussed in
Secticon 2;3, the mean demand and standard deviation'was
cbtained for these 23 itemse These are given in Fable 4,
2.6 RESULTS

The minimum- inventory which has to be maintaiﬁed
for these 23 items, as calculated with the help df'the

Computer programme, is given in Table 5.

TABLE 1
SEF o . omencloture of 1tems  LDDTEvVioted Nomencloture
_ : as used in the .computer
. . N . programme . . ,
(a) {bJ {C)
1. Speedometer Cable assembly SPRCABASSY
2o Sparking plug SHPLG

3a Fanbelt - FANBRELT
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()]
4. Rotor Distributor ROTORDIST
5. Head Lamp Bulb HDLMPBULB
6e¢ Clutch Repair Kit CLUREEKIT
7« Needle Valbe Aséémbly' NDLVLVASY
8e¢ (Contact Breaker Point Assembly. CBPTASSY -
9+ sclenoid Switch  SLNDSWICH
10 Radiator Hose Upper RADTRHOSUP
11 Rediator Hose;nger RADTRHOSIR
12 Spring Ball Crank SPGBALCRNK
13 Exhaust Neck_Gaskef\ EXHNEKGKT
14 Starter'Moto£>Bush, SMBUSH
15 ©DE Bearing Dynamo DEBRGDYN
16 Wiper Motcr Agsémbly WPRMRASSY
17 Battery Terminal BTYTRML
13 Wiper Arm Assembly WPRARMASSY
19 Ignitiqn Coil. IGNCOIL
20 Armature Dynemo ARMTRDYN
21 Bowel (Glass BOWELGLAS
22 Fuel Filter FUELFLTR

CE Bearing
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TLBLE 2.

Srl No | Ttem Holding Cost | bPenalty Cost
1, ° Speedometer Cable Assy |, "« 1750 '78.0"
20 Sparking Plug - - 35.0 . 7240

B Fem Belt = 8040 85«0

4, Roter Distributor ‘ 3740 . 860

Se Head Lamp Bulb 3240 A 65.0

6. Clutch Repair Kit 5540 67.0
7o Needle Valve Assembly | 3240 65.0

8e Contact Breaker Point Assy 33.0 |  83.0

9. Solenoid Switch 5640 76.0

10 - Radiator Hose Upper 4.0 79.0

il Radiator Hose Lower T4 0 | © 79¢0

le Spring Ball Crank 42.0 | 48.0

13 Exhaust Neck éasket 48.0 500

1 Starter Mofér Bush 4240 ‘ 530

15  DE Eearing Dynamo 4440 6540

16 Wiper Motor Assembly 54.0 | 5540
}17 . Battery Terminal 4660 .‘ 630

18 Wiper Arm Asscmbly 700 ; 7240
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Srl No Item Holding Cost Penalty Cost

19 Ignition Coil 65.0 8740
20 Armature Dynamo . 71.0 77.0
21 Bowel Glass | 4040 - 4540
22 - Fuel Filter N 65.0 6740

23 . CE Bearing 4tho 6540
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CHAPTER III

RELTABILITY BASED INVENTORY CONTROL
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3.1 INTRODUCTION

With equipment spares being consolidated at the

producticn scurce and/or at specific field locations, the
need exists for effigient'spares provisioninge. Aiso for
any successful mainténance, major replacement effort will
be necessary. Because of space:and cost limitation§‘it

is necessary to'minimise the number of spare parts fb be

kept in inventory without affecting the specified user

satisfaction level. "Over or under spares provisioning
can lead to unacceptable costs and/or unacceptable
system operations The selection of spares provisicning

should be based on criteria such as

(2) criticality of the replaceable unit to the system.

(v)  failure and repair rates of replaceable units.

(é) necessary spare adequacy

(d) whether the units (army) served are within easy
reach of QOrdnance bepots

(e) whether the fepair facility is in the workshop or
in situe.-

(f} the total number of army units to be served.
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(g)' the acdditional cogt of serving far flung sgrmy uﬁits

fromVOrdnance Dgpots; |
(h) fatrieval capability of the repairing agencye
The turn « arcunc time depends on.thc replaceable units
feilure rate , the repair locaticn, repair costs or Spafe
replaceable unit costs, etce 'Iherefore, there is a
‘requirement to design systems so that they can use
intercﬁangeable compon.nts.

This work aims at eXamining, comparing ancd assessing
the practicality cf the severél techniques available for
apportioning the number of spares for a particular
equipment under single or multiple constraint such as
space, ccst, etcs, in crder to maximise or et least obtain

a good value for the system réiiébility.

3e2 PROBLEM FORMULAT ION

/
The system rcliébility can be-broadly classified

into fiieﬁ pertions consisting of

(a) Ncn replaceable componeﬁts

(b) Replaceable components
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Assuming compeonent independence, the system is the
. ; } ’

product of reliasbility of the fixed poffion and the
reliability of.the replaceable porticn. ﬁe will
concentrate on the replaceable portion here; .We shall
assume that.the sfandardisation has been introducéd sd
as to reduce the number cf spare parts that must bé'stocked.A
Say, ‘the replacee ble structure requlrés ji items of

component type i and that ki'items of component type i havé
alrcady;ﬁeen stocked. Considering a plamning pericd cf

length t, let us define a few variables, viz,

R (t; kq» ké, e ,Kn)- reliebility of the repluce-
- y _ able portion

Ci = Cost of the 1 Eﬁ component_type
Vi = Volume of the iEE oomponént type

The prcblem now is tc find the numberé of each
spare tc be stocked; Ky, kpy—=—ewwe-~ v kn, in order to

maximise the reliability, 1ie,

, : - / '
max ¢ R (t 3 k1, ko, -—-==,kn) subject to

the constraints,

2.2
V\T&K"Z*'VéKZ : - - —+ VnKn <V ,..0(3.2)

.C1K2+ CK! — Amem—mme—— et Gy € € saee{3el)
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Where C and V (the resources) are the méximum dost

and velume allowed for spares respectively. In general

form these ccnstraints can be written as

¥ cijkigbi
by O3 Kigbg

For the most part, we will assume that the

replaceable structure consifts of independent component

groups (of indentical components) as shown in fig 31l in

series, and, therefore, the system reliability can be
expressed as the product of the component éroup
reliabilities

_ s _ n

e R T Y

The problem now is to fiﬁd}the integers

K20 ’."}{2 %0 geesecans, kn % 0 in order to

maximise, for a.given planning period, the nonlinear
transcendental expressicn for the system reliability

given by

=1 L
;w4
-2tk el s
PR S O coen(3:3)
i i=1 1= 14 ;
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COMPONENT - COMPONENT ~ - COMPONENT
. GROUP1 ~ GROUP2 . - GROUP3

e Jy ITEMS — S TEMS —— 3 ITEMS

! L |
— P — O -
SPARES =~ - SPARES  SPARES. . .

FiG. 31~ Replaceable Structure ‘Consisting of thfce
Component Types, Forming three Component
Groups. o .
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Wherefkjy='group hazard asscciated with the failure
in the i th component
subjeet to constraints as given by(3.1) and (3.2).
Taking the nétqral logrithm yields a sum rather than a

procuct and is ccomputationally more convenient.

| , k. = % logRr (¥3k )
1 t k k EEEKES k_ = Z ] o
og R ( t 3 1 5o 0 5 ) ¥ i i
k. 1 -
. n n .1 ‘+ - :
= «~ 1t 3 + I log I _...(.%.&‘_._Z veee (304)
i=1 1=0 .

i=1
Since the natural logarithm is monotonic,
meximisation of the logaritbm is equivalent to maximisation

of the grgument.

Now this problem can be summarised as

k,
n + ) 1 -
1og R(t,k)= 3 Log =z (ALt) eeee(3:5)
; i=i _1=O 1t
subject te
n
/X C_,"f-.k' \<, b '0000(306)
.j"""‘i Ji 1 J ,

j=l,2, d..-aoc.,M

where M is the totzal number of counstraintse The first
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term is eqnation (3.4) is dropped as it is constraint with

regpect to prcblem var-iables.

/

3.3  TRANSFORMATION INTC ZERQ = ONE PRCGRAMMING PROBLEM

To convert the problem as stated in equation (3.4),

'

we redefine the var-iables of equaticn (3.4) in terms of

binary variables X:q as

k .
mi A
= 1 x ' eeve(3e
) K
- mi . ‘
~and b)Y x. = i 'YK 308
| -4 it - (5+8)
where,
¥ = maXimum number of spares in compcnent
mi , -
group ie

Therefore, now the problem can be expressed in terms of

theseé binary variebles as

meximise  _ pg
= C X ER N X ] 309
og R (t, k). lEi £=1 it Tif ( )
subject tc the constreints,
n kmi
d X b . : :

j = l ) 2’ oc%.ooloo-e,c
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, mi {
and r X, =1 o »eee(3.13)
L=1 * N
and )
djil = .E,CJl “"‘(3'12)
where
1 ( ’C) :
Gy e () ee(33)
j=o Y
and
j 1, 2, o.o.oo,M

i =1, 2, eacenaynl

£ =

I
-
-

2, sssacs K .
mi

3.4 SOLUTION TECHNIQUE

The crudest way to solve the above problem is by
the total enumeration technique. In thls technique the
Total enumeratlon of binary vectors X, i1 is carried out.

- This Wlll result in the generatlon of
Yi Kni
2 binary vectors
and the testing of their feasiblility. Here a technique,
exploitlng the special gtructure of the problem, viz,

any one veariable out of varlables X540 XippeoeoensXip
mi

should have value equal to‘unity and rest of them shculd

be zero, is used. In addition, certain feasibility tests

are also used, thereby resulting in reduction of the. = °
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numnber of test vectors which are to be generated. With
the use of this strategy & the'éfficiency of this
solution technique is enhanced enormously. The test
vectors are generated by a systematic approach'such
that the constraints given by:equation ( 3,11 ) are .

always satisfied.

3.4.1 Developement of the tree by exploitiﬁg'fhe'speéial

structure of the problem

Test vectors are generated in a special way known
.as the coded test vector ( CT Vector ). The number of |
elements in a CT Vector are equal to the number of .
component. groups in the system. 4 typical CT wvector for
a system having three component groups can be written
as [333 7. The meaning of this code is that the variables
,xlB = i23‘= X33 = 1 and othsr variables are zerc. let
us Genote this wvector by "k ,

For generation of the tree, the top node is
assigned k(1), k(2), sececceccsssagk(n). For the ease
of explanation let us assume that there are three
component groups and each component group has got three -
discrete spare parts. In this case the top node is formed
by the subvector [ 333 j- From this subvector other

subveqtors are generated and thesge are called the

- descendents of subvector [ 333 J.
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30442 Steps for this particular problem

rhe steps for thls particular problem are given
. below ;- |
Step 1
hssign %op node by subvector [-333 ]
step 2
Obtain first descendent by setting %13 =0 and X1, = 1
and denote this by subvector [ 233 ]s The first
sompenent group assumes its second discrete value, the
discrete values of the other two remaining unaltered.
Step 3 |
Put a bar on the element 2 in order to aveid dupli-
caticon or redundancy of subvéctors._This baf is also
used tc generate the descendent vector. |
Stép A |
Reduce, the element of the descendent test vector till
it reaches its minimum value ( ie equael to 1 );
Step 5 |
Once the first element of the firﬁt component group
reaches its maximum, the bar is shifted to the next
element of the test vector on its right hand sides
Step 6
stop onoa ali elements of the test vectors reach their
minimam. | | L
A typical network having three oomponentxgroups,each\

having three sets of spare parts, is shown by means of a
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tree diagram (Fig %.2).
: /

3eh4e3 Computerised genefation of the tree

For generating the tree with the help of a.obmputer ’
the subvectofs are '~ -~~~ répresented by three

dimensional vectors vy K where

5
i = incdex -denotes th;Jievel of tree -
J - index cenotes the test vector and
kK - iﬂdex cenotes the element numbey of the test vector.
In ordcer to‘éenerate the test vectcr systematically;
instead ofputting a bar on the element of the subvector ,
a negative sign is attached with it. The number NCD, of
the descendents of a test vector can be calculated with

the help of the following relations-
4 n-kx +1 if Vi, 3% is not unity

NCD = n-%k ., - otherwise . eees(3elh)

0 if _kl is the last element

of the subvector and | Vi,3,k |
rUS

is unity.

where the 'k, th element of the Jj th subvector at the

i th 1level have negative value.

Therefore, the descendent subvectors will be given

\

by the fellowing relaticn ;- | .

| -1 if ,
BTN Fo 9 s 1
14,3,k | is not unity kgni
y (i,3,k) otherwise
3=1, NCD

XX 5015)
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3.4.4 gkipping tests

In order %o reduce the number of vectors to be
enumerafed, feasibility test is' applied to the test
vectors. The value of the objective function corresponding
to the I th level will always be less than the value
of the objective function corresponding to its descendent
vectors at the ( I + 1 ) th level. Therefb}e, once a
feasible test vector 1s obtained at any level I , then
all the descendent test vectors of this test vector can

be skipped.

3.5 ALGORITHM
The various steps invclved for the computerisation

te solve the problem are given below :—

STEP 1

Read the problem data.
STEP 2

Set 1=1

Initialise test vector
{ =3 » £or K =1,25.c000,n
Y1,1,;{ -
' J otherwise
STEP 3
If teﬁt vector feasible, stop ; otherwise go to

next step.
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STEP 4 |
Set 1 =1 4+ 1 « Generate the déscendents by
equations ( 3.14 ) and ( 3.15 ).

STEP 5 |

‘ Cheok if any solution vector at the i th level
is feasible. If yes, go *to nexzkstep, otherwise
» stoDe

STEP 6
Caloulate the objective function value for the
feasible solution. Find the feasible test vestor
corresponding to which the value of the objgcfive
function is minimum. Set this value equal'to Zoin
and store this test vector. If Znin is less than
the value of the objective function corresponding =~
to the cther test vector at the i th level, then
3£cp. Otherwise go t: next Step.

STEP 7

Apply skippiﬁg,rule and go to step 4.

3.6 Example
Say we have a subsystem comprising of three eoumponent
groups. The failure fates of these component groups is as

shown belows

Subsystem ' Failure Rate (1/yr),
Component Group 1 05
Ccomponent Group 2 ColD.
Component Group 3 Gel

N
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The detailed description of the problem is given in
Tﬂﬂébdﬂw:-‘ o ' _ - ’ -

gablé

Sub~ Number of . Associated Objective Reli Vol
system spare parts variables function const const
L ‘ . . . cost coeff  coeff coeff

1 xq 2.00 013369 2.00
" Component '

i 2 o heCO  GeO3677  hatO
Group 1 3 Xp o 6.00 0.0099¢ 6.0C
4 X, 800 (400259 8400

Tl X, | O o 50 0e30685 1eCC

Component 2 Xg 1.0 © GeU8371 2400
Group 2 3 X 1.50 QeGLO17 300
[F 7 X8 21:6‘(:’ 0000367 40‘:'0

. X 1 %q 1450 (03278 0e5

omponen _
2 X6 2.25 Ge00BL3  1a0
Group 3 ! , '

2 - xll 3.0C C«00163 1«C

From design consideration, the nﬁmber oflspare pérts
for each group is known. The decisions are to Femain valid.
for a period of five years.. The entire space should not
exceed 12 units, “he available resources ‘and the system
reliability sﬁould be (©.9848C. The cost of obtaining the

- required schedule is to be minimised.

\



36

The optimallsolution obtained is

XB = Xg = Xqq = 1
X, =X, = X, = x5 = Xg =.x7 =rx9 = X9, = 0
e Z*= 11

The optimal level is obtained at level 7 of the tree.
The results show that the spare components for

component group 1 and 2 are 3and 4 respectively. /

i ‘\ .

Compenent group 3 is to be supported with 2 spare

components.



CHAPTER IV

MULTI-ITEM MULTI-PERIOD INVENTORY CONTROL
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4.1 INTRCDUCTION

In a strict sense; steady state conditions'are a
fictioh in the real world: The esgential characteristic
of all economic systems is that they are continually
changing with time. For inventory systems, the'proeesses‘
generating demands and lead times change with time, as do
the varioug costs of intebést, and even the items carried
by the system. When both demand and lead times are wvariables
there is am increase in the problem compleXity. A Joint
probability distribution of demahd,during the replenishment
pericd can be developed. The range of joint probability
distribution is from the level indicated by the product
of the smallest demand and the shortest lead time to the
level indicated by the product of the largest cemand and
the largest 1ead time. In many cases, hoWever, the changes
occﬁr s-owly enough sc that for a éonsidereble length of
time the system can be treated-as if it were\in a steady
state mode of operation.‘In other instances,however, the
ehanges occur with sgch rapidity that fhey muét be
explicitly aceounted for. |

As might be expected, the difficulty of formulating
and obtaining numerical éolutions to’ realistic dynamic
inventory mcdeis is cosiderably greater than for the case
where it was permissible to assume that the system was in
stealy state. Iz fact; when demand 1s treated as a |

stochastie variable whose mean is time dependent, only
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the most trivial problems can be solved manually. Usually
a large digital computer is required to cbtain numerical
resultse It is assumed that there is no set up cost at
any period. The inclusion of set up costs in the multi-
period case generally leads to difficult computationse.
Normally multi period models are formulated by dynamic
rrogramming. |

Unlike the single period medels, é multi pericd
model should take into account the dicounted value of
moneys Thus if ¢ ( ¢ 1 ) is the discount factor per
pPeriod, an amount of.money S after n periods'(n > 1)
is equivalent to ans nowe |

I% is the purpose of this chapter to study mu}ti |
périgd,models in which the mean rate of demand changes

with time.

442 PRUBLEM FCRMULATION

In a classical inventory problem a purchasing 1is
made at the beginning of a regularly sﬁaced period of times :
say a week. This decision will be b»ased on several factors
such as | |

(a) level of inventory atAthat time

(b) . orcdering costs

(c) ‘holding dosts‘

(d) backorder penalty costs during the period

(e) the effect the decision will have on future

periodse.
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Let us now define a gset of variables as under

. Z = purchase quantity, 2 > C

c(z)
A

B(t)

h{u)

p{U)

In

L(y,)

costvoﬁ purchasing zZ units,

number of timé periods lag between an order and
its delivery, the possible values for )\ being

Oy 1y, 2500000

probability density function of demend during a
period, where demand is a continuous randdm
variable and is independent from period to period.s
inventory on hand at the end of a period, where
o A o (a-negétive value indicates that
demand ogFurred during the period that éould not
be filled)

holding cost charged on~inventory on hand at the
enc of the period. |

shortage eost charged for failure 1o meet demand
during a period.

inventory on hand at the begimming of the n th
period before aﬁ order is received, ie, the
inventory on hand at the end of the previous
period.

inventory on hand at the begimning of the n th

period, immediately after an order is received, and

= expected helding and shortage cost during the

n th period (hereafter referred to as the period

eosty
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{v, _

7\é’h( Y = 8 $) at + J

p( -7, ) B(£) at s
n
L(v,) = | |

Yy % ©

Jp (-3, 6(8) at , Y, <O

If a delivery is tO‘bQ réceived during a given
period as a result inan order plaqed A periods before;
then it is assumed that

(a) this order arrives at the beginning of the :
pericd and before the purchase decision is
made for that periédc

(b) the supplier carries an infinite supply of the
item, ie , the supplier never backérders the
installation.

(c) in the dynamic formulation of the problem
A=0C , ile ,, the delivery is instantaneouéi
aﬁd that exoess demand is backordered.

| Let | »

Cp, (xn ,‘yn) = total expected discounted inventory
cost for a problem lasting n periods,
when inventory én hand at the begin=-.
ning of period n, pfior to ordering,
is x  and immediately after ordéring

is yng n= l‘,ziwnaceooooroo and,

¢ = discount factor.

The periods are numbered backwards in time 3 thus
/

AN
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period number one is the last period of the problem and

it is assuméd that units on hand at the end of the last

period have nc salvage value.

4.3 OPTIMALITY CCNDITICNS

~ Considering we are at the beginning of the n th
period of the problem and X is the inventofy on hand
‘before an ordering decision is made. The optimal policy
for the n th period is the policy which minimises
Cpy (x_ » ¥,)+ The well known dynamic programming

recurgive relation for this prcblem is
C, () ={min € (¥ =x) +1L (Y, ) :

+a é €, -9 (p = ) B(2) at

n=1, 25¢0s0.
where En( *n ) equals minimum total expected discounted
-¢cocst for a problem 1asting n ﬁeriods, n=71,2y0cescc00e0
In this equation, En(xn) has been broken down into three
components, viz, |
(a) the purchasing cost for the n th period
(b) the period cost for the n th period
- (¢) the total expected discounted cost for (n - 1)
periods of operation |

of course with the assumption that an optimal inventory
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policy is followed during the last (n - 1) periocds of.
operation. This recursive’relation 1s often used to find
the optimal value of yh, which we call Sn « Clearly, the
desired inventory level at the beginning of the n th
period, S, » has an effect on all future levels S
1 =1, 2, eeasceennenyn = 1 4

From this mcdel we can establish two well known
results, viz ,}

(é) No fixed cost of ordering |

s.ssume the purchasing cost is linear with no
fixed cost of ordering, then
c‘(-z)'=c~.z, Z>0.
4ssume L(y,_ ) is convex, then it cen be shown that
the opfimal policy for an n - period problem can
| be characterised by a sequence of critical numbers
Sqs 82,-~--------Sh .ihe policy for the kth period
is | |

if xk,> Sk » order nothing.

(M) Positive fixed cost of orcdering

Lssume the purchasing cost is linear with a
fixed cost of ordering equal to X , then
c(z)=Ca"Z+K, 2Z>0
=0 , Z =20

Assume L(y,) is convex. Then it can be shown that
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the optimal oplicy for the k th period is defined
by a pair of critical numbers, ( Sy » 5y ) The
policy for the k th periocd is

'if X,

é‘sk y oOrder Sk ~ Xk_

if Xy > 5, » order nothing;
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CONCLUSIONS

Very few, if any, areas of management decision-making
offer more potential for rich theory than problems involving
the désign and/or operation of a multi-item multi-period
inventory systems. |

In this study varioué inventory problems are discussed
and their mathematical models ére developed. 4. study on
effecient and effective repair of Truck 1 Tomne Nissan used
in the Army, was carriéd out and an optimal inventory to be
maintained for this purpose has been worked out. Emphasis
has also been laid on inventory problems formulated by
considering the failure rates of thevcomponegté, The- number
of spares redquired to be maintained ;s calculated by maxi-
mising the réliability system in which these components are
used. The identical components were bunched into a group.
The limits on the space required are also considered in the
prdblem%by exploiting the special structure of the zero-one
Programming problem.

 The optimalify conditions for a multi-item multi—
Period inventgry control pﬁoblem haﬁe been obtained for a

: * ; |
No fixed cost of ordering and Ppositive fixed cost of orders ..

LA
J

ing.
The various mathematical models/formulations discussed
in this studj offer an instrument to reduce estimation

efforts considerably, and hence increase the effectiveness
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and success of imﬁlemenfation. Moreover, it ..strongly suggests
that inventory control problems which lead.to models where
holding and shortage costs'appear should not he. formulateds
Thercfore, in rcal world éases, inventory céntrol problems
should be considered from differént‘points of view in order
to arrive -at a model which will‘not get in the way of

implemehtation.
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