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ABSTRACT 

Interest in broadband wireless access (BWA) has been growing due to increased user 

mobility and the need for data access at all times. IEEE 802.16e based WiMAX -networks 
promise the best available quality of experience for mobile data service users. Unlike 

wireless LANs, WiMAX networks incorporate several quality of service (QoS) 

mechanisms at the Media Access Control (MAC) level for guaranteed services for data, 

voice and video. The problem of assuring QoS is basically that of how to allocate 

available resources among users in order to meet the QoS criteria such as delay, jitter and 

throughput requirements. IEEE standard does not include a standard scheduling 

mechanism and leaves it for implementer differentiation. Scheduling is, therefore, of 

special interest to all WiMAX equipment makers and service providers. The goals of 

scheduling are to achieve the optimal usage of resources, to assure the QoS guarantees 

and to maximize throughput while ensuring low algorithm complexity. 

The work in this dissertation is focused towards exploring the key issues and design 

factors to be considered for scheduler designers and. to propose a novel approach for the 

optimized usage of the band width. We propose a novel Downlink Slot Reservation 

(DLSR) scheduling algorithm based of a new slot reservation concept for the Base 

Station of the WiMAX. This approach optimizes the usage of the bandwidth in the 

WiMAX networks by taking accurate decisions of how the bandwidth should be allocated 

. to various types of connections. 

The simulation results show that by using proposed DLSR approach the throughput of the 

non real time connections. increased to 55% which comes at the cost of some increase in 

the delay of real time connections. The approach is also able to maintain the QoS 

requirement of the real time connections as this increase in delay is within limits. Along 

with that the algorithm is also computationally less complex. 
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Chapter 1 

INTRODUCTION AND PROBLEM STATEMENT 

WiMAX (Worldwide Interoperability for Microwave Access) also known as IEEE 802.16 
is the next-generation of wireless technology designed to enable high-speed mobile 

Internet access to the widest array of devices including notebook PCs, smart-phones etc. It 
is the first all IP mobile Internet solution enabling efficient and scalable networks for data, 

video and voice. It enables the delivery of last mile wireless broadband access as an 

alternative to cable and. DSL. 

WiMAX is a wireless broadband technology, which supports point to multi-point (PMP) 

broadband wireless access. It offers both fixed and mobile broadband wireless Internet 
access. It has a range of up to 30 miles, and can deliver broadband at around 1 gigabits per 

second. WiMAX covers large areas such as metropolitan, suburban, or rural, delivering 

mobile broadband internet access at speeds similar to existing broadband. It also provides 

the mobility features i.e. connection to internet will be always be there even when 

travelling. It allows accessing broadband internet even while moving at vehicular speeds 

of-upto 125 kmph [1]. 

Major application areas of WiMAX include providing portable mobile broadband 

connectivity across cities and countries. WiMAX provides coverage areas in miles that 

can cover whole city and by using WiMAX backhaul entire nation can be covered. Also 

Wimax can be a wireless alternative to cable and Digital Subscriber Line (DSL) for "last 

mile" broadband access as WiMAX can provide speed same as that a DSL line provides, 
thus it will be cost effective to use WiMAX instead of deploying DSL line. WiMAX 

offers triple play services i.e. voice, video and data thus supporting all kind of network 

traffic and also maintains QoS related issues to them [2]. 

Like ATM, the 802.16 standard (WiMAX) was designed with variety of traffic types in 

mind. WiMAX has to handle the requirements of very-high-data-rate applications, such as 

voice over IP (VoIP) and video or audio streaming, as well as low-data-rate applications, 
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such as web surfmg, and handle extremely bursty traffic over the Internet. And it may 

need to handle all of these at the same time. 

Some network applications simply cannot work without QoS. Some delay may be 

acceptable, but too much can make the application unusable. For example, the IEEE 

802.16 group determined that an acceptable delay for VoIP is 120 ms, and over 150 ms 

delay results in noticeably impaired voice quality. Humans are intolerant of speech delays 

of over 200 ms [3]. 

The signaling and bandwidth allocation algorithms in 802.16 have been designed to 

accommodate hundreds of connections per channel and allow a variety of QoS 

requirements. The end user applications may be varied in their bandwidth and latency 

requirements, so 802.16 must be flexible and efficient over a range of different traffic 

models. 

1.1 Motivation 

WiMAX provides high-speed and ubiquitous access and a cost-effective solution which 

can be deployed quickly and easily for high bandwidth last-mile connectivity. WiMAX 

supports various kinds of traffic including real time traffic, non real time traffic, constant 

bit rate and variable bit rate. It also support a variety of applications like real time 

multimedia application (VoIP and IPTV) and other non real time applications (FTP). Most 

of these applications have quality of service (QoS) requirement like delay, jitter, 

throughput etc. The WiMAX standard classifies the traffic into four different classes 

namely Unsolicited Grand Services (UGS), Real Time Polling Services (rtPS), Non-Real 

Time Polling Services (nrtPS) and Best Effort (BE). These are called scheduling services. 

An application selects one of the scheduling services depending on its QoS requirement 

for requesting bandwidth. But the scheduling of the packets for the downlink has not been 

defined in the standard and is left for the vendor to select the best scheduling algorithm as 

per the requirement. The aim of the scheduling algorithm is to maximize the throughput 

and optimize the bandwidth usage along with maintaining the Quality of Service (QoS) of 

different type of connections. The factors which are under consideration while designing 

the schedulingalgorithms are delay, jitter, throughput, starvation, packet loss etc. There 
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have been a lot of research going on the designing of an efficient scheduling algorithm for 

the optimized usage of the bandwidth, but none of them is able to optimize all the 

parameters keeping the computational overhead low. Thus the dissertation is focused on 

developing a scheduling algorithm which will highly optimize the usage of thebandwidth 

in WiMAX networks and will be computationally simple. 

1.2 Statement of the Problem 
"To device a novel approach for scheduling of data packets in the MAC layer of WiMAX 

so as to optimize the bandwidth usage in WiMAX networks for different types of 

connections (real time and non real time)" 

Problem Description: The bandwidth in the wireless networks is always limited as so is 

o- 

	

	the case with WiMAX. Data flow in the wimax networks can be classified broadly into 

two types of connection — real time and non real time. Real time data flow requires data 

to be sent within the deadline while for non-real time data flow there is no such 

deadlines. If scheduling algorithm does not takes proper care of the allocating the 

bandwidth to the various connections the limited bandwidth gets wasted in wireless 

networks. So there is need of a scheduling algorithm which can accurately decide how 

much bandwidth should be allocated to each connection in the network. The aim is to 

maintain QoS of the real time connections while ensuring proper throughput for non-real 

time connections keeping the scheduling algorithm computationally inexpensive. 

Thus the above problem has been divided into following sub problems: 

(i) To maintain the QoS ofreal time connections. 

(ii) To increase the throughput of the non real time connections 

(iii) To keep the scheduling algorithm computationally inexpensive. 
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1.3 Organization of the Report 

This dissertation report comprises of six chapters including this chapter that introduces 

the topic and states the problem: The rest of the report is organized as follows. 

Chapter 2 gives the background study of WiMAX in terms of WiMAX MAC layer, QoS 

provisioning in WiMAX, frame structure for IEEE 802.16, brief literature review and 

outlines the research gaps. 

Chapter 3 describes the slot reservation concept and the proposed solution. 

Chapter 4 gives the simulation details in terms of test bed description, assumptions and 

parameters to be compared. 

Chapter 5 discusses and analyzes the results obtained from the simulation. 

Chapter 6 concludes the dissertation work and gives suggestions for future work. 
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Chapter 2 

BACKGROUND AND LITRATRE REVIEW 

In this chapter we discuss the technical details of WiMAX MAC Layer and QoS issues 

related to it. Later various proposed approaches for the scheduling algorithm in the 

WiMAX are discussed and analyzed. 

2.1 MAC Layer in WiMAX 

Reference Model: The MAC (Media Access Control) comprises three sublayers. The 

service-specific convergence sublayer (CS) provides any transformation or mapping of 

external network data, received through the CS service access point (SAP), into MAC 

service data units (SDUs) received by the MAC common part sublayer (CPS) through the 

MAC SAP. This includes classifying external network SDUs and associating them to the 

proper MAC service flow identifier (SFID) and connection identifier (CID). It may also 

include such functions as payload header suppression (PHS). Multiple CS specifications 

are provided for interfacing with various protocols. Data, PHY control, and statistics are 

transferred between the MAC CPS and the PHY via the PHY SAP (which is 

implementation specific). 

CS SAP 
Service-specific Convergence 

Sublayer (CS) 

MAC 

MAC Common Part Sublayer 
(MAC — CPS) 

Management 
P 	 Information Base 

Physical Layer 	 I)  

Figure 2.1 WiMAX MAC Reference Model [I] 
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The PHY definition includes multiple specifications, each appropriate to a particular 
frequency range and application. Management Information Base (MBI) is responsible for 
control and management of the connections. Figure 2.1 shows the reference model of the 
WiMAX MAC Layer. 

Point-to-multipoint (PMP) operation in WiMAX 

In WIMAX, in point to multipoint topology has a central Base Station (BS) and many 
Subscriber Station (SS). The SS requests the bandwidth form BS. The BS after 

authorizing the SS allocates bandwidth to the requesting SS. In PMP topology all the 
traffic has to go through the BS. Figure 2.2 explains the PMP operation in WiMAX 
networks. 

Following steps take place in PMP operation: 

• The DL (Down Link), from the BS (Base Station) to the user, operates on a PMP 

basis. The IEEE 802.16 wireless link operates with a central BS and a sectorized 
antenna that is capable of handling multipleindependent sectors simultaneously. 

The DL is generally broadcast. 

® 	In cases where the DL-MAP does not explicitly indicate that a portion of the DL 

subframe is for a specific SS, all SSs capable of listening to that portion of the DL 
subframe shall listen. The SSs check the CIDs in the received PDUs and retain 

only those PDUs addressed to them. 

• SSs share the UL to the BS on a demand basis. Depending on the class of service 

utilized, the SS may be issued continuing rights to transmit, or the right to 
transmit may be granted by the BS after receipt of a request from the user. 

• In addition to individually addressed messages, messages may also be sent on 

multicast connections (control messages and video distribution are examples of 

multicast applications) as well as broadcast to all stations. 
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Cc 1 	1 
Sector 1 

Point to Multipoint 

c1~ 
Ecc1-  ---_ --------- 

BS 	 L I 
JJ 

Sector 3 

c1~ 

Sector 2 

Point to Point 

Figure 2.2 Point to multipoint operation 

Transport Connection and Service flow 

The MAC is connection-oriented. For the purposes of mapping various services on SSs 

and associating varying levels of QoS, all data communications are in the context of a 
transport connection. Shortly after SS registration, transport connections - are associated 
with service flows (one connection per service flow) by the BS. This is to provide a 
reference to the SS using which it can request bandwidth from the BS. 

The concept of a service flow on a transport connection is central to the operation of the 
MAC protocol. Service flows provide a mechanism for UL (Uplink) and DL (Downlink) 

QoS management. A SS requests UL bandwidth on per-connection basis and the service 
flow related to that connection defines the QoS parameters. 
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MAC Protocol Data Unit (PD U) Format 

MAC PDUs shall be of the form illustrated in Figure 2.3. Each PDU shall begin with a 
fixed-length MAC header. The header may be followed by the payload of the MAC PDU. 
If present, the Payload shall consist of zero or more subheaders and zero or more MAC 
SDUs and/or fragments thereof The payload information may vary in length, so that a 
MAC PDU may represent a variable number of bytes. This allows the MAC to tunnel 
various higher layer traffic types without knowledge of the formats or bit patterns of 

those messages. 

MAC header 	 Payload 	 CRC 

Figure 2.3 MAC Protocol Data Unit (PDU) 

2.2 QoS Provisioning 

The principal mechanism for providing QoS is to associate packets traversing the MAC 
interface into a service flow as identified by the Transport CID. A service flow is a 
unidirectional flow of packets that is provided a particular QoS. The SS and BS provide 
this QoS according to the QoS parameter set defined for the service flow 

2.2.1 Service flows 

A service flow is a MAC transport service that provides unidirectional transport of 

packets either to UL packets transmitted by the SS or to DL packets transmitted by the 

BS. A service flow is characterized by a set of QoS parameters such as latency, jitter, and 
throughput assurances. 

A service flow is partially characterized by the following attributes: 

a) Service Flow ID: An SFID is assigned to each existing service flow. The SFID serves 
as the principal identifier for the service flow in the subscriber station. A service flow has 
at least an SFID and an associated direction. 



b) CID: The connection identifier of the transport connection exists only when the 
service flow is admitted or active. The relationship between SFID and Transport CID, 
when present, is unique. An SFID shall never be associated with more than one Transport 
CID, and a Transport CID shall never be associated with more than one SFID. 

c) ProvisionedQoSParamSet: A QoS parameter set provisioned via means outside of the 
scope of this standard, such as the network management system. 

d) AdmittedQoSParamSet: Defines a set of QoS parameters for which the BS are 

reserving resources. 

e) ActiveQoSParamSet: Defines a set of Qo S parameters defining the service actually 

being provided to the service flow. Only an active service flow may forward packets. 

f) Authorization Module: A logical function within the BS that approves or denies every 

change to QoS parameters and classifiers associated with a service flow. 

All service flows have a 32-bit SFID; admitted and active service flows also have a 16-bit 

CID 

The relationship between the QoS parameter sets is as shown in Figure 2.3. 

The three types of serviceflows: 

1) Provisioned: This type of service flow is known via provisioning by, for example, the 
network management system. Its AdmittedQoSParamSet and ActiveQoSParamSet are 

both null. 

2) Admitted: This type of service flow has resources reserved by the BS for its 

AdmittedQoSParamSet,but these parameters are not active. 

3) Active: This type of service flow has resources committed by the BS for its 

ActiveQoSParamSet. Its ActiveQoSParamSet is non-null. 
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Provisioned. QoS Parameter Set (SFID) 

Admitted QoS Parameter Set (SFID and CID) 

Active QoS Parameter Set 
(SFID and Active CID) 

Figure 2.4 Relationship between the QoS parameter sets 

2.2.2 Scheduling services 

Scheduling services represent the data handling mechanisms supported by the MAC 

scheduler for data transport on a connection. Each connection is associated with a single 
scheduling service. A scheduling service is determined by a set of QoS parameters that 
quantify aspects of its behavior. Various parameters may be Tolerated jitter, SDU size, 
Minimum reserved traffic rate, Maximum Latency, Grant Scheduling Type, Unsolicited 

Grant Interval. 

Various Up-Link Scheduling Schemes provided in MAC Layer are: 

i. - Unsolicited grant service (UGS): The UGS is designed to support real-time uplink 
service flows that transport fixed-size data packets on a periodic basis such as VoIP 
without silence suppression. The service offers fixed-size grants based upon the 

Minimum Reserved Traffic Rate of the service flow on a real-time periodic basis, which 
eliminate the overhead and latency of SS requests and assure that grants are available to 
meet the flow's real-time needs. 

ii. Real-time polling service (rtPS): The rtPS is designed to support real-time UL service 
flows that , transport variable-size data packets on a periodic basis, such as moving 
pictures experts group (MPEG) video. The service offers real-time, periodic, unicast 
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request opportunities, which meet the flow's real-time needs and allow the SS to specify 

the size of the desired grant. 

iii. Non-real-time polling service (nrtPS): The nrtPS offers unicast polls on a regular 

basis, which assures that the UL service flow receives request opportunities even during 

network congestion. The BS typically polls nrtPS connections on an interval on the order 

of one second or less. The BS shall provide timely unicast request opportunities. The SS 

is allowed to use contention request opportunities. 

iv. Best effort (BE) service: The intent of the BE grant scheduling type is to provide 

efficient service for BE traffic in the UL. The SS is allowed to use contention request 

opportunities. This results in the SS using contention request opportunities as well as 

unicast request opportunities and data transmission opportunities. 

Various- Scheduling Services and there usage rule are shown in Table 2.1. 

Table 2.1 Scheduling Services and their usage rule 

Service Piggy Back 
Request Bandwidth Description QoSParameters type stealing 

Supports real time Constant Maximum sustained traffic 
UGS Not Not Bit Rate services, such as rate, Maximum latency, Allowed Allowed VoIP without silence tolerated jitter suppression 

Supports real time data with Minimum reserved traffic 
Rtps Allowed Allowed variable bit rate, such as rate, Max. sustained traffic 

VoIP with silence rate, maximum latency 
suppression, MPEG. 

Supports non-real time Minimum reserved traffic services that requires rate, maximum sustained nrtps Allowed Allowed variable size data grant burst traffic rate, traffic priority on a regular basis, such as 
FTP 

For application that do not 
BE(Best Allowed Allowed require QoS, such as web Maximum sustained traffic 
Effort) surfing rate 

WiMAX Forum classifies applications into five categories as shown in Table 2.2. Each 

application class has its own characteristics such as the bandwidth, latency and jitter 

constraints in order to assure a good quality of user experience. The traffic models for 

these applications can be also found in [16]. 
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Table 2.2 -WiMAX Application Classes 

Applications Bandwidth Guidelines - Latency Guidelines Suitable QoS 

Class 

Mul tip layer 
Low 50 kbps Low <100 ms rtPS and UGS 

Interactive Gaming 

VoIP and Video 
Low 32-64 kbps Low <160 ms UGS and rtPS 

conferencing 

Low to 5 kbps to 2 
Streaming Media NA rtPS 

High Mbps 

Web Browsing and 10 kbps to 
Moderate NA BE and nrtPS 

Instant Messaging 2 Mbps 

Media Content 
High ➢ 2Mbps NA BE and nrtPS 

Downloads 

2.3 The IEEE 802.16 (WiMAX) Frame Structure 

A frame is a unit of communication. A frame is made up of various time slots. These time 

slots are combination of the symbols and a symbol is group of some bits. Thus the job of 

the scheduler is to allocate these very bits or symbols to various connections so as to 

optimize the bandwidth usage. So it is very important to know what different parts of a 

frame are. 

A frame is divided into two sub-frames: UL sub-frame and DL sub-frame as shown in 

Figure 2.5. In the DL sub-frame, the BS sends data and control information to the SSs 

and the UL sub-frame is used by the SSs for data transmission to the BS. These sub-

frames may be of equal or different durations as decide by the BS. The frame duration 

may range from 2 ms to 200 ms. 
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For DL and UL sub-frames the duplexing scheme used may be Time Division Duplexing 
(TDD) and Frequency Division Duplexing (FDD). In TDD mode, both the UL and. DL 
sub-frame transmissions occur in same frequency but in different time. First DL sub-
frame is transmitted followed by the UL sub-frame. WiMAX has been developed with an 
aim of providing wireless broadband internet connectivity. Therefore it is assumed that 
most of the traffic will be from BS to the S S. Because of this generally the DL sub-frame 
size is greater than the UL Sub-frame but it may vary as per the conditions. In FDD 
mode, the DL and UL are transmitted using different frequencies. Thus they are sent 
concurrently in time. We focus on 802.16 systems operating in TDD mode. 

do 	Downlink Subframe 	 Uplink Subframe 	-r  Time Slot 

Adaptive  

Frame j-2' Frame i-1 Frame j Frame i+l Frame j+2 
1 

Time Frame 

Figure 2.5 UL and DL sub-frame of a WiMAX frame [2] 

Figure 2.6 shows the OFDM (Orthogonal Frequency Division Multiplexing) frame 
structure in TDD mode. An OFDM Physical Layer (PHY) DL sub-frame transmits one 

downlink PHY Protocol Data Unit (PDU), which is possibly shared by more than one SS. 

For the synchronization of the SS with the BS there is a long preamble at the starting of 
the downlink PHY PDU. A Frame Control Header (FCH) burst follows the preamble 
which contains the Downlink Frame Prefix (DLFP). DLFP specifies the burst profile and 
length of at least one downlink burst immediately following the FCH. Last byte of the 

DLFP is an HCS field. 

After FCH a DL-MAP and UL-MAP messages are sent by the BS to describe that which 
part of the frame belong to which SS. DL-MAP is transmitted first followed by the UL- 
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MAP message. One or many downlink bursts are transmitted in order of decreasing 

robustness of their burst profiles following the FEC. Each UL PHY transmission burst 

contains only one UL burst and starts with a short preamble (1 OFDM symbol). All MAC 

PDUs of a UL burst are transmitted by a single SS using the same PHY mode. Two gaps 

separate the DL and UL sub-frames: Transmit/Receive Transition Gap (TTG) and 

Receive/Transmit Transition Gap (RTG). These gaps allow the BS to switch from 

transmit to receive mode and vice versa. 

Frame n-1 	 Frame n 	I 	Frame n+1 

Prea FCH DL- DL- DL- T Initial BW UL- UL- R 
mble Burst 1 Burst 2 Burst 1 G Ranging Request Burst I Burst 2 G 

Figure 2.6 OFDM frame structure with TDD [2] 

Clearly form the above description of a WiMAX frame, we can observe that the time 

slots are very limited in number for DL. So the decision of allocating these time slots to 

various connections plays an important role in optimizing the bandwidth usage in the 

WiMAX networks. Our proposed approach for DL scheduling is thus designed keeping 

this point in mind. 

2.4 Functional Entities for QoS Support 

Figure 2.7 shows the functional entities for QoS support, which logically reside within 

the MAC layer of the BS and SSs. Each downlink connection has a packet queue (or 

queue, for short) at the BS (represented with solid lines). 

➢ In accordance with the set of QoS parameters and the status of the queues, the BS 

downlink scheduler selects from the downlink queues, on a frame basis, the next 
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service data units (SDUs) to be transmitted to SSs. On the other hand, uplink 
connection queues (represented in Figure. by solid lines) reside at SSs. 

> 	Since the BS controls the access to the medium in the uplink direction, 

bandwidth is granted to SSs on demand. 

Down 'nk SDUs Uplink SDUs 

Physical Layer 

Figure 23 Functional Entities For QoS Support 

➢ Based on the amount of bandwidth requested so far, the BS uplink scheduler 

estimates the residual backlog at each uplink connection (represented in Figure 2.7 
as a virtual queue by dashed lines) 

Based on this model many scheduling algorithms have been proposed and adopted 

according to the need and requirement which is described in next section. 
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2.5 Scheduling Algorithms in WiMAX 

As there is no specific scheduling algorithm defined in the standard of WiMAX, many 
scheduling techniques have been proposed and implemented. These scheduling 
algorithms consider many aspects for optimized bandwidth usage like total maximum 
data rate, fairness, throughput, packet loss, starvation etc. Generally the existing and well 
known scheduling algorithms like Round Robin, Weighted Round Robin, Deficit Round 
Robin etc. cannot be used for WiMAX as they were originally developed wired medium. 
In wireless medium there are various other things especially in the WiMAX PMP 
architecture where there is a central BS which is responsible for handling all types of 
traffic having varying QoS issues and a different frame structure with different physical 
medium modulation. Therefore there is requirement of the scheduling algorithm specific 
to WiMAX so as to optimize the usage of the resources present and ensure QoS. In this 
section we will broadly classify various scheduling algorithms proposed specifically for 
WiMAX. 

2.5.1 Active List Scheduling Algorithms 
The Active List Scheduler [3], [4] maintains a list for active and/or eligible SS which will 

be selected for scheduling or transmitting their data packets form the BS. This selection 
of the SS in the active list is done on the basis of the packet call power, radio conditions, 
channel conditions and/or QoS requirements. The scheduling list contains all the SSs that 

can be served at the next frame. Main problem in this type of algorithms is that if the SS 
active list is very large than it may happen that the QoS requirement of some of the SS 
may not get fulfill. Also if the QoS requirement is fulfilled, chances are that the 
starvation of the lower priority and non real time connections will take place. 

2.5.2 Fair Priority Queue Scheduling Algorithms 

This type of algorithms [5], [6] aims at decreasing the delay of real-time traffic. It 
schedules the packets on the basis of their service types instead of scheduling as per their 
destination i.e. SS. The scheduler groups packets according to service type, and after 
sending all the packets belonging to the same service type, it moves to the next group. 

For example, all the packets of UGS services are scheduled first and then the packets of 

rtPS services are sent. Here as the UGS and rtPS services scheduled first, thus the overall 
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delay of real-time traffic is reduced. Little variation in this type of scheduling algorithm 
in some of the other approaches [7], [8], [9], [ 10] have also considered factors like delay, 
jitter, waiting time, traffic rate etc. but only a small improvement of over the existing 
algorithm was observed. The algorithm is good for maximizing the number of SS and/or 
connection for real time traffic. Clearly in this type of approches the real time 
connections are higher in priority for getting transmitted. in DL sub-frame. This causes 
the problem of starvation and packet loss for the non real time connections. For checking 

this starvation problem a threshold value for the non real time connection queues is set. If 
the queue length (on an average) increases above this threshold the priority of the non 
real time connections is increased and they get chances of transmission. But setting this 
threshold value do not increase the throughput of the non real time connections. Again 

since the packets are grouped according to the service type, it may be possible that some 
connections are of higher importance than other of same service type but here no 

provision of assigning priority to a connection of same service type is given in the first 
step. 

2.5.3 Frame Registry Tree Scheduling Algorithms 
The Frame Registry Tree Scheduler (FRTS) scheduler [11], [12] contains three 
operations: packet/request arrival, frame creation, and subscriber's modulation type 
change or connection QoS service change. This type of schedulers distributes packet 

transmissions in time frames. This distribution is based on the deadline of the packets. 
For deadline calculation of the UGS and rtPS services, both the arrival time and the 
latency of this packet is considered. Then the packet is sent to the sub-tree of last time 
frame in which it can be transmitted, if that sub tree exists else the sub-tree for that last 

time frame is constructed. While constructing the frames for transmission, all the packets 
under that frame sub-tree is collected. If the frame got over flow packets are dropped in 
the decreasing order of their priority i.e. BE packets are dropped first followed by nrtPS, 
rtPS and UGS packets. If some space remains in the frame than packets for the next 
frame to be transmitted is taken_ Clearly there are chances ofpacket loss in each frame_ 
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2.5.4 Adaptive rtPS Scheduling Algorithms 
This class of scheduling algorithms [13], [14] focuses on providing better throughput to 
the real time connections. They are used only for the rtPS QoS class. The idea is based on 
the prediction of the rtPS packets arrival and their delay in the SS. The BS allocates 
bandwidth for rtPS traffic after receiving a bandwidth request. When the request is 
granted by the BS, the SS may receive from upper layers new rtPS packets. These 
packets will wait for the next grant to be sent and, therefore, suffer from extra delay. To 
overcome this delay the SS requests time slots for the data present in the rtPS queue and 
also for the data which will arrive. This estimation of the data arrival is done based on 
pattern of the traffic currently being transmitted. Again these types of algorithms are 
centered to ensure QoS for the real time connections and therefore leading to the 
starvation of the non real-time connections. 

Table 2.3 shows the comparative description of the above discussed approaches. 

Table 2.3 Comparison of scheduling algorithms 

Scheduling 
Algorithm Implementation Methodology Advantages Disadvantages Average 

Complexity Class 

Active List A list for eligible SS which is be Packet Loss, 
Scheduling selected for transmitting data Easy To Starvation, under 

high load some 
 2 

0(n2) Algorithms packets based on radio conditions, Implement SS's QoS may get [3] QaS etc. violated 

Fair Priority The scheduler groups packets 
Queue according to service type, and QoS is Starvation of non 

Scheduling after sending all the packets Guaranteed real time packets, O(n)  
Algorithms belong to the same service type, it Packet Loss 

[5] moves to the next group. 

Frame May result in 
Registry Tree These types of schedulers Reduces packet Loss due 
Scheduling distribute packet transmissions in starvation, to frame overflow,  O(n) 
Algorithms time frames. QoS is Large amount of 

[7 ]  Ensured calculation 
involved 

Adaptive rtPS SS requests bandwidth based on Increases the 
scheduling the present queue length as well throughput of Starvation of non 

O(n2) algorithms as data that will arrive till that the real time real time packets 
[11] time. connections 
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In all of the above approaches the bandwidth allocated to connections based on various 
calculation considering the queue length and the delay requirement of the real time 

connections. At any time, a chunk of data is taken from the queue of a connection and is 
added to the frame. Thus while constructing a frame in this fashion the decision made of 

bandwidth allocation is little imperfect. Also a lot of overhead is involved while 
constructing a frame like the selection of the most appropriate connection, removing data 
from the queue and then adding it in the frame. Generally the scheduler has to loop again 
and again selecting these queues for data fetching causing large frame construction time. 

Thus these approaches cannot reach to the fine granularity of a slot for the 
reservation of the bandwidth. In our approach we consider a packet of a connection as a 

basic element for bandwidth allocation. In this way we are able to decide in a better way 
how bandwidth should be distributed between various connections so as to optimize the 
bandwidth usage. 

2.6 	Research Gaps 

• Starvation: Almost all of the approaches [3], [4], [5], [6], [7], [8], [ 10], [11],  

[13], [14] proposed recently suffer from the problem of starvation of non-real 
time connection. One reason may be that the aim of all these approaches is only to 
maintain QoS for different connection while less importance is give to the 

throughput of the connections. 

• Poor Utilization of the bandwidth: The decision made for allocating the 

bandwidth to connection is taken generally using the current queue length and 

some threshold value [3], [4], [5], [6], [7], [9], [12], [13]. These decisions of 
allocation the bandwidth is not perfect as the usage of threshold value makes is 
less flexible. Some approach tried to calculate dynamic threshold value but turned 
out to be highly complex. 

• Complex Scheduling Algorithm: Numerous scheduling algorithms [3], [4], [13], 
[14] were proposed in recent years, each adding some of the calculation to the 
previous one. Due to this the complexity of the scheduling algorithms also 

increased. 
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From the research gaps found in the earlier work, following are the goals which is to be 

kept in mind while designing the scheduling algorithm for WiMAX. 

1. It should reduce the starvation and increase the throughput of non-real time 

connections. 

2. It should be able to maintain the QoS of the real time connections. 

3. It should be computationally simple and scalable. 

4. It should be able to utilize the limited bandwidth to its full extent. 

5. It should be fast. 

Aiming to fulfill the above mentioned requirements, we propose a novel approach for 

WiMAX Base Station for Downlink direction, which is elaborated in the next chapter. 
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Chapter 3 

PROPOSED DLSR SCHEDULER 

In this chapter we propose a novel Downlink Slot Reservation (DLSR) scheduler for the 
Base station of WiMAX. We developed a scheduling algorithm for the downlink of the 

WiMAX because the WiMAX standard does not define any fixed scheduler for handling 
the downlink of the packets while there are provisions in the standard for the uplink of 
packets for varying QoS requirements. The proposed DLSR scheduler aims at increasing 
the throughput of the non-real time connections while maintaining the QoS requirement 

of the real time connections. Keeping in mind the various factors from the last chapter to 
be considered while designing a scheduler, we propose DLSR approach ' which is 
computationally simple and yields high throughput for the non real time connections and 
maximizes the bandwidth usage in the WiMAX networks. 

WiMAX supports different kinds of traffic like VoIP, IPTV, FTP, web page request-
response, video conferencing etc. These traffics can very broadly be classified as real 

time and non real time. Real Time connections have some deadline and if their packets 
are not transmitted within this deadline they will be " useless. While for non-real time 
connections no such deadline is there. Because of the deadline of the real time 
connections there is always some minimum throughput which is to be maintained for 
these connections. Designing schedulers for increasing the throughput of these real time 
connections will be no wise, as the scheduler always have to make sure that the real time 
QoS requirements are being fulfilled for these connections. The increased throughput for 

the real time connections is likely to have no major effect on the performance of the real 
time applications. For example in the IPTV application, increasing the throughput can 

only increase the buffering rate of a TV show while the show will run in, its original 
speed. This type of connection only requires that each packet is transmitted before its 
deadline and not as fast as possible. 
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On the other hand, throughput does highly matters, for the non real time connections. For 
example, the only thing under consideration when downloading a file is how fast it gets 
downloaded i.e. how much throughput is being achieved. The above discussion is the 
motivation for the designing of our DLSR scheduler. Therefore main goal of our 

scheduler is to increase the throughput of the non real time connections which may be at 
the cost of little throughput reduction of the real time connections without affecting their 

QoS requirements. 

3.1 The Slot Reservation Concept 

The proposed DLSR approach for optimizing the bandwidth usage in WiMAX networks 

is based on a novel slot reservation concept. This proposed approach is inspired by the 
"frame registry tree scheduler" approach [101. In [ 10] when a packet is received, a frame 

is selected in which it will be transmitted. Because the size of a frame can be fetched 
before hand, we can always calculate the total number of frames that are available in 
which the received packet can be sent without violation the QoS requirement. For 
example if a packet has latency of 100 ms and the frame size is 10 ms then there are 
100/10 = 10 frames in which that packet can be sent before violating its latency 
requirement. Thus in the approach proposed in [ 10], the fame number- for the received 
packet is calculated considering both the queue length of the connection of the packet and 

its latency. The packet is then stored in the queue of that particular connection. When a 
frame is selected for the transmission then data packets related to this frame are fetched 
from the connection queues. In this approach there are two conditions which may cause 

the loss in the data packet. First is when the queue of that connection is full and second 
while collecting the data packets of a frame and the frame gets over flow. In this case the 

data packets of lower priority like packets of BE and nrtPS are dropped first and then the 
higher priority connection packets are dropped. 

The proposed `slot reservation' is concept inspired by the Frame Registry Tree Scheduler 
[10]. In the approach in [10], every packet is assigned a frame and that packet with high 
probability will be transmitted in that frame, but it may not get transmitted though high 
probability. In the slot reservation concept a frame is decided and assigned to a real time 

packet in which the packet will be transmitted, but unlike the above approach [ 10], it is 
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made sure that this packet will get transmitted in the assigned frame only. This is done by 
forming virtual frames and storing the packet in one of those frames instead of storing 
them in the queues. When time comes to transmit the actual frame, the virtual frame 
corresponding frame is selected and the packets stored in that virtual frame are 
transmitted. In this way we are able to bind or reserve the slots of the actual frame using 
its virtual frame. Thus some slots are reserved in the frame for the packet beforehand and 
hence the concept is named as `slot reservation' concept. The maximum number of the 
temporary frames is decided by the scheduler, based on the maximum permissible 
latency. As soon as a real time packet comes in the BS its deadline is calculated, using its 
Maximum Latency QoS parameter, a frame is selected (based on the calculations 
described in section 3.3) and the packet is stored in that virtual frame reserving few slots 
instead of its queue. Thus these slots are reserved for the received real time packet. 

3.2 Overall Approach 

In this section brief overview of the proposed DLSR approach is given. Figure 3.1 shows 
a sequence of steps that is followed in our approach. 

In DLSR approach when non-real time connection packets come they are directly stored 
in a common queue. Using this common queue we then calculate the total queue length of 
all the non-real time connections. 

When a real time connection packet comes first its dead line is fetched using the 
Maximum latency QoS parameter. After that we find the density of the real time 
connections i.e. the total bandwidth required by the real time connections. 

Then using the queue length of non real time connections and the density (total band 
width requirement) of the real time connections a frame is selected for the real time 

packet, which _just came in, for transmission. This packet is then stored in the virtual 
frame, formed in the BS, before transmission. At last while transmitting a frame we take 
the real time packets from its corresponding virtual frame and add the non real time 
packets from the common non-real time Queue and finally transmit the frame. 
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I 	 Non Real Time Connection Packets Storage in Queue. 

I 	 Find Real Time Connection Packet Deadline 

I 	 Find the Density of the Real Time Connections 

I 	 Frame Selection for Real Time Connection Packets 

I 	
Storage in Virtual Frames of Real Time Connection Packets 

Fetching Real Time and Non Real Time Packets and 
Dispatching the Frame 

Figure 3.1 Overall DLSR Approach 

The approach exploits the fact that for the real time packets there is a specified maximum 

delay period before which the real time data must be transmitted, called their deadline. 

This delay period can be. used for transmitting the non-real time data packets if their 

queue length is more. For using this delay period we must ensure that the real time data 

packets will get transmitted before its deadline. Thus a deadline database is required for 

all the real time connection. This deadline is decided before the connection is established 

and this is available as a QoS service parameter for every service flow under the name 

Maximum Latency. For ensuring the transmission of the real time packets within their 

deadline a different technique is used form the one proposed in [10]. This difference is in 

the storing of the data packets in the BS before transmitting them. Two different 

approaches for storing the packet of real time connections and non real time connections 

is considered. Watching the drawback of the above approach [10], of packet loss while 
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constructing the frame, the real time packets are stored directly into the frames 

(temporary) and not in the queue itself. While for the non real time packets we are storing 

the packets in their respective connection queues. 

For calculating the appropriate frame number here two parameters are considered — queue 

length of the non-real time connections and the density of the real time connections. In 

Figure 3.2 shows the block diagram of the proposed DLSR approach. In this figure MAP 

stands for the UL and DL Maps and TOP is the temporary variable storing the 

information that how much virtual frame is full. Here no queue is being considered for 

rtPS or UGS services as they will directly be stored in the virtual frame. While queue for 

the nrtPS and BE is required. 

When a frame is to be sent, its empty slots are then filled by the BE/nrtPS packets. 

These empty slots are actually the space created by the factor Q (percentage queue 

length) in a frame for the transmission of the non real time packets. Larger the Q larger 

space will be created in the frames and more number of empty slots will be present in the 

frames for the transmission of the non-real time packets. Here number of frames (n) is 

decided based on much maximum delay can be considered for rtPS services. The shaded 

portion in Figure 3.2 shows filled parts of frames with the real time packets are while un- 

shaded parts are empty. 

The process of forming a DL sub-frame in our approach can be summarized under 

following points. 

1. 	As soon as a packet is received if it is a non real time packet it is just stored in to a 
common queue and the queue length of the non real time connections is increased. 

2. If the packet received is a real time packet then its frame number is calculated based 
on the above calculation. 

3. The received real time packet is stored in its corresponding frame. 

4. If the frame is full than any other frame is selected which satisfies the deadline. 

5. While transmitting a DL Sub-frame if the frame to be sent is not completely filled 
then the non real time packets of the non real time connection queue are selected for 
transmission till the frame is full. 	 .S  AL ; t  

6. Step I to 5 is repeated. 
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figure 32 ULSK Scheduler working block diagram 

3.3 Improvising QoS for Real Time Connections 

In our approach we ensure that the QoS for the real time connections is not violated as we 

try to increase the throughput of the non real time connections. For maintaining the QoS 
for the real time connections we do following calculations. 
3.3.1 Real Time Connection Density Calculation 
Density of the real time connection is calculated as the percentage of the total bandwidth 

required by the real time connections out of the total available bandwidth. i.e. Density of 
the rtPS Traffic (D) can be calculated as 

D =(>r,/T) *100 	 (3.1) 
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Where r;  = bandwidth requested for ith connection 
T = Total bandwidth available 

3.3.2 Non-Real Time Queue Length Calculation 
The queue length of the non-real time connection is calculated as the sum of all the queue 

length of all the non real time connections divided by the sum of maximum size of all the 
non real time connections i.e. 

Non real time Queue-Length = 
Y queue length 

Y_ max. queue size 
(3.2) 

and Q is the percentage value of the non real time Queue length. Here the more the 
density (D) of the real time connections, more number or the real time packets will be 
present and thus less bandwidth can be given to the non real time connections. While the 
more the Queue length (Q) of the non-real time data, more will be the bandwidth required 
for the non-real time connections. If the density of the real time connections is less and 

the queue length of the non real time packets are large then the real time packet can be 

delayed for some frame(s) and the non real time packets can be transmitted in the mean 
time. This is the key idea of our approach. Here we are considering a common queue for 
all the non real-time connections for maintaining fairness. 

3.3.3 Available and Current Available Frames Calculation 
The next step is to find number of available frames in which a packet can be transmitted 
after being received so that its Maximum Latency QoS is not violated.. This is calculated 
by dividing the Maximum Latency of the packet by the frame time. 

i.e. 

Available Frames (AF) = Max_ Latency/Frame Time 	 (3.3) 

Although the packet can be transmitted in any of the following frame it is important here 
to consider the D factor of the real time connect-ions before selecting any frame. For 

example if the total bandwidth is suppose 1000 units and the real time connections 
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requires 100 units of the bandwidth, i.e. 10% of the total bandwidth is used by the real 
time connections while 90% of the bandwidth is free for other use. Suppose average 
latency of these real time packets is 100 ms and the' frame time is 10 ms then AF will be 

10 frames. But it is possible that 10% of these 10 AF (or bandwidth in other words) will 
already be reserved therefore we have only 9 frames free or unreserved now. So it is 
important to reducing this factor (number of frames), which is responsible for the delay 
of the real time packets. This reduced frames are denoted by Current Available Frame 
(CAF) and is calculated as 

CAF= 100-D *AF 
	 (3.4) 

Thus greater the density of the real time packets lesser will be the delay in frames. This 
causes more and more real time packets to be transmitted in the earlier frames and 
leaving later frames empty for the later large number of the real time packets. 

3.4 Improvising Bandwidth for Non-Real Time Connections 

After ensuring the number of frames available for the packets of the real time connection 
so that its QoS is not violated, we then make provision for the allocation of the bandwidth 

to the non real time connections. For this we select a frame for the real time packet based 

on the queue length of the non-real time connections making space for the non real time 
packets. 

3.4.1 Frame Selection Calculation 
Now the job is to select a frame out of the CAF. For this we need to consider a factor for 
queue length of the non-real time connections i.e. Q. This is done by simply selecting a 
frame form CAF using eq. (5) 

Selected Frame = CAF * Q 
	

(3.5) 

The key here is exploiting the fact that the packet of the real time services can be made to 

wait in the buffer till its deadline. The WiMAX is not only developed for providing QoS 
to the real time traffic, but also to give proper bandwidth to the non real time traffic so 
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that they do not starve. For the non real time traffic the timing of the bandwidth 
allocation is important i.e. the bandwidth should be provided when it is required. The 
factor Q here shifts the real time packets from current frame to some other frame and thus 
makes space for the real time connections. Table II shows information that is used for 
calculation of a frame number for a real time packet. 

Note that it is not wise to store the deadline of each packet and then move that packet to 
corresponding frames at the time of transmitting the frame. It will require huge database 
to be maintained and also large time for forming a frame. Key observation here is that we 
need to somehow fmd the right packets that will be selected for transmitting in a frame. 

This calculation is generally done at time of transmitting the frame in other approaches 
which proves to be inefficient. In our approach the packets of the real time connections 
will, directly be stored in a frame and will never be stored in queue. Therefore no deadline 

database for each packet is required and thus the decision of which packet to be selected 
for transmission in a frame is very accurate. The approach considers the `n' number of 
frames which will be simultaneous filled with the real time packets. 

Table 3.1 Frame Number Calculation Mechanism 

Current Selected 
Max. Latency Total Frames Frames Frame 

Cid D Q (ms) Available Available Number 
200 20% 50% 100 10 8 4 
400 50% 50% 200 20 10 5 

3.4.2 Frame Formation and Dispatch 
After the selection of the frames for the real time packets, we finally form a real frame 

and transmit it. For the formation of the frame we first select the virtual frame 

corresponding to the frame number to be transmitted. We then add the contents of that 
virtual frame to the real frame. If the frame is full then we transmit it. If it is not full then 
we select packets from the non real time connections queue and add them to the frame 
before dispatch. In this way bandwidth is allocated to the non real time connections. 
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3.5 The DLSR Algorithm 
The DLSR algorithm is written in two parts. First part is for the formation of the virtual 
frames and next part is for -formation and dispatch of the real frames. Figure 3.3 shows 
the first part of the Downlink Slot Reservation (DLSR) algorithm i.e. formation of the 
virtual queues. Figure 3.4 shows the second part of the DLSR algorithm i.e. Frame 
formation and transmission. Figure 3.5 shows the flow chart of the various steps being 
performed in the formation of a frame. 

1. Packet Received (packet) 
2. If (Packet->type = Real Time) 
3. AF = Packet->Max Latency/Frame_Time 
4. CAF = (100-D) * AF 
5. Selected_Frame = CAF * Q 
6. If (Selected Frame is Not Full) 
7. Insert (Packet,Selected Frame) 
8. Else 
9. Selected_Frame = (Selected_Frame + 1) mod AF 
10. Goto 6 
11. Else 
12. Insert (Packet, Common Queue) 

Figure 3.3 Virtual Frame Formation in DLSR Scheduling Algorithm 

For the formation of the ith  frame F; 

1. Select the i h̀  virtual frame V. 
2. Add_packets (FI,Vi) 
3. If (F; = FULL) 

4. Transmit (Fi) 
5. Else 
6. Add Packet (F;,Q) till F; is Full 
7. Transmit (Fi) 

Figure 3.4 Frame Formation and Dispatch in DLSR Scheduling Algorithm 
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Figure 3.5 DLSR scheduler operational flow chart 
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Chapter 4 

SIMULATION DETAILS 

The proposed model has been implemented and simulated in the network simulation tool 
NS3 [15]. NS3 is also open source and is a relatively new simulator. NS3 provides great 
flexibility while simulating various scenarios. In this chapter the details of simulation 
topology and simulation parameters along with assumptions and performance evaluation 
parameters has been provided. 

4.1 Simulation Topology 

Figure 4.1 shows the simulated topology for the comparison of our DLSR approach with 
other approaches. In this simulation there are 20 SSs and 1 BS. Out of these 20 SSs, 10 
SSs are made to send packets and act as sender while rest 10 SSs act as receiver. 

Different applications are mounted on the sender SSs for representing different QoS 
requirements. These applications are VoIP, IPTV and FTP/Web surfing. VoIP is modeled 
as constant bit rate generating application, while IPTV is modeled as variable bit rate 
traffic generating application. FTP and web surfing is also modeled as constant bit rate 

application for simplicity. The BS is in Point to Multipoint Mode. For generating 
different simulation environment, the type of application mounted on the SSs has been 
varied. For example for increasing number of real time connections, the real time 
application can be mounted in more number of the SSs. 

4.2 Simulation Parameters 
Table 4.1 shows various parameters under which the simulation has been performed. 10 

connections where created having 1 UGS, I rtPS, 8 BE service flows. First 3 SSs were 
started at simulation time 0 while rest SS were started an interval of .5 seconds therefore 
the traffic increases linearly with the time. First connections is modeled to carry VoIP 
(on/off) traffic and is using UGS service flow. 
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Figure 4.1 Simulation Topology 

Second connection using rtPS service flow modeled to carry IPTV traffic which has 
variable bit rate. Rest all 8 connections are generating simple traffic with a packet size of 
100 bytes and packet inter arrival time of 0.1 seconds. For varying the traffic load in the 
network the packet size and the inter arrival of the packet has been varied as per 
requirement. Specification of these variations is provided while discussing the results. 

The simulation is carried out for 10 seconds in general. This is because till first 5 seconds 

the traffic is made to increase linearly and after that the load is at its peak for rest of the 5 
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seconds. This allows us to generate and store various delay and throughput values at 
varying traffic conditions. The simulation aims at studying the properties of the proposed 
scheduling algorithm and analyzing their characteristics in a network that has a variety of 
burst profiles. 

Table 4.1 Simulation Parameters 

Parameters Values 
Number of BS 1 
Number of SS 20 
Number of real time connections 2 (1 UGS, I rtPS) 
No. of non-real time connections 8 (8 BE) 
Frame Duration 10 ms 
Modulation Type QAM16 12 
Simulation Duration 10 sec 
Packet Size 100 bytes 
Duplexing TDD 
WiMAX Architecture Point-to-Multipoint 
Simulator Used NS3 

Large number of simulations were carried out under varying traffic load on the network. 

The DLSR approach is simulated and compared with the 3 other approaches described in 
next chapter. For UL, a MBQ Uplink scheduler proposed in [17] is used. The variation in 

the delay, throughput, jitter and average delay - for the real time traffic and non real time 
traffic is discussed in next chapter. 

4.3 Simulated Applications 

Three different types of applications have been simulated for modeling different types of 
applications. They are VoIP, IPTV and. Best Effort applications. 

4.3.1 Voice over Internet Protocol (VoIP) 

VoIP is used to transfer real time voice over internet just like telephone or mobile. The 
data packets that are transmitted are small sized UDP packets. Important QoS parameter 
related to this application is Maximum Latency, Maximum jitter, Maximum sustained 
traffic rate. VoIP can be modeled as constant bit rate application generating small sized 
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packets. To model this application in our simulation we generate small sized 50 or 100 
bytes packets at a regular interval of .05 seconds. 

4.3.2 Internet Protocol Television (IPTV) 
IPTV is a variable bit rate application which is used to transfer the real time video 

packets through internet. This application produces variable sized packets at regular 
interval. Important QoS parameter related to this application is Maximum Latency, 
Maximum jitter, Maximum sustained traffic rate, Maximum reserved traffic rate. To 
model this application in our simulation we generated packets varying from 50 to 500 

bytes at a regular interval of .1 seconds. 

4.3.3 Best Effort Applications 
All other applications like FTP, web browsing etc. are modeled as best effort traffic. 

These applications do not have any specific QoS requirement. To model these 
applications we generated packets of size 100 bytes at a regular interval of .1 seconds for 
simplicity. Variations in packet size and inter arrival time of packets can be made as per 

requirement. Table 4.2 show the parameter of the various applications which are 
simulated. 

Table 4.2'Simulated Applications and Parameters. 

Application Inter Packet 
Arrival 

Packet size 
(bytes) 

Service Flow 
used 

VoIP 0.05 50 UGS 

IPTV '0.1 50 — 500 rtPS 

BE Application 0.1 100 BE 

4.4 Assumptions 

Following assumptions where made while simulating the WiMAX PMP topology. 

• It is assumed that there is no packet loss due to the wireless environment. In real 
there are several problems because of which the packet me get lost. But this 
assumption will not affect both TCP and UDP specific application because for 
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TCP the network layer is responsible for retransmitting while for UDP it is the 

application layer. 

e The SS are considered to be static in the simulation. In real SS may be mobile 

which may degrade the QoS as they move away from the BS because of the 

change in the modulation scheme at different distances. This is a physical layer 

issue and is out of the scope of the dissertation. Therefore for getting best results 

of comparisons of different scheduling algorithms, here static SSs are considered. 

4.5 Performance Evaluation Parameters 
We compared the performance of various scheduling algorithms on the basis of average 

delay of the packets of a connection, throughput of a connection and average jitter of 

connections. Following sections describes how these evaluation parameters are 

calculated. 

4.5.1 Average Delay 
Average delay of each connection is accessed and compared as it shows the average time 

the packets of a connection takes from source to destination. This parameter evaluates 

that how quickly the packets of a connection are being transmitted on an average. 

Average delay is calculated as equation 4.1. 

Y_ Delay of the Packets 	 (4.1) 

Total number of Packets Received 

4.5.2. Throughput 

Throughput or network throughput is the average rate of successful message delivery 

over a communication channel. The throughput is usually measured in bits per second 

(bit/s or bps), and sometimes in data packets per second or data packets per time slot. 

Here the throughput is calculated as the bytes per seconds. Equation 4.2 shows the 

calculation for throughput, where Packet Sizei is the packet size of the ith  packet reaching 

the destination, Packet Starto is the time when the first packet Ieft the source and Packet 

Arrivals  is the time when the last packet arrived. 
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Throughput = (y, i Packet Size r ) / Packet Arrival ,, — Packet Start o 	: (4.2) 
The throughput is calculated for each connection in consideration. For calculation of the 

throughput- for a particular connection, the time when the first packet is transmitted is 

recorded Each time when a packet is received its size is stored. When the last packet is 

received, sizes of all the packets are added and the sum is divided by the difference of 

first packet transmitted time and last packet received time. This calculation is done each 

time when a packet is received thinking that it may be the last. Thus an entry is made to a 

file each time a packet is received and for the throughput till that time. 

4.5.3 Jitter 

Delay variation is the variation in the delay introduced by the components along 

the communication path. It is the variation in the time between packets arriving. Jitter is 

commonly used as an indicator of consistency and stability of a network. Measuring jitter 

is critical element to determining the performance of network and the QoS the network 

offers. Jitter calculation is done on packet basis. For each connection whenever a packet 

is received, the current time is subtracted for the time when the previous -packet was 

received as per equation 4.3. 

Jitter = ~ (Rx), — (Rx),-, I 	 (4.3) 

Where (Rx); : is the time when the i b̀ packet was received. 
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Chapter 5 

RESULTS AND DISCUSSIONS 

In this chapter we discuss the results obtained by our DLSR scheduler and compare them 
with some of the well known approaches. Different scenarios were considered for testing 
the proposed DLSR approach under varying conditions. The parameters considered for 

comparison are average throughput, average jitter and average delay. We compared 
simulation results generated from our DLSR with three different approaches proposed 
recently. They are Weighted Round Robin (WRR) [4], Deficit Fair Priority Queue 
(DFPQ) [6] and Downlink Real Time (DLRT) scheduling algorithm [ 17]. We selected 

these approaches because they represent different class of scheduling algorithm discussed 
in chapter 2. We compared the results generated from these approaches with respect to 

average throughput for both real time and non real time connections while average delay 
and average jitter parameters are also compared for real time connections. In addition, 

analysis of variation of throughput with increasing load in the network has also been done 
for non real time connections. For checking starvation problem of non real time 
connections we also performed simulation with increasing real time connections in the 

network. 

5.1 Experimental Scenarios 
We simulated three different scenarios for conditioning different environment and testing 
the proposed approach with the existing ones. Scenario-I is simulated for the general 

comparison of throughput, delay and jitter, scenario-II is simulated for watching the 
behavior of the non real time connection with increasing packet rate while scenario-III is 
simulated to check for the starvation of the non real time connection. 

5.1.1 Scenario-I 
This scenario has been simulated with an aim of comparing different approaches for 
average throughput, delay and jitter. In this scenario we simulated 2 real time'connections 
and 8 non real time connections. VoIP and IPTV were modeled as 2 real time 

connections using constant bit rate and variable bit rate respectively. The connection for 
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VoIP used UGS service-flow while IPTV connection used rtPS service-flow. Maximum 
latency requirement for both these applications has been set to 100 - ms. Other 8 
connections were modeled for representing best effort traffic like FTP. These connections 
used BE service-flow. One of these connections is selected for discussing results. Table 
5.1 shows the parameters of the applications simulated for this scenario. 

Table 5.1 Scenario-I Application Parameters 

Application Inter Packet Packet size Service Flow Number of 
Arrival (Bytes) Used SS Using this 

VoIP 0.05 50 UGS 1 

IPTV 0.1 50— 500 rtPS 1 

BE  0.1 100 BE 8 Application 

5.1.2 Scenario-II 
The aim of this scenario is to monitor the throughput variation of the non real time 

connection with increase in the number of packets sent per second. The application 
assigned to various SSs in this scenario has been kept same as that of scenario-I, but we 
simulated 9 different times for different inter-packet arrival (IPA) time for one of the BE 
connection. A detail of variations of IPA for one of the non-real time connection for 

different simulation is shown in Table 5.2. 

Table 5.2 Scenario-II Parameters 

Simulation No. IPA (in secs) 
1 1 
2 0.5 
3 0.1 
4 0.08 
5 0.06 
6 0.05 
7 0.04 
8 0.03 
9 0.02 
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5.1.3 Scenario-Ill 
The aim of this scenario is to check for the starvation of the non real time connection 
with increase in the real time traffic in the network. For this we kept the application 
configuration same as the scenario-I but varied the number of real time connections. 
Details of this variation are given in Table 5.3. VoIP application has been used to 
increasing the real time traffic in the network. 

Table 53 Scenario-III Real Time Connection Variation Details 

Simulation 
No. 

No. of real time 
application 

No. of non-real 
time application 

1 1 9 
2 2 8 
3 3 7 
4 4 6 
5 5 5 
6 6 4 
7 7 3 
8 8 2 
9 9 1 

5.2 Scenario-I Results 
5.2.1 Throughput Comparison 
5.2.1.1 	For Application Modeled as CBR 
In this simulation, VoIP is modeled as CBR. Figure 5.1 shows the throughput comparison 

of our DLSR approach and other approaches for real time CBR connections i.e. VoIP 

traffic. It can be noted that the throughput of the real time CBR connection using our 
DLSR approach is slightly more (3.8%) as compared to all DLST approach which is best 

among the other three approaches. This small increase in the throughput is because of the . 
accurate decision taken by our DLSR scheduler for the real time connection packets and 

thus the bandwidth gets better utilized. DLRT approach stands next to the DLSR 
approach. While WRR and DFPQ approach shows approximately the same throughput. 

All the other approaches shows similar type of behavior because they have been 
specifically developed for maximizing the throughput of the real time connections. 
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Figure 5.1 Throughput comparison real time CBR connections 

	

5.2.1.2 	For Application Modeled as VBR 
Throughput Comparison for real time variable bit rate traffic i.e. IPTV is not shown 
because the variation in the throughput for different simulation is different. This is 

because throughput largely depends on the size of the packets being transmitted and in 
VBR connection the packets being transmitted are variable so their throughput varies and 
thus cannot be compared. 

	

5.2.1.3 	For Non Real Time Connections 
Figure 5.2 shows the comparison of throughput of non real time connections for various 

approaches. We observe here that there is drastic increase in throughput of the non real time 
connection using our approach. On an average there is 46.34% increment in the 
throughput of the non real time connection. This increase in the throughput is because of 
the delaying of the real time packets in the BS when the queue length of the non real time 
connections increases for our DLSR approach. This causes the non real time packets to 
be transmitted while the real time packets are being delayed. As a result throughput the 
non real time connections increases 
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Figure 5.2 Throughput comparison of non real time connections 

5.2.2 Average Delay Comparison 

5.2.2.1 	For Application Modeled as CBR 
Figure 5.3 shows the average delay variations of the various CBR connections along with 

the simulation time. It may be observed that here the average delay of the real time 
connections have increased for our DLSR approach while the average delay for other 
approaches for real time connections are very low. But this increase in the delay does not 
violate the QoS requirements of the real time connections as the highest delay 
encountered is near 46 ms which is less than 100 ms (Max. Latency). This increase in 
average delay is again because of the delaying of the packets in the frames to be 
transmitted. 
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Figure 5.3 Average delay comparison of real time CBR connections 

	

5.2.2.2 	For Application Modeled as VBR 
Figure 5.4 shows the average delay variations of the various VBR connections along with 
the simulation time. Similar kind of variation can be observed between our DLSR and 
other approaches. The reason for this variation in delay is again being the same as that for 
the CBR real time connections. 
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Figure 5.4 Average delay comparison of real time VBR connections 
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5.2.3 Average Jitter Comparisons 
Figure 5.5 shows the comparison of average jitter of real time connections for various 

approaches. We observe here that for our DLSR approach the average jitter is quite high as 

compared other approaches (averaged 20.43 ms). This is because the fact that there is no regular 

pattern in which the packets of a real time connection are selected. They are allocated the some 

virtual frame as soon as they come to the BS independent of the previous packet of the same 

connection. But in other approaches the packets are generally taken from queue so most of the 

time more than one packet gets selected and transmitted in continuation in the same frame. So the 

average jitter for these approaches is very low. But in our DLSR approach we consider the 

"Maximum Latency" QoS parameter as the limit for selecting a frame for the real time packets. 

But if the maximum jitter QoS is less than that of the Maximum Latency than we select 

Maximum Jitter value as a limit for selecting the virtual frame. During our simulation there was 

no such type of application whose jitter requirement were more than the latency requirement. 
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Figure 5.5 Average jitter comparison of real time connections 



5.3 Scenario-II Results 
(Throughput variation of the non real time connections for varying traffic load.) 

Figure 5.6 shows the variation of the throughput of one of the non-real time connection 

with the increase in the data rate of the applications using that connection. It may be 

observed here that with low data rate the throughput of the non real time connection for 

all the approaches are same. But with the increase in the data rate of the non-real time 

connection, the throughput, using our DLSR scheduler increases almost twice as that of 

other approaches. When the inter packet arrival is set to . _03 seconds for non real time 

packets the throughput is double as compared to the throughput of the DLRT approach. 

On an average there is 55.32 percent of throughput increment for the non real time traffic. 
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Figure. 5.6. Throughput Comparison of the non-real real time connection with the 

increasing traffic load. 
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5.4 Scenario-III Results 
(Throughput variation of non-real connections with increasing real time traffic.) 

A simulation is performed in which the numbers of real time connections were increased 

with time having only 1 non real time connection constant. Figure 5.7 shows the variation 

of the throughput of the non real time connection with increase in the real time 

connections. It may be observed that for starting 5 connections the throughput of the non 

real time connection was constant. After that it starts to drop with increasing number of 

the non real time connections. This is because the amount of the bandwidth required by 

the real time traffic increased and. there is less bandwidth available for the real time 

connection. Because of this the number of frames in which the packet can be delayed 

reduces and so less opportunity is given to the non-real time connections. But still some 

bandwidth is created by delaying the real time packets for 1 or 2 frames and thus very 

small amount of space is created of the non real time connection. Therefore the non-real 

time connection never gets starve in this situation. 

1 	2 	3 	4 	5 	6 	7 	8 	9 Es 

Number of Real Time Connections 

Figure. 5.7. Variation of the non-real time connection throughput with increasing number 

of real time connections. 
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analysis of MAP size 
present at the starting of each node. It is the summary of the frame. It defines 
id what type of information is present (Uplink/downlink), which SS should listen 
i part of the frame. Figure 5.8 shows 2 different cases where the map size is 
for transmitting same data to same SS. 

SS„ Data 	 I SS„ Data 

Case — I 

11111111111 ■r~~ 
Case — II 

Figure 5.8 Figure showing the different cases of bandwidth allocation 

- I of figure 5.8 two data packets destined for same SS are being transmitted at 
parts of the frame i.e. their transmission is not continuous. Due to this BS has to 
two different information units in the MAP so that the SS can read the data 
for it. While in the second case the data being transmitted one after the other 

~usly therefore BS sends only one unit of information for both data packets. Thus 
ase MAP size will be lesser as compared to the case—I and more of the space will 
for the data transmission. As a result less bandwidth is wasted in case--II. 
pproach the slots are allocated to a packet of a connection independent of the 
of the previous packet of the same connection. Thus even if there are two 
of same connection continuously in a frame, the BS will issue two units of 
:ion in the MAP of the frame. Figure 5.9 shows this case. Thus little amount of 
lth gets wasted. 
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Figure 5.9 Figure showing the unnecessary unit of information being sent in the 
MAP 

One possible solution to this approach is group together the packets of each connection 
and then select a frame for them. This in fact is the concept of storing the packets in the 

queues which is used by all other approaches. Queuing or grouping of the packets will 

not allow the instantaneous allocation of slots of the virtual frame to the packets. Thus 
this solution cannot be implemented with our DLSR approach. Till now the issue of MAP 

size is a limitation to this approach. But despite of this limitation and small wastage of 
the bandwidth in carrying extra bit of information the results in previous section shows 

that DLSR is the best approach in proper utilization of the bandwidth as the throughput of 
both the real time and non-real time traffic has increased. This is because probability of 

transmitting packets of the same connection in the same frame is very low under high 

traffic. 

5.6 Complexity Analysis 

Complexity of WiMAX scheduling algorithm is determined by the time taken to 

construct a frame. Generally in other approaches the algorithm selects packets from the 

queues either in one go or looping through the queues. This makes their complexity O(n) 

or O(n2) respectively. But in our approach we never loop through the queues as we are 

not considering queues for the real time packets and considering a common queue for the 

non real time connections. 
We store the packets in the virtual frames as soon as they come. These virtual frames will 
be converted into actual frames at the time of their transmission. In this way we are 

simultaneously constructing many frames. Suppose m frames are being constructed 

simultaneously and each frame has n packets. Under normal conditions these n frames 
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will be having n/2 real time packets and n/2 non real time packets. So the calculation 

required to construct frame for real time packets will be O(n/2) while that for non real 

time packets will be O(1) as all the non real time packets will be taken from the same 

queue. 

Thus the complexity of our DLSR scheduler will be O(n/2) + 0(1) per frame. Or it can 

also be written as O(n12) per frame. Generally the frame time is between 10 ms to 100 

ms in which number of packets will vary from 100 to 1000. Thus the complexity will be 

between 0(5.0) to 0(500) depending upon frame duration. In this way our DLSR 

approach is computationally very simple and has very low time complexity. Table 5.4 

summarizes the results obtained after the simulations. 

Table 5.4 Summary of the results obtained 

Parameter WRR DFPQ DLRT DLSR 

Average Delay 14 ms 12 ms 9 ms 40 ms 

Avg real time 
650 Bps 680 Bps 770 Bps 810 Bps 

Throughput 

Avg Non Real 
260 Bps 390 Bps 4'10 Bps 989 Bps 

time Throughput 

Avg real time 
10.32 ms 8.50 ms 5.4 ms 30.54 ms 

Jitter 

Starvation Yes Yes Yes No 

Complexity 0(n) O(n) O(n) 	' O(n12) 

Table 5.5 shows various improvement achieved by our DLSR approach. 

Table 5.5 Improvement achieved by DLSR'approach 

Parameter Improvement (Average) 

Real Time Throughput 3.8 % 

Non Real Time Throughput 55.32 % 

Complexity 50 % 

49 



Chapter 6 

CONCLUSIONS AND FUTURE WORK 

6.1 Conclusions 

In this work an approach for providing QoS at the MAC layer of the WiMAX and to 
optimize the bandwidth usage has been proposed. The proposed BS Downlink Slot 
Reservation (DLSR) approach considers the queue length of the non real time packets as 

a factor for deciding when to transmit the real time packet. This decision is taken in such 

a way that the QoS requirement of the real time traffic is not violated and non real time 
packets gets opportunity for transmission, frequently. The simulation results show that 
the proposed approach increases the throughput of the non real time connections up to 

55.32% on an average. Though there is increase in the average delay of the real time 

connections but this does not affect their QoS requirements. Also the complexity of the 
proposed algorithm is O(n12) which is lowest of all other proposed approaches. 

The following conclusions can be made from the results obtained using the proposed 
DLSR approach: 

• The proposed approach is able to increase the throughput of the non-real time 

connections to almost double under normal traffic conditions. This increase in 
throughput is ' at the cost of increase in the average delay of the real time 

connections to an extent which does not degrade their QoS requirements. 

• The proposed approach minimizes the probability of the starvation of the non real 

time connections even in high traffic load in the network. 

• The proposed approach has less computational overhead. It is also fast in terms of 

constructing a frame . as at the time of dispatch of a frame it is already half 
(approx) filled. 

® The proposed approach is able to accurately allocate the bandwidth to different 

connections as the decision of allocation of bandwidth is being taken on arrival of 
every real time packet. 
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In this way our proposed approach optimizes the usage of the bandwidth, increase the 

throughput of both real time and non real.time connections and reduces starvation of non-

real time connections keeping the computational overhead low. 

6.2 Future Works 
The future work includes following areas: 

1. The uplink bandwidth usage can be optimized and combined to our DLSR 

approach for downlink with it. We hope that the combination of the two 

approaches would produce better results and may result in more efficient usage of 

bandwidth in WiMAX networks. 

2. Another field could be towards managing connection establishment of SS with 

BS: Due to the contention method used during initial connection setup much time 

and bandwidth is wasted. Some approach can be found to reduce the connection 

setup time and bandwidth wastage. 
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