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NQTATIONS

The 1ist of principal symbols used in the theds is given belows

N = total no, of buses,
NL = total no.of load buses,
NG = total no.of generator buses,
NB = total no.of branches or lines,
= total no.of transforhers,
V1 = voltage magnitude at bus i,
= voltage phase angle at bus i,
PG1 = active power generation at bus i,
pGi = reactive puwer-generation at bus {,
L4 ™ active power Lud at bus 4,

QLi = reactive power load at bus i,

Py = nat active power injection at bus 4,

Qq = net reactive power injection. at bus i,

T = resistance‘of the line connecting buses i and j,
X, = reactance of the line connecting bugses 1 and j,
Y = bus admittance matrix

Gy 443 B“- 1 3*D element of the bus admittance matrix,

Ali'Azi’A51" cost function constants associated with ith generator,

Vfd" = minimum allowable voltage magnitude at bus i,
V?‘” = maximum allowable voltage magnitude at bus i,

Pgi" = minimun allowable active power generation of ith generator,

PG. = maximum allowable active power generation of ith generator,



min
Uy

lex

.. 11 ..

= minimun allowable reactive power generation of
ith generater,

= maXximum allowable reactive power generation of
{th gepe rater,

= tap ratio of transformer i,
= minimum sllowable tap ratio of transformer i,

= maximum allowable tap ratio of transformer i,
= vector of independent or control variables,
= yector of dependent or state variables,

= objective function or the optimization criterion.
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ABSIRACT

Generation allocation problem is very important because of huge
system operating costs with the increase in size and complexity,
the simple criterion of 'equal incremental cost' operation of genera=~
tors does not give optimal operating conditions with desired accuracy
and hence more sophisticated methods are now used to find the optimal

flow of active and reactive power in the gystems,

In the pregent study, the active and reactive powers are allocated
amongst the system sources such that the defined criterion &s optimally
satisfied, The criteria or the objectives for optimization could be
total system operating cost, system losses to describe s desived
be‘haviour of the system, The objective are optimized such that the
system power flow equations and 1imit constrained imposed upon the
variables by the system operating condition and design considerations
are satisfied, Because of large number of variables and constrained
involved, and both the objective function and constrained being non=-
linear, the problem is quite a challenging one from computational

consideration.

To reduce the complexity and si2e of the problem we have made use
of veriable decomposition and problem decomposition approach, The
complete problem of optimal generation happens to be a constrained non=
linear programming problem, A new approach is suggested in this work to

transform the constrained problem into unconstrained one,
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The complete generation allocation problem has been decomposed
into two sub~problam of active and reactive power optimization.
The decomposition utilizes thephyeical properties of the electric
power networks and helﬁs in solving the two important problems
independently., The active powar optimization is done by minimizing‘
system operating costs, with bus voltage magnitudes held constant
at optimal system bus voltage level evaluated by minimizing the
real power losses and reactive gencration at each bus with bus voltage
phase angles as constraint, subject to above defined equality and
inequality constraint, The minimization is carried out by Hen-

Powell method which is simple and fast convergent.'

The general purpose computer programs have been developed for
the problems undertaken in the present study and are tested'and run
on DEC 2030. The storage requirement is appreciably reduced by made
use of sparse technique. Two systems i.e, 6~bus and 26-buses have
been taken for carrying out the various studics relat§ng to the

problem discussed above and the results are reported in IV Chapters.
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INTROBUCTION

There arxe basically two requirements for the satisfactory
operation of an electrical power system. One of them is that the
electric power generation should be sufficient to moet the prevailing
demand on the system continuously. The energy supplied to the consume:
should be within the given limits of voltage and frequency and should
have continuity of service and dependable operation. At'tha.samo time
the overall cost of the generation should be minimum.

In this thesis a method is presented for finding the operating
policy of the power system such that the cost of generation i3
minimun and simultaneously sttom losses are minimum.and the operating
variables are within 1imit,.

In the first chapter, literature on this problem is reviewed.

In the second chapter, generation allocation problem is discussed
as a nonlinear programming problem, The basic assumption for the
solution of these problem is that the system is operating under
steady state conditions,

In the third chapter, problem formulation and the optimization
technique used is presented. The Hen~Powell, and reduced gradient

method are used to solve nonlinear c¢onstrained problem.

And in the last chapter we have considered a 6 - bus and 26 ~ bus
sample systems and are solved the test problem by above mention method.



CHAPTERZ]
LITERATURE REVIEW

Over the years, numerous methods have been proposed fof

optimizing the power flow problem,

The first major step in the development of a method of co-
ordinating incremental fuel costs and incremental transmission
losses was presented in 1949 by E.E. George, H.W. Page and J.B.Ward
[86] in their use of the network analyzer to prepare predicted
plant loading schedules for a large power system. At the game time
the electrical engineering staff of the American Gas and Electric
Service Corporation, also with the ald of the network analyzer,
developed a method of modifying the incremental fuel costs of the
various plants on an incremental slide Rule in ordex to account for
transmission losses. Next, the American Gas and Electric Service
corporation, in cooperation with the General Electric Company, succes
fully employed transmission loss formulas and puncﬁad~card michinos
for the preparation of penalty factor charts to be used in the |
economic scheduling of generation [20]. The incremental production
cost of a given plant multiplied by the ponalt& factor for that plant
gives the 1hcremental cost of power delivered to the system load from
that plant,

In 1952 a paper entitled ‘Evaluation of Methods of Coordinating
Incremental Fuel costs and Incremental Transmission Lossos"[zll

presented.
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1. A mathematical analysis of various methods of cooxdinating

incremental fuel 'costs and incremental transmission losses.

2, An evaluation of the error introduced in optimum sysﬁem

operation by assumptions involved in determining a loss formulas.

8. An evaluation of the saving to be obtained by coordinating

incremental fuel costs and incremental transmission losses,

Progress in the analysis of the econpmié operation of a combined
thermal and Hydroelectric power system was reported by the Hydro-
electric Power Commission of onthrip and the Genperal Electric Company
in the paper, ‘Short-Range Economic Operation of a Combined thermal-
Hydroelectric power system [87].

An iterative method of calculating generation schedules suitable
for the use of a high speed automatic digital computér has heen
descrited in the paper entitled ''Automatic digital computer Applied
to Generation scheduling', by A.F.Glimn, R. Habermann, Jr.,L.K. Kirch-
mayor and R.W. Thomas [4]. For a given load the computer calculates
and tabulates "incremental cost of received power, to total transmissi
109393. total fuel input, penalty factors and received load alongwitl

the allocation and summation of generation.

Till now many new approach have been taken account for the opti-

mization of the power flow problem,

In year 1970, M. Ramamoorthy and J.Gopala Rao [28] proposed a
method for optimum lbad flow using the penalty function approach.
They have taken some function for minimization as prbposed by Demnul
Tinny in 1968. Equating constraints are eliminated from the minimizis
function and the load demand is gatisfied by suitably defining a set



of variables. The constraints considered are inequality constraints
on mjximum and minimum powers and voltages at buses., The main
features of the method are elimination of equality constraints fould
computatibnallv good from the point of convergence of solution and
eass in programming. Shen and Laeyhton [31] have formulated system
operating conditions as a dual linear programming problem, The sub-
optimal model allows fast solution to be obtained dependably by
applying the revised simple linear programming me thod. Problem include
sare constraints as in [28]. The features of this method are fast

speed of convergence and low computer storage.

3.T. Day [16] has formulated the optimal load flow problem with
linear programming using linear unit cost/output. He has considered
start up costs, running and maintenance cost with the constraints
available units, number of units running at any given time satisfying
spining roquirements, hydro constraints reflecting energy and capacity
limitation and interior capacity consideration. Both real and reactive
power gchedules are obtained by a method which minimizes the fuel cos
while satisfying the network power equation. This method was proposed
by R.B. Gungar, N.E. Tsang and Webb [26]. Minimum fuel cost is obtain
by requiring the total differential of the cost to be zero with the
saving bus power treated as a dependent variable. System losses are
expressed in terms of net bus powers. The main features of this metho
are that solution obtained in very few iteration and also requires les
memory.

Sasson, Trenino and Aboytes [2] have proposed a method which is
a simple alternation of Newton's Method. The main features are faster
convergence than with normal newton's method and a control of conver-

gence gurantees a non divergent solution.
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Bree, Dommel, Peschon and Pawell have described a method which
minimizes the operating cost of an interxconnected power system
constraindd by prescribed asres interchange control [17j. Roy Billinton
and Sachdeva [80) have proposed a suboptimum method which comprises of
three steps (i) Load flow solution (ii) Optimal voltage evaluation and
(14i) Real power optimization with optimally determined system voltage:
The large problem has been decomposed into two small problems. The
real and reactive power optimiiation problem has been solved by the
proposed technigue applying gradient method and the penalty factor
approach. A.M. Sasson, Fo Viloria and F,A, Boytes [2j have formulated
the optimal power flow problem and solved by using Hessian Matrix. Rei
and Husdrof [10] have formulated as a quadratic programming problem
and solved using Wolf's algorithm. This method is capable of handlins
both equality and inequality constraints, on P,Q and V and can solve
 the load flow as well as the economic load flow problem. The use of
penalty factor is not necessary. Sterling and Nicholson [11] have
developed linear programming with a quadratic function for generation
and transmission losses. Beal's algorithm used for real power dispatch
and gradient technique is used to allocate reactive power subject to
nodal voltages and reactive power limits. The main feature is that it
can be used for on-line scheduling using analogue/hybrid computer.

Rs Padmore {29]) has presented a practical and efficient method
for the economic dispatch of generation with explicit-recognition of
line security limits. The optimization problem is solved by gradient

projection method.

A method proposed by O, Alsae and B.,Stott [24] which incorporated
exact outage contingency into the Dommel-Tinney method. The controllab.

system quantitids in the base cable problem (i.e. generated nw, contro.
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voltage magnitude, transformer taps, are optimized according to
some objective function so that no limit on the other quantity (i.e.
generator WAR and current loading, transformer circuit loading,
load bus voltage magnitude, angular displacement) occur in either the

base or contingency case system operating condition,

HeH. Happ [18] has used Jaceobisn Matrix for the solution of
optimai generation allocation problem, The major advantages is that
its inherent simplicity and ;npid convergence behaviour which are
characteristic particularly important for ON line implementation.

Waight G. James, Farrokh Albyyeh and Anian Bose [ %4 have pro~
posed a3 method that combines dynamic and linear programming technique
such that the real operational constraints of reserve margins and
camp rates are optimally met by the resulting generation schedules.
Dillon, Tharam S. [8] have developed a method for sensitivity analysis
that allows the recomputation of a new schedule for not the large
veriation in system conditions for less frequent resolution of the
total optimal power flow problem as well .as quick calculation of new
schedule if system is in an alert state Kathleen M. Sidenblad {[52]
have proposed a new probablistic production cost methodology by using
the concept of an expected incremental generation cost curve. Thus
method is useful for prbduction costing in traditional system and
those involving storage., In this method he has used linear programmin

approach.

R.R. Shoults and D.T. Shun [27] have doveloped a method by
decomposing the optimal power flow formulation into a P-problem (P~ &,
real power model) and a Q-problem (Q+V, reactive power model) by
using the decoupling principle. This method simplifies the formulatic
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improves computation time and pexrmits a certain flexibility in

the type of calculation desired. The nonlinear Gradient Method

is used in a decomposed manner. Burchett, Robert C, [3] have proposed
an advanced power flow methodology for optimally dispatching all
active and reactive power in power system, They have given technique
to improve the solution algorithm, the handling of penalty function
and the power solution optimization methodology. They have provided
a new algorithm for the determination of an optimal step length and
for scaling of control variables gradient. Isoda [14] have given a me
hod for the conventional load dispatching determiqation among thermal
units known as a noval load dispatching method which takes into accou
the response capabilities of thermal units and short temrm future load
demand. Bur Rurg T.[6] has developed a method in ordér to reschedule
the regl power genoration to satisfy a set of load change, a linear
programming is used and solved by simplex method} The method 1s
jterative with the property that it does not require the use of
penalty factors or determination of step size. Which can cause conver
gence difificulties, This method has potential for on line'apblicatio

at practical time intervals.

L. Roy and N.D. Rao [19] have developed a new method by using
cartegian coordinate for the formulation of economic dispatch problem
and reclassification of state and control variables associated with
generator buses., This formulation results in exact equality cons~
traint model in which the coefficient matrix is xeal, sparse, diagona
dominent, smaller is size and need be computed and factorised once on
in each gradient step. R.A. Smith and R.D. Shults [28] have proposed

a generation planning tool that evaluates operation performance of
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proposed generation expansion plané. E. Houser and G, Irisarri [9]
have developed a method that takes advantaqeg of the mild non-
linearties of the problem in attempting to change the weight of the
constraint quantities in Such away 80 as to both alleviates the
current overloads and avoid the criterian of new ones due to the
change of the controls. Jolissunt, Arvantidis and Linenbexge [35)
have developed a decomposition method in which real and reactive
power equation are decomposed. Two subproblem are formed one corres-
ponding to real power equation and the other to the reactive power
equation, The two problems are alternatively solved untili the

desired accuracy is achieved,



There are basically two objectives of power system. The
primsry objective is to provide adoguste uninterrupted supply of
powes of certaln quslity to meet all the demand of the customers.
This implies that the generation must be adjusted, in real tinme
to match prevailing demsend, And the other objective, to be achieved
as long as it is consistent with continuity of serxvice and dependable
operation, is to generate the required total output at minimum overall
coste The schievements of these two objective involve many complicate

studies that are interrelated,

2.1, ZYSIEM DESCRLETION

Power stations are connected to different loasd centres and/
or to other generating stations by means of high voltages transmission
network to form what ie known as power system. The operation of
different power stations is automatically related to each other so thai
the objective of continuity of service and high economy are achieved
for a far~flung networ as s whole. This interconnection provides an
apportunity to co-ordinate the operation of many gererating stations
of a network so that prevailing customer demand is fulfilled, power
interchanges with neighbouring networks or systems are established and
maintained by using tie linea, and the output of available siternative

sources are maintained at such levels as will provide optimum overall

eConomy .
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FIGURE 2.1 NODE DESCRIPTION



The mathematical description of the system is given by lineasr
circuit theory. The power flow pattern in the system mainly depends
on the load and genergtion distribution and the netwark configuration.
Each system node or bus can be described completely as in Fig.2.1.
where the lines §,k and [ are the electrical interconnections of node i
with nodes §,k and [ .

In most power~system studies, one of the basic problem ic to
find the voltage magnitude and phase angles at system nodes to meed
a given sctwdule of generation end ioads. In thﬂ past this problem
has been solved with digital computers using iterative method., The
iterative method converge slowly and are subject to ill-conditioned
situations. Now-a-days there are tliminitxon method for po&ct flow

solution,

A basic requirement of the system operation is that the active
and resctive power balance must be satisfied at esch node of the
system. This can be met by proper choice of node voltage magnitudes
and phase angles such that the steady state power flow squations

are satisfied.

N
pGi“pLi'?g(v'b)wi .’};l V’[Gt’ &0‘(6*"’6’)#3*’ '1“(61"&3)} ses (1)

N |
Q=040 (V,0)w E V4[Gyy 81n(b,~0)~Byy cos(8y~5,)]

i‘l,-. N vew (2)

P, and Q sre non-linear function of V and & .



The conservation law of energy must be saptisfied, requiring the
satisfaction of the following equations

NG N

f Py = £ P =P - eee (8)
R TS R YT ¢
NG

T gy - Qg = Qoss = © ee (9
1=1 1=)

Equation (1) to (4) defines what is known as power generation

allocation problem,

Each node of the systom is characterised by four varisbles,
$,Q,V and & of which two are specified and the other two must be
found, Depending upon which variables are specified, the node can be
devided into three types:

(a) Slack node~ with V, & specified and P,Q unknown. Also for
convenience the phase angle of slack node is taken

as reference with & = Q.
{b) Load node or P,Q node with P,Q specified and V, & unknown.
(c) Generator node or P,V node- with P,V specified and G,8 unknown.

For the solution of genoration ulocation problem the cholce
of the values of specified variables of system nodesg is made somewhat
nrbitrafuy from the experiance of the system operators. | The values
for the real power generation were generally determined from economic
loading of the units, The simple method of loading determination is
by the technique of equal incremental cost which is based on the

sssumption that system trasnsmission losses are negligible,



The 4ptimal generation allocation problem is extremely

important both from economic and system operating considerations.
The optimization criteriasn chosen for the determination of optimal
generation scheduling s decided by the state in which system is
operating and should be optimized such that the power flow equation
(1) and (2) are satisfied, The must sleo satisfy the following
inequality constraints arising from system operating limits and
design consicderation.

1. The voltage magnitude at each node must lie botween specified
uppexr and lower limits,

vl g v, g v s 4 mlyeee N e ()

2. The power output at any generator should not exceed its
rating nor should it below that necesgsary for stable boiler ‘
operstion,

%&n S pGi £ pg:x i = l'NG \ . ses ¢6)

8. The reactive power output of sny reactive power source must lie
between its specifiod upper and lower limits, |

0" & Qg S A% 1w 1,NG e (7)

4, Transformer tap position ere variable but no tap position

shall be outside the allowable range,
t?lﬂ < t" < tT.x { = 1'1‘ snw (8)
%« The power flowing in each line s such that it does not violate

the maximum permigsible phase angle difference between the connect-
ing nodes,



9”)_181-611 s Im1, N=1}

g =441, N wee (92

The mathematical objective function and its constraints

in concise term in terms of X, U (where X 1g state variable and

U is control variasble) can be written as

Nin  f£(X,U) ees {10)
subject to
| g(X,U) =0
n(X,U) 20

x"""gxsx“'“
WBAN oy ¢ ymex

There are three type of generastion allocation problenm
according to the operating state of the system. These three opera~
ting states are discussed along with the usual optimixation criterian
adopted during these system operating states. '

2.8%a. NOR R 9

The power system is sald to be in normal operating state, when
all the equality and inequality constraints of the optimization
problem defined in equation (10) are satisfied. Under normal opera-
ting atate of the system all the demands are met sguch that all the
components are loacded within acceptable limits. The objective under
this mode of operation is usually cost of operation for a given perioed
of time., The length of this period will depend on the type of eources
available in the power system. In this study static optimization of



- l8 -

the generation allocation problem is done ba;td on the .saémption
that active and reactive load at each node is known with its

constant mean value during the scheduling period. The general
problem of optimal generation scheduling is formulated in Chapter 1II,

2.8b. EMERGENCY OPERATING SIAIE
A power system is said to be an smergency mode of opat&tion
when one or more of the securityerelated inequality constraints are

being vioclated. In this state customer demands are not fuily met

or spparatus is overloaded, The gscurity level is practically
non=existent. 1f emergency control action are not taken in time or
are ineffective, the system then starts to disintegrate, In this
state equality and inequality consttainﬁu have been isolated and major
portion of the system load would be lost. This mode of operation
occurs when a severe disturbance such sd 8 large load changes, a loss
of generator, & loss of circuit between heavy importing/exporting
section experienced in the systen. '

There are throe type of emergency etate., The first type, which
is known as stoady state emergency, occurs when after a disturbance,
the power system roemains in steady state and continues in operation
but with the operating constraints not fully met. The second type
of emergency is known as transient oscillations and is associated
with varying & but almost constant f. The third type of emergency
occurs when, because of disturbence, the power system bécomes un~
stable, during this time both the operating and the load constraints
are not being met. This type of emergency cdndltion is known as
dynamic instability. |
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The objective function ;:f the scheduling problem during
this mode of operation is to minimize the ‘inconwvenience' experienced
by the customers, rather than to minimize the cost of generastion. The
convenience can be modelled by a function, which may consist of
terms depending on the load actually curtailed, deviation from
scheduled voltage, deviation from scheduled frequency, equipment
overload resulting in reduced life ete,

The inconvenience function f mathemstically can be expressed as

N |
te T OFPL - Py Vi - Vg Ry - Ropeees 1 e (1)

where §, = 1s the penalty function at node &

po

Dy 0 V$ o PG, = are the demended load, nominal voltage

and scheduled genoration at node i,
Prys Vqe Pgq = are the actual values of these quantities
during emergency mode at node i,

In literature the following objectives have been proposed
for optimization during emergency mode of operation [Bl-88,.

. H‘—w /LS (12)
~» C"
U5 8 Py ’

| P .p

’2 - g "‘LL""';!A" Y (15)
t, = g e, v | (14)
a i.l i Lt (XX

where ‘1 are chosen according to the priority for a given load at

& particular node,



2.8c. RESTORATIVE QPERATING STATE

In the restorative state, the some of the equality casstraints
are violated and all the inequality constrainst are satisfied. The
system attain a new normal ovperating state with the remaining genera-
tion and transmission resources., For this state the system could
transit either to the alert or normal state depending on circumstances
The objective of the restorative mode of operation is to bring the
system from its deteriorate state to a desired post-fault steady
state as quickly as possible, so that customer 'Inconveneince', is
minimized. A géneral form of the inconvenience function is

T N - L —
t= [ B Oy [P (0)-P (3, Ti(0)V4(8), Pg (1)=Rgy(t)yeue ] oen (15

where

Eii(t)’PLi(t) - are load demanded and actually supplied at node i
at time t.

Vi(t), V4(t) = are nominal and actual voltage at node i at time t.

§61(t)'PGi(t) - are desired and actual generation at node i, at

time t
by - is penalty function at node i
T -~ is time marking the end of rostoration.

2.4, SYSTEM SECURITY

In practice, we try to maintain a system in the normal operating
state. But it is not sufficient because under certain conditions,
the occurance of some distmebances may cause the system to go into an
emercency such as the overloading of lines and violation of voltage
limits. So in this framework, the security of the system will next be
‘defined,
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A set of most probable disturbances (contingencies) is first

specified, This set of disturbances may consist of the following?

(a)
(b)
(¢)
(d)
(o)

s single line out,

& loss of a generator,

sudden loss of a load,

sudden change of flow in an inter-tie,
a three phgse-fault in the systenm.

Suppose that g power system in the normal operating state is

subjected to the set of disturbances in the specified set, the
system remain in the operating state, then system is said to be

secure, otherwise it is insecure,



The general mathematical problem as described in Chapter 2,
is given below-

Minimize the generation cost function

£( PG) (1)
subject to |

cp(V.6.t.¢) = 0 (2)

Qq(vasot,"” =0 (8)

h(P,Q,V,4,t,9) £ 0 (4)

As in a power system the ratio of reactance to resistance
of the lines is generally of high value. So the real power at a
bus does not change appreciably for a sman'change in the magnitude
of bus voltages. Similarly the reactive power does not change
appreciably for small change in the phase angle of the bus voltages.
These characteristics of power system enable the pro_bl&m to be
broken into two sub-problems, resulting in saving in memoxry require-

ments and increasing the speed of solution.

5.1, FORMULATION OF SUB~PROBLEM J

The problem is to minimize the operating cost function, which
is the function of real power and bus voltage angle keeping bus
voltage magnitude constant, while satisfying both the power flow
equality constraints and the wpper and lower bound inequality
constraints on the variables. The objective is to adjust the system
variables i.e, active generation and phase angles of bus voltages
such that the over all cost of generation is minimum. The objective

function can be written as-
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NG
fp= ‘r‘,é: I, (85%By Py + €y P3y ) (%)
where
Poy - is the active power generation of ith generator.

ai,b1 and Cy =~ are the cost coefficient of ith generator.
NG ~ is the total number of generators.
BLEM CONSTRAINT

There are two tybo of optimum power flow constraints, the

equality constrainti and inequality constraints.

EQUALITY CONSTRAINTS

There are two equality constraints, that the sum of all
injection at a bus must be get equal'to gero as given below:

Pay = PLy = Py (V48) = 0 (6)
QG:I. - QLI - Qi (V,&) = 0 (7
~EQU STRAINT

The following variables are to be held within a specified range,

min max
Pas~ & Pgy £ Pgy (8)

Equality constraints on the reactive power flow given by
equation (7)Varn not tight constraints, therefore they can be augmented
in the objective function with a penalty, so that the reactive power
flow deviations are restricted,

Now the Sub=problem I for the minimization of cost of generation

can be rewritten as
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Minimize
NG PZ N 2
flu ¥ (814'131 PG&"'ci G’_)‘PK ¥ (QGi_QL’.-QS.) (9)
i=l i)
Subject to
i x . | '
PG1 S Pop S PG o 1mLNG . (11)

where K is the penalty factor.

8,2, FORMULATION OF SUB-PROBLEM 1}

The system voltage mgnitudas and bus reactive powers should
be such that the system losses and total reactive generation are

minimized. Therefore the subeproblem II can be formulated as
Minimi ze
NL NG
Tiv wv 12 2 2
f,= I -G V=V, )%V, V. (0,~0 +Ky 12
2 Lol L [« { j) i j( 4 j) J 2 1=1 (QGi) (12)

Subject to

Qg = Qg =~ Q4(V,0) =m0, 1= 1,000, N | (14)
ving v, g vIex , im1,...NG (15)

Variation in real power flow in the line due to change in Qg
and V 1s very less. Therefore they are augmented in the objective
function with a penalty term Ky » Therefore subproblem 11 can be

restated as

Min,

fzt?;u' <Gy [(V =V )2+V V,(o,~0 )2J+K li?(l’ P, =P
L=l 1747771 Ty 1,5 ety

NG
(V,0))2 + K, &, (Qm)2 (16a)



Sub. to
Qgq = Quy= Qy(Vs6) =0 L =1N (16b)
VIR gV, VI® 1 e, NG © (16¢)

3.8. SOLUTION TEC

For the large power system the system variable become large.
Therefore to reduce the size of the problem we decompose systen
variables in to two groups i.e. state variable X and control
variable 4., For the sub-problem I the state variables are taken
61, { = 1,N=1, Py and control variables P;, ,1i =1, NG-1 and
for the sub-problem 11 v,, i =1, NE; ,QGi, jwl, NG and V, , i=1,NG

are the stato and control varlables respectively.

Since in both sub=problem 1 and sub-problem 11, the dependent
variable (say X) enters into function F, but it is related to
control variables (say U) through the equality constraints. eqh.(ll)
and (14) (say ¢g),. This may create problem to solve the large power
system. To remove this difficulty we have used Reduced Gradient
Ve thod. ’

8.4, CALCULATION OF REDUCED GRADLENT

At the initial point W°, X°, we may expand F and g for a small

variations du and dx by Taylor series neglecting higher degree terms

oF = 4& 3y + 2. 3x 17
a® ! ax° (17)

and
98 x+%w=0 (18)

&° g
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where the derivatives may be interpretted as-
- 4§s an m-row of component %51

is an n-row of cqmponon¢'§§1

<
A2

~ is an nxn Jacobian matrix of elemonts

(= 4
Cade

o2 a@ o 2

- is an nxm Jacobian matrix of elements

ol O
| &
YN

is the total numbe: of.conttol variables U
n =~ 4is the total numbexr of state variables X

From (19)

% = - (92770 (42 g (20)
- dx° du ‘
putting the value of oX from (20) to (18), we have~

BF = QE. u.gg gﬂ_,‘l ‘ng 21
[dU° [dx"] [dx"l [du" Heu | ( )'
The reduced gradient dF/du at the point U°, X°, is defined

a8 3 row vector

E .48 | (dE ) (41 -t (4R (22}
W au®  Tax® ax® auv®
This gradient is called 'recduced' because the equality
constraints (17) g continue to be satisfied when a small change
Ou is made., So the oquality constraints in both the sub-problem

vanishes.

1n equation (22) the R,H,S. may be written as

aF .T,d
§§° Rk [;ﬁ;] (28)
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T dg 1=l
where A 'lgﬁol [;go]

or AT (3% . & (28)

AT is a3 row vector of lxm.
Cquation (28) is a linear simultaneous equation. So for a
large power system, it is necessary to solve hundreds of simul-

taneous equations of this form, for the value of A,

General form of equation (28) can be written as
AX=D - (24)

There are many mothod to solve this equation for X. But
they are having some limitations. As the diroat inversion method

2 storage locations and nx

of solving the equations requires n
arithmatic operstion. Gaussian Elimination method of solving such
equation roqu&rq;.nsla equations but more or less same intermediate

storage location ia required as compared to direct inversion methods,

The effective and most widely used method of manipulating
coefficient matrices to solve simulation linear equations is that

associagted with trisngulation of matrices or triangulsr decompositior

The LH method of factorization consists of expressing the
coefficient matrix A as a product of two factor matrices, such that
A = LH

where L = i3 a lower triasngular matrix.
H « is a higher (or upper) triangular matrix which has
unit element on its diagonal,
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if A X = b are the set of simultaneous equations
Then L HXw=D)h
Letting HX = X
LY=Dh
Since L 13 a lower triangular matrix, Y,can be found from L

and b by forward »aubstitution and hence H is an upper triangular
matrix the unknown vector X can be found from H and Y by backward

substitution. Where

Lot L

LDH factorisation

This method expresses original coefficient matrix A as
product of three factor matrices such that

A= L'DH
whe re

L' ~ i3 a lower triangular matrix which has unit elesents

on its diagonsl. |
H =~ 4s a higher (or upper) triangular matrix which has

unit elements on its diaeonal.

D « is a diagonal matrix which has zero off=diagonal
elements.

If AX =D is a set of equations
A=L' DH
then L'DHX = p

Letting HX = Y
and DY=Y'
then L'Y's b



3.5, BIFACTQRISATION TECHNIQUE

The technique of product form of inverse and triangular
factorisation have been considered into a technique called bifactori-
.~ sation., This method is particularly suitable for sparse coefficient
matrices that have dominant and Nongero diagonal elements that are
either symmetrical or {f not symmetrical, have a symmetiical sparsity

structure,

The method 1s based on finding 2n factor matrices for an nth
order problem such that the product of theso factor matrices satisfying
the requirement.,

L) pn=d) | (2) (1), (1) g(2) | gln=) g(R) oy (25)
where A « is original coefficient matzix.

L - 4s left hand factor matrix.
R = is right hand fasctor matrix,

U -~ unit matrix of order n.

Premultiply equation (25) by inverse of Ln) g (n=b)
L(z) L(” congecutively gives
AR(I) R(z)..gR(n“l')Rn H(L(l))-l(l,(a))"l, (L(n-l))-l (Lﬂ)-l (26)

Post multiplying by L{P), L(n=0) (2} o4 (D)
consecutively gives )
art1) gl2)  pln=1) gn y(n) y(n=1) 4 (2) ((Day (27)
'Finally premultiplying eqn.(27) by A~ gives
(1) g(2) | aln=1) gn g0 (n=2) (1 (2) (1) , ,=2 (28)

Although the original coefficient matrix of equation is
symmetricsl the superimposed factor of triangular decomposition arxe

asymmetrical, whereas those of bifactorisation are symmetrical.
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To determine the factor matrices L and R the following

intermediate matrices are intrxoduced.

Aw Alo)
AL e (1) 4(0) (1)

¢ & 9o S & ¢ B ¢ 9 e @

T e & ¢ & ¢ & » [N

K)o 1K) p(K=1) g(K)

AlR). L(n) A(A=1) g(n)

The L and R factor matrices at Kth step are given by

a{k=1)
L%) 2 - ;;?ﬁ:n (131(:"1..-¢ .n) (29)
(K=1)
al((l;) - i&%m (§=K+1ye0e,n) (%0)
K
K oy -
843 " (31)

In case of bifactorisation only left hand side matrices need
be gtored, But in case of triangular decomposition both upper and
lower triangular matrices need be gtored, which nearly doubleg the
required storage space and 1ndex1ng informption., Thus inheyent
problem can b; overcome by furiher decomposing LH form triangulation
into LDH form. The storage is now reduced to that of bifactorisation
but to achieve this additional set of operation is required which
itgelf decreases its efficiency, Whereas in triangular decomposition
the product of two factor matrices gives the o:ibinal coefficiont
matrix, in bifactorisation the product of factor gives the inverse,



- 20 =

So by using bifactorisation technique we are calculating the

value of A, and the dorivatives of function w,r.t. u.
85,6, ) NG COF NTR RIABLE

Updating of the control variables is done with the help of
Han-Powell methed,

Esch iteration of Hen-Powell begins with an estimate, Lk say,
of the required vector of variables, an n x n positive definite
matrix, Bk say (which can be regarded as an approximation to the
second derivative matrix of the Lagrangian function of the minimiza-
tion problem, and a set (u,'; i=1,2,...m) of non-negative parameters
that are used after modification in une search. On most iterations
the search direction, dK ; o2y, is the vector d that minimizes the
quadratic function

A = Flg) + aT L F(X) + 2aTB g (%)
subject to the linear constraints
ci(&) + QT ! Ci(xac)) L O, 1=} ynguo ,m' ]

. o - (57)
Ci(xx) + g y_ Ci(&() }_ o, i"ﬂ!"‘lpan.m

However, d, is modified if the constraints {37) are inconsistent.
Having calculated _qx » @ positive multiplier g, is chosen, and Uee1
is given by |

oz = Yc + ox & ( 88)

Finally B, is calculated from B, and from a change in gradient
of an estimate of the Lagrangian function by B.F.G.S. formula.
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We give particular asttention to the choice of age It depends
on the parameters (”1' i -1.2....,m)..but they may differ from the
values that were given st the start of iteration, because on some
iteration they are revised at the end of the quadratic programming
calculation that determine & . The step length ay has to satisfy
the condition |

o (e + ap B < e (), (59)

where e 4¢ the function
]

S
UD=E(D+ T ISy E g max (0,-Cy(W)J (40)

In Hen-Powell method, the quadratic expregsion (%6) and (3%7)
is solved by simplex method. SIMPLEX METHOD [88] mathematically
is explained below by taking general equation.

5.7, PLEX METHOD FOR C_PROG NG

A quadratic programming mbdel is defined as follows

minimize X = C X + x‘rgw}g _ (41)
subject to '
AX SP ,%X20 (42)
where . & = (xl.xz'oao'xn)r

Cm (C1!c20"tncn) |
20. (bl.b2.000 .bnrr

?u.a-..an

Au

. .

8m1 ;mn
- i ILELEL IS T

; ;

nl nn



The function XTQ X defines a quadratic form where D i¢ symmetric.
The matrix D is assumed positive definite if for minimization. This mear
X, 1s strictly convex ix X for minimization. The constraints are

assumed linear in this case which guarsntees as convex solution space,

The solution to this problem is secured by direct application of
the Kuhn=Tucker necessary conditions.

~Tucke ondd
The Kuhn~Tucker necessary conditions is used for identifying
stationary poibts of a nonlinear constrained problem subgect to
inequality constraints. The development is based on the Lagrangian
method, These conditions are also sufficieht'undar certain limitation,
The Lagrangian function is thus given by o B

L (%52 = £(K) - A [o(X)+5%) - (45)
Given the constraints
op g0 (44)

The Kuhn=Tucker conditions necessary for X and A to be a

stationary point of the above minimization problem is given below.

220, (45)
Y £X) ~AY olX) =0 (46)
Ay 94 (X)= 0, 1=1,2,000y m (47)
9(X) g 0 | o (48)

Since xo is strictly convex and the solution space is convex set,

these conditions are also sufficient for a global optimum.



- 29 -

The problem may be rewritten as

minimize

X,*»CX+X DX (49)
subject to ' A p
8X= (g K -(g)so (50)

Let

A= (7\10 "'2n~-o Am).ro and U= (Fln&‘zn-"w “n)'l'
be the Lagrange multipliers corresponding to the sets of constraints
AX-2 50, and =X ¢ O, respectively, Application of the Kuhn~

Tucker condition immediately vields-

| A2O, 22 0 | (51)
X, - aLuhv ey =9 | (52)
A, - ?_ ay %) =0, i=1,2,000,m (58)
§=1
By Xy =0, J=Li2y0000 0 (54)
AXSBos -X&O (35)
now

LX =g +&zx"g . (36)
VEax= () (57)

Let S = B, -4 X 2 O be the slack variables of the constraints.
The above conditions rxeduce to

-2xTp+ ATa-uT =¢ (38)
AX+§=P, (%9)

“jxj uouki si, for all 1 and j
A,ULX,8 20 (60)
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Observing that QT = D, the transpose of first set of equation is
2+ATA-Usg (61)

Hence the above necessary conditiom‘ may be combined as
T T
-2p|a'| -L|o 2 ¢
D =g (62)
Y
ﬁ ‘

by Xg =0 = AsS; , for all 4 and J.

A,2U,% 820 (68)

Except for the conditions "j X‘1 - 0= "‘i 51. the memaining
equation are linear functions in X,A,U and §. The problem is thus
equivalent to solving a set of linear equation, while satisfying
the additional conditions X, = 0 = Ay S,. The solution may be
obtained by using Phase I of the two phase method,

The only restriction here is that the condition xisamonujxj

should always be maintained. This means if xi is in the basic solution
at positive level, Sy cannot become basic at positive level., Similarly
uj and xj cannot be positive simultane_ouslg. Phase~I will end inwsual
manner with the sum of artificial variables equal to zero only if the

problem has a solution space,

Hossian Matrix B, is obtained by updating By with the help of
Broyden~¥Fletcher-GoldfarbeShamno (B,.F.G.S,) formula, is given by
| T T
Beps = B~ —pd— B S. SR + —pi— Y\ (64)
Sk B3k S

where - S¢ Vvector denote the change in during the Kth iteration

(t.e. 5 = Yo )-t)
Yy donotg the change in gradient (YK - “m“’k)

Now the steps of the method can be written as



Step-] Read system data, tole, FCO (initial cost of generation assume
very high value)

Step-I] Set INF = -}

Step-1iL Find the value of Qgy» Pgys V4» and 0, by performing the
load flow,

Step~lV Calculate the derivative of function Fi and derivatives of its
equality constraints w,r, to state variables (i.e. 51, i=},
N "'1’ pm)a

Step~V Calculate the valus of A by using Bifactorisation technique.

Step=V] Calculate the value and derivatives of function F, and its
inequality constraints w.r. to control variables (i.e. Pgqei=l,

N&) respectively.

Step-VI] Minimize the cost of gencration w.r. to Pgy using Hen Powell
me thod.

Step-VIII IF INF = O go to III
Step~IX Calculate the valwe of function FC, IF|{FCO-FC| ¢ tole, go to
Step=XVli-

Step-X Set FCOWFC and INF = -},

2tep~-X] Calculate the derivatives of function t-’2 ahd derivatives of it
equality constraints W.r, to state variables (Vi' i=},NL, QGi.“
et .i‘l' NG)O

Step-X]l Calculate the value of A by using Bifactorisation technique.
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Step-XIl] Calculate value and derivatives of function F, and value

and derivatives of its inegquality constraints w.r. to

control variebles (i.e, Vi,iul.NG).

Minimize the system losses by using Hen pover method w,.r.
to V&' 1‘1. NGQ

IF INF = O go to Step (X) otherwise ¢go to Step~Il;,

Print (PGi' Qﬁi' inl.NG)and(Vi, 51. iﬂl.N),FC, system losses

and stop.
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In this chapter we have taken two examples of 6-bus and 26-bus
systemgand solved by using dis’cussed technique. And results are also
tabulated,

IEST PROBLEM=1
Considering a 6-bus system shown in Fig.4.1. System data, load

conditions, limit constraints and cost coefficient are given in
Table (1) to Table (4) and results are tebulated in Table (5).

Bus Noe. ‘ Line Parameters
1 3y T X Ve

) (ptu.} _ (p-“-) {(peus)
1 5 - 0,0250 0.1682 0,2598
2 8 0.1021 0.4980 0.4984
2 6 0.2180 0.8957 042406
8 4 0.08528 0.182% 0.,032%
4 5 0.02%8 0.2108 0. 8017
4 é 0.1191 0.2704 0.0828
5 6 0.1494 0, 8692 0.0412

where 2Vc is the shunt hdmittancc of the line.

JTABLE=1(D)
Bus No, ?xmsfarmr daté
1 3 TP s P X( P Uy ) ~ Ratio
1 5 0,0 0.1682 1,08
2 6 0.0 0.89%7 0.96
% 6

0.0 0.8692 0.98




FIGURE 4,1 6-BUS SYSTEM



JABLE=2
System load data on 100 MVA bage
Bus No. LOAD

i mlpﬂh) Elu_‘.P!“u)

1 1,6998 0.0904 :

2 0.9167 0, 1500

8 2.4718 0.5249

4 0.0000 0.0000

) 0. 5765 ‘ 0. 8024

6 0.7719 0. 8984
BLB-%

"Bus  olmax) min) max) {min) max min)
No. 'Gi P o o vimer) vy

i (peue)  (pews)  (peus)  (pews)  (peus) (Pette)
1 0.68 0,80 0,98 . 0.0 1.0% 0,90
2 0.70 0,50 0.8l .-0.8l 1,09 0.90
5 4,0 . 8,80 2,26  ~l,1 1.0 0.90
4 1,70 1,50 1,89  -1,88 1.0% 0,90
s 0.0 0.0 0,0 0.0 1,05 0.9
6 0.0 0.0 0.0 0.0 1.05 0.90




e
JABLE 4
Syatem cost data

1 0,00  0,2100 0.000000
2 144,48 0.4564 0.001495
5 0.00  0,2100 0,000000
4 44,00 1.2718 0,003500

Bus Voltage Bus phase Reactive power  Real power
No. HMagnitude angle generation gemeration
i Vit‘p.n‘) o,‘(rad.) QGi(p"“‘) Pgypeue)
1 1.0281 - 0.1786 _ C.00 0.00
21,0082 00,0460 0.00 0.00

5 1.,0500 ~ 0,0864 «0.2584 | 04700

4  1.0482 0.5241 0.2068 5.800

5 0.9818 0.4407 «0, 0069 1.%00

6 1.,0176 00,0000 1.8242 0.5688

Total active powsy generation = 5,.5688 p,u.

Total cost of generation = R8s 191,36
Total system loss ® 0.2%12 pous
BLEM~

Now considering enother problem of 26-bus system as shown in
Fig.4.2, The system data, load conditions, limit constraints and
cost coefficient are given in Table (6) to Table (9) respectively and
regults are given in ‘ljbh (10) .
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“Bus No, | Line parameters

i 3 r (poue) X (peus) Yo (peur,)
1T 26 0,00 0.0181 0.00
26 16 0.00 00 892 0,00

16 20 0.00 0,452 0.00
20 2 0.00 0, 814 0,00

2 10 0.00 0.015 0.00

9 10 0. 1494 0, 5892 0,824

9 12 0.0658 0.1494 0.0864
12 26 0.0588% 0.121 0,0294
9 14 0.0618 0,2897 0,06 88
11 14 0.0676 0,262 0.0698
24 26 0,061 0.521 0.059
6 26 0,0%18 0.1986 0.058
6 24 0,0129 0,082 0.0148
7 24 040906 0, 5742 0.0874
6 7 0.0921 0. 8%69 0.09%
11 21 0,05138 0.2118 0.0496
8 11 0.0865 0. 3855 0.0894
17 21 0.0281 0, 1869 0.0474
8 22 0.0785 042847 0.0758
17 22 0.0459 0. 8095 0.0774
1 4 0.0619 © 0.,2401 0.0658
4 22 0.061  0,2865 0.068
285 22 0.0 0,08505 0.0

15 1 0.0  0.0147 0.0

2 18 0.0086 0,0707 0.608%4
1 7 0,0199 0.,078% 0.0808
1% 28 0.0107 0,0617 0.8942
2 25 0.0074 0.0608 0.5186
1 3 0.0 0. 8592 0.0

19 5 0.0 0,145 0.0

) 2 0.0 0,179 0.0

5 18 0.0 0.0




TABLE=6(b)

Bus No. Transformer data

i j r (psus) X (peue) Ratio
18 26 0.0 0.0181 1,08
26 16 0.0 0.0892 0.96
2 10 0,0 0. 0150 1,08
25 22 0.0 0,005 0.97
1% 1 0.0 0.0147 0.89
1 8 0.0 0.,0892 0,98
19 5 0.0 0.145 0,98
5 22 0.0 0.17% 0.99

18 0.0 0.154 2,08




FIGURE 4,2 26-pus SYSTEM



JABLE-7
System Joad dfta on 100 MVA bage
Bus No. Load
i pLi (p.u.) QLi (Pu“o)
1 0.82 0.21
2 0.0 0.0
3 0.57 0.17
4 0,48 0. 2L
5 0,48 0.11
6 0.4 0.1
7 1.11 0,27
8 0.28 0,06
9 0.67 0.21
10 1.02 0,27
11 0,48 0, 14
12 0,48 0,12
13 0.0 0.0
14 0.0 0.0
1% 0.0 0.0
16 1.81 0.8
17 0.08 - 0.01
18 0.0 0.0
19 0,05 0.0
20 0.04 0.0
21 0.56: 0.0
22 0.0 .0
28 00 0.0
24 0.0 0.0
2% 0.0 0.0
26 0.0 0.0




gg: p((;r;\ax) P&Tm) Qénlzax) Q&::in) ngax) ngin)
i (p.u.) (Pcu-) (ptuo) (P-“o) (Po\h) (Po\lo)
1 0.0 0.0 0.0 0.0 1,08 0,95
2 0.0 0.0 0.0 0.0 1.05 0,95
3 0.0 0.0 040 0.0 1.0 0.9%
4 0.0 0.0 Q.0 0.0 1.05 Q.95
S 0.0 0.0 0.0 0.0 1.05 0.9%
6 0.0 0.0 0.0 Q.0 1.0% 0.9%
7 0.0 0.0 0.0 0.0 1,05 0.9%
8 0.0 0.0 0.0 0.0 3.09 0.9%
9 0.0 0.0 0.0 0.0 1.0% 0.9
10 0.0 0.0 0.0 0.0 5.05 0.93
11 0.0 0.0 0.0 0.0 1.0% 0.9%
12 0.0 0.0 0.0 0.0 1,05 0.9%
18 0,0 0.0 0.0 0.0 1.08 0,95
14 0.0 0.0 0.0 0.0 1.0% 0,95 -
15 0.0 0.0 0.0 0.0 1.09 0.9%
16 0.0 0,0 0.0 0.0 1.08 0.95
17 0.0 0.0 0,0 0.0 1.09 0.9%
18 1.0 0.5 2.0 =-2,0 1.0% 0.95
19 0.% 0.0 2.0 -2.0 1.0% 0.9%
20 Q.% 0.0 2.0 «2.Q 1.0% 0.9%
21 0.5 0.0 2.0 =20 1.0% Q.99
22 2.9 1.0 2.0 -2.0 1.09 0.95
28 5.0 2.7 2,0 -2.0 1.0% 0.95
24 2.0 1.8 2,0 -2.,0 1.0% 0.9%
25 3.0 2-7 ' 200 "200 1005 0095
26 500 100 2.0 ""200 1405 0'95




JABLE~Q
System cost data

Bu: No. Au A21 Au ’

Rs. Rs./MW Rg,/MN<
18 44,0 127.18 0.9%
19 0.0 21.0 0.04
20 144 .48 45,546 0.1495
21 0.0 21.0 0.04
22 44.0 127,18 0.5%
28 0.0 21.0 0.09
24 144,48 45.46 0.14959
25 10,0 21.0 10.0
26 0.0 21.0 0,08




Bus Voltage "~ Bus phase Reactive power Real power

No. Magnetudo angle goneration generation
Vyip.u) _04(rad.) gy (P.u.) Pgy (pou.)

11,0254 0.0668 0.0000 0.0000

2 1,06%4 0,0842 00000 - 0.0000

51,0407 0.0504 0,0000 0.0000

4  0.9800 0.08%8 0,0000 0. 0000

5  0.991% 0.228% 0,0000 0.0000

6 1,014 0,04%% 0,0000 0.0000

7  0.9988 0. 0079 0,0000 0,0000

8  0.9641 0.0388 0.0000 0.0000

9 0.978% «0.1108 0,0000 0.0000

10 1,0848 0.0627 0.0000 0.0000 .

11 0.9%18 =0,0904 0.0000 0.0000

12 0.9781 «0.07%9 0.0000 0.0000

18 1,048%0 0.0148% 0.0000 0.0000

14 0.97%6 ~0.1084 0.0000 0.0000

15 0.9218 - 0,0044 0. 00CC 0.0000

16  1.0%44 «0,04%7 0.0000 0, 0000

17 0.9788 0.0888% 0.0000 0.0000

18  0.976% 04 5055 - 0, 1087 0.5000

19 1,028 - 0.0671  0.0270 0.175%

20  1,0146 00,0266 =0.0196 0.0000

21 0.96%0 ) o 0646 . 0.0252 0.1665

22 1.0092 0.2112 0.1664 1,0000 -

28 0.976% 0.2298 - 0.1429 2, 7000

24 1,02% 0.,0851 «0.0079 1, 8000

25  1,0606 0.28514 «0. 45676 2.7000

26 1.0068 00.0000 «0, 0454 0. 2087

Total active powsr generation = 8,84%7 p.u,
= Rs. 857.90

Total cost of generatlon

Total system loss

= O, 295 Pell
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CONCLUSTONS

In the present study new problem formulation is proposed for
Genergtion allocation problem, fhe objective of the suggested
formulation is to minimize the mismatches between the spacified
and calculated powexr at the system bus so as to provide complete
insight to the whole system which greatly helbs in taking the
correc£ive decisions, Tﬁe technique should find its application
in power system planning. The solution technique used for this
problem is simple,

Optimal Generation Allocation problem is very important because

of huge system operating costs, At the same time it involves large
number of problem variables and limit constraints. Variable decomposi-
tion and problem decompogition is utilised in oxder to reduce its
sire, Variable decomposition approach devides the problem variables i
%0 control and state variables and uses s@naltivity relation to
incorporate state variables with contxrol v&riables, determined by
optimization technique, This reduces the total storage requirement
because of reduction in the gize of the matrices, Problem decompositioc
approach decomposes the Genaration allocation problem into two sub- .

problem of active pover and reactive power optimization which can be
 solved indepondently. For their formulation use is made of P-§ and
Q=Y coupling thus reducing the size of sub-problem. Active power’
optimization 1svachieved‘by ninimizing the active power generation -
generstion with constant bus voltage magnitude and thus giving optim,l

systom bus voltage phase angles. These bus voltage phase angle are
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held constant for reactive power optimization in which the

total active power loss and reactive generation at each bus is
minimized for obtaining the bus voltage magnitude, The optimizatio
process can be terminated at any stage and the resgults will be
better than the initial operating conditions. The storage reqﬁirv~
ments for the sub-problem ig reduced as the problem variables and

number of constraints are reduced,

Generation allocation problem is constrained nonlinear
programming problem having nonlinear objective function subject
to nonlinear equality and inequalities constraints. In this
study use is made for the new formulations for transforming the
generation allocation problems into unconstrained form using
reduced gradient and bifactorization technique. We have solved %
these unconstrained problem by using Hen~Powell method which is
simple and faster in convergence. And because of sparse tecnnique

The storage requlrement iz also reduced.



(1]

[2]

[5]

(4]

(5]

(6]

(7]

(8]

(9]

REFERENCES

A,M. Sasson, Fo Viloria and F,A. Boytes, 'Optimal load flow
using the Hessian Matrix', IEEE PAS-92 Jan~Feb 1978, pp.8l.

A.M. Basson, Carless Trenino, Florencio Aboytes,'Improved
Newton's load flow through a minimization technique', 1EEE
pAS 0¢t~$lp 1971. pp01974-

A.P. Hayward 'Economic scheduling of generation by value
p°1nt" Ibid.No.58.pp.9‘3~965. Febal982.

A.F. Glimn, R.Habermann, Jr., L.K. Kirchmayer, R.W. Thomas,
*Automatic Digital Computer Applied to Generation scheduling’,

AIEE Trans.Vol.75,Post 111 B, 1954 pp,1267-1275.

Burchett ,Robert,C., Happ,H.H., Vierath,D.R. and Wirgau,K.A.,
'Optimunm power of law method for dispatching all active and
reactive power', 1EEE PAS Feb.1982, pp 406-414,

Bui Rurg T.,'Real power scheduling and securiky assessment;

Linear programming method; I1EEE PAS Aug 1982 pp.2906~2915,

D.H. Kelly, AJM.H. Rasheed, ‘Optimal load flow solution using
Lagrangian multipliers and Hessian Matrix,' IEEE PAS-98, Sep-
Oct. 1974, pp.1292.

Dillon, Tharam,S.,'0Optimal power flow problem; Rescheduling,
constraint participation factor and parameter sensitivity',
IEEE PAS, May 1981 pp.2628-063%4, |

E. Housor and G, Irigsarri,’Real and Reactive power system
security dispatch using variable weights optimization Method',
IEEE PAS May 1988, pp.1260-1268.



(10}

[11]

[12]

(18]

[14)

(18]

(16}

[17]

[18]

- 4% -

G.F. Reid and Lawrance Hasdrof,'Economic dispatch using
quadratic programming', 1EEE PAS 92, Nov-Dec 19783, pp.2015.

H.Nicholson and Mojaho Sterling,'Optimum dispatch of active
and reactive generation by quadratic programming,' I1EEE PAS-92,
1978 pp.644-634, |

H.H. Happ, W.B. Ille, and T.H. Smith,'Economic system operation’
considering valvue throttl4ng losses, Part I, Method of Computing
valve loop heat rates on multi-valve turbines', Ibid-No.64,

Feb 1968, pp.609-615,

HeH. Happ,'Optimal power dispatch', IEEE PAS~98 May/June 1974
PP«820~840. |

Isoda Hachiro, 'On line dispatching considering load variation
characteristics and response capabilities of thermal units',
1EEE PAS Aug 1982 pp.2925-29%0.

IEEE Committee report, 'Present practices in the economic
operation of power system', LEEE Trans.PAS,Vol,PAS=90, No.4,

J.T. Day, 'Forecasting minimum production costs with linear
programming', 1EEE PAS March-April 1971, pp.8l,

John Peschen, Hermann, W.Dommel, Wo Powels and Donab Wo Bree,
'Optimum power flow for system with area intexrchange controls)
IEEE PAS 91 May-June 1972 pp.898.

J.Peschon, D, Bree, L.Hajdu and F,Rees,'A generalised approach
for determining optimal solution to problems involving system
security and saving', System control Inc., Palso Alto, Californi:

Final report to Edison Electric Institute', July 1970.



{19]

[20]

[21]

[22]

(28]

(24]

(23]

[26]

- 46 -

L.,Roy and N.D. Rao, 'A new algorithm for real time optimal
dispatch of active and reactive power generation retaining -

nonlinearity', IEEE PAS April 1985 pp,8852-842,

L.K. Kirchmayer, and G,H., McDaniel, *Transmission losses and
economic loading of power system', General electric Review,
Schenectady, New York, Vol.5%4, No.l1l0, Oct.1931 pp.1152-1168.,

L.K.Kirchmayer,G.W,.Stagg, 'Evaluation of methods of coordina-
ting incremental fuel costs and incrementasl transmission losses
AIEE Trans., Vol,71, Part II1I 1952, pp.B18-521,

L.R. Hajdu, J. Peschon, W.F. Tinney, and D.S. Piercy,'Cptimum
losd=-shedding policy for power system', I1EEE Trans.PAS, Vol,
PAS“S?, NOQB. ppo?&“‘"?gb; March 1968.

M. Ramamoorthy and J.Gopala Rao,'Economic Load scheduling of
thermal power system using penalty function approachs: IEEE
PAS=~89, Nov=Dec 1970 pp.2075.

O.Alsac and B,Stott,'Optimal load flow with steady state
security', IEEE PAS 93 Msy~June 1974 pp 745. |

R.J. Ringlee and D.D. Williams,'Economic system operation
considering value throuliﬁq logses, Part 11, Distribution of
system load by the method of dynamic programming', Ibid,No.64,
pp.615=622, Feb,1968,

R.B, Gungor, N.F. Tsang and B.Vebb,'A technique for optimizing
real and reactive power gchedule', IEEE PAS July-Aug 1971,
pp.1781,



[27]

(28]

[29]

[%0]

[51]

L

[ 53]

s8]

(23]

- 47 -

- ReReShoults and D,T, Shun 'Optimal power flow based upon

D-Q Decomposition', IEEE PAS 101, Feb.1982 pp.897-409.

R.A. Smith and R.D. Shults,'Operation anslysis in generation
planning', IEEE PAS, May 19885, pp.l1851~1889,

R.Padmore, 'Economic power digpatch with line security limits'
IGEE PAS 95, Jan.Feb 1974,pp,289.

Roy Billinton, S.S.Sachdeva, ‘Real and reactive power optimi-
zation by sub-optimum technique‘, IEEE PAS 92 May~June 1978 mme
PP 950. |

!

Shen and Laeyhton, *Power system load scheduling with security
constraints using dual linear programming', IEEE Proc.Nov.1970,
pPp. 2177.

Sidenblad, Kathleen M.,'Generation production costing for
system with storage: Probablistic Method', 1EEE PAS Jun 1981,
pp.8116~-3124,

T.E. Dy Liacco, et al.'Multilevel approach to power gystem
decision problem=- the optimizing level,‘'Proceeding of the
power industry computer Application (PICA) Conference,

Pittsburgh, Pennsylvania, pp.221-225, May 1967.

Waight,James,G,, 'Scheduling goneratlion and reserve margin using
dynamic and linear programming', IEEE PAS May 1981, pp.2226-
2230, | '

W.D.Stevenson,' Jr.elements of power system Analysis,'Inter-
national gtd editions, McGraw-Hill, Kogukusha,562.



(s8]

[(87]

[#8]

[%9]

[40]

'Ward,J.B,, H.W. Page and E.E. George,'Coordination of fuel cost

and transmission loss by use of the network analyzer to
determine plant loading scheduling', AIEE Trans.Vol.68, Part II,
1949, pp.1152-1160, |

W,G, Chandler,P,L, Dandeno, A.F, Glimn, L.K. Kirchmayer
ALEE Trans Vol,72, Part III 1958, pp.l0B7-1065.

TAHA, HAMDY A, *'OPERATION RESEARCH:
An Introduction'', Macmillan Publishing Co,Inc. New York,

Kohli,N.P. 'Optimal power system operation using mathematical
programming’ Ph.D, Thesis 1978,

Srinivas, K. 'On some aspects of power system planning ﬁroh&ems'
PhoDQ Tm Gis 1988.



APPENDIX *'A' LINKNET- A STRUCTURE FOR COMPUTER REPRESENTATION
OF NETWORKS

In the development of any algorithm which deals with a network
the programmer must decide on how the network information should be
stored in computer memory. The decision is parxrticularly important
for the analysis of the large sparse networks which occur in power
system studies. Often, it will largely determine the computer memory
requirements and it may also significantly affect the processing
of the .algorithm.

Most of the structures have been developed for particularx
types of network algorithm and have a limited range of application.
Hbmver, for a wide variety of network problems there are g number of
common features which are desirable in a storage structure. These can

be summarized as:

(1) Use of a small emount of computer memory

(41) Processing of the network information should be facilitated;
,Eggi 1.e. the branches and nodes connected to any given node
should be easily scanned '

(441) The structure should easily reflect network changes;
€.ge the addition or removal of branches

(iv) The structure should be basically simple and easy to program

8 AR OW :!"u'!ﬁ'r*l_?;‘ﬂ s Ty

The LINKNET structure (mpocReferencs has been
designed as a generai puUrpose Structure for r@p&esentinq networks in a
computer. 1t incorporates each of the desirable features which are
listed in a balanced manner, The structure derives its name from
linked~ligts which it applies to obtain some of these features. The
usefulness of the LINKNET structure has been demonstrated by its applic

tion in the programming of a wide variety of network alﬁorithms.
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THE LINKNET STRUCTURE

We assume that the nodes and branches in the network are
numbered, either manually or by the computer, Typically in a power
system network the nodes are numbe red manually but the branch
numbering is left to the computer. The properties of the network
are divided into node properties, branch properties and topological
p:operties; The node and branch properiles are stored in a firly
standexrd fashion. Fpr each node or branch property a one~dimensional
:array is allocated and each positioq in the arrav is identified with th

node or branch having the corresponding number..

The topological properties of the network are represented by
specifying the connections between the nodes and the branches. Firstly,
we as#um@ that the ends of each hranch are numbered as follows; ends of
branch 1 are numbered 1 and 2, ends of branch 2 are numbered 8 and 4.
etc.' ‘Thus. the branch end numbers may be derived from a branch

number as:

END = £( BRANCH)
= 2.BRANCH - 1
end,
END = g{ BRANCH)
= 2.BRANCH

Conversely a branch number may be derived from either of its end
numbers using, |

BRANCH = h(END) — 17813
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~ In this relationship the integer round off is used to obtain the two
to one mapping between branch ends and branches. The topology of the
nekwork can now be defined by constructing a linked-list of the branch

ends which are connected to each node, For each node we define a

pointer:

LIST(NODE) = The first branch end on the list from NODE. For each branch
end we define a pointer, NEXT(END) = The next branch end on the list
after END, The last branch end on the list for each node is indicated
when NEXT(END) = O. The LIST(NODE) and NEXT(END) pointers are sufficien
to define the network topoloyy uniouely., They allow the branches connec
ted to any node to be directly obtained using the procedure:

Initislize, END = LIST({NODE)
then set, BRANCH = h({EED)
and END = NEXT{END) until NEXT(END) = O,

In network computatione it is often necessary to obtein the nodes
which are connected to a given node, This operation is facilitated

by defining an additional pointer for each branch and:

FAR(END) = the node at the far or opposite end of the branch. The

nodes connected to any given node can now be obtained using the procedur

Initialize, END = LIST(NODEA)
then set, NODEB = FAR(END)
and END = NEXT(END) until NEXT(END) = Q.

The successive values of NODEB will be the nodes which are connected
to NODEA. It may also be required to obtain the nodes at the ends of a
given branch., These can be obtained as followst
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ENDA = £( BRANCH)
ENDB = g( BRANCH)
NODEA = FAR(ENDB)
NODEB = FAR(ENDA)

=The pointers LIST(NODE), NEXT(END) and FAR(END) form the framework

of the LINKNET structure. The LINKNET structure is the ease with
which the structure can be modified to reflect the addition orx
removal of network branches. This is in fact one of the main features
which distinguishes the LINKNET structure from more conventional

structures such as double entry line tables.



	Title
	Abstract
	Chapter 1
	Chapter 2
	Chapter 3
	Chapter 4
	Chapter 5
	References
	Appendix

