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The list of principal symbols used in the thed.s is given belows 

N 	= total no. of buses, 
NL 	= total no. of load buses, 
NG 	a total no. of generator buses, 
NB total no.of branches or lines, 
T - total no. of transformers, 
V voltage magnitude at bus i, 

of - voltage phase angle at bus i, 

PGt active power generation at bus i, 
PGi reactive power generation at bus i, 
PLi active power ked at bus i t 

QLi reactive power load at bus i, 
pi 	= net active power injection at bus i t 
Qi 	a net reactive power injection, at bus i t 
rL = resistance of the line connecting buses i and J. 
XL 	= reactance of the line connecting buses i and j, 
Y 	bus admittance matrix 

G5 +i B5 f' i , th element of the bus admittance matrix, 

Al5,A2i,ASio cost function constants associated with ith generator, 

v 	`ri i n minimum allowable voltage magnitude at bus i, 
Vmax maximum allowable voltage magnitude at bus i, 

Gin - minimum allowable active power generation of f th generator, 
pmax ~i „ maximum allowable active power generation of ith ge 	 generator, 



Amin 	- minimum allowable reactive power generation of 
ith generator, 

Amax 	a maximum allowable reactive power generation of 
,th generator, 

ti 	tap ratio of transformer i, 

t' 	minimum allowable tap ratio of transformer it  

t ax 	a maximum allowable tap ratio of transformer i, 

U 	a vector of independent or control variables, 

X 	a vector of dependent or state variables, 

f 	a objective function or the optimization criterion. 



Generation allocation problem is very important because of huge 

system operating costs with the increase in size and complexity*  

the simple criterion of 'equal incremDntal cost' operation of genera- 

tore does not give optimal operating conditions with desired accuracy 

and hence more sophisticated methods are now used to find the optimal 

flow of active and reactive power in t he systems. 

In the present study «  the active and reactive powers are allocated 

amongst the system sources such that the defined criterion is optimally 
satisfied. The criteria or the objectives for optimization could be 

total system operating cost#  system losses to describe a delilbd 

behaviour of the system. The objective are optimized such that the 

system pourer flow equations and limit constrained imposed upon the 
variables by the system operating condition and design considerations 
are satisfied# Because of large number of variables and constrained 
involved#  and both the objective function and constrained being non-

linear, the problem is quite a challenging one from computational 

cons ide ration. 

To reduce the complexity and size of the problem we have made use 
of variable decomposition and problem decomposition approach. The 
complete problem of optimal generation happens to be a constrained non-

linear programming problem. A now approach is suggested in this work to 
transform the constrained problem into Unconstrained one. 
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• The complete generation allocation problem has been decomposed 

into two sub!-problem of active and reactive power optimization. 

The decomposition utilizes the physical properties of the electric 

power networks and helps in solving the two important problems 

independently. The active power optimisation is done by minimizing 

system operating costs, with bus voltage magnitudes held constant 

at optimal system bus voltage level evaluated by minimizing the 

real power losses and reactive generation at each bus with bus voltage 

phase angles as constraint, subject to above defined equality and 

inequality constraint. The minimization is carried out by Hen-

Powell method which is simple and fast convergent. 

The general purpose computer programs have been developed for 

the problems undertaken in the present study and are tested and run 

on DEC 23O. The storage requirement is appreciably reduced by made 

use of sparse technique. Two systems i.e.  b-»bus and 26-buses, have 

been taken for carrying out the various studios relating to the 

problem discussed above and the results are reported in IV Chapters, 
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There are basically two requirements for the satisfactory 
operation of an electrical power -system. One of them Is that the 
electric power generation should be sufficient to meet the prevailing 
demand on the system continuously. The energy supplied to the consumes 
should be within the given limits of voltage and frequency and should 
have continuity of service and dependable operation, At the same time 
the overall cost of the generation should be minimum. 

In this thesis a method is presented for finding the operating 
policy of the power system such that the cost of generation is 
minimum and simultaneously system losses are minimum.and the operating 
variables are within limit. 

In the first chapter, literature on this problem is reviewed. 

In the second chapter, generation allocation problem is discussed 
as a nonlinear programming problem. The basic assumption for the 
solution of these problem is that the system is operating under 

steady state conditions, 

In the third chapter#  problem formulation and the optimization 
technique used Is presented. The Hen-Powell, and reduced gradient 
method are used to solve nonlinear constrained problem. 

And in the last chapter we have considered a 6 - bus and 26 - bus 
sample systems and are solved the test problem by above mention method, 



CHAPTER" 

Over the years, numerous methods have been proposed for 

optimizing the power flow problem. 

The first major step in the development of a method of co-
ordinating incremental fuel costs and incremental transmission 
losses was presented in 1949 by E.E. George, H.W. Page and J.B.Ward 
( 86) in their use of the network analyzer to prepare predicted 
plant loading schedules for a large power system. At the same time 
the electrical engineering staff of the American Gas and Electric 
Service Corporation, also with the aid of the network analyzer, 
developed a method of modifying the incremental fugal costs of the 
various plants on an incremental slide Rule In order to account for 
transmission losses. Next#  the American Gas and Electric Service, 
corporation, in cooperation with the General Electric Company, succes 
fully employed transmission loss formulas and punched-card machines 
for the preparation of penalty factor charts to be used in the 
economic ' scheduling of generation (20). The incremental production 
cost of a given plant multiplied by the penalty factor for that plant 

gives the incremental cost of power delivered to the system load from 
that plant. 

In 192 a paper entitled 'Evaluation of Methods of Coordinating 
Incremental Furs, costs and Incremental Transmission Losses' (21) 
presented. 
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1. A mathematical analysis of various methods of coordinating 
incremental fusl 'costs and incremental transmission losses. 

2. An evaluation of the error introduced in optimum system 

operation by assumptions involved in determining a loss formula. 

5. An evaluation of the saving to be obtained by coordinating 

incremental fuel cost* and incremental transmission losses. 

• Progress in the analysis of the economic operation of a combined 
thermal and Hydroelectric power system was reported by the Hydro-
electric Power Commission of ontarto and the General Electric Company 
in the paper, 'Short-Range Economic Operation of a Combined thermal-
Hydroelectric power system (57j, 

An iterative method of calculating generation schedules suitable 
for the use of a high speed automatic digital computer has been 
described in the paper entitled "Automatic digital computer Applied 
to Generation scheduling', by A.F.Glirin, R. Habermann, Jr.,L.K. Kirsh. 
mayor and R,W. Thomas (4j. For a given load the computer calculates 
and tabulates - incremental cost of received power, to total transmissi~ 
losses, total fuel input, penalty factors and received load alongwitl 
the allocation and summation of generation. 

Till now many now approach have been taken account for the opti-
mization of the power flow problem. 

In year 1970, M. Ramamoorthy and J.Gopala Rao [25j proposed a 
method for optimum load flow using the penalty function approach. 
They have taken some function for minimization as proposed by De mul i 
Tinny in 1968. Equating constraints are eliminated from the minimizii 
function and the load demand is satisfied by suitably defining a set 



of variables. The constraints considered are inequality constraints 
on maximum and minimum powers and voltages at buses. The main 

features of the method are elimination of equality constraints fouid 
computationally good from the point of convergence of solution and 

ease in programming, Shen and Laeyhton (II,) have formulated system 
operating conditions as a dual linear programming problem. The sub-

Optimal model allows fast solution to he obtained dependably by 

applying the revised simple linear programming method. Problem include 
same constraints as in [25). The features of this method are fast 
speed of convergence and low computer storage. 

3.1. Day ( 16) has formulated the optimal load flow problem with 
linear programming using linear unit cost/output. He has considered 
start up costs, running and maintenance cost with the constraints 
available units, number of units running at any given time satisfying 
*pining requirements, hydro constraints reflecting energy and capacity 
limitation and interior capacity consideration. Both real and reactive 
power schedules are obtained by a method which minimizes the fuel cos 
while satisfying the network power equation. This method was proposed 
by R*B. Gungar, N.F. Tsang and Webb [26). Minimum fuel -cost is obtain 
by requiring the total differential of the cost to be zero with the 

saving but power treated as a dependent variable, System losses are 
expressed in terms of net bus powers. The math features of this meths 
are that solution obtained in very few iteration and also requires los 
memory. 

Sasson, Trenino and Aboytes (2) have proposed a method which is 
a simple alternation of Newton's Method. The main features are faster 
convergence than with normal newton's method and a control of conver-
gence gurantees a non divergent solution. 
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Bree, Dommel, Peschon and Powell have described a method which 

minimize* the operating cost of an interconnected power system 
constrainld by prescribed area interchange control [17j. Roy Billinton 

and Sachdeva (5O have proposed a suboptimun method which comprises of 
three steps (i) Load flow solution (ii) Optimal -voltage evaluation and 
(iii) Naafi; power optimization with optimally determined system voltage; 
The large problem has been decomposed into two small problems. The 
real and reactive power optimization problem has been solved by the 
proposed technique applying gradient method and the penalty factor 
approach. A.M. Season, Fo Vitoria and F.A. Boytes [2j have formulated 
the optimal power flow problem and solved by using Hessian Matrix. Reis 
and Husdrof ( 10) have formulated as a quadratic programming problem 
and solved using Wolf's algorithm. This method is capable of handling 
both equality and inequality constraints, on P,Q and V and can solve 
the load flow as well as the economic load flow problem. The use of 
penalty factor is not necessary. Sterling and Nicholson [lii have 
developed linear programming with a quadratic function for generation 
and transmission losses. Baal's algorithm used for real power dispatch 
and gradient technique is used to allocate reactive power subject to 
nodal voltages and reactive power limits. The main feature is that it 
can be used for on-line scheduling using analogue/hybrid computer. 

R. Padmore [ 29,E has presented a practical and efficient method 
for the economic dispatch of generation with explicit-recognition of 
line security limits. The optimization problem is solved by gradient 
projection method. 

A method proposed by 0. A1sae and E3.Stott [24) which incorporated 
exact outage contingency into the Donm*l-Tinney method. The controllab4' 
system quantiti*s in the base cable problem (i.e. generated nw, contro 



voltage magnitude, transformer taps# are optimized according to 

some objective function so that no limit on the other quantity (i.e., 
generator ?MAR and current loading, transformer circuit loading, 

load bus voltage magnitude, angular displacement) occur in either the 

base or contingency case system operating condition. 

H.H. Happ [18) has used Jaceobian Matrix for the solution of 
optimal generation allocation problem.. The major advantages is that 
its inherent simplicity and rapid convergence behaviour which are 
characteristic particularly important for ON line implementation. 

Weight G. James, Farrokh Albyyeh and Anian Bose [ 34 J have pro—. 
posed a method that combines dynamic and linear programming technique 
such that the real operational constraints of reserve margins and 
camp rates are optimally mat by the resulting generation schedules. 
Dillon,' Tharam S. (a) have developed a method for sensitivity analysis 
that allows the recomputation of a new schedule for not the large 
variation in system conditions for less frequent resolution of the 
total optimal power flow problem as well as quick calculation of new 

schedule if system is in an alert state Kathleen M. Sidenblad [$2j  
have proposed a new probablistic production coat methodology by using 

the concept of an expected incremental generation coat curve. Thus 
method is useful for production costing in traditional system and 
those involving storage, in this method he has used linear programnin 
approach. 

R.R. Shoults and D.T. Shun [ 2?1 have developed a method by 
decomposing the optimal power flow formulation into a P-problem (P"&, 
real power model) and a Q—probiam (Q~f, reactive power model) by 
using the decoupling principle. This method simplifies the formulatic 



improves computation time and permits a certain flexibility in 
the type of calculation desired. The nonlinear Gradient Method 
is used in a decomposed manner. Burchett, Robert C. (5J have proposed 
an advanced power flow methodology for optimally dispatching all 
active and reactive power in power system. They have given technique 
to improve the solution algorithm, the handling of penalty function 
and the power solution optimization methodology. They have provided 
a new algorithm for the determination of an optimal step length and 
for scaling of control variables gradient. Isoda [141 have given a me 

hod for the conventional load dispatching determination among thermal 
units known as a noval load dispatching method which takes into accou 

the response capabilities of thermal units and short term future load 
demand. Bur Rurg T.[6) has developed a method in order to reschedule 
the real power generation to satisfy a set of load change, a linear 
programming is used and solved by simplex method. The method is 
iterative with the property that it does not require the use of 
penalty factors or determination of step size. Which can cause conver 
Bence difficulties. This method has potential for on line applicatio 
at practical time intervals. 

L. Roy and N.D. Rao [19) have developed a new method by using 
Cartesian coordinate for - the formulation of economic dispatch problem 
and reclassification of state and control variables associated with 
generator buses. This formulation results in exact equality cons-
traint model in which the coefficient matrix is real, sparse, diagona 
dominent, smaller is size and need be Computed and factorised once on 
in each gradient step. R.A. Smith and K.D. Shults [281 have proposed 

a generation planning tool that evaluate* operation performance of 
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proposed generation expansion plans. E» Houser and G. Irisarri 19i 
have developed a method that takes advantages of the mild non--
iinearties of the problem in attempting to chango the weight of the 
constraint quantities in such away so as to both alleviates the 
current overloads and avoid the criterion of new ones due to the 

change of the controls. Joiissunt, Arvantidis and Linenberge [55J 
hove developed a decomposition method in which real and reactive 
power equation are decomposed# Two subproblem are formed one corres-
ponding to real power equation and the other to the reactive power 
equation. The two problems are alternatively solved untill the 
desired accuracy is achieved. 



There are basically two objectives of power system. The 
primary objective is to provide adoquate uninterrupted supply of 
power of certain quality to meet all the demand of the custoaars. 
This implies that the generation must be adjusted,, in real time 
to match prevailing demands And the other objective, to be achieved 
as long as it is consistent with continuity of service and dependable 
operation#  is to generate the required total output at minimum overall 
cost. The achievements of these two objective involve many complicate 

studies that are interrelated. 

Power stations are connected to different load centres and/ 
or to other generating stations by means of high voltages transmission 
network to form whet is known as power system. The operation of 
different power stations is automatically related to each other so that 
the objective of continuity of service and high economy are achieved 
for a far-flung networ as a whole,. This interconnection provides an 
opportunity to co"ordinate the operation of many generating stations 
of a network so that prevailing customer demand is fulfilled, power 
interchanges with neighbouring networks or systems are established and 
maintained by using tie limps, and the output of available alternative 

sources are maintained at such levels as will provide optimum overall 
econoRly. 



FIGURE 2.1 NODE DESCRIPTION 

Ut 



The mathematical description of the system is given by linear 
circuit theory. The power flow pattern in the system mainly depends 
on th. load and generation distribution and the network configuration. 
Each system node or bus can be described completely as in Fig.2.l. 
whore the lines j,k and I are the electrical interconnections of node i 
with nods* j,k and ' . 

In most powsr-system studies# one of the basic problem is to 
find the voltage magnitude and phase angles at system nodes to meet 
a given schedule of generation and leads» In the past this problem 
has been solved with digital computers using iterative method. The 
iterative method converge slowly and an subject to ill-conditioned 
situations. Now-a-days there are elimination method for power f low 
solution. 

A basic requirement of the system operation is that the active 
and reactive power balancemust be satisfied at each node of the 
system. This can to met by proper choice of node voltage magnitudes 
and phase angles such that the steady state power flow equations 
are satisfied. 

	

V [Gi cos(t i )+@i sin(b 4 )) 	... (1) 
jai 

OGI-Q ~.' i( V6)uvI 	V JEG , sent bi-6 j)-ai j cos(o 'o) I 
1 

	

isi,.. N 	... (2) 

Fi and + i are non-linear function of V and 4 . 
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The conservation Low of energy must be satisfled #  requiring the 
satisfaction of the following equations 

NO PG1- £ PLi"pLose- ... 	a} 
i-1 i i 

NC 
Z 	QGi • 1 Q 	'" L! 0Lose 1* 

0 	 ... (4) 
i-i Lai 

Equation (1) to (4) defines what is known as power generation 
allocation problem. 

E ,ch node of the system is characterised by four variables,, 
P,Q0V and & of which two are specified and the other two must be 
found. Depending upon which v ►ri.ables are specified, the nom can be 
devided into three types: 

(a) Slack node- with V, 4 specified and PsQ unknown. Also for 
convenience the phase angle of *lack node is taken 
as reference with 6 a o. 

h) Load node or P,Q node with P,Q specified and V,. 6 unknown. 

(c) Generator node or P,V nod*- with PI N. specified and Q,6 unknown. 

Por the solution of generation allocation problem the choice 
of the values of specified variablcs of system nodes is made sorsewhat 

arbitrarily from the experience of the system operators. The values 
for the real power generation were generally determined from economic 
loading of they units. The simple method of loading determination is 
by the technique of equal increments ► cost which is based on the 
assumption that system transmission losses are negligible. 
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The drptimal generation allocation problem is extremely 
important both from economic and system operating considerations. 

The optimization criterion chosen for the determination of optimal 
generation scheduling is decided b r the state in which system is 
operating and should be optimized such that the power flow equation 
(1) and ( ) are satisfied. The must also satisfy the following 
inequality constraints arising from system operating limits and 
design consideration. 

1. The voltage magnitude at each node must lie between specified 
upper and lower limits, 

V in IV1iVr 	„i•1t...N 

2, The power output at any generator should not exceed its 
rating not should it below that necessary for stabie boiler 
operation, 

Gin  ' PGi ► &Ia  t a l, ••NG 

8# The reactive power output of any reactive power source must lie 
between its specified upper and lower limits, 

05tH  £ Gi , 	a  I - i;  •• G 	 ... (7)  

4. Transfor ►r top position are variable but no tap position 
shall be outside the allowable range, 

I tj ti 	a 	i 	lr•T 	 ... (8) 

5. The peer flowing in each line is such that it does not violate 
the maximtm permissible phase angst difference between the connect-
ing nodes, 



a11 2lei40611 0 1ait N l 	
0e (9) 

3 	i♦l, N 

The mathematical objective function and its constraints 

in concise term in terms of X, U (where X is state variable and 
U is control variable) can be written as 

Min f(X,(J) 

subject to 

g(X, a0 

h(X, U) , , 0 

min j ümax 

There .re three type of generation allocation problem 
according to the operating state of the system. These three opera-
ting states are discussed along with the usual optimization criterian 
adopted during these system operating states. 

2, eta. NOR. .L QE RATINg SATE 

The power system is said to be in normal operating state, when 
all the equality and Inequality constraints of the optimization 
problem defined in equation (10) are estisfied. Under normal opera~-
tinb state of the system all the demands are root such that all the 
components are loaded within acceptable limits* The objective under 
this mode of operation is usually cost of operation for a given period 
of time* The length of this period will depend on the type of sources 
available In the power system. In this study static optimization of 
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the generation allocation problem is done based on the assumption 
that active and reactive load at each node is known with its'  
constant noon value during the scheduling period. The general 
problem of optimal generation scheduling is formulated in Chapter III* 

!:lb.  E, 	1 Y pPER INC " A 'E 

A power system Is said to be an emergency mods of operation 
when one or more of the security-related inequality constraints are 
being Violated. In this state customer demand* are not fully m.t 
or apparatus is overloaded. The security level is practically 
non-existent. if emergency control action are not taken in time or'  
are ineffective, the system then starts to disintegrate, In this 
state *quality and inequality constraints have been isolated and major 
portion of the system load would be lost. This mode of operation 
occurs men a severe disturbance such at a large load changes, a loss 
of generator, a lose of circuit between heavy importing/exporting 
section experienced in the system* 

There are three type of emergency state. The first type,, which 
is known as steady state emergency, occurs when after a disturbance, 
the power system remains in steady state and continues in operation 
but with the operating constraints not fully set. The second type 
of emergency is known. as transient oscillations and is associated 
with varying 6 but almost constant to The third type of emergency 
occurs when #  because of diaturbenca, the power system becomes un-
stable, during this time both the operating and the load constraints 
are not being rat. This type of emergency condition is known as 
dynamic instability. 
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The objective function of the scheduling problem during 
this mode of operation is to minimize the 'inconvenience` experienced 
by the customers# rather than to minimize the cost of generation# The 
convenience can be modelled by a function, which may consist of 
terms depending on the load actually curtailed, deviation from 
scheduled voltage,* deviation from scheduled frequ•ncy, equipment 
overload resulting in reduced life etc. 

The inconvenience function f mathematically can be .xpr seed as 

f a i t V 	~" Li' V1 ` 0~'it 101 PGL" r r 	 ... (ii) 

where tf - is the penalty function at node i 

• ~'i , 	i - are the d'smsnded load# nominal voltage 
and scheduled generation at nod* is 

ilp 'i, PGi - are the actual values of these quantities 

during emergency mode at node i. 

In literature the following objectives have been proposed 
for optimization during emergency zode of operation L dli4L j. 

N 	(P'° - P ) 2 
fl •E 	4 	IT J- 	 •.. (12) 

Lai 	pi 

N I a- Z 	p 	 . ,► ( 1) 

where + 1 are chosen according to the priority for a given load at 
a particular node. 



2.8c. RESTORATIVE OPEflNQ S~,.T TE, 

In the restorative state, the some of the equality casstraints 
are violated and all the inequality constrainst are satisfied. The 
system attain a new normal operating state with the remaining genera-
tion and transmission resources. For this state the system could 
transit either to the alert or normal state depending on circumstances 
The objective of the restorative mode of operation is to bring the 
system from its deteriorate state to a desired post-fault steady 
state as quickly as possible, so that customer 'Inconveneince', is 
minimized. A general form of the inconvenience function is 
TN 

1 	
[Pt (t)-P~i (t), Vi(t)-V 	ii(t), PG (t)-PGi (t),... ] ... (15 

o 	i  

where 

PLj(t),PLj(t) - are load demanded and actually supplied at node i 
at time t. 

Vi(t), Vi(t) 	- are nominal and actual voltage at node i at time t. 

PGi(t) ,)Gi(t) '" are desired and actual generation at node i, at 
time t 

01 .. 	is penalty function at node i 
T - is time marking the end of restoration. 

2.4. SYSTEM SECURITY 

In practice, we try to maintain a system in the normal operating 
state . But it is not sufficient because under certain conditions, 
the occurance of some disterbances may cause the system to go into an 
emerrency such as the overloading of lines and violation of voltage 
limits. So in this framework, the security of the system will next be 
defined. 



A set of most probable disturbances (contingencies) Is first 
specified. This set of disturbances may consist of the following: 

(a) a single line out #  

(b) a lass of a generator, 
(c) sudden loss of s load, 
(d) sudden change of flow in an int.r«-tie, 
(0) 	a three phase-fcuit In the system. 

Suppose that a power system in the normal operating stater is 
sut 	rct.d to the set of disturbances in the specified sot, the 

system remain in the operating ststa, then system is said to be 
secure, p otherwise It is insecure. 



The general mathematical problem as described in Chapter 2, 
is given below• 

Minimize the generation cost function 
f(PG) 

subject to 

Qp(VO69tr ) = 0 
gq(V, 6,t,4) a p 

h(P,Q,V,ó, t,O) . 0 

As in a power system the ratio of reactance to resistance 
of the lines is generally of high value. So the real power at a 
bus does not change appreciably for a small change in the magnitude 
of bus voltages. Similarly the reactive power does not change 
appreciably for small change in the phase angle of the bus voltages. 
These characteristics of power system enable the probil m to be 
broken into two sub-problems, resulting in saving in memory require-
ments and increasing the speed of solution. 

8.1. FORMU1.ATIQN tip S B PR 

The problem is to minimise the operating cost function, which 
Is the function of real power and bus voltage angle keeping bus 
voltage magnitude constant, while satisfying both the power flow 
equality constraints, and the upper and lower bound inequality 
constraints on the variables. The objective is to adjust the system 
variables i.e. active generation and phase angles of bus voltages 
such that the over all cost of generation is minimum. The objective 
function can be written as- 



NG 
f j  -Min I (ai+bi  PQi + Ci  PGi ) 	 () 

PGi  iml 

where 

PGi  - is the active power generation of ith generator. 

ai, bi  and ci  are the cost coefficient of ith generator. 
NO - is the total nc,nber of generators. 

PROBLEM CQNSTRAINTS 

There are two type of optimum power flow constraints, the 
equality constraints and inequality constraints. 

There are two equality constraints, that the sum of all 
injection at a bus must be set equal to zero as given belowt 

POt 4- PLi -Pi (V,&) as 

QGi - QLL - c i (V P6) -v 
Ji 

The following variables are to be hold within a spectf ied range. 
min 	max 

PGi 	, PGi I PGi 	 (8) 

Equality constraints on the reactive power flow given by 
equation (7) are not tight constraints, therefore they can be augmented 
in the objective function with a penalty, so that the reactive power 
flow deviations are restricted. 

Now the Sub-problem I for the minimisation of cost of generation 
can be rewritten as 

(6)  

(7)  
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Minimize 
NO 	N 

f ay 
i
I
m l

(a+ b P+C 	 )+K E (QQi L"~Q1) 2 	(9) 1iQiiPai 

	

	 i  101 
Subject to 

PG - PLi - Pi(Vo) ' 0, i-1,N 	 (10) 

n , PG f 	PGiOs 	, i 	l.,rrc3 	 (U) 

whore K is the penalty factor. 

The system voltage magnitudes and bus reactive powers should 
be such that the system losses and total reactive generation are 
minimized. Therefore the sub-problem T1 can be formulated as 

Minimize 

f 2 	 EL - G,' L(Vi-V )2+Vi V (a4.~o )2J+K2 EO " 	(Q)2 (12) Lml 	 ni 

Subject to 

P'Gi `" P .i 	P1(V,o) * 0 , i a IN 	 (15) 
Q i « Qi(V, o) v► 0 , i a 1, ,.. , , N 	 (14) 

Vmin j V 	11m$x 	0 i = i,... NO 	 (15) 

Variation in real power flow In the line due to change in QGi 
and V is very less. Therefore they are augmented in the objective 
function with a penalty term Ki . Therefore subproblem II can be 
restated as 

Min . 
f 2 " t -GL((V ,lV j)2+Vi V~(oi-oj)2i+K1  L=1 

	

	 i
G 

(V.o) )2 + K2 NG (Q0i)2 	 (16*) 
call 



Sub. to 

QGi = QLi_ Q1(V.6) - 0 
min 	n~ax Vi 	Vi S VT, 

i - l O N 	 (16b) 

i • It NG 	 (16c) 

E.8, So UIZoi r 
For the large power system the system variable become large. 

Therefore to reduce the size of th problem we decompose system 
variables in to two groups i.e. state variable K and control 
variable U. For the sub-problem I the state variables are taken 
bit i = 1,N-1, P and control variables PGi , i a I t NG' 1 and 
for the sub-problem I1 vi, i c* 1, NL , QGiv i1, NG and Vi , i=1,NG 
are the state and control variables respectively. 

Since in both sub-problem I and sub-problem 11, the dependent 
variable (say X) enters into function F, but it is related. to 
control variables (say U) through the equality constraints. egn.(U) 
and (14) (say g),. This may create problem to solve the large power 
system. To remove this difficulty we have used Reduced Gradient 
Method. 

p.4„ C OLT 	F RFUC G 

At the initial point too, (o, we may expand F and g for a small 
variations du and dx by Taylor series neglecting higher degree terms 

of6u+tl bX 	 (17) 

and 

Q ax + 	~u a o 	 (16) 
ex 	dU° 



21- 

where the derivatives may be interpretted as- 

is an en-row of component 
1c 

is an n-row of Component 

a9 
is an nxn Jacobian matrix of aler nta 

ai 
w is an nxm Jacobian matrix of elements = ° 

i 
m - is the total number of control variables 'U 
n - is the total number of state variables X 

From (19) 

6X  
dX° 	dU°  

putting the value of oX from (20) to (La), wa have-

dp . [d  , 4L 1dQ 3i4 (d  J)du 
dX 

(20)  

(21)  

The reduced gradient aF/6u at the point U, X°, is defined. 

as a row vector 

E .AP,-[ 	) 3 ( 2 	(2 3 	 (221 

This gradient is called 'reduced' because the equality.  
constraints (17) g continue to be satisfied when a small changer 
du is made. So the equality constraints in both the sub-problem 
vanishes. 

in equation (22) the R, H. S. may be written as 

k „ 1L.. - )TE I 
aU dU dU 

(25) 



whore  
dXo dXo 

or 	XT ( 	j i 	 (28) 
d3° dl ° 

XT is a row vector of lm. 

Equation (25) is a linear simultaneous equation, So for a 
large powOr system, it is necessary to solve hundreds of simul-
tanaous equations of this form, for the value of +. 

General form of equation (28) can be written as 

~► X a .0 

 

(24k 

There are many method to solve this equation for X. But 
they are having some limitations. As the direct Inversion method 
of solving the equations requires n2 storage locations and n5 
arithmetic operation. Gaussian Elimination method of solving such 
equation requires n3/$ equations but more or less ease intermediate 
storage location is required as compared to direct inversion methods4 

The affective and most widely used method of manipulating 
coefficient matrices to s*IV* simulation linear equations is that 
associated with triangulation of matrices or triangular decomposition 

The LH method of factorization consists of expressing the 
coefficient, matrix A as a product of two factor matrices, such that 

A • Ui 

whore L - is a lower triangular matrix, 
H - is. a higher (or upper) triangular matrix which has 

unit element on its diagonal. 



if A 2, a 12 are the set of simultaneous equations 
Then L H 21 n 
Letting H -X 

Since 1.. is a lower triangular matrix, Y can be found from L 
and b by forward substitution and hence H is an supper triangular 
matrix the unknown vector 4 can be found from H and I by backward 
substitution. Where 

L •~ LIB' '2 . « . Ln~ 

This thod expresses original coefficient matrix A as a 
product of three factor matrices such that 

AaL'DH 

where 
L.' -» is a lower triangular matrix which has unit elementss 

on- its diagonal. 

H 	is a higher (or upper) triangular matrix which has 
unit elements on its diagonal# 

D - is a diagonal matrix which has zero off- diagonal 
elements. 

If A A a dk Is a sit of equations 

AL' DW 
then L' OH , ■ ,2 

Letting H = 
and 	D , , • ,« 
then  
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The technique of product form of inverse and triangular 
factorisation have been considered into a technique called bifactori-
sation. This method is particularly suitable for Sparse coefficient 
matrices that have dominant and Nonzero diagonal elements that are 
either symmetrical or it not symtn!trical, have a symmetrical sparsity 
structure. 

The method is based on finding 2n factor ma °rices for an nth 
order problem such that the product of these factor matrices satisfying 
the requirement. 

L( n) L(n ')*,.L(2 L(U) A R(l) R(2)...R(nl) R(n) 0 u 	(25) 
where A - is original coefficient matrix. 

L - is left hand factor matrix. 
f - is right hand factor matrix. 
U - unit matrix of order n. 

Premultiply equation (25) by inverse of  
L(2) Lt d') consecutively gives 

AR(1) R(2)...R(n*1)Rn ,,( L(1))-i i( ) ) l...(L~n Z) )~ (Ln)'t 	(26) 

Post multiplying by L(n) , L(n-1),,.,., L(2) and 
consecutively gives 
AR(3) R(2)...R(n"1) Rn L(n) L(n'l)... L(2) L('')= v 	 (27) 

Finally premultiplying eqn.(27) by A 1 gives 

ati) R(2) ...R(n'w1) Rn.Ln L(n"i).. L(2) L(i} * A'-' 	(28) 

Although the original coefficient matrix of equation is 
symmetrical the superimposed factor of triangular decomposition are 
asyrnnetrical, whereas those of bifactorisation are sy rtricai. 

0 



To determine the factor matrices L and R the following 
intermediate matrices are introduced. 

A"A4o) 

A( 	L(i) A(o) R(' 

A(2)= L(2) A(') R(2) 
. R . 0 ♦ • • • * R . 

f • f • . • • • 0 . i 

A(K) a t(K) A(K-1 R(1 ) 

A(n)-  

The 1. and R factor matrices at Kth stop are given by 

~r(K-i) 
I4 ) a 	(i K X,...,n) 	 (29) 

(K-i) 
j~ a OW K 	(jor+l,..; on) 	 (54) 

aii 	 (Si.) 

in case of bifactorisation only left hand side matrices need 
be stoked. But in case of triangular decomposition both upper and 
lower triangular matrices need be stored, which nearly double* the 
required storage space and indexing information. Thus inherent 
problem can be overcome by further decomposing LH form triangulation 
into LDH form. The storage is now reduced to that of b .factorisation 
but to achieve this additional set of operation is required which 
itself decreases its efficiency. Whereas in triangular decomposition 
the product of two factor matrices gives the original coefficient 
matrix, in bifactorisation the product of factor gives the inverse. 
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So by using bifactorisation technique we are calculating the 
value of ) . and the derivatives of function w. r. t. u. 

5.6. 1WtIN_JiTQL VARIABI.  

Updating of the control variables is done with the help of 
Han-Fo e U method. 

Each iteration of Hn-powell begins with an estimate, LK say, 
of the required vector of variables, on n x n positive definite 
matrix, 8. say (which can be regarded as an approximation to the 
second derivative matrix of the Lagrangian function of the minimiza-
tion problem, and a sat (µi ; i=l, 2,... m) of non-negative parameters 
that are used after modification in line search. On most iterations 
the search direction, dK  , say, is the vector d that minimizes the 
quadratic function 

(56)  

subject to the linear constraints 

+ AT  '- Ci( ;K,) 	0, i l , 2, ... , mt 
(57)  

cat ) + AT  X c() , o, *m'+l , , , , m 

However, , is modified if the constraints (E7) are inconsistent. 
Having calculated , , a positive multiplier cK  is chosen„ and 
is given by 

UC+1 " Vie, * K 9K 
	 (58) 

Finally 8K  is calculated from .8 and from a change in gradient 
of an estimate of the Lagrangian faction by B.F.G.S. formula. 



4. 

We give particular attention to the choice of aK. It depends 
on the parameters (µi, i xl,2, ... ,m) , but they may differ from the 
values that were given at the start of iteration, because on some 
iteration they are revised at the end of the quadratic programming 
calculation that determine 	. The step length aK has to satisfy 
the condition 

	

° tt ( + aKK) < 'K4' 
	

(39) 

where ck is the function 
I 

	

 
FU I)+ I 4►i 1 ci(.U) 1 + E f 	pi max [ p, .ci( ) .1 	 (40) ial  

In tan—Pow.11 method, the quadratic expression (56) and (87) 
is solved by simplex method. SIMPLRX METHOD E581 mathematically 
is explained below by taking general equation. 

u • 	 i~ 1 1 ' #p A* i~ 	K 	it F.tl~_ 

A quadratic programming model is defined as follows 
minimize Xo - C L„+ T, 	 ( 41) 

subject to 

(42) 

where  I _ (x11x2,...,.xn)T 

all . s . ♦ . an 
A= • 

i 	 . 

~`ml 	amrr 
dli r 0 . 	d 
R 	 . 

dnl 	dnn 
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The f unction XT$ ! „ defines a quadratic form where 2 is symmetric. 
The matrix p is assumed positive definite if for minimization. This mfar 
xo is strictly convex iii 4 for minimization. The constraints are 
assumed linear in this case which guarantees as convex solution space. 

The solution to this problem is secured by direct application of 
the Kuhn-Tucker necessary conditions. 

The Kuhn-Tucker necessary conditions. is used for identifying 
stationary points of a nonlinear constrained problem sub*ct to 
inequality constraints. The development is based on the Lagrangian 
method. These conditions are also -sufficient under certain limitation. 
The Lagrangian function is thus given by 

(45) 

Given the constraints 

 

(44) 

The Kuhn--Tucker conditions necessary for , and , to be a 
stationary point of the above mtnimizat on problem Is given below. 

A Z 00 	 (45) 

~f f ( ) 	,fir 	g() 	0 	 (46) 

Xi 9i (A)a 0, iot ,2, •.. , m 	 (47) 

9(,) 0 	 (48) 

Since xQ is strictly convex and the solution space is convex set, 
these conditions are also sufficient for a global optimum. 



The problem may be rewritten as 

minimize 

subject to 
p 

()'a 	},j "' ( 	) ,. 	 ( 50) 

Lot 

(*\J# #\2►+.., Am)T „ and IL 	l' 2' 	►n)T 

be the Lagrange multipliers corresponding to the sets of constraints 

	

-" 	, 0 f and -WX , 0, respectively. Application of the Kuhn» 
Tucker condition irnrrmdiately yields- 

x» 0, 	LIO 	 (51) 

o *' (è U) 	(;)=JQ 	 (52) 

*1 X~ j • a, iw1, 2, ... ,m 	 (5 5) 

P1 X a 0, 	j *,2,..., n 	 (54) 

41►'ar 	"Ii, 0 (55) 

Y Xe * + 22  (56) 

V ( )* (- ? 	 (57) 

	

Let 5 	, 0 be the slack variables of the constraints. 
The above conditions reduce to 

—' T,.+ATA - I,T c 	 (58) 

Njx j n 0 Xi Sit for all i and j 

Q 	 (60) 



Observing that ,~T a Q , the transpose of first set of equation is 

-2 p, +aTA"U cT 
	

(6i) 

Hence the above necessary conditions may be combined as 

62 

µj X j - 0 a hiss 0 for al i i and j 

U 	2Q (65) 

Except for the conditions µj Xi = 0 = hi &i, the aeemaining 
equation are linear functions in 4, 4J and I. The problem is thus 
equivalent to solving a set of linear equation, while satisfying 

	

the additional conditions Ili Xi a C 	i Si. The solution may be 
obtained by using Phase I of the two phase .method. 

The only restriction here is that the condition  
should always be maintained. This means if Xi is in the basic solution 
at positive level, Si cannot become. basic at positive level. Similarly 

and X cannot be positive simultaneously. Phase-~I will end in esual 
manner with the sum of artificial variables equal to zero only if the 
problem has a solution space. 

Hessian Matrix , i is obtained by updating BK with the help of 
Broyden' 4ietcher-Goldfarbv$har no (B.F.G.S.) formula, Is given by 

"lG+l " BK- .~T 	SK$KSK' + 	yK 	 (64) 
i 

where - S vector denote the change in during the Kth iteration 
(i.e. 5K 0 

YK denote the change in gradient (YK = 

Now the steps of the method can be written as 



St o l Read system data, tole, ECO (initial cost of generation assume 
very high value) 

Set INF = 

St o4L1, Find the value of QGi, P, Vi. and 81 by performing the 
load flow. 

Stteeo, 	Calculate the derivative of function Fl and derivatives of its 
equality constraints w, r. to state variables (i.e.  
N -1, P,1). 

StOn ~ Calculate the value of X by using Bifectorisation technique. 

Stm1 Calculate the value and derivatives of function Fx and its 
inequality constraints w.r* to control variahl1a (i.e. pGi,ia11 
N~-) respectively. 

£teo-VXI Minimi,e the cost of geno ration w. r. to Phi using en Poll 
method. 

5t,tgY 	IF INF = 0 coo to III 

£tD-,,1X Calculate the value of function FC. IF IFC0-FC1 ,£ tole, go to 
Ste p-XV 1- 

Ste 	Set FCO•FC and XNF = -1. 

21:,=1 Calculate the derivatives of function P2 and derivatives of iti 
equality constraints ,i,r, to state variables (Vi , t=1,NL, QGi., 
•*.,ial, NG). 

St o-XI1 Calculate the value of h by using Bifactorisation technique. 



.s $2 .. 

S o'XLXI Calculate value and derivatives of function F3  and value 
and derivatives of its inequality constraints w.r. to 
control variables (i.e*  Vi,i-1,NG) 

f nwXlj,. minimize the system losses by using Hen power x thod w.r. 

to Vi, t*1, NG. 

StstXV 	Ip INS' 0 0 go to stop (X) othe ise go to StepII 

e.,n—xvii 	Print (PGi , t 1. , i'].,NG)and(Vi, ii, i'l,N),FC, system losses 
and stop. 



In this chapter we have taken two examples of 6-bus and 26-bus 
systems~and solved by using discussed technique. And, results are also 
tabulated. 

Considering a 6-bus system shown in Pig.4.1. system data, load 
conditions, limit constraints and cost coefficient are given in 

Table (1) to Table (4) and results are tabulated in Table MMy. 

Bus No. Line Parameters 
r x yC (p.u.) (p»u.) (p.u.) 

3 5 0.0250 0.1682 0.2595 
2 8 0,.1421 0.4980 0.4984 
2 6 0.2130 0.8957 0.2406 
3 4 0.0328 0.1325 0.0325 
4 5 0.0288 0.2108 0.$017 
4 6 0.1191 0*2704 0.0828 
5 6 0.1494 0.3692 0,0412 

where tyre is the shunt admittance of the line. 

Bus No. Transforn*r data 
i r p.u. x p.u. Ratio 

1 5 0.0 0.1682 1.08 
2 6 010 4.8957 4.96 
5 6 0.0 0.3692 0.98 



r ~  1 

- 0 

A- 

PIGURE 4,1  6-BUS SYSTEM 
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Bus No. 
i 	ir pt 	P. u. 	 QL,7 P« U. 
1 1.6998 0.0904 
2 0.9167 001500 
~S 2.4713 0.524.9 
4 0.4000 0.9000 
5 0.8765 0.8024 
6 Q.7719 0,8884 

UU$ ptmax) p min) tmax) 
4Gi 

Emin} v tmax) Uma:n) 
No. Gi Gi Gi i i 
i (P.u.) (P.u.) (P.u.) (P.u.) (P.u.) (P•u.) 
1 0.65 0,80 0.98 0.0 1.05 0.90 
2 0.70 0.50 0.8k  .-+0.81 1.05 0.90 
9 4.0 8.8 2.26 --111 1.05 0.90 
4 1.70 1,50 1.89 -1.58 1.05 0.90 
5 0.0 0.0 0.0 0.0 1.05 0.90 
6 0.0 0.0 0.0 0.0 1105 0.90 



Bus No. Ali(Rs.) A2,i(Rs. /MW) A3l(Rs. /MW2) 

1 0.00 0.2100 0.440040 
2 144.43 0.4564 0.401495 
a 0.00 0.2100 0.000000 
4 44.00 1.2718 0.005500 

+ 	11, • _ iiiwi •l, 	L. 	s 	~1 	1 	d 'l! 	• 	s 	•l- .~.~: '~ 

rwi iiuPmi.  

Bus voitage Bus phase Reactive power Real power 
No. Magnitude angle generation generation 
1. Vi(P.u.) of(rad.) Q63(p.u.) FQi(p,u. 

1 1.0281 0.1756 0.00 0.00 
2 1.0082 0.0460 0.00 0.00 
3 1.(00 0.0864 -0.2534 0.700 
4 1.0482 0.5241 0.3065 5.800 
5 0.9918 0.4407 O.0O69 1.500 
6 1.0176 0.0000 1.3242 0.3655 

Total active pow. generation a* 5.8638 p. u. 

Total cost of generation 	R*.191.86 

Total system loss 	a o.2512 p. u. 

Now considering another problem of 26-bus system as shown in 
Fig•4.2. The system data, load conditions, limit constraints and 
Cost coefficient are given in Table (6) to Table (9) respectively and 
results are given in Table (10) . 
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Bus No. Line parameters 
i ar (p.u.) x (p.u.) Y 	(P•u,) 
Ii 26 o oO 4.0151 o. oo 
26 16 ©.CSI O 0 892 0.00 
16 20 000 0,452 0.00 
20 26 0.00 0.514 0.00 
2 10 0.00 0.015 0.00 
9 10 0.1494 0.8892 0.824 
9 12 0.0658 0.1494 0.0364  
12 26 0.0553 0.121 0.0294 
9 14 0.0618 0.2397 0,0688 
11 14 0.0676 0.262 0.0698 
24 26 0.061 0.521 0.059 
6 26 0.0518 0.1986 0.058 
6 24 0.0129 0,0532 0.0148 
7 24 0.0906 0.8742 0.0874 
6 7 0.0921 0.3569 0.095 
11 21 000515 0.2118 0.0496 
8 11 0.0865 0.5355 0.0894 
17 21 0.0281 0,1869 0,0474 
8 22 0.0735 0.2847 0,0758 
17 22 0,0459 01 8055 0.0774 
1 4 0.0619 0.2401 0.0658 
4 22 0»061 0.2565 0,065 
23 22 0.0 0.0505 0.0 
15 1 0.0 0.0147 0.0 
2 18 0.0086 0.0707 0.6054 
1 7 000199 0.0785 0«0808 
15 25 0.0107 0.0611 0.8942 
2 25 0,0074 0.0608 0.5186 
1 a 0.0 0.592 0.0 
19 a 0.0 0,145 01*0 
5 22 0,0 0,175 0.0 
5 18 0.0 0.154 0.0 
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Bus  No. Transformer data 
i j r (p. u.) x (p. u.) Ratio 

is 26 0.0 0.0131 1.05 

26 16 0.0 0.0392 0„96 

2 10 0.0 0.0130 1.0'0 

2E 22 0,0 0.010 0.97 

15 i, 0.0 0.0147 0.89 

I 3 0.0 0,0392 0.98 

19 a 0.0 0.14 0.98 
• 5 22 0.0 0.175 0.99 

5 18 010 0.154 ¢L 0 B 



13 	2 	i8 

FIGURE 4.2 26.stj SYSTEM 
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Bus No. Load 
i PLi  (p.u.)  

1 0.82 0.21 
2 0.0 0.0 
a 0.57 0.17 
4 0.48 0.21 
5 0.45 0.11 
6 4.4 0.1 
7 1.11 0.27 
8 0.25 0.06 
9 0,67 0.21 

10 1.02 0.27 
11 0.43 0.14 
12 0.43 0,*12 
13 0.0 0.0 
14 0.0 0.0 
15 0.0 0.0 
16 1.31 0.5 
17 0.03 0.01 
18 0.0 0.0 
19 0.05 0.0 
20 0.04 0.0 
21 0.56 0.0 
22 0.0 0.0 
23 0.0 0.0 
24 0.0 0.0 
25 0.0 0.0 
26 0.0 0.0 



Bus p(mIXT _pain) Q
(max) Q(min) v(Max) ,~tmin) 

No. i 
L (p.u.) (p.u.) (p•u.) (p.u.) (p.u.) (p.u.) 
1 0.0 0.0 0.0 0.0 1.05 0099 
2 0.0 0.0 0.0 0,.0 1.05 0.95 
8 0.0 0.0 0.0 0.0 1.05 0,95 
4 0.0 0.0 0.0 0.0 1.05 0.95 
5 0.0 0.0 0.0 0.0 1.05 0.95 
6 0.0 0.0 0.0 0.0 1.05 0,95 
7 0.0 0.0 0.0 0.0 1.05 0.95 
8 0.0 0.0 0.0 0.0 X1.05 0.95 
9 0.0 0.0 0.0 0.0 1.05 0.95 

10 0.0 0.0 ' 0.0 0.0 1.05 0.95 
11 0.0 0.0 000 0.0 1.05 0.95 
12 0.0 0,0 0.0 0.0 1.05 01,95 
18 0.0 0*0 0.0 0.0 1.05 0,95 
14 0.0 0110 0.0 0.0 1.05 0,95 
15 0.0 0.0 0.0 0.0 1.05 0.95 
16 0.0 0,0 0.0 060 1.05 0.95 
17 0.0 0.0 0,0 0.0 1.05 0.95 
18 1.0 0.5 2.0 -2.0 1.05 0.95 
19 Q.5 0.0 2.0 -2.0 1.05 0.95 
20 0.5 0.0 2.0 -2,.0 1.05 0.95 
21 0.5 0.0 2.0 -2.0 1.05 0.95 
22 .5 1.0 2.0 -2.0 1,05 0.95 
23 0.0 2.7 2.0 -2.0 1.05 0.95 
24 2.0 1.8 2.0 -2.0 1,05 0.95 
25 5.0 2.7 2.0 -2.0 1.05 0.95 
26 8.0 1.0 2.0 -2.0 1105 0.95 



TABLE..9 

Bus No, Ali Ali Asi 
Rs. Rs. /MW Rs./MW2  . 

18 44.0 127.18 0.35 

19 0.0 21.0 0.04 

20 144.43 45.546 0.1495 

21 0.0 21.0 0.04 

22 44.0 127.18 0455 

25 000 21.0 0.05 
24 144„43 45.46 0.14959 

25 10.0 21.0 10.0 

26 0.0 21.0 0.08 



Bus 
No. 

Voltage 
Ma ne tudo 
V Qp.u.) 

Bus phase 
angle 

o (rad.) 

Reactive power 
generation 
4Q 	(P.u.) 

Real power 
gone ration 
P 	(p.u.) 

1 1.0264 0.0663 0.0000 0.0000 
2 1.0654 0,0842 0.0000 0.0000 
8 1.0407 0.0504 0.0000 0.0000 
4 0.9800 0.0858 0,0000 0.0000 
5 0.9915 0.2285 0,0000 0.0003 
6 1.014 0,0455 0.0000 0.0000 
7 0.9988 0.0079 0.0000  0.0000 
8 0,09641 0.0888 0.0000 0.0000 
9 0.9785 -0.1108 0.0000 0.0000 

10 1.0348 0.0627 0.0000 0.0000 
11 0.9818 -0.0904 0.0000 0,0000 
12 0.9751 ..0.0759 01.0000 0.0000 
18 1,0450 0.0145 0.0000 0.0000 
14 0.9736 .0.1034 0.0000 0.0000 
15 0.9213 0.0944 0.0000 0.0000 
16 1.0544 -0.0457 0.0000 010000 
17 0.9783 0.0386 0.0000 0.0000 
18 0.9765 0,5055 0.1087 0.5000 
19 1,0235 0,0671 0.0270 0.1755 
20 1.0146 -0.0266 -'0.0196 000000 
21 0.9650 -0.0646 0.0252 0.1665 
22 1.0092 0.2112 0.1664 1.0000 
28 0.9765 0.2298 0.1429 2.7000 
24 1.0250 0.0881 -0.0079 1.5000 
25 1,.0606 0.2614 -0.4676 2.700 0 
26 1.0068 [ 	. nnnn -.c - cl454 O- ?nit~► 

Total active parer generation = 808457 p* u* 
Total cost of generation = Rs. 837.90 

Total system loss = 0.293 p. u• 
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In the present stuc!y new problem formulation is proposed for 
Generation allocation problem, the objective of the suggested 

formulation is to minimize the mismatches between the specified 
and calculated power of the system bus so as to provide complete 
insight to the whole system which greatly helps in taking the 
corrective decisions. The technique should find its application 
in power system pianning. The solution technique used for this 
problem is simple, 

Optimal Generation Allocation problem is very important because 
of huge system operating costs. At the same time it involves large 
number of problem variables and limit constraints. Variable decomposi-
tion and problem decomposition is utilised in order to reduce its 
size, Variable decomposition approach devides the problem variables i. 
to control and state variables and uses sensitivity relation to 
incorporate state variables with control variables, determined by 
optimization technique*  This reduces the total storage requirement 
because of reduction in the size of the matrices. Problem decomposition 
approach decomposes the Generation allocation problem into two sub-
problem of active power and reactive power optimization which can be 
solved independently. for their formulation use is made of P-6 and 
Q-V coupling thus reducing the sire of sub--problem. Active power 
optimization is achieved by minimizing the active power generation 
qen fin with constant bus voltage magnitude and thus giving optimal 
system but voltage phase angles. These bus voltage phase angle are 
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held constant for, reactive power optimization in which the 
total active power lose and reactive generation at each bus is 
minimized for obtaining the bus voltage magnitude. The optimizatioi 
process can be terminated at any stage and the► results will be  

better than the initial operating conditions. The storage require 

meats for the sub-problem is reduced as the problem variables and 

number of constraints are reduced. 

Generation allocation Problem is constrained nonlinear 
programming problem having nonlinear objective function subject 
to nonlinear equality and inequalities constraints. In this 
study use is mad* for the new formulations for transforming the 
generation allocation problems into unconstrained form using 
reduced gradient and bifactorization technique. We have solved t 
these unconstrained problem by using n'Powell method which is 
simple and faster In convergence. And because of sparse technique 
The storage requirement is also reduced. 
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APPENDIX 'A' LINKNET- A STRUCTURE FOR COMPUTER REPRESENTATION 
OF NETWORKS 

In the development of any algorithm which deals with a network 
the programmer must decide on how the network information should be 

stored in computer memory. The decision is particularly important 

for the analysis of the large sparse networks which occur in power 

system studies. Often, it will largely determine the computer memory 

requirements and it may also significantly affect the processing 

of the algorithm. 

Most of the structures have been developed for particular 

types of network algorithm and have a limited range of application. 

However, for a wide variety of network problems there are a number of 

common features which are desirable in a otorage structure. These can 
be summarized as• 

I) 	Use , of a small amount of computer memory 
( ii) 	Processing of the network information should be facilitated; 
e ... ; 	i.e. the branches and nodes connected to any given node 
t 	F. 

should to easily scanned 
(iii) The structure should easily reflect network changes; 

e.g. the addition or removal of branches 

	

iv) 	The structure should be basically simple and easy to program 

The LINKNET structure 	 oWlG4tI4 has been 
designed as a general purpose structure for representing networks in a 

computer. It incorporates each of the desirable features which am 
listed in a balanced manner. The structure derives its name from 

linked-lists which it applies to obtain some of these features. The 

usefulness of the LINKNET structure has been demonstrated by its applic, 

tion in the programming of a wide variety of netvork algorithms. 



THE LINKNET STRUCTURE 

We assume that the nodes and branches in the network are 

numbered, either manually or by the comp:ter. Typically in a power 
system network the nodes are numbered manually but the branch 

numbering is left to the computer. The properties of the network 
are divided into node properties., branch properties and topological 

properties. The node and branch properties are stored in a fdrly 

standard fashion* For each node or branch property a one-din nsional 

array is allocated and each position in the array is identified with th 

node or branch having the corresponding number,. 

The topological properties o* the network are represented by 

specifying the connections between the nodes and the branches,. Firstly, 
we assume that the ends of each hr.Anch are numbered as follows; ends of 
branch a are numbered I and 2, ends of branch 2 are numbered E and 4 
etc. I Thus, the branch and numbers may be derived from a branch 
number as: 

ENT = f(RANCH) 
2.8RANCH - 1 

end, 
END = g(BRANCH) 

2. BRANCH 

Conversely a branch number may be derived from either of its end 
numbers using, 

BRANCH = h( END) 	 M91o?3 

= (END+ ,/2 



,. 5j .. 

In this relationship the integer round off is used to obtain the two. 

to one mapping between branch ends and branches. The topology - of the 
network can now be defined by constructing a linked list of the branch 
ends which are connected to each node. For each node we define a 
pointers 

LIST(NODE) = The first branch end on the list from NODE. For each branch 

end we define a pointer, NEXT(END) a The next branch end on the list 

after END. The last branch end on the list for each node is indicated 

when NEXT( END) = 0. The LIST(NQPE) and NEXT( END) pointers are svfficien 

to define the network topology uniquely. Th*T allow the branches connec 

ted to any node to be directly obtained using the procedure: 

Initialize, 	END 	= LIST(NODE) 
then set, 	BRANCH = h(8UD) 

and 	END 	= NEXT( END) until NEXT( END) a f?,, 

In network computations it is often necessary to obtein the nodes 
which are connected to a given node. This operation is facilitated 

by defining an additional pointer for each branch and: 

FAR(END) = the node at the far or opposite end of the branch. The 
node# connected to any given node can now be obtained using the procedur 

Initialize, 	EN ► 	as LIST(NODEA) 
then sot, 	NODEB = FAR(END) 
and 	 END 	= NEXT(END) until NEXT(END) 0. 

The successive values of NODES will be the nodes which are connected 

to NODEA. It may also be required to obtain the nodes at the ends of a 

given branch. These can be obtained as follower 



F.NDA 	= f(BRANCH) 

TWDB 	a 4( BRANCH) 

1► DFA a PAR( ENDS) 

NODES = PAR(RNt~A) 

The pointers LXST( NODE), NEXT( END) and PAR( END) form the framework 

of the LXNKNET structure. TheUM(NET structure is the ease with 

which the structure can be modified to reflect the addition or 

removal of network branches. This is in fact one of the main features 

which distinguishes the LNKNET structure from more 'conventional 

structures such as double entry line tables. 
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