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Abstract 

Study of facial expression is a challenging problem because of facial expressions of 

different people are similar but not same for any particular emotion. Data mining can 

be applied for various tasks related to the analysis of facial expression after proper 

preprocessing of the images. Classification of facial expression is an important data 

mining technique and has many applications. 

Most of the existing methods of facial expression classification are based on Facial 

Action Coding System (FACS). The FACS is based on large number of Action Units 

(AUs) which are used independently of in combination form. Thus FACS encoding is 

very complex. Hence in the present work, Local Binary Patterns (LBP) have been 

used for classification of facial expressions as they make use of limited number of 
bins for feature extraction from images. LBP uses spatial features or micro patterns• 

such as spots, flat areas, corner and lines etc. 

We propose a new approach for facial expression classification that is based on 

extraction of attributes using the rotational invariant local binary pattern (RIULBP) 

and relative intensity in pixel groups of images. The features have been reduced using 

Principal Component Analysis (PCA). After reducing these features, we have used 

Adaptive Neuro Fuzzy Inference System (ANFIS) for classification of the facial 

expressions images. This approach combines the advantage of reduced and simplified 

process of feature extraction and ANFIS. Secondly features based on spatial aspects 

as well as intensity both are used together and improves the results. 

The experiment of this work has been done on Japanese Female Facial Expression 

(JAFFE) data set. Results show that the proposed RIULBP and intensity based feature 

extraction method and ANFIS based classification method is robust and can be used 

on diverse application. 
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Chapter 1 

Introduction and Problem Statement 

In the following sections, a brief introduction and motivation for undertaking the 

present study and the problem statement for the report has been included. 

1.1 Introduction 

With the rising of technology, communication between people and machine is 

growing up. It is also said that a picture can express the meanings effectively more 

than thousands of words. So if machine are so much intelligent that can understand 

the expression of human, their feelings and emotions then the communication 

between machines and human would be more realistic. That would be a strong step in 

the human's artificial world creation. 

Expressions are an elementary way to express human emotions and an effective 

method of non-verbal communication [1]. Different emotions are expressed in 

different ways and from different part of organs. For example if a person is surprised 

or fear his heart beat grown up and his facial expression can be noticed which shows 

us how much excited or angry he is on us, if we are responsible to surprised him/her. 

Facial expressions play a significant role in emotion recognition. Automatic and real-

time facial expression system helped for many real-life applications such as games, 

virtual avatars, interactive TV, human-computer interaction, behavioral research, chat 

programs, video conferencing and various vision systems. 

It is widely accepted from psychological theory that human emotions can be classified 

into six typical emotions: surprise, fear, disgust, anger, happiness, and sadness. These 

categories are a reflection of the six primary expressions identified by Ekman and 

Friesen [2]. 

Facial expression classification has been a focused theme in computer vision research 

for over three decade. Abundant literature has been dedicated to this research area and 

incredible progress has been made. There are two main goals of facial expression 

analysis: 



1. Identifying the pattern inside- the facial image represented by the different 

facial expressions. 

2. Classification of facial expression/identification of emotion using the pattern 

obtained from image representing facial expression. 

Both of these goals require that the pattern of facial images is identified and describe 

so that facial expressions are separable. Once the pattern is recognized, we can 

classify the facial images: Thus, identification of pattern/feature from images one of 

the major tasks in data mining known as feature extraction. The feature extraction 

from images is useful in identification of emotions and further classification makes 

the communication more realistic. 

Local patterns in images are the natural way to represent the image. Local patterns 

such as lines, spot, flat areas etc. are a great deal in image analysis [3]. These local 

patterns represent the spatial feature in images. Images are made by thousands of 

pixels and each pixel represents the different color value. In a broad way each pixel is 

a feature attribute which represent to the image. So image analysis is a challenging 

and broad field of research. 

1.2 Motivation 

Facial expression classification is a classic example of a problem that is relatively 

easy for humans to solve but difficult for computers. In facial expression 

classification, it is assumed that each expression has some pattern and an emotion 

represents similar facial expression by every people. Under this assumption facial 

expression classification is under study. But an emotion represents similar facial 

expression but not same it could be different person to person. So the motivation is to 

propose an approach which uses human kind of interpretation. So the idea behind 

using local binary pattern and ANFIS utilize these 3 facts: 

1. Local Binary Pattern is that it represents the spatial feature flawlessly such as 

lines, corner, flat area, spots etc. 

2. Local Binary Pattern histogram represents the image feature in such a way that 

the pixel attributes are reduce drastically and can be represented the image in 

features into limited bins. 
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3. ANFIS is a hybrid technique which has capability of interpretation like human 

and used in many classification problem due to high accuracy. 

Thus, the local binary patterns are extracted with the motivation to represent the 

pattern of different facial expression and use the ANFIS classification model to 

classify facial expression. 

1.3 Statement of the Problem 

The problem statement for the present work .can be stated as follows: 

"To extract local binary pattern based features from facial expression images and use 

them for purpose of classification. " 

The above problem statement can be divided into the following sub problems: 

• To propose a generic framework for facial expression classification. 

• To extract features from images using local binary pattern and intensity. 

• To reduce the feature space using PCA. 

• To classify the facial expression images based on extracted features.. 

• To evaluate the effectiveness of proposed method. 

The assumption has been made that each emotion is represented by different facial 

expressions. 

1.4 Organization of the Report 

This dissertation report comprises of six_ chapters including this chapter that 

introduces the topic and states the problem. The rest of the report is organized as 

follows. 

Chapter 2 gives the background of facial expression classification study; discuss some 

of the well known concepts for feature extraction and classification approaches uses 

in facial expression classification and brief literature review of existing techniques for 

emotion recognition. In our framework we uses Rotational Invariant Uniform Local 
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Binary Pattern (RIULBP) and Adaptive Neuro Fuzzy Inference System (ANFIS), 

hence a brief review about them is presented, including the research gaps. 

Chapter 3 describes the methodology designed for classification of facial expression, 

the major steps and process involved, their functionality and need in the system. 

Chapter 4 gives the implementation detailsof the proposed methodology. 

Chapter 5 gives the description of experimental dataset used, discusses the results that 

were obtained using our method in different scenario for classification using the facial 

expressions images of JAFFE dataset and compare the results with some existing 

techniques. 

Chapter 6 concludes the dissertation work and gives suggestions for future work. 

4 



Chapter 2 

Background and Literature Review 

Facial expression classification commonly known as emotion recognition can be 

processed information which cannot convey through speech or keyboard typing etc. 

Interaction between computers and human beings will be more natural if computers 

are able to perceive and respond to human non-verbal communication such as hand 

gestures, facial expression and tone of the voice, which are used to express feelings 

and give feedback. Emotions are expressed by different organs of person in which 

face plays substantial role. So most of the research work found in the facial 

expression classification. Facial expression classification is two step process: facial 

feature extraction and classification. In some research work researchers add automatic 

face detection algorithm and says automatic facial expression classification. Popular 

techniques which are used in facial expression classification process are discussed in 

subsequent sections under facial feature extraction and classification. 

2.1 Facial Feature Extraction 

Facial feature extraction is an important part of facial expression classification. An 

effective feature extraction can improve the performance of the system significantly. 

Feature extraction methods can be distinguished according to the imagery data such as 

feature extraction from the static image and feature extraction from the image 

sequence [1]. In this section we have discussed some popular techniques under both 

categories which are used in literature. 

2.1.1 Facial Action Coding System Based Feature Extraction 

The Facial Action Coding System (FAGS), is a system developed by Paul Ekman et. 
al. as a way to measure visible facial muscle movement [4]. This system locates 

individual features instead of whole face. Several studies in facial emotion recognition 

have used this technique for feature extraction [5-8]. In this technique facial muscle 

movements have been coded into facial action units "AU". Facial - movement can 

occur as a single unit, or more often occur in combination with other muscle' 



movements. Liao uses this approach for facial expression classification [9] Some 

action units are shown in the Figure 2.1. 

There are 44 basic AUs .which can be used independently or combination to describe 

almost any expression. Tian et. al:. worked to recognize AUs [10] and reported good,  

accuracy. These AUs are best suitable to be used in studies on facial expression 

recognition. Any possible facial expressions can be described by these 44 basic AUs. 

To describe the facial expression FACS tables were derived by studies of the human 

face. Once facial images, are encoded using the appropriate AUs they are used to train 

a classification system. 

A disadvantage to using this approach for feature extraction is that identification of 

action unit is complex itself and method takes over 100 hours of training to achieve 

minimal competency for a human expert [11]. In further research work for emotional 

features identification and extraction.  Ekman developed the Emotion Facial Action 

Coding System (EMFACS). This framework builds upon FACS by targeting 

specifically those areas of the face directly related to emotional expression. Emotional 

FACS (EMFACS) specify the relation between facial expressions and emotions. 

ALJ ] AU 2 AU 4 AU 5 
i 

Eyes, brow, and Inner• portion of Outer portion of Brows lowered Upper eyelids 
check are 
relaxed. 

the brows is 
raised. 

the brows is 
. raised. 

and €Irawn 
together 

are raised. 

AU6 AU7 :- AU 1+2 AU 1+4 AU4+.5 

1 	ø ; a _ 
Checks are Lower eyelids Inner and outer Medial portion Brows lowered 

raised. are raised, portions of the 
brows are raised. 

of the brows is 
raised and pulled 

and drawn 
together and 

together. upper eyelids 
are raised. 

AU i+2+4 AU 1+2+5 AU 1+6 AU 6+7 I 	AU 1+2+5+6+7 
___ 

d 41 i 

3 
Brows are pulled Brows and upper Inner portion of Lower eyelids Brows, eyelids. 

together and 
Upward. 

eyelids are raised. brows and cheeks 
are raised. 

checks are 
raised. 

and checks 
are raised. 

Figure 2.1Description of action units (AUs) and corresponding facial expressions 
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Figure 2.2 Facial characteristic points 

2.1.2 Feature Based Method for Feature Extraction 

In the earlier work, Kobayashi and Hara proposed a geometric face model of 30 facial 

characteristic points [12, 13] as shown in Figure 2.2. They normalize an input image 

by using an affine transformation so that the distance between irises becomes 20 

pixels. From the distance between the irises, the length. of the vertical lines is 
empirically determined. 

Pantic proposed a point-based model collected of two 2D facial views, the frontal and 

the side view [14]. The frontal-view face model is composed of 30 features, from 

these, 25 features are defined in respect with a set of 19 facial points and the rest are 

some specific shapes of the mouth and chin. Pantic utilized side-view face model 

consists of 10 profile points correspond to the -peaks and valleys of the curvature of 

the profile curve function. 

The effect of identification of geometrical features is based - upon the accuracy of 

extracting the reference points. It is difficult to achieve good accuracy in case of low 

quality and complex background images. At the same time, Extraction of geometrical 

features ignores the information of other parts of the face such as skin texture 

changes, therefore, it is difficult to distinct the expression of the subtle changes. 
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2.1.3 Texture Based Feature Extraction 

Recently, texture based feature extraction from the images are widely used. Examples 

of such techniques are Gabor filter.  Gabor wavelet-based methods are widely used in 

facial expression feature extraction. It can detect multi-scale, multi-direction texture 

changes, as well as by the effects of Iightning condition in poses is relatively small. In 

2006, Yu et. al. proposed a method which can identify the features automatically in a 

genetic programming-based approach that uses Gabor wavelet representation for 

primitive features and linear/nonlinear operators to produce new features [15]. Liu 

and Zhang Gabor transform is combined with the hierarchical histogram to extract 

facial expressional features, which can hierarchically represent the change of texture 

in local area, and thus capture the natural facial features involved in facial expression 

analysis [16]. In addition, Gabor transform is relatively less sensitive to the change of 

lighting conditions so less affected from certain rotation and deformation of images. 

All these properties make this scheme fairly robust in various conditions and more 

powerful than traditional representation scheme using 1-D Gabor coefficients. In 

addition, Wang et. al. used similar rectangular Harr wavelet features are used in facial 

expression feature extraction [17] and proposed a techniques for facial expression 

recognition with Adaboost. Xiao-Bo et. al. proposed multichannel filter based Gabor 

wavelet [18] in an application study on facial expression recognition. 

2.1.4 Local Binary Pattern Based Feature Extraction 

Another texture based feature extraction method is local binary pattern (LBP) initially 

used by Ojala et. al. for texture analysis [19]. In further study extension of basic LBP.  

has been proposed such as uniform local binary pattern and rotational invariant local 

binary pattern [20]. Because of its simplicity in comparison to Gabor filter and less 

attributes it is widely used in place of Gabor filter in many research work of facial 

feature extraction [3, 21,22]. Zu-li used local binary pattern and PCA for feature 

extraction [21] from facial images. Gomathi used RIULBP for feature extraction for 

facial expression and got good results [23]. Wencheng et. al. [24] and Koutlas et. at 
[25] also used LBP in his work with slight modification for feature extraction. It maps 

the attributes of image into few robust attributes. Thus many recent work uses in 

facial expression uses LBP. Gomathi Another variation of LBP is introduced by Zhao 

et. al. as volume local binary pattern (VLBP) and local binary pattern from three 
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orthogonal planes (LBP-TOP) [26] are used for dynamic texture recognition in study 

of facial expression recognition in image sequences. Rotational invariant uniform 

local binary pattern extraction approach is given in detail in this section. . 

The LBP operator labels to each pixel by a value which is evaluated by using its 

neighborhood surrounding pixel. Initially LBP operator is defined on 3 x 3 pixel 

window. To obtain LBP label of center pixel there is 8 neighbor pixels surrounding it, 

see in Figure 3.6. 

Later to remove this limitation of LBP operator, it is extended on any radius R and 

any neighborhood pixels P as shown in Figure 3.6 using the bilinear interpolation of 

pixel values. So that gray value of any pixel when applying any radius can be 

calculated by interpolation. Coordinates of interpolated p h̀  pixels (p=0, 1, ...., P-1) 

can be calculated by Eq. 3.1. 

x=Rxcos( 2Pp ), y=—RXsin(--) 	 (2.1) 

where R is any radius, P is the number of neighborhood pixels of center pixels. 

For example consider P=8 and R=2, in this value of pixels which are on horizontal 

line and vertical line can directly taken but pixel which are on diagonal their value 

should be interpolated. Gray value of left upper corner pixel is can be obtained by the 

formula: 

9 = W1 X 9(x-2,y-2) + W2 X 9(x-2,y-1) + W3 X 9(x-1,y-2) + W4 X J(x-1,y-1) (2.2) 

where x, y are coordinate of center pixel, wl, w2, w3, w4  are weight, g is gray value of 

interpolated pixel. Here in our example for P=8 and R=2 weights are as w1= 0.1716, 

W2 = 0.2426, W3 =0.2426, W4 = 0.3431. . 

(P=4, R=1) 	 (P=8, R=1) 	 (P=8, R=2) 
Figure 2.3 Different Neighborhood pixels P on different radius R 



The pixel which has to be label is -considered as center pixel and after comparing the 

variations in intensity (gray value) of from neighborhood pixel a value is calculated as 

shown in Figure 3.7. LBP texture can be defined for a central pixel gg with respect to 

its local P neighborhood pixels. as-- 

LBPp,R = EP o s(g1 - g~) x 21 	 (2.3). 

and _ 1, if x > 0 
s(x) - {0, otherwise (2.4) 

where P is the number of neighborhood pixels, R is radius in terms of pixel, gc is the 

gray value of central pixel and (go, gi, . . ., gp_I) is the gray value of surrounding 

pixels, s(x) is a binary function. 

So applying the LBP we get 256 bins of LBP histogram. Another extension to the 

original LBP operator is called uniform pattern. A LBP is called uniform if it contains 

at most two bitwise transitions from 0 to 1 or vice versa when the binary string is 

considered circular. Number of transitions can be calculated by the formula: 

T(LBPP,R) = I S(gP-1 - 9,) - s(go - g,)I'+ Zp i Is(gi - gc)-s(gi-i - g,) I (2.5) 

where, T is number of bit transition 0 to 1 or vice versa, P is number of neighborhood 

pixels, g, is the gray value of central pixel and gi is the gray value of ith neighborhood 

pixel. 

110 100 140 

125 130 145 

120 148 142 

0 0 1 

0 1 

0 1 1 

Binary: 00111100 

Decimal: 60 

Figure 2.4 Calculation of label value of any pixel using LBP 
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For example 00001100, 01111000, 11111110 are uniform pattern because there is 2 

bits change and 11100011, 11,100010 are not uniform because have 4 bit transition. 

Ojala at al. noticed 90% of pattern found when LBP8,1 operator is applied and 70% 

uniform pattern found in when LBP16,2 is used [20]. Thus uniform patterns reduced 

256 bins into 58 bins. 

Another extension of LBP operator is Rotational Invariant LBP [3, 20]. When the 

image is rotated, the total number of 1 s and Os in the neighbor set remains the same 

but the output binary value gets changed. To remove the effect of rotation, i.e. to 

assign a unique identifier to each rotation invariant local binary pattern uses the 

equation. 

LBPp 2  = min[ {'ROR (LBPp R , i) I i = 0,1, ... , P —1) 	(2.6) 

where, ROR(x,i) is a function which circular right shift i`h  times the bits of x. Using 

the rotation invariant uniform local binary. pattern, any pixel intensity can be 

represented in nine bins i.e. 00000000, 00000001, 00000011, 00000111, 00001111, 

00011111, 00111111, 01111111 and 11111111. Thus RIULBP further reduce the 58 

bins into 9 bins now there are 9 bins of RIULBP and I bin is for others patterns, total 

10 bins we have. Instead of calculating rotation and then assign minimum value we 

can directly assign each pattern into particular bin by following formula: 

LBPP`R 2  = 	-1  s(91 — 9c),  if T(LBPp R ) <_ 2 	(2.7) 
P + 1, 	 otherwise 

where, function T represents the number of transition in LBP as given in Eq. 3.5. The 

notation of RIULBP is as LBPP R 2  where subscript value presenting number of 

neighbor pixels and radius. And in superscript ri represents to the rotation invariant 

and u2 for uniform binary pattern. Generally RIULBP collect the information about 

the number of spots, lines, flat, corner areas in images. 

2.2 Feature Reduction 

Feature reduction transforms the data in the high-dimensional space to a space of 

fewer dimensions. The data transformation may be linear, as in principal component 

11 



analysis (PCA) [27, 28], but many 'nonlinear dimensionality reduction techniques are 

also exist. 

The main linear technique for dimensionality reduction, principal component analysis, 

performs a linear mapping of the data,to a lower dimensional space in such a way that 

the variance of the data in the `low-dimensional representation is maximized. In 

practice, the correlation matrix of the, data is constructed and the eigenvectors on this 

matrix are computed. The eigenvectors that correspond to the largest eigenvalues (the 

principal components) can now be used to reconstruct a large fraction of the variance 

of the original data. The first few eigenvectors can often be used as per requirement 

and tolerance in accuracy. The original space (with higher dimension of the number of 

points) has been reduced (with data loss, but hopefully retaining the most important 

variance) to the small space by a few eigenvectors another linear technique is Linear 

discriminant analysis (LDA). LDA attempts to express one dependent variable as a 

linear combination of other features or , measurements [29, 30]. LDA is closely related 

to principal component analysis (PCA) and factor analysis in that both look for linear 

combinations of variables which best explains the data [31]. LDA explicitly attempts 

to develop the difference between the 'classes of data. 

There are another nonlinear Dimension reduction techniques are available such as 

Kernel PCA, locally linear embedding (LLE), Hessian LLE, Laplacian eigenmaps, 

and LTSA. These techniques construct a low-dimensional data representation using a.  

cost function that retains Iocal properties of the data [32]. 

2.3 Facial Expression Classification 

Classification is the process of categorizing the data into some known class-labels. It 

can be defined as the task of training a model that will assign class label to the data. 

after mapping attribute set to one of the predefined class labels [33, 34]. It is a 

supervised process since the class labels are known in advance. The classification 

model is built on the basis of the training data set provided. After training, classifier 

can predict the class label to unseen data. In facial expression classification, following 

classification approaches are used frequently used in research work. 
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2.3.1 Nearest Neighbor Classifier 

A NN-classifier [33, 35] represents all the training data objects in n-dimensional 

space where n is the number of attributes in the data. The class label of an 

experimental data is computed on the basis of its closeness to the data points in the 

training dataset. The k-nearest neighbors are chosen for this purpose. Hence this 

scheme is also called the k-NN classification scheme. This approach thus requires a 

closeness measure and a classification function that gives the predicted class based on 

the closeness. Euclidian distance mostly uses to calculate closeness between data 

points. 

The k-NN classifiers offer several advantages. Model building is not needed and can 

produce arbitrary shaped decision boundaries. But limitation is that classifier tries to 

predict the class label of an unseen record only on the basis of information supplied at 

the time of training (local information). 

2.3.2 Naive Bayes Classifier 

The Naïve Bayes classifier makes the estimation of the conditional probability of a 

class. It assumes that given a class label, the attributes are conditionally independent. 

To classify a data, the naive Bayes classifier computes the posterior probability for 

each class Y as follows [33, 36, 37]. 

P(Y) n 1 P(—̀) 
P (Y/X) = 	P (X)  Y 	 (2.8) 

The P(X) is prior probability for Y, and we choose the class that maximizes 

P(Y) fl 1  P(Y`)• 

Naive Bayes classifiers have several advantages. They are robust to isolated noise 

points because such points are averaged out when estimating conditional probabilities 

from data. But the limitation is that they assume conditional independence in the 

attributes. 
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2.3.3 Support Vector Machine (SVM). 

A popular classification approach, is based on SVM [33, 38]. A SVM is based on 

maximal margin hyper-plane in order to make sure that their worst-case 

generalization errors. are minimized-. It uses a nonlinear mapping to transform the 

original training data into a higher dimension. Then it searches for the linear optimal 

separating decision boundary within this new dimension. A linear SVM classifier is 

based on a linear decision boundary and non-linear SVM is used non-linear decision 

boundaries. It assumes that data from two classes can always be separated using a 

suitable nonlinear function to. enough high dimension. Support vectors (training 

tuples) and margins (defined by support vectors) are used to find this hyper plane. 

The training time for SVMs can be quite large but the accuracy is very high. They are 

much less prone to over fitting than .other methods. 

2.3.4 Artificial Neural Network (ANN) Based Classifier 

Artificial neural network (ANN), also known as neural network (NN) is a 

mathematical model motivated from biological neurons [39, 40]. A neural network 

consists of an interconnected group of artificial neurons. It processes information 

using a mathematical function, connection weight and threshold value associated with 

each neuron. There are various ANN models proposed - perceptron and multilayer 

feed forward ANN. ANNs have , at least one hidden layer. They offer many 

advantages such as they can be used to approximate any function [41]. But ANNs also 

suffer from some limitations like they are quite sensitive to noise. In absence of 

appropriate network topology, they tend to become over-fitted. How to decide 

topology of ANN is itself a problem.. Another limitation of ANNs is training can be 

time consuming if the number of hidden nodes is large. 

2.3.5 Adaptive Neuro Fuzzy Inference System (ANFIS) 

ANFIS is an ingenious technique to build computationally intelligent systems in 

complex real world systems. These intelligent systems are supposed to hold adeptness 

similar to humans within a specific domain, adjust themselves, and realize to do better 

in changing environments. Neuro-fuzzy computing is the perfect example where 

neural networks recognize patterns and adapt themselves to deal with the changing 
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situations, fuzzy inference systems incorporate human knowledge and perform 

inferencing and decision making [42]. Adaptive networks can be used in a wide 

variety of applications of modeling, decision making, signal processing, and control. 

In this section, we describe the architecture and hybrid learning rule used for ANFIS 

based on Sugeno fuzzy model. There are other Fuzzy models, such as Tsukamoto and 

Mamdani, but due to their complexity and with no increase in computational 

accuracy, Sugeno Fuzzy model is widely used in ANFIS. For the purpose of 

explaining the structure of ANFIS, we assume that the fuzzy inference system under. 

consideration has two inputs x and y and one output z. For a first-order Sugeno fuzzy 

model, a common rule set with two fuzzy if-then rules is given as under: 

Rule 1: If x is A l and y is B1, then fl = pix + 9jy + r1 1 
	

(2.9) Rule 2: I f x is A2 and y is B2, then f2 = p2x + q2y + r2 J 

ANFIS. is a 5 layer. feed forward network in which layer 1 and layer 4 are adaptive 

nodes. The reasoning mechanism for ANFIS model for the rules is given in Eq. 2.2 

has been illustrated in Figure 2.3(a) and the corresponding equivalent ANFIS 

architecture is shown in Figure 2.3(b), where nodes of the same layer have similar 

functions, output of any node is denoted by O/,, it represents output of i`h node in 1/ h layer 

as described follows: 

L..b W1 1, = prx fgry +r, 

w,fi+W'zfa 
(- 	W, + 

Wz f2 _ • flu +qzy +rz  

(a)  

Layer I 
I 	Layer 2 Layer 3 

Ak I  1 

x ~— 4Z k 

Layer 4 

. x y 	Layer 5 

ft 
xy 

(b)  

 

Figure 2.5 (a) A two input first order Sugeno fuzzy model with two rules and (b) Equivalent. ANFIS 
architecture 
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Layer 1: Each node in this layer is an adaptive node with a node function. Output of the 

node in layer I denoted as 01 where i represent to the node number in 1" layer is: 

01 = µAi (x), for i = 1,2 and 01 = µB1_ 2 (y), for i = 3, 4 	 (2.10) 

Where, x and y are the input to_ node i and A; and Bi_2 are Iinguistic label (such as 

"small" or "large") associated with this node and µAi (x), 	B1_2 (y) can adopt any 

appropriate parameterized membership function generally used Bell function with 

minimum equal to 0 and maximum equal to 1 shown in Eq. 2.4. 

IUA (x) = 	a 
2b 1+Ix-_iciI 

ai 

(2.11) 

where, a,, bi and c, are the parameters of the membership function. Parameters are 

referred to as premise parameters. 

Layer 2: This layer also known as rule layer. Every node in this layer is a fixed node 

labeled II, whose output is the product of all the incoming signals presented as: 

O = wi =,ux)x M Bi (y),i = 1,2 	 (2.12) 

Each node output represents the firing strength of a rule. In general, any other T-norm 

operators that perform fuzzy AND can be used as the node function in this layer. 

Layer 3: This layer also known as normalization layer. Every node in this layer is a 

fixed node labeled N. The ith node calculates the ratio of the i`h rules' firing strength to 

the sum of all rules' firing strengths. Output of this layer is also called normalize firing 

strength: 

03 = W L = WI  
W1+WZ 

(2.13) 

Layer 4: This layer is also known as defuzzification layer. Every node in this layer is 

an adaptive node with a node function. Output of this layer is simply product of firing 

strength and first order polynomial. As shown in Eq. 2.7. 

04 = wi x f = Wi (pi x+q jy+r~) 	 (2.14) 
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where, wi is a normalized firing strength from layer 3 and {pi, qi , ri ) is the parameter 

set of this node. Parameters in this layer are referred to as consequent parameters. 

Layer 5: The single node in this layer is a fixed node labeled E, which computes the 

overall output as the summation of all incoming signals: 

overall output = O s̀ = Zi=1 Wi x fi = Fi=1 W ̀ f ̀ 	 (2.15) 
:i=1 WE 

In the above mentioned architecture, Layers 2 and 3 can also be combined to perform 

the functions of calculating the firing strengths and then normalizing it. Though the 

architecture has been described for two inputs with two membership functions each 

and two rules only, but it can be extended for more number of inputs and rules. 

It can be observe from the ANFIS architecture shown in Figure 2.3(b), that when the 

values of the premise parameters are fixed, the overall output can be expressed as a 

linear combination of the consequent parameters. The outputf can be also written as: 

_ W1 + Wz 
W1+W2 	 f2 f1 W1+lt,2  

= w1(p1x+q1y+r1) +w2(pax+qay+r2) 

_ ( 1x)p1 + (W1y)g1 + (W1)r1 + (w2x)p2 + (W2y)g2 + (W2)r2 	(2.16) 

which is linear in the consequent parameters pi, qj, r~, p2, q2, and r2. From this 
observation, we have 

S = set of total parameters, 

S1 = set of premise (nonlinear) parameters, 

S2 = set of consequent (linear) parameters 

Table 2.1 Hybrid learning procedure for ANFIS in forward pass and backward pass 

Forward Pass Backward Pass 

Premise Parameters Fixed Gradient descent 

Consequent Parameters Least square estimator Fixed 

Signals Node outputs Error signals 
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The learning formulas. for the premise and consequent parameters are separate in the 

hybrid learning rule, as shown in Table 2.1. In the forward pass, learning of 

consequent parameters is carried; out using Least Squares Estimator method. In the 

backward pass; learning of premise parameters is carried out by Gradient descent or 

Backpropagation method. Further speedup of learning is possible by using variants of 

the gradient method or other optimization techniques. 

2.4 Measures of Performance Evaluation 

In this study, we have used following performance measures [43] which are shown as 

follows: 

(i) Overall Accuracy (ACC): Accuracy is the percentage ratio of correctly 

classified observation and total observation 

Accuracy 	_ 	Correctly classified data 	
(2.17) Total data 

(ii) Sensitivity (S n) (TP-Rate): Sensitivity is the probability of correct 

prediction of positive examples. 

Sensitivity 
— TP+FN 	 (2.18) 

(iii) FP-Rate: FP-Rate is the probability of false prediction of negative 

examples. 

FP-Rate 	
= FP 

+ 
 TN 	 (2.19) 

(iv) Precision (PPV) (TN-Rate): Precision also known as Positive Predictive 

Rate is the probability of correct prediction of total prediction of positive 

examples. 
TP  

Precision = 
TP+FP 	 (2.20) 

(v) F-Measure: It is the ratio of 2 times correctly classified and summation of 

actual presented class and predicted class 

F-Measure — 	(
2

P 
 P 	 (2.21) 

where TP = True Positives, TN = True Negatives, FP = False Positives, FN = False 

Negatives, P = Actual Classes, P' is predicted classes. 

18 



2.5 Research Gaps 

• The facial expression classification approach should not be complex and must 

be scalable for a large number of people and emotions. Its accuracy cannot be 

restricted to a certain individual or small group of people and emotions. 

• Approach should not be affected from the illumination condition of pose. Such 

as one image is in some bad light condition and some is in good. So classifier 

should not be affected from this problem. Many approaches have this inherent 

problem and can be able to classify some limited facial expression like anger, 

sad, happy, surprise. 

• In a real environment, it is impractical for a system to be trained from images 

of a single individual, so the collection of images used for training of the 

feature detectors must include many different face shapes, sizes, and 

ethnicities. The system should be more people independent. 
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Chapter 3 

Proposed Method for Facial Expression Classification' 

We consider the related issues associated with the emotion recognition i.e. facial 

expression classification in facial images. We propose a technique for facial 

expression classification, which extract efficient and reduced features from the images 

based on texture analysis and differential intensity of interesting regions together. The 

Rotational Invariant Uniform Local Binary Pattern (RIULBP) [20] texture feature are 

extracted from the images after dividing image into two blocks - eye block and mouth 

block. These blocks are identified after the normalization of image. The proposed 

method can be seen into three major steps. These steps in the proposed method, for 

facial expression classification are as shown in Figure 3.1. Figure 3.2 shows whole 

structure of the facial expression classification model. Steps in methodology are 

discussed in detail, describing their functionality and their need in the framework in 

the subsequent section. 

3.1 Image Segmentation and Normalization 

The first step in facial expression classification is identification of interesting regions 

in images which contributes major part in terms to good objective features. We want 

to compute efficient features to classify the emotions. To determine the emotion 

present in the image, all images need some preprocessing work. So image should be 

of same size and the object present in the image such as eyes and mouth should be 

aligned in the facial image. In the feature extraction we consider only the interested 

region eye region and mouth region. As the human observe the emotion of person 

through the eyes and mouth region same thing applied here. All images are cropped 

Image 	 Facial Feature 	Feature 	 Facial 
Segmentation and 	Extraction 	Reduction 	Expression 

Normalization 	 Classification 

Figure 3.1Major steps in Facial Expression Classification 
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Normalized 	 Extracted 
Image Dataset images 	Feature Extraction 	Features 

(Training / Image Segmentation 	(RIULBP) Attribute Reduction Testing and Normalization (PCA) classification Feature Extraction 
data (Intensity based) Reduced Features 

• ANFIS based Classifier 

ANFIS I  
H 

(for class label 1) 
Maximum ANFIS 2 membership •

(for ctass label 2 ( 	 ) 	value and Assign Label 
ANFIS corresponding to 
number ANFIS number 

ANFIS n 
(for class label n) 

Figure 3.3 Proposed framework of Facial Expression Classification 

i c' _ 
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" 	^' A,~ 	S• 	'R LJ u/-.r w 

LJ L. 
Figure 3.2Cropped images from JAFFE dataset 

into size 130 x 110 pixel sizes such as each image has only facial region not even hair 

portion also. Background present in the image is also not interesting part, so it has 

been automatically removed from image because we only cropped the facial part. To 

normalize the images, images are cropped such as eyes and mouth has same position 

in the images. Some images which are cropped shown in Figure 3.3. 

3.2 Feature Extraction 

Effective and efficient feature leads to higher accuracy in classification. Whole 

process of feature extraction as follows. 
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3.2.1 Division of Face into Sub Blocks 

To extract the feature from the normalized facial images (as discussed in section 3.1) 

we have divided it into two blocks. First block is eye block which cover the eye 

region. Eye region covers eyes including the eyebrow. Second block is mouth block 

which cover the whole mouth. Some surrounded area of eyes and mouth also taken in 

block, so that the part of face affected by muscles movement in various emotions to 

be cover. Movements of face muscles in different emotions change the look and shape 

of face. The eye block and mouth block are shown in the Figure 3.4 and 3.5 

respectively. Size of eye block is M x N and mouth block is P x Q. Eye block is 

further divided into four sub blocks each block of size M/ 4 x N. And mouth block 

also divided further into four of size P/2 x Q/2 as shown in the figures. Sub blocks can 

be increase as per requirement. 

Figure 3.4 Eye block and its 4 sub blocks 

Figure 3.5 Mouth block and its 4 sub blocks 
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3.2.2 Rotational Invariant Local BinaryPattern (RIULBP) 

We have used Rotational Invariant Local_ Binary Pattern (RUILBP) [20] (discussed in 

Section 2.1.4) operator after dividing the facial images into two blocks. These blocks 

are eyes block and mouth. RIULBP gives 9 bins histogram for each block. So we 

have total of 18 attributes at the level. As discussed in Section 2.1.4, size of radius and. 

neighborhood pixels. can be increase and decrease corresponding to the 

implementation and accuracy. Selection of radius may depend on the resolution of 

images available. 

3.2.3 Intensity Based Feature Extraction 

As discussed in section 3.2.1, average intensity calculated for each particular sub 

blocks. To represent the feature to this average intensity of regions we calculate the 

difference of average intensity value of in eye sub blocks respectively. So we get 

three attributes from eye regions. Reason behind is that in any expression, portion of 

face moves between different regions and the average intensity value change. But this 

is not the case in case of mouth-so only average intensity of mouth regions taken as 

such and we represent them as intensity based features attributes. 

3.2.4 Feature Attributes Selection 

As discussed in previous section we have calculated the feature vector using discussed 

techniques. RIULBP is calculated from whole eye block and mouth block. So we 

have 9, 9 attributes from the eye regions and mouth regions respectively and N 

attributes from differential intensity of sub blocks. If we combine these attributes then 

we get very large dimensional data that cannot be applied on proposed classifier used 

for classification. So two reduce the number of dimension PCA [44] (Section 2.2) is 

used it is applied on intensity based attributes as well as on RIULBP separately and 

combined later with again performing PCA. So after all we get total 4 strong 

attributes which represent to the facial feature we have extracted. 

3.3 ANFIS Based Classifier 

In this dissertation work, we propose to use adaptive neuro fuzzy inference system 

(ANFIS), as it is a hybrid technique with strengths of both Neural Networks and 
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Fuzzy Logic. In this technique Neural Network provides learning and adaptation from 

a given set of data and Fuzzy Logic provides the human like knowledge 

representation through fuzzy if then rules. We have N emotion which represents as N 

classes in dataset. Due to multiple classes we have used multiple ANFIS, one ANFIS 

for each class to classify the facial expression. Each ANFIS used membership value 

1.0 for corresponding class label and 0.0 for others. 

In ANFIS structure, numbers of rules are depends on the number of input membership 

functions corresponding to each input. As in our cases we have 4 attributes and let us 

choose 3 member functions for each input so total number of rules are 34 = 81 rules. 
That is the main reason so that we have reduced the number of feature attributes so 

much. If we take more attributes system goes slow down. Even in case of more than 6 

attributes ANFIS toolbox may go out of memory. There are many membership 

functions available for the inputs example triangular membership function (trimf), 
Bell membership function (gbellmj) etc. The function which given minimum root 

mean square error overall can been chosen for the training and testing purpose. 

There are three kinds of fuzzy models which are generally used in Fuzzy inference 

systems, i.e. Sugeno, Tsukamoto and Mamdani fuzzy models. Mamdani fuzzy model 

is not used in ANFIS because of complexity in terms of structure and computation is 

higher than Sugeno and Tsukamoto fuzzy models. Mamdani fuzzy model also does 

not necessarily ensure better learning capability or approximation power. So either of 

Sugeno and Tsukamoto Fuzzy models based ANFIS can be used. Sugeno fuzzy base 

model been suggested to use because of its greater transparency and efficiency. 

3.4 Facial Expression Determination 

As discussed in the previous section MANFIS generate N membership values 

corresponding to each ANFIS designed for each emotion to be used for classification. 

To decide the class label for the particular image we find out maximum member ship 

value from these ANFIS. That emotion has highest membership value; image is 

~QaarratRlRtRRattn a~ 

yA{~eRlRr RC h.tRRttta a,atae 
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:;ANFIS 1 (Class Label 1) 	Output Membership 
- 	 value of class label I 

Input I 

ANFIS 2 (Class Label 2) 	Out ut Membershi 
value of class label 2 

Input 2 

Input 3 

Input 4 Out ut Membershi 
ANFIS N (Class Label N) 	value of class label n 

Figure 3.6 Structure of ANFIS based clssifier 

classified into that category and assigns the class label. For example we apply image 

feature vector on MANFIS model then we get N membership values in which we 

found that output membership value of ANFIS k is highest in comparison of other N-1 

ANFIS. Thus the image is classified corresponding to kth  ANFIS class label. Structure 

of classifier is shown in Figure 

3.5 Flow Diagram of th.e Facial Expression Classification 

The flow diagram of complete approach is broken in two phases as shown in Figure 

3.10 and Figure 3.11. The- first phase is training phase; where model learns and 

generate FIS format file. This ' FIS file stored into the disk and the second phase is 

classification phase, where MANFI:SV model read the information about the rules, 

functions, parameter values and structure stored in training phase then predicts the 

emotion. These steps are applied after the preprocessing step. 

Training Steps: 

• Read the gray value of pixels in images. 

• Obtain Feature vector using RIULBP and Intensity based method for every 

image in training data. 

• Reduce the attributes using PCA and choose only those attributes which has 

maximum rank store the eigenvalues matrix into file for later use. 

• Apply the feature onto to the MANFIS classification model of n classes. 
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• Train the MANFIS and generate the FIS file which contains the rules, 

parameter values and structure information for each ANFIS. 

Classification Steps: 

1. Read the gray value of pixels in images. 

2. Obtain Feature vector using RIULBP and Intensity based method for the 

image to classify. 

3. Reduce the attributes by multiplying the feature matrix with eigen values 

matrix stored at the time of training. 

4. Apply the feature onto to the MANFIS classification model of n classes 

5. Find the maximum membership output obtained from n ANFIS. 

6. Image is assigned the emotion class label which has highest output 

membership value. 
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Training starts 
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of training images 

Read Specified Directory:.m 
Initialize i = 1 
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Figure 3.7 Flow diagram of the traing phase in LBP based feature extraction and classification of 
facial expression 



Testing starts 

User specify the path 
of testing images 

Read Specified Directory 
Initialize i = 1 

i<=imagecount 
	Yes 
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No 
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Calculate R=D*E 

Store Disk 
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Figure 3.8 Flow diagram of the testing phase in LBP based feature extraction and classification of 
facial expression 
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Chapter 4 

Implementation of the Proposed Framework 

The project has been implemented in Java programming language using the NetBeans 

7.0 Integrated Development Environment (IDE) and in MATLAB 201 la. The 

NetBeans IDE is written in Java and runs on every operating system platform where a 

JVM (Java Virtual Machine) is installed, including Windows, Mac OS, Linux, and 

Solaris. A JDK (Java Development Kit) is required for Java development 

functionality. For this project JAVA version 6 is used. We installed Java development 

kit JDK 1.6.0 freely available [45]. The NetBeans IDE allows fast development of 

application by auto generating some code and providing hints about the methods and 

data members. The IDE is freely available from internet [46]. 

This application has been implemented on Windows XP Operating System. Java only 

used to design graphical interactive user interface and for final determination of 

result. MATLAB has been used to develop the neuro fuzzy analyzer and RIULBP 

which is the main component of the application. MATLAB version 7.12.0.635 

(R201 la) has been installed. Fuzzy Logic Toolbox has been used for finalizing the 

structure of ANFIS and then developing executable files of the MATLAB program, 

for use with the java program [47]. Using anjisedit command in `Command Window' 

of MATLAB GUI, ANFIS editor can be reached where experimentation with various 

options available can be carried out and best one with least error can be selected. 

The whole application consists of eight important modules. Functions and Classes that 

are used to implement these modules are described in the succeeding subsections. 

Basic Modules in the application are: 

• Interactive Graphical User Interface 

• Rotational Invariant Uniform Feature Extraction 

• Intensity based Feature Extraction 

• Feature Reduction 

• Training of MANFIS. 	 , 

• Evaluate Result from MANFIS 
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4.1 Modules in Facial Expression Classification Application 

The modules in rotational invariant-.LBP .feature extraction and classification using 

multiple adaptive neuro fuzzy inference systems (MANFIS) based application are: 

4.1.1 Emotion_RecognitionApp Class 

It is the class which has public static void main() method in java program which 

launches the application. At the startup, it is the first thread created by user. It 

initializes the application and passes the control to a new instance of 

Emotion _ReognitionView class. 

4.1.2 Emotion_Reognition View -Class 

It is the class in java program which provides Graphical User Interface to the user. As 

the program start from the main file program creates new instance of this class. This 

class has GUI components like jFrame, jButton etc. which initialize and a GUI 

appears in from of user. Now user is, free to give command to perform test on images 

like training of MANFIS and testing the images, which category it will initialize. To 

train MANFIS model after specifying the path of training images as soon as user click 

on train MANFIS Model button, a executable code generated by MATLAB that is 

Train MANFIS for training the MANFIS model execute. That code generates the FIS 

format files for each emotion in FIS folder and training complete. There is again an 

option from which user specify either single file or full folder and click on Test button 

then EVAL MANFIS executable file executes and write a result. txt file after reading 

the structure of every ANFIS written in FIS format file. This result.txt file contains 

the membership values of all emotions calculated by MANFIS. To notify which 

folder has training files or which file has to be test or folder has to be test is the path is 

written into a file DataPipe.dat. Executable file simply read the file and start the 

execution after taking data from specified input path. Interactive Graphical User 

Interface for facial expression classification is shown in the Figure 4.1. 
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Figure 4.1 Interactive graphical user interface for facial expression classification 

4.1.3 RIULBP82 Function 

As discussed in section 3.2.2 rotational invariant uniform local binary pattern 

(RIULBP) is extracted to get effective feature vector. It is also discussed that RIULBP 

can be extracted taking any number of neighborhood pixels and radius. So this 

function as the name is used to extract the RIULBP histogram at number of 

neighborhood pixel P=8 and radius R=2. As discussed in starting of the section whole 

core code is implemented in MATLAB. RIULBP82 function is written in 

RIULBP82.m file. This function takes M x N array as the input and the window size 

in which we have to calculate RIULBP and return the array of 9 values (bins). These 

9 values are the frequency of each type of rotation invariant binary pattern or we can 

say this function return the histogram of RIULBP. To calculate the RIULBP from 

M x N matrix first we copy the window into another 2-d array and then calculate the 

LBP for the array. This M x N array is the pixel array of gray values which is passed 

from the function which wants to evaluate the RIULBP for any image. That particular 

function which calls to RIULBP function should read the image by its own and pass 

the array and the interesting window where .RIULBP has to be calculated. Reason 

behind to taking window is that why should we calculate the RIULBP where we have 
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not interested and make fast computation. Algorithm for calculating the RIULBP is 

shown in Table 4.1. This algorithm is pseudo code against MATLAB program. 

Table 4.1 Pseudo code of RIULBP82 function which evaluate RIULBP on P = 8, R = 2 

Algorithm — RIULBP82: Calculate the frequency of each type of RIULBP pattern 

Input: 

• IMG: 2-d Array having pixel values of image. 

• lr, lc: Starting coordinates from which we have to calculate RIULBP. 

• rows, cols: It is size of the window° ih which we are interesting to calculate RIULBP. 

Output: 

• H: Array of size 9 representing the bins of RIULBP. 

Method: 

1. initialize P= 8, R= 2, image = IMG(lr : lr + rows—i, lc : lc + cols - 1) 

2. for i = 1 to 8 [calculate surrounding points] 

3. spoints(i, 1)= -R sin((i - 1)2it/P) 

4. spoints(i, 1)= R cos((i . 1)2ir/P) 

5. end 

6. initialize blocksizex = 5, blocksizey = 5 [LBP window for a pixel] 

7. initialize originpointx = 3, originpointy = 3, dx = imagesizex - blocksizex, 

dy = imagesizey - blocksizey.' 

8. for i = to P [for each neighbor pixel] 

9. x = originpointx + spoint(i, 1) 

10. y = originpointy + spoint(i, 2) 

11. fx = floor(x), fy = floor(y) 

12. rx = round(x), ry = round(y). 

13. cx = ceil(x), cy=ceil(y) 

[check whether interpolation is needed or not] 

14.. 	if abs (x — rx) <l e-6.&& abs (y — ry) <l e-6) [not needed] 

15. N = image(ry :ry ±•dy, rx : rx + dx) 

16. else 

17. ty=y-fy 

18. tx=x-fx 
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[calculate weight] 

19. w 1 = (1 - tx) x (1 - ty) 

20. w2 = tx x (1 - ty) 

21. w3=(1 -tx)xty 

22. w4 = tx x ty 

23. N= wl x image(fy : fy + dy, fx : fx + dx) + w2 x image(fy : fy + 

dy, cx : cx + dx) + w3 x image(cy : cy + dy, fx : fx + dx) + w4 x 

image(cy : cy + dy, cx : cx + dx) 

24. End 

25. D = N>=image 

[update the result matrix 

26. v = 2(` - ') 

27. result = result + v x D 

28. end 

29. for i 1 to rows in result matrix 

30. for j = 1 to columns in result matrix 

31. Index = patternmap(result(i j) + 1) 

32. H(index) = H(index) + I 

33. end 

34. end 

35. return H(1:9) 

In this pseudo code patternmap is a function 'implementation of Eq. 3.7 which returns 

the index number of bin in which pattern value has to be added. Because we have 

only 256 possible values in result array so to make the process fast we have use a 

patternmap as a single dimensional array of size 256. We stored the bin number 

corresponding to array script value instead of calculating each time after generating 

the bin number corresponding to the numbers 0 to 255. To make this array following 

java code has been written, which print binary equivalent and bin number of particular 

decimal number as shown in Table 4.2: 

35 



Table 4.2 Java Program to decide which LBP should go on particular bin 

Program — BinHelp: prints number from 0 to 255, their binary equivalent and Bin 

number in which it has to store.. 

Code: 

public static void main(String. []args) 

int bittransition, binnumber;,. 

System.out.println("Number\tAi iary Eqv.\tParticular Bin Number"); 

for(int i=0;i<256;i++) 

{ 

binnumber=bittransition=0; 

System.out.print(i+ "\t"); 

for(int j=0;j<8;j++) 

{ 
bittransition+= Math.abs(((i>>>j)&1) - ((i>>>((j+l)%8))&1)); 

System.out.print((i>>>(7_ j)) &1); 

binnumber+=(i>>>j).& l; 

binnumber=bittransition>2? 10:binnumber+1 ; 

System. out.println("\t"+ binnumber); 

} 

4.1.4 RIULBP81 Function 

This is a function implemented in MATLAB. It calculates RIULBP on It is similar to 

RIULBP82 but used to extract the RIULBP histogram at number of neighborhood 

pixel P=8 and radius R=1. In this function we have not interpolate the points just 

taken surrounding pixels, so no interpolation needed. Algorithm of RIULBP81 is 

same as discussed in Table 4.1; just change is that no code for interpolation and the 

coordinates of surrounding pixels are taken as in static 2-d array. Those surrounding 

points coordinates [(-1, -1), (-1, 0), (-1, 1), (0, 1), (1, 1), (1, 0), (1,-1), (0, -1)J are 
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stored in a two-dimensional array named spoints. Algorithm of RIULBP81 function as 

shown in Table 4.3. 

Table 4.3 Pseudo code for RIULBP81 function which calculate RIULBP on P=8, R=1 

Algorithm — RIULBP81: Calculate the frequency of each type of RIULBP pattern 

Input: 

• IMG: 2-d Array having pixel values of image. 

• Ir, lc: Starting coordinates from which we have to calculate RIULBP. 

• rows, cols: It is size of the window in which we are interesting to calculate RIULBP. 

Output: 

• H: Array of size 9 representing the bins of RIULBP. 

Method: 

1. initialize P = 8, R = 1, image = IMG(lr : lr + rows — 1, lc : lc + cols - 1) 

2. spoints=[-I, -1; -1, 0; -1, 1; 0, 1; 1, 1; 1, 0; 1,-1; 0, -1] 

3. initialize blocksizex = 3, blocksizey = 3 [LBP window for a pixel] 

4. initialize originpointx = 2, originpointy = 2, dx = imagesizex - blocksizex, 

dy = imagesizey - blocksizey 

5. for i = to P [for each neighbor pixel] 

6. rx = spoint(i, 1) + originpointx, ry = spoint(i, 2) + originpointy 

7. N= image(ry : ry + dy, rx : rx + dx) 

8. D = N>-image 

[update the result matrix 

9. result = result + 2(' - 1) 
X D 

10. end 

11. for i = 1 to rows in result matrix 

12. for j = I to columns in result matrix 

13. Index = patternmap(result(i, j) + 1) 

14. H(index) = H(index) + 1 

15. end 

16. end 

17. return H(1:9) 
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4.1.5 Avg_FV Function 

This function is implemented in MATLAB. It calculates the feature vector from sub 

blocks as discussed in section 3.2.3. In this function we calculate the sum of pixels 

window specified in particular. block using function sum() presented in MATLAB and 

after divide the value obtain from this function by the number of pixels in the window 

so we get average intensity of each sub block. Now we created average . intensity 

feature vector taking the difference of adjacent block of eyes and concatenated the 

average vector of mouth region. Later,  on PCA has been applied and all 7 vectors are 

reduced into 4 final intensity based feature vectors. Algorithm of this function is given 

as follows in Table 4.4: 

Table 4.4 Pseudo code for calculating intensity based feature vector 

Algorithm — Avg_FV: Calculate the intensity based feature 

Input: 

• IMG: 2-d Array having pixel values of image. 

Output: 

• R: Array of size 7 representing the intensity features 

Method: 

1. A(1) = sum(IMG(Eye sub block 1))/14*104 

2. A(2) = sum(IMG(Eye sub block 2))/14* 104 

3. A(3) = sum(IMG(Eye sub block 3))/14* 104 

4. A(4) = sum(IMG(Eye sub block 4))/14* 104 

5. V(1:3) = A(2:4) - A(1:3) 

6. V(4) = sum(IMG(Mouth sub block 1))/30*40 

7. V(5) = sum(IMG(Mouth sub block 2))/30*40 

8. V(6) = sum(IMG(Mouth sub block 3))/30*40 

9. V(7) = sum(IMG(Mouth sub block 4))/30*40 

10. return V 
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4.1.6 Final FV Function 

This function is also implemented in MATLAB. This function receives attributes 

evaluated using Avg FV function and RUILBP82 or RUILBP81 as per requirement. 

After that this function select best 4 attributes from received attributes after applying 

the PCA if it is training data and otherwise it reads the eigen vector and just multiply 

with input features array. The final feature attributes are evaluated and return the array 

of 4 elements that contain final 4 attribute has to be used for classification. Algorithm 

of this function is given as follows in Table 4.5: 

In this algorithm we have choose best 4 attributes after applying PCA on both vectors. 

To choose best for we have decided to choose different 4 attributes for on different 

radius. When P=2, we select 2 attributes as 1st  attribute of R1 and R2, 3rd  as second 

attributes of (RI + R2) /2 and 3rd  attribute of R2. 

Table 4.5 Algorithm for Final_FV function that reduce the extracted features 

Algorithm — Final _FY: Calculate the intensity based feature 

Input: 

• av_fv: 2-d Array having intensity based features. 

• lbp—fv: 2-d Array having RIULBP based features. 

• option: string specifying training or testing and radius used by LBP separated by ";" 

Output: 

• R: Array of size 4 representing the best features 

Method: 

1. if Training 

2. EV 1 = PCA(lbp_fv) 

3. EV2 = PCA(av—fv) 

4. csvwrite(filenamel, EV1), csvwrite(filename2, EV2) 

5. else 

6. EV 1 = csvread(filename l ). EV2 = csvread(filename2, EV2) 

7. end 

8. R1 = av_Fv x EVI, R2 = lbp_fv x EV2, R3= Selectbest4(R1,R2) 

9. return R3 

39 



4.1.7 Train MANFIS Function 

This is a main function of. our method contain neuro fuzzy classifier. First this 

function read the file DataPipe.dat in which we write the path where training images 

exists from the GUI. After that this function read the directory and read all bit map 

images stored in that folder. 'hi next step, this function calls the above mention 

function Final FV function and obtain feature array. After that it makes the matrix of 

size M x 4 for store the feature vector. This matrix passed to the ANFIS function with 

concatenating the class vector according to the image and particular ANFIS. Then it 

trains the 6 ANFIS and save resultant output of each ANFIS into the disk in FIS 

format after training completes. The output contains the information about the rule, 

function, parameter etc. The algorithm of this function is shown in Table 4.6: 

Table 4.6 Algorithm to train MANFIS from training images 

Algorithm — Train_MANFIS: Generate FIS format file after training images 

Method: 

1. read DataPipe.dat file and get training data path in DirName 

2. read Directory DirName for bmp files 

3. for each file in Directory Dirname 

4. IMG=read(file); . 

[add new row of intensity feature into avg̀ feature] 

5. avg_feature += Avg_FV(IMG) 

[add new row of RIULBP feature into lbp_feature] 

6. lbp_feature += LBP_FV82(IMG) 

[extract class name from IMAGE add new row in ClassName] 

7. ClassName += GetActualClass(IMG) 

8. end 

[get reduced feature vector from intensity based and RIULBP feature] 

9. FeatureVector = FinalFv(avg_feature, lbp_feature, 'training;2') 

[initialize ANFIS parameters] 

10. numFs = 3 

11. inmftype ='gaussmf 

12. outmftype ='linear' 
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13. epoch_n = 10 

14. generate classinfo AN for Angry from ClassName [angry = 1, other = 0] 

[initialize ANFIS structure] 

15. in_fis = genfisl([TV AN'], numMFs,InmfType, outmfType) 

[get ANFIS output after traing 

16. out fis = anfis([TV AN'],in_fis,epoch_n) 

[save ANFIS output into file] 

17. writefis(out_fis,'./FIS/Angry.fis') 

18. repeat step 11 to 14 for each emotion and save FIS format file in FIS folder 

19. end 

4.1.8 EVAL MANFIS Function 

EVAL_MANFIS is another important function of our implemented application. This 

function read the files stored in training face-  into disk which contains the information 

about the output of each ANFIS. This function loads these files and initializes 6 

ANFIS (one ANFIS for each emotion) and evaluates the result after applying the 

feature obtained from the facial images. In the next step, obtained output after 

evaluation has written into the result.csv file. The algorithm of this function is shown 

as follows in Table 4.7: 

Table 4.7 Algorithm to classify the images 

Algorithm — EVAL_MANFIS: write output of each ANFIS into file result.csv 

Method: 

1. read DataPipe.dat file and get testing data path in DirName 

2. read Directory DirName for bmp files 

3. for each file in Directory Dirname 

4. IMG=read(file); 

[add new row of intensity feature into avg_feature] 

5. avg_feature += Avg_FV(IMG) 

[add new row of RIULBP feature into lbp_feature] 

6. lbp_feature += LBP_FV82(IMG) 
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end 

[get reduced feature vector from intensity based and RIULBP feature] 

7. Feature Vector = FinalFv(avg_feature, lbp_feature, 'training;2') 

[read FIS file stored at the time of traing] 

8. AN Anfis=readfis('./FIS/Angry.fis') 

[evaluate membership-value of Angry from input features vector] 

9. AN=evalfis(Input,AN_Anfis) 

10. Repeat step 8 and 9 for each emotion 

[define class label which membership function has maximum value] 

11. Class label = emotion(max membership value anfis) 

[write resultant output membership value of each anfis into result.csv] 

12. Csvwrite('result.csv', [Class_label]) 

13. End 
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Chapter 5 

Results and Discussion 

The implementation of the local binary pattern based feature extraction and 

classification of facial expression application is implemented in java and MATLAB. 

Dataset, performance measures and different parameters associated with the 

framework has been discussed in the subsequent section. 

5.1 The Experiment Dataset 

Local Binary Pattern based Feature Extraction and classification of facial expression 

attempt to recognize and label to a principal set of emotion i.e. anger, fear, sadness, 

disgust, surprise, and happiness. These categories are primary expressions identified 

by Ekman and Friesen [2]. Some sample images from the dataset are shown as in 

Figure 5.1. 

In order to train and test the classification system, we have used images from the 

Japanese Female Facial Expression (JAFFE) database [48], located at 

(http://www.kasrl.org/jafee.html). This dataset is freely available for academic use 

and research work. The dataset includes 213 grayscale images of size 256 x 256 

pixels. The dataset includes facial images of ten different female models, 

Figure 5.1 Sample images of six basic facial expressions from JAFFE data set 
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each assuming seven distinct posses (six basic expressions and one neutral pose). 

Data set has 2-4 images for each facial expression of each female. JAFFE dataset is 

the dataset which is used inmany research works and used to validate and compare 

their results. In this dissertation work we have use only basic emotion expression 

images not neutral pose. 

5.2 Results for JAFFE Dataset 

The dataset has 213 facial images as discussed in previous section; we have used 188 

images of basic expression (anger, disgust, fear, happy, sad, surprise) and left the 

images of neutral pose. We have taken 6 emotions so classifier with 6 ANFIS has 

been used. Each classifier used four inputs, three Bell membership functions per 

input. There are total of 193 nodes with 36 nonlinear parameters at input associated 

membership function layer and 405 linear parameters at output layer. There are 81 

fuzzy rules corresponding to each facial expression (emotion). We have selected 

output function linear because it produces minimum error when experiment is done to 

select the membership function. The data set is small consisting 188 images which is 

less than the number of. parameters 441 in the ANFIS structure so we get warning 

from MATLAB tool box when we setup experiment. 

To quantify the performance of proposed method, data was partitioned into two parts 

the training data and the testing data. Because we have small data set so we made 5 

sets of (39 + 38 + 37 + 36 + 38 = 188) images. These sets are designed such as any set 

cannot contain all the images of same pose in a single set of a person. After that we 

have apply testing 5 times such as 4 sets are used for training and remaining one set is 
used for testing. This is applied in scenario I and scenario 2. It is similar like 5 fold 

testing technique. Thus we have tested our method on whole 188 images after 

applying test on each set. After we have added all confusion matrices into one and 

calculate accuracy and various performance measures. In scenario 3 we have done 

same thing but differently we have separate the images by person. All images of are 

used to train the ANFIS except one person and test is applied on remaining images. In 

this study, we have calculated some performance measures — overall accuracy, 

sensitivity (true positive rate), false positive rate, precision (positive predictive value) 

and Fl-score. 



Implemented application tested with Japanese Female Facial Expression (JAFFE) 

dataset. As discussed in Section 3.2.1 eye block and mouth block are shown defined 

by size of eye block is 56 x 104 and mouth block is 60 x 80. Eye block is further 

divided into four sub blocks each block of size 14 x 104. And mouth block also 

divided further into four block of size 30 x 60. After describing the block we have 

extracted the features as discussed in Section 3.2.2 and 3.2.3. Results are tested 6 

facial expression based ANFIS classifier on 3 different scenarios by changing the 

parameter radius of RIULBP. These scenarios are: 

• Scenario 1: Classification of facial expression on taking .8 neighborhood 

pixels (P=8) and radius(R) = 1 in RIULBP feature extraction. 

• Scenario 2: Classification of facial expression on taking 8 neighborhood 

pixels (P=8) and radius(R) = 2 in RIULBP feature extraction. 

• Scenario 3: Classification of facial expression on taking 8 neighborhood 

pixels (P=8) and radius(R) = 2 in RIULBP feature extraction on untrained 

faces 

Table 5.1 Notation symbol used for denoting facial expression 

S. No. Facial Expression Notation Symbol 

1. Anger A 

2. Disgust B 

3. Fear C 

4. Happy D 

5. Sad E 

6. Surprise F 



SCENARIO 1 

In first scenario we have . calculated rotational invariant local binary pattern on 

neighborhood pixel (P) = 8 and radius_ (R) = 1. Feature reduced and applied to the 

multiple adaptive neuro fuzzy: classification model and result has been evaluated. 

To evaluate result all images are used such as after partitioning the all images in 5 

sets one set is used for testing and rest 4 for training as discussed. Table 5.1 shows 

the confusion matrix after applying method on all 5 sets. Table 5.2, shows the 

detailed accuracy of classes. 

Table 5.2 Confusion matrix between glasses when on RIULBP (P = 8, R = 1) 

A B C D E F 

A 26 0 -2 2 0 0 

B 1 28 2 0 0 0 

C 0 2 28 0 0 2 

D 1 0 0 27 3 1 

E 0 0 0 2 28 1 

F 2 0 0 1 0 29 

Total correctly classified ' 	: 	166 
Total Incorrectly Classified 	: ` 	22 
Overall Accuracy 	: 	88.30 % 
Overall Error 	 11.70 % 

Table 5.3 Detailed accuracy in classes and accuracy measures on RIULBP (P = 8, R = 2) 

CLASS TP Rate FP Rate Precision F-measure 

ANGER 0.87 0.03 0.87 0.87 
DISGUST 0.9 0.01 0.93 0.92 

FEAR 0.88 0.03 0.88 0.88 
HAPPY 0.84 0.03 0.84 0.84 

SAD 0.9 0.02 0.9 0.9 

SURPRISE 0.91 0.03 0.88 0.89 



SCENARIO 2 

In this scenario results are evaluated same as in scenario 1 but we have made little 

change in feature extraction. Instead of taking radius 1 we have used radius =2 i.e. 

RIULBP feature extraction is applied on neighborhood pixel (P) = 8 and radius 

(R) = 2 pixels. Table 5.3 shows the confusion matrix and Table 5.4 shows the 

detailed accuracy of classes. 

Table 5.4 Confusion matrix between classes on RIULBP (P = 8, R = 2) 

• A B C D E F 

A 29 0 0 0 0 1 

B 0 30 0 - 0 1 0 

C 0 0 31 1 0 0 

D 1 2 0 29 0 0 

E 1 0 1 0 29 0 

F 0 0 0 1 0 30 

Total Correctly Classified 	: 	180 

Total Incorrectly Classified 	9 

Overall Accuracy 	 95.21 % 

Overall Error 	 : 	4. 79 % 

Table 5,5 Detailed accuracy in classes and accuracy measures on RIULBP (P = 8, R = 2) 

CLASS TP Rate FP Rate Precision F-measure 

ANGER 0.97 0.01 0.94 0.95 
DISGUST 0.97 0.01 0.94 0.95 
FEAR 0.97 0.01 0.97 0.97 
HAPPY 0.91 0.01 0.94 0.92 
SAD 0.94 0.01 0.97 0.95 
SURPRISE 0.97 0.01 0.97 0.97 
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SCENARIO 3 

In this scenario we have used RIULBP feature extraction on neighborhood pixels 

(P) = 8 and radius (R) = 2 because at this experimental setup we got higher 

accuracy in comparison of scenario 1 when radius (R) was one pixels. In this 

scenario we have made change such that not even single image of particular 

person is used for the training but used all for testing i.e. classification has applied 

on is on untrained face. Table 5.5 shows the confusion matrix in results and 

Table 5.6 shows detailed accuracy of classes in class. 

Table 5.6 Confusion matrix between classes on RIULBP (P = 8, R = 2) and face was untrained 

A BI C D E F 

A 20 1 0 0 6 3 

B 4 21 0 0 3 3 

C 3 0 -22 4 1 2 

D 1 0 .2 21 3 5 

E 3 1 1 1 24 1 

F 0 0 2 0 5 25 

Total Correctly Classified 	: 	133 

Total Incorrectly Classified 	. 	55 

Overall Accuracy 	 : 	70.74 % 

Overall Error 	 . 	29.26 % 

Table 5.7 Detailed accuracy in classes and some accuracy measures on untrained faces using RIULBP 

(P=8,R=2). 

CLASS TP Rate FP Rate Precision F-Measure 

ANGER 0.67 0.07 0.65 0.66 
DISGUST 0.68 0.01 0.91 0.78 

FEAR 0.69 0.03 0.81 0.75 
HAPPY 0.66 0.03 0.81 0.72 

SAD 0.77 0.11 0.57 0.66 
SURPRISE 0.78 0.09 0.64 0.7 



5.3 Comparison of Results 

For the comparative analysis of the results has been done from the results of other 

approaches available in literature. The comparison with the approach and accuracy is 

given in the Table 5.8. 

Table 5.8 Comparative analysis of results 

Approach Accuracy  
Liao [9] 94.56% 
Zu-li [22] 94.10% 
Gomathi 23  94.26% 
Wencheng [24] 90.14% 
Koutlas [25] 87.00% 
Our Approach 95.2 1 % 

5.4 Discussion 

The result obtained conclude that 

• The results obtained using RIULBP (P = 8, R= 2) are better in comparison to 

RIULBP (P = 8, R= 1) since it depends on resolution of images. 

• The result on untrained faces also given considerable accuracy. 

• A comparison with some other techniques is done and RIULBP and intensity 

based methodology outperforms it considerably. 

• The proposed methodology is robust and easy to implement so can be used for 

emotion recognition using facial expressions. 



Chapter 6 

Conclusion and Future Work 

In the present work, we have extracted features from the facial expression images 

using proposed local binary patterns and intensity based method. The extracted 

features are reduced by using PCA. The reduced features are applied on to the ANFIS 

based classification system. The performance of the proposed method was evaluated 

using JAFFE dataset. The conclusions drawn from the present work can be 

summarized as follows: 

6.1 Conclusion 

The following conclusion can be drawn from present study: 

• A generic framework has been proposed for the purpose of classifying facial 

expressions. The proposed method is based on adaptive neuro fuzzy inference 

system. It is easy to use and deploy. 

• Feature extraction is performed only on the local areas of interest which may 

have higher significance in given context. 

• Extracted features need to be reduced before applying on ANFIS based 

classifier. 

• Classifier used Sugeno type fuzzy model based ANFIS so has less complexity 

in terms of computation and structure which yield fast classification. 

6.2 Suggestions for the Future Work 

Some directions for further research work are as follows: 

• Existing methods has given limited performance on untrained face so need 

some work to increase the accuracy when faces are untrained. 

• Method can be made as fully automatic, for facial expression classification 

using some face detection algorithm. 
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• A function can be derived for selection the radius R in RIULBP automatically 

which choose best value of R automatically from learning. 

• ANFIS based classifier can use adaptive learning after building the classifier 

model time to time. 
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